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P R E FA C E

There is no doubt that the composition of the atmosphere and the Earth’s 
climate have changed since the industrial revolution, with human activi-
ties as the predominant cause. The atmospheric concentration of carbon 
dioxide has increased by more than 40% since the preindustrial era, pri-
marily from the combustion of fossil fuels for the production of energy. 
The global mean surface temperature, which has been relatively stable over 
1000 years, has already increased by about 1°C since the preindustrial era. If 
these energy production activities do not shift markedly, these changes will 
inevitably continue. The global mean temperature is projected to increase 
by an additional 2°C–3°C during the twenty- first century, with land areas 
warming significantly more than oceans and the Arctic warming signifi-
cantly more than the tropics.

The availability of water is also likely to change over the continents. 
Water will probably be more plentiful in already water- rich regions, in-
creasing the rate of river discharge and frequency of floods. In contrast, 
water stress will increase in the subtropics and other water- poor regions 
that are already relatively dry, increasing the frequency of drought. Ob-
servations suggest that the frequencies of both floods and droughts have 
been increasing. Unless dramatic reductions of greenhouse gas emissions 
are achieved, global warming is likely to exert far- reaching impacts upon 
human society and the ecosystems of our planet during the remainder of 
this century and for many centuries to come.

Climate models are the most powerful tools for predicting human- 
induced global warming. They are based upon the laws of physics and 
have evolved from the models used for numerical weather prediction. 
Exploiting the vast computational resources of some of the world’s most 
powerful super computers, climate models have been used to make pre-
dictions of future climate change and its impacts, providing valuable in-
formation for policymakers. Climate models have been useful not only 
for predicting climate change but also for understanding it. Serving as 
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xiv PrefaCe

“virtual laboratories” of the coupled atmosphere- ocean- land system, they 
can be used for performing controlled experiments that have proven very 
effective for systematically elucidating the physical mechanisms involved 
in climate change.

The primary title of this book, Beyond Global Warming, reflects our 
strong belief that the greatest value of climate models is not just their utility 
for making predictions, but also their ability to provide a deeper under-
standing of how the climate system works. Starting from the pioneering 
study conducted by Arrhenius more than 100 years ago, this book presents 
a history of the use of models in studies of climate change. Based upon the 
analysis of many numerical experiments performed with a hierarchy of cli-
mate models of increasing complexity, we seek to elucidate the basic phys-
ical processes that control not only global warming but also the changes 
in climate of the geologic past. It is not our intention, however, to present 
a comprehensive survey of the literature on climate dynamics and climate 
change. Instead, we would like to focus on studies in which Manabe was 
a participant and those that influenced his thinking. We hope to describe 
the scientific journey that allowed him to develop a better understanding of 
the processes that underlie climate change. He was accompanied for parts 
of this journey by Broccoli, who was likewise influenced and informed by 
the studies described in this volume.

This book has evolved from the lecture notes of a graduate course that 
Manabe taught in the Program in Atmospheric and Oceanic Sciences at 
Princeton University. The book may be useful as a reference text for grad-
uate and advanced undergraduate courses in climate dynamics and climate 
change, but also in other disciplines that involve the environment, ecology, 
energy, water resources, and agriculture. But, most of all, we hope that 
this book will be useful for those who are curious about how and why the 
climate has changed in the past and how it will change in the future.
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C H A P T E R  1 

Introduction

The global surface temperature has increased gradually since the turn 
of the twentieth century. This is evident in figure 1.1, which shows the 
time series of the global mean surface temperature anomaly (relative to a 
1961–90 baseline) since the middle of the nineteenth century. Although 
the temperature fluctuates over interannual, decadal, and interdecadal time 
scales, it has increased gradually during the past 100 years with a relatively 
large increase during the past several decades. For the period prior to the 
middle of the nineteenth century, many attempts have been made to recon-
struct the large- scale trends of surface temperature from natural archives 
of climate- related proxies, using data sets that include more than 1000 
tree- ring, ice- core, coral, sediment, and other assorted proxy records from 
ocean and land throughout the globe (Jansen et al., 2007). As one example 
of such efforts, figure 1.2 depicts the time series of Northern Hemisphere 
mean surface temperature reconstructed by Mann et al. (2008, 2009) for 
the past 1500 years. According to this reconstruction, surface temperature 
was relatively low between 1450 and 1700 (i.e., the Little Ice Age) but was 
relatively high prior to 1100, during the Medieval Climate Anomaly. These 
results suggest, however, that the warmth of the past half- century is quite 
unusual during at least the past 1500 years.

As stated in the Fifth Assessment Report of the Intergovernmental Panel 
on Climate Change (IPCC, 2013b), “it is extremely likely that human 
influence has been the dominant cause of the observed warming since 
the mid- 20th century” (17). The report further concludes that a major-
ity of the observed warming can be attributed to the anthropogenic in-
crease in the concentrations of greenhouse gases such as carbon dioxide, 
methane, and nitrous oxide. According to figure 1.3, which shows the 
temporal variation in carbon dioxide (CO2) concentration over the past 
1200 years, the level of atmospheric CO2 fluctuated by around 280 ppmv 
(parts per million by volume) until the end of the eighteenth century, 
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fIGure 1.1  Annual global mean surface temperature anomalies (relative to the 1961–90 reference 
period mean) from the latest versions of the three combined land-surface-air temperature (LSAT) 
and sea surface temperature (SST) data sets (HadCRUT4, GISS, and NCDC MLOST). For the iden-
tification of the three institutions indicated by acronyms, see Intergovernmental Panel on Climate 
Change (IPCC) (2013a). From Hartmann et al. (2013).

fIGure 1.2  Time series of Northern Hemisphere mean surface temperature. The thin line indicates 
the temporal variation of reconstructed decadal surface temperature anomaly (°C), averaged over 
the entire Northern Hemisphere, during the past 1500 years. Anomalies are defined relative to the 
1961–90 reference period mean; shading indicates 95% confidence intervals. For the recent period, 
anomalies obtained by thermometers are indicated by the thick line. From Mann et al. (2008, 2009).
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IntroduCtIon 3

when it began to increase gradually. This increase accelerated during the 
twentieth century, when temperature also increased as indicated in figure 
1.1. Other greenhouse gases such as methane and nitrous oxide have 
also increased in a qualitatively similar manner during the same period. 
Although greenhouse gases are minor constituents of the atmosphere 
(table 1.1), they strongly absorb and emit infrared radiation, exerting the 
so- called “greenhouse effect” that helps to maintain a warm and habitable 
climate at the Earth’s surface.

In the remainder of this chapter, we describe the mechanism by which 
these gases affect the temperature of the Earth’s surface by modifying the 
upward flux of infrared radiation emitted by it. We then discuss how the 
greenhouse effect increases in magnitude as the concentrations of these 
gases increase, warming not only the Earth’s surface but also the entire 
troposphere owing to the upward transport of heat by turbulence and 
convection.

fIGure 1.3  Temporal variation of CO2 concentration in air over the past 1100 years, from Ant-
arctic ice-core records (D57, D47, Siple, South Pole) and (since 1958) data from the Mauna Loa 
measurement site. The former are based upon the analysis of air bubbles in the Antarctic ice sheet, 
and the latter were obtained from instrumental observations. The smooth curve is based on a 100-
year running mean. From Schimel et al. (1995).
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4 CHaPter 1 

The Greenhouse Effect

The Earth exchanges energy with its surroundings via the transfer of elec-
tromagnetic radiation. Thus the heat balance of the Earth is determined 
by the heat gain due to the absorption of incoming solar radiation with 
relatively short wavelengths (~0.4–1 µm) and the heat loss due to outgoing 
terrestrial radiation with relatively long wavelengths (~4–30 µm), as illus-
trated schematically in figure 1.4. In a hypothetical situation in which the 
energy output of the Sun and the composition of the Earth’s atmosphere 
are unchanged, the net incoming solar radiation and outgoing terrestrial 
radiation averaged over the entire globe and over a sufficiently long period 
of time would be exactly equal to each other. This is because the Earth as 
a whole seeks the temperature that satisfies the requirement of radiative 
heat balance. If the temperature of the Earth is too high, for example, the 
heat loss due to outgoing terrestrial radiation is larger than the heat gain 
due to net incoming solar radiation, thereby reducing the temperature of 
the planet as a whole. On the other hand, if the temperature is too low, the 
reverse is the case, raising the temperature of the planet. In the long run, 
the Earth’s temperature is maintained such that the net incoming solar 
radiation and outgoing terrestrial radiation at the top of the atmosphere 
are in balance.

taBle 1.1 Composition of the air 

Constituent Approximate % by weight
Nitrogen (N2) 75.3
Oxygen (O2) 23.1
Argon (Ar) 1.3
Water vapor (H2O)* ~0.25
Carbon dioxide (CO2)* 0.046
Carbon monoxide (CO) ~1 × 10−5 
Neon (Ne) 1.25 × 10−3 
Helium (He) 7.2 × 10−5

Methane (CH4)* 7.3 × 10−5

Krypton (Kr) 3.3 × 10−4

Nitrous oxide (N2O)* 7.6 × 10−5 
Hydrogen (H2) 3.5 × 10−6

Ozone (O3)* ~3 × 10−6 

*Greenhouse gases.
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IntroduCtIon 5

Averaged over the entire globe, the incoming solar radiation at the 
top of the atmosphere is 341.3 W m−2 (Trenberth et al., 2009), of which 
101.9 W m−2, or about 30%, is reflected back into space by the Earth’s sur-
face, cloud, aerosols, and air molecules. The remaining 70% is absorbed, 
mostly by the surface, implying that the net incoming solar radiation at 
the top of the atmosphere is 239.4 W m−2, which is slightly larger than the 
value of 238.5 W m−2 for outgoing terrestrial radiation that has been ob-
tained based upon satellite observations (Loeb et al., 2009; Trenberth et al., 
2009). The radiative imbalance of 0.9 W m−2 is consistent with the planetary 
warming that is currently under way. Assuming that the Earth- atmosphere 
system radiates as a blackbody according to the Stefan- Boltzmann law (see 
box Blackbody Radiation and Kirchhoff ’s Law on p. 8), one can compute 
approximately the effective emission temperature of the planet. The tem-
perature thus obtained is −18.7°C, which is about 33°C lower than the 
Earth’s global mean surface temperature of +14.5°C.

Because the Earth’s surface radiates almost as a blackbody, as noted 
above, one can also use the Stefan- Boltzmann law to estimate approxi-
mately the upward flux of radiation emitted by the Earth’s surface. The flux 
thus obtained is 389 W m−2 and is much larger than the 238.5 W m−2 of out-
going terrestrial radiation emitted from the top of the atmosphere. This im-
plies that the atmosphere traps ~151 W m−2 of the upward flux of radiation 
emitted by the Earth’s surface before it reaches the top of the atmosphere. 

fIGure 1.4  Schematic diagram illustrating the radiative heat budget of the Earth.
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In short, the atmospheric greenhouse effect prevents approximately 39% 
of the outgoing radiation emitted by the Earth’s surface from escaping 
from the top of the atmosphere, thereby keeping the surface warmer than 
it would be by approximately 33°C. Thus, satellite observations of outgoing 
terrestrial radiation provide convincing evidence for the existence of a 
greenhouse effect of the atmosphere that intercepts a substantial fraction 
of the upward flux of terrestrial radiation emitted by the Earth’s surface.

Figure 1.5 illustrates schematically the greenhouse effect of the atmo-
sphere. In this figure, the slanted solid line indicates the idealized tempera-
ture profile of the troposphere, where temperature decreases almost linearly 

fIGure 1.5  Schematic diagram illustrating the greenhouse effect of the atmosphere. The slanted 
solid line indicates the vertical temperature profile of the troposphere. The vertical line segment at 
the top of the slanted line indicates the almost isothermal temperature profile of the stratosphere. 
The dot on the slanted line indicates the average height of the layer of emission for the upward flux 
of outgoing terrestrial radiation from the top of the atmosphere.
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with height. The dot on the slanted line, located in the middle troposphere, 
indicates the average height of the layer of emission for the outgoing ter-
restrial radiation from the top of the atmosphere. As noted above, its tem-
perature (TA) is −18.7°C, which may be compared with +14.5°C—that is, 
the global mean temperature of the Earth’s surface (TS). As already noted, 
the difference between the two temperatures is 33°C, indicating that the 
atmosphere has a large greenhouse effect that warms the Earth’s surface by 
this amount. In the following paragraphs, we shall attempt to explain why 
the atmosphere has this greenhouse effect and why it is so large.

Figure 1.6, which is a modified version of a figure presented by Peixoto 
and Oort (1992), illustrates how the atmosphere absorbs solar and ter-
restrial radiation. Figure 1.6a contains the normalized spectra of black-
body radiation at 255 K and 6000 K, which roughly mimic the spectra 
of outgoing terrestrial radiation and incoming solar radiation at the top 
of the atmosphere, respectively. As this figure shows, terrestrial radiation 
occurs at wavelengths that are mostly longer than 4 µm, whereas solar 
radiation involves wavelengths that are mostly shorter than 4 µm. Thus, it 
is reasonable to treat the transfer of terrestrial radiation in the atmosphere 
separately from that of solar radiation. Hereafter, we shall call the former 
“longwave radiation” to distinguish it from solar radiation with relatively 
short wavelengths.

Figure 1.6b and c illustrates the spectral distribution of absorption (%) 
by the cloud- free atmosphere. Although the clear atmosphere is almost 
transparent to the visible portion of solar spectrum at wavelengths between 
0.3 and 0.7 µm, allowing the major fraction of incoming solar radiation to 
reach the Earth’s surface, it absorbs very strongly over much of the spectral 
range of terrestrial longwave radiation, mainly owing to water vapor. In 
the so- called “atmospheric window” located between 7 and 20 µm, where 
water vapor is relatively transparent, carbon dioxide, ozone, methane, and 
nitrous oxide absorb very strongly around wavelengths of 15, 9.6, 7.7, and 
7.8 µm, respectively, as shown in figure 1.6d. Although not shown in this 
figure, chlorofluorocarbons (CFCs) also absorb strongly in the 7–13 µm 
range, as pointed out, for example, by Ramanathan (1975). Although these 
greenhouse gases are minor constituents of the atmosphere, as shown in 
table 1.1, they collectively absorb and emit over much of the spectral range 
of terrestrial longwave radiation, exerting a powerful greenhouse effect as 
described below.

Radiative transfer from the Earth’s surface and in the atmosphere obeys 
Kirchhoff ’s law, as described briefly in the box Blackbody Radiation and 
Kirchhoff ’s Law on page 8. This law requires that, at each wavelength, the 
absorptivity of a substance is equal to its emissivity, which is defined as the 
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Blackbody Radiation and Kirchhoff’s Law

Let’s consider a medium inside a perfectly insulated enclosure with 
a black wall that absorbs 100% of incident radiation. Assume that 
this system has reached the state of thermodynamic equilibrium 
characterized by uniform temperature and isotropic radiation. 
Because the wall is black, the radiation emitted by the system to 
the wall is absorbed completely. On the other hand, the outgoing 
emission from the wall is identical in magnitude to the incoming 
radiation. Radiation within the system is referred to as blackbody 
radiation, which depends only on temperature and wavelength ac-
cording to the so- called Planck function. The spectral distributions 
of the normalized Planck function are shown in the right and left 
sides of figure 1.6a for 255 K and 6000 K, which approximate the 
equivalent emission temperature of the Earth and Sun, respec-
tively. Summing up over all frequencies, the blackbody radiation 
depends only upon temperature and is proportional to the fourth 
power of the absolute temperature (in Kelvin) according to the 
Stefan- Boltzmann law of blackbody radiation.

In order to maintain the thermodynamic equilibrium in the 
enclosure, it is necessary for the wall and the medium to emit and 
absorb equal amounts of radiation, maintaining the radiative heat 
balance. This implies that, for a given wavelength, the emissivity, 
defined as the ratio of the emission to the Planck function, is equal 
to the absorptivity, defined as the ratio of the absorption to inci-
dent radiation. The equality between absorptivity and emissivity 
was first proposed by Kirchhoff in 1859.

Kirchhoff ’s law requires the condition of thermodynamic equi-
librium, such that uniform temperature and isotropic radiation are 
achieved. Obviously, the radiation field of the Earth’s atmosphere 
is not isotropic and its temperature is not uniform. However, in 
a localized volume below about 40 km, to a good approximation, 
it may be considered to be locally isotropic with a uniform tem-
perature, in which energy transitions are determined by molec-
ular collisions. It is in the context of this local thermodynamic 
equilibrium that Kirchhoff ’s law is applicable to the atmosphere. 
For further analysis of this subject, see Goody and Yung (1989).
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fIGure 1.6  Spectra of blackbody emission and absorption by the atmosphere and its constituents. 
(a) Normalized spectra of blackbody radiation at 6000 K and 255 K; (b) absorption spectra for the 
entire vertical extent of the atmosphere and (c) for the portion of the atmosphere above 11 km; and 
(d) absorption spectra for the various atmospheric gases between the top of the atmosphere and the 
Earth’s surface. CH4, methane; CO2, carbon dioxide; H2O, water; HDO, hydrogen-deuterium oxide 
(i.e., heavy water); N2O, nitrous oxide; O2, oxygen; O3, ozone; Bλ, blackbody emission at wavelength 
λ. From Peixoto and Oort (1992).
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ratio of the actual emission to the theoretical emission from a blackbody. 
Because the Earth’s surface behaves almost as a blackbody, it has an ab-
sorptivity that is close to one, absorbing almost completely the downward 
flux of longwave radiation that reaches it. In keeping with Kirchhoff’s law, 
the Earth’s surface emits an upward flux of longwave radiation almost as a 
blackbody would. As this upward flux penetrates into the atmosphere, it is 
depleted owing to the absorption by greenhouse gases, but it is also accreted 
because of the emission from these gases. The upward flux decreases or in-
creases with height, depending upon whether the depletion is larger than 
the accretion, or vice versa.

For example, if the atmosphere were isothermal, these two opposing 
effects would exactly cancel, as they would do inside a blackbody enclosure 
with homogeneous and isotropic radiation, thus yielding an upward flux 
of radiation that would be constant with height. However, if temperature 
decreases with increasing height, as it does in the troposphere, the accre-
tion of the upward flux due to emission is smaller than its depletion by 
absorption of the flux from below. Thus, the upward flux decreases with 
increasing height owing to the difference between emission and absorption 
in the atmosphere. In short, the atmosphere as a whole traps a substantial 
fraction of the upward flux of longwave radiation emitted by the Earth’s 
surface before it reaches the top of the atmosphere. This trapping is often 
called the atmospheric greenhouse effect.

The atmospheric greenhouse effect is attributable not only to well- mixed 
greenhouse gases, but also to cloud cover. As will be described in chapter 
6, clouds emit and absorb longwave radiation, acting almost as a black-
body if they are sufficiently thick. Clouds account for about 20% of the 
total greenhouse effect of the atmosphere. But the greenhouse effect of 
clouds is not the only effect on the Earth’s radiation balance. Clouds also 
reflect incoming solar radiation because their albedo is higher than that of 
most underlying surfaces. When evaluated on a global and annual mean 
basis, the reflection of incoming solar radiation by clouds outweighs their 
greenhouse effect, and thus clouds exert a net cooling effect upon the heat 
balance of the planet (e.g., Hartmann, 2016; Ramanathan et al., 1989).

In summary, the atmosphere as a whole absorbs a major fraction of 
the upward flux of longwave radiation emitted by the Earth’s surface. On 
the other hand, the atmosphere also emits longwave radiation, and the 
upward flux from the atmosphere partially compensates for the depletion 
of the upward flux due to absorption. Since Kirchhoff ’s law requires the 
absorptivity of the atmosphere to be identical to its emissivity at all wave-
lengths, the absorption of the upward flux emitted by the relatively warm 
surface is substantially larger than the emission of the upward flux by the 
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relatively cold atmosphere. Thus, the atmosphere has a greenhouse effect 
that reduces substantially the upward flux of longwave radiation emitted 
by the Earth’s surface before it reaches the top of the atmosphere, helping 
to maintain a warm and habitable planet.

Global Warming

So far, we have explained why the atmosphere has a so- called greenhouse 
effect that traps a substantial fraction of the upward flux of longwave ra-
diation emitted by the Earth’s surface. Here we attempt to explain why 
temperature increases at the surface and in the troposphere as the con-
centration of a greenhouse gas (e.g., CO2) increases in the atmosphere.

As described in the preceding section, the effective emission tempera-
ture of the Earth is −18.7°C, which is much closer to the global mean 
temperature of the middle troposphere than that of the Earth’s surface. 
The effective emission temperature is much lower than the Earth’s surface 
temperature because a major fraction of longwave radiation emitted by 
the surface is absorbed before it reaches the top of the atmosphere. On 
the other hand, much of the upward flux of the longwave radiation emit-
ted by the colder upper troposphere reaches the top of the atmosphere 
because the absorption by the overlying layers of the atmosphere is small. 
Thus, the effective emission level of outgoing longwave radiation is located 
in the middle troposphere, where temperature is much colder than the 
Earth’s surface.

Using the terminology of quantum mechanics provides another way of 
visualizing the effect of greenhouse gases on longwave radiative transfer 
in the atmosphere. If we think of radiation taking the form of photons, the 
probability of a terrestrial photon escaping from the top of the atmosphere 
is reduced by the presence of greenhouse gases lying above the level from 
which that photon is emitted. Thus, photons emitted from the Earth’s sur-
face are much less likely to reach the top of the atmosphere than photons 
emitted from higher levels in the atmosphere. If we imagine each photon 
to be “tagged” with the temperature at which it was emitted, the distribu-
tion of photons reaching the top of the atmosphere will be centered at a 
temperature that is much lower than the surface temperature; that is, the 
effective emission temperature.

If the concentration of a greenhouse gas such as CO2 increases in the 
atmosphere, the infrared opacity of the air increases, thereby enhancing 
the absorption of longwave radiation in the atmosphere. Thus the absorp-
tion of the upward flux of longwave radiation from the lower layer of the 
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atmosphere is larger than that of the flux from the higher layer, owing 
mainly to the difference in the optical thickness of the overlying layer of 
the atmosphere. In other words, more photons from the surface and lower 
atmosphere will be prevented from reaching the top of the atmosphere. 
For this reason, the effective height of the layer from which the outgoing 
longwave radiation originates increases as the atmospheric greenhouse 
gas concentration increases. Because the effective emission level of the 
outgoing radiation is located in the troposphere, where temperature de-
creases with increasing height, the temperature of the effective emission 
level decreases as it moves upward, thereby reducing the outgoing longwave 
radiation from the top of the atmosphere.

The physical processes involved in the response of longwave radiation 
to increasing greenhouse gases are illustrated in figure 1.7. As in figure 
1.5, the slanted solid line indicates schematically the vertical temperature 
profile in the troposphere, where temperature decreases almost linearly 
with height. Dot A on the slanted line indicates the effective emission level 
for outgoing longwave radiation from the top of the atmosphere. (In other 
words, half the photons reaching the top of the atmosphere are emitted 
from below this level and half from above this level.) As indicated by the 
arrow that originates from dot A, the emission level moves upward in 
response to the increase in concentration of an atmospheric greenhouse 
gas (e.g., CO2), as explained above. Thus the temperature of the effective 
emission level decreases, reducing the outgoing longwave radiation from 
the top of the atmosphere. 

A change in the concentrations of greenhouse gases (e.g., carbon dioxide 
and water vapor) affects not only the upward flux of the outgoing longwave 
radiation from the top of the atmosphere but also the downward flux that 
reaches the Earth’s surface. If the concentration of atmospheric greenhouse 
gases increases, the increase in the infrared opacity of the air enhances the 
absorption of longwave radiation in the atmosphere. Thus, the absorption 
of the downward flux from the higher layer of the atmosphere increases 
more than the absorption of the flux from the lower layer. Consequently, 
there is a downward shift of the effective level of emission from which the 
downward flux originates as the atmospheric greenhouse- gas concentra-
tion increases. Because temperature increases with decreasing height in the 
troposphere, as indicated by the slanted line in figure 1.7, the temperature 
at the effective emission level of the downward flux, signified by dot B, also 
increases as it moves downward, thereby increasing the downward flux of 
longwave radiation that reaches the Earth’s surface.

The radiative response of the surface- troposphere system to an in-
crease in greenhouse gases can be regarded as the net result of two related 
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processes. The first process involves an increase in the downward flux 
of longwave radiation that increases the temperature of the Earth’s sur-
face. Over a sufficiently long period of time, the surface returns to the 
overlying troposphere practically all the radiative energy it receives, with 
thermal energy being transferred upward through moist and dry con-
vection, longwave radiation, and the large- scale circulation. Thus tem-
perature increases in the troposphere, as well as at the Earth’s surface. If 
this warming were to occur in the absence of any other changes, it would 
result in an increase in the outgoing longwave radiation from the top of 
the atmosphere.

fIGure 1.7  Schematic diagram illustrating the upward shift of the average height of the layer of 
emission for the top-of-the-atmosphere flux of longwave radiation (indicated by dot A), in response 
to the increase in concentration of a greenhouse gas in the atmosphere. The diagram also illustrates 
the downward shift of the average height of the layer of emission for the downward flux the longwave 
radiation at the Earth’s surface (indicated by dot B), in response to the increase in concentration of 
a greenhouse gas. See the caption of figure 1.5 for further details.
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The second process involves the upward flux of longwave radiation 
at the top of the atmosphere in response to an increase in atmospheric 
greenhouse gas concentration. If the amount of greenhouse gases were 
to increase without allowing the temperature of the surface- troposphere 
system to change, the upward flux of longwave radiation at the top of the 
atmosphere would decrease, as explained earlier. To maintain the radia-
tive heat balance of the planet as a whole, the surface- troposphere system 
warms just enough for the effects of these two processes to balance, such 
that the top- of- atmosphere flux of outgoing longwave radiation remains 
unchanged despite the warming.

An important factor that affects the magnitude of global warming is 
the positive feedback process that involves water vapor. As noted already, 
water vapor is the most powerful greenhouse gas in the atmosphere. It 
absorbs and emits strongly over much of the spectral range of terrestrial 
longwave radiation (figure 1.6d) and is mainly responsible for the powerful 
greenhouse effect of the atmosphere. In contrast to long- lived greenhouse 
gases such as carbon dioxide, water vapor has a short residence time of 
a few weeks in the atmosphere, where it is added rapidly through evap-
oration from the Earth’s surface (e.g., from the ocean) and is depleted 
through condensation and precipitation. Thus, the absolute humidity of 
air is bounded by saturation, preventing large- scale relative humidity from 
exceeding 100%. Since the saturation vapor pressure of air increases with 
increasing temperature according to the Clausius- Clapeyron equation, 
the absolute humidity of air usually increases with increasing tempera-
ture, thereby enhancing the atmospheric greenhouse effect. The positive 
feedback effect between temperature and the greenhouse effect of the at-
mosphere is called “water vapor feedback,” and will be discussed further 
in chapter 6. Water vapor feedback magnifies the global warming that is 
induced by the increase in long- lived greenhouse gases such as carbon 
dioxide, methane, nitrous oxide, and CFCs.

Global warming involves other responses of the climate system in addi-
tion to the changes in temperature. Because the saturation vapor pressure of 
air in contact with a wet surface (e.g., ocean) increases at an accelerated pace 
with increasing surface temperature, according to the Clausius- Clapeyron 
equation, the warming of the Earth’s surface enhances evaporation from 
the surface to the overlying troposphere, where relative humidity hardly 
changes, as will be discussed in subsequent chapters. The global- scale in-
crease in the rate of evaporation in turn increases the rate of precipitation, 
thereby satisfying the water balance of the atmosphere in the long run. 
This is the main reason why the global mean rates of evaporation and 
precipitation increase by equal magnitudes as global warming proceeds, 
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accelerating the pace of the global water cycle, as will be discussed further 
in chapter 10.

In this chapter, we have explained the processes responsible for the at-
mospheric greenhouse effect, which is essential for maintaining a warm 
and habitable climate at the Earth’s surface. We have also explained why 
temperature increases at the Earth’s surface and the global water cycle ac-
celerates as the concentration of CO2 increases in the atmosphere. In the 
remainder of this book, we shall introduce various studies exploring the 
physical mechanisms that control changes in climate, not only during 
the industrial present, but also during the geologic past. We will introduce 
these studies in roughly historical order; we begin by introducing the early 
pioneering studies in the following chapter.
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Early Studies

In this chapter we introduce the early studies of the greenhouse effect of the 
atmosphere and global climate change, conducted during the nineteenth 
and early twentieth centuries. We begin with the pioneering studies of 
Fourier, Tyndall, Arrhenius, and Hulbert.

The Heat- Trapping Envelope

The existence of the greenhouse effect of the atmosphere described in the 
preceding chapter was conjectured, perhaps for the first time, by the well- 
known mathematical physicist Jean- Baptiste Fourier. In essays published in 
1824 and 1827 (Fourier, 1827; Pierrehumbert, 2004a, b), Fourier referred to 
an experiment conducted by Swiss scientist Horace- Bénédict de Saussure. 
In this experiment, de Saussure lined a container with blackened cork and 
inserted into the cork several panes of transparent glass, separated by inter-
vals of air. Midday sunlight could enter at the top of the container through 
the glass panes. The temperature became more elevated in the most interior 
compartment of this device. Fourier speculated that the atmosphere could 
form a stable barrier like the glass panes, trapping a substantial fraction of 
the upward flux of terrestrial radiation emitted by the Earth’s surface before 
it reached the top of the atmosphere, despite being almost transparent to 
incoming solar radiation as indicated in figure 1.6b. Although Fourier did 
not elaborate on the specific mechanism involved in the trapping described 
in chapter 1, it is quite remarkable that he correctly conjectured the exis-
tence of the greenhouse effect of the atmosphere based upon the simple 
experiments conducted by de Saussure. (For interesting commentaries on 
the papers by Fourier and de Saussure, see chapter 1 of The Warming Papers, 
edited by Archer and Pierrehumbert [2011].)

Fourier, however, did not identify the constituents of the atmosphere 
that allow it to act as a heat- trapping envelope. Irish physicist John Tyndall 
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successfully identified these gases and evaluated the relative magnitudes of 
their contributions to the greenhouse effect of the atmosphere. His mea-
suring device, which used thermopile technology, is an early landmark 
in the history of absorption spectroscopy of gases. Tyndall (1859, 1861) 
concluded that, although major constituents of the air such as nitrogen and 
oxygen are transparent to longwave radiation, minor constituents such as 
water vapor, carbon dioxide, methane, nitrous oxide, and ozone absorb 
and emit longwave radiation (figure 1.6d), exerting the greenhouse effect. 
He found that, among these absorbing gases, water vapor is the strongest 
absorber in the atmosphere, followed by carbon dioxide. They are the prin-
cipal gases controlling surface air temperature. The relative contributions 
of these gases to global warming have been the subject of quantitative 
evaluation by Wang et al. (1976) and Ramanathan et al. (1985).

The First Quantitative Estimate

In 1894, Svante Arrhenius of Sweden (figure 2.1) gave a very provocative 
lecture at a meeting of the Stockholm Physical Society, proposing that 
a change in the atmospheric CO2 concentration by two to three times 
may be enough to induce a change in climate comparable in magnitude to 
the glacial- interglacial difference in global mean surface temperature. In 
a paper published the following year, Arrhenius (1896) described in specific 
detail how he conducted his study, which turned out to be relevant not 

fIGure 2.1  Svante Arrhenius (1859–1927).
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only to the large glacial-interglacial transition of climate (chapter 7), but 
also the global warming that is currently taking place. Here, we describe 
his truly pioneering study, which used a simple climate model to estimate 
the magnitude of the surface temperature change resulting from a change 
in atmospheric CO2 concentration.

For this purpose, Arrhenius formulated two equations that represent 
the heat balance of the atmosphere and that of the Earth’s surface at each 
latitude and during each season of the year. In his formulation, the heat 
balance of the atmosphere is maintained among the following components:

• cooling and heating due to the emission and absorption of longwave 
radiation, respectively

• heating due to the absorption of solar radiation
• heating due to the net upward flux of heat from the Earth’s surface 

to the atmosphere
• heating or cooling due to meridional heat transport by large- scale 

circulation in the atmosphere

The heat balance of the Earth’s surface is maintained among the following 
components, implicitly assuming that the surface has no heat capacity and 
returns all of the radiative heat energy it receives in sensible and latent heat:

• cooling and heating due to the emission and absorption of longwave 
radiation, respectively

• heating due to the absorption of solar radiation
• cooling due to the net upward flux of heat from the Earth’s surface 

to the atmosphere

From the equation of the heat balance of the atmosphere and that of the 
Earth’s surface described above, Arrhenius obtained a formula that relates 
the temperature of the Earth’s surface to the atmospheric concentration of 
CO2. Using the formula thus obtained, he computed the change in surface 
temperature at various latitudes and during each season in response to a 
change in the CO2 concentration of the atmosphere. The positive feedback 
effect of water vapor described in chapter 1 was incorporated iteratively, 
keeping relative humidity unchanged in the atmosphere as temperature 
changed in each successive iteration. In addition to water vapor feedback, 
he incorporated the positive feedback effect of snow cover that retreats 
poleward as temperature increases, thereby enhancing the warming at 
the Earth’s surface. It is quite impressive that Arrhenius identified two 
of the most important positive feedback effects and incorporated them 
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into his computation. It should be noted here, however, that Arrhenius 
assumed that the horizontal and vertical heat flux do not change despite 
the change in temperature at the Earth’s surface and in the atmosphere, 
greatly simplifying his computation. This assumption implies that the 
magnitude of the surface temperature change he obtained is controlled 
solely by radiative processes and does not depend on heat transport by 
the large- scale circulation and vertical convective heat transfer in the 
atmosphere.

Averaging globally and annually the surface temperature change thus 
obtained, Arrhenius found that the global mean surface temperature would 
increase by 5°C–6°C in response to a doubling of the atmospheric CO2 
concentration. The magnitude of the global warming thus obtained is quite 
large and lies at the upper end of the sensitivity range of the current cli-
mate models (Flato et al., 2013). As discussed below, the large sensitivity 
of his model is attributable mainly to the unrealistically large absorptivity/
emissivity of CO2 that Arrhenius used in his computation.

In order to estimate the absorption spectra of water vapor and CO2, 
Arrhenius used the record of radiation from the Moon obtained by as-
tronomer and physicist Samuel Langley (1889). As pointed out in a de-
tailed analysis by Ramanathan and Vogelmann (1997), the CO2 absorp-
tivity Arrhenius used is too large by a factor of ~2.5. They suggested that 
this discrepancy is attributable mainly to the error involved in guessing 
the magnitude of the CO2 absorptivity from Langley’s observations over 
the spectral range, where the absorption bands of CO2 overlap with those 
of water vapor. When they repeated Arrhenius’s computation in the ab-
sence of albedo feedback using modern CO2 absorptivity data, they found 
that surface temperature increases by only ~2°C in response to the CO2 
 doubling. Although this is much smaller than the 5°C–6°C that Arrhenius 
obtained, it is similar to the sensitivity of one- dimensional models of the 
surface- atmosphere system that use modern CO2 absorptivity data.

As discussed already, the magnitude of the atmospheric greenhouse 
effect depends not only on the vertical distribution of greenhouse gases 
but also on the vertical temperature structure, which depends on both 
convective and radiative heat transfer. To obtain a reliable estimate of global 
warming, it is therefore desirable to use a multilayer radiative- convective 
model of the atmosphere rather than the one- layer model that Arrhenius 
used. The initial attempt to use such a model was made by E. O. Hulbert 
(1931). He developed a vertical- column model of the atmosphere, which 
consisted of the troposphere in radiative- convective equilibrium and the 
stratosphere in radiative equilibrium. He was very encouraged to find that 
his model simulated successfully the global mean temperature of the Earth’s 
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surface. Using this model, Hulbert estimated the magnitude of surface tem-
perature change that results from a given change in atmospheric CO2 con-
centration. He found that the temperature of the Earth’s surface increases by 
4°C in response to a doubling of the atmospheric CO2 concentration in the 
absence of positive water vapor feedback. Realizing that the magnitude of 
the warming would have been even larger if this feedback had been taken 
into consideration, he concluded, in agreement with Arrhenius, that the 
CO2 theory of the ice ages was credible, despite various objections that had 
been raised against it.

The warming of 4°C (in response to CO2 doubling) obtained by Hul-
bert happens to be similar to the 3.8°C warming that Ramanathan and 
Vogelmann (1997) obtained, using a version of the Arrhenius’s model, in 
the absence of the water vapor and snow albedo feedbacks. Both of these 
values are about three times as large as the ~1.2°C that one gets from a 
radiative- convective model without these feedbacks, using modern CO2 
absorptivity. It is therefore likely that Hulbert used CO2 absorptivity data 
that were too large by a factor of almost three, as Arrhenius did. Had Hul-
bert incorporated water vapor feedback into his computation, he would 
have found a surface temperature increase of as much as 6°C in response 
to a doubling of the atmospheric CO2 concentration.

Hulbert’s study is a natural extension of the study of Arrhenius. It uses 
for the first time a radiative- convective model of the atmosphere, which 
resolves the vertical temperature structure, to estimate the magnitude of 
global warming. Unfortunately, Hulbert’s study was overlooked or dis-
regarded for a long time in favor of a very simple approach proposed by 
British engineer Guy Stewart Callendar, which we will discuss in the next 
section. Although Hulbert’s study has a serious flaw as discussed above, it 
is a truly groundbreaking contribution that predates by more than three 
decades the radiative- convective model study of Manabe and Wetherald 
(1967) that will be described in chapter 3.

A Simple Alternative

Several decades after the publication of Arrhenius’s study, Callendar made a 
renewed attempt to estimate the change of surface temperature that results 
from a change in atmospheric CO2 concentration. The main motive of 
his study, however, was different from that of Arrhenius’s. Arrhenius was 
mainly interested in exploring the role of greenhouse gases in producing 
the glacial- interglacial contrast in climate. But Callendar began his paper 
with the following assertion: “Few of those familiar with the natural heat 
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exchanges of the atmosphere, which go into the making of our climate and 
weather, would be prepared to admit that the activities of man could have 
any influence upon phenomena of so vast a scale. In the following paper, 
I hope to show that such influence is not only possible but is occurring at 
the present time” (Callendar, 1938, 223).

Although Callendar was aware of Arrhenius’s study described above, he 
attempted to improve the estimate of the CO2- induced change in surface 
temperature using absorptivities of CO2 and water vapor that are more 
realistic than those used by Arrhenius. Callendar, however, employed a 
very simple method that is based solely upon the radiative heat balance 
of the Earth’s surface, which we describe in the remainder of this chapter.

As noted in chapter 1, a change in atmospheric greenhouse gas con-
centration results in a change in the intensity of the downward flux of 
longwave radiation at the Earth’s surface. If the atmospheric greenhouse 
gas concentration increases, for example, the infrared opacity of air also 
increases, thereby enhancing the absorption of longwave radiation in the 
atmosphere. This implies that the absorption of the downward flux of long-
wave radiation from higher layers of the atmosphere increases more than 
that of the flux from lower layers. Thus, the effective height of the layer 
from which the downward flux originates decreases. Since temperature 
increases with decreasing height in the troposphere, where the downward 
flux of longwave radiation originates, this implies that the downward flux 
of longwave radiation increases at the Earth’s surface as the concentration 
of CO2 increases in the atmosphere. To maintain the heat balance of the 
Earth’s surface, it is therefore necessary that the increase in downward 
flux is compensated by an equal increase in the upward flux of longwave 
radiation, if other things remain unchanged. In his study, Callendar esti-
mated the magnitude of the surface temperature change needed to keep 
the net upward flux of longwave radiation unchanged at the Earth’s surface 
despite an increase in downward flux due to the increase in atmospheric 
CO2 concentration.

The net upward flux of longwave radiation (E) at the Earth’s surface is 
defined here as the difference between the upward flux (U) and downward 
flux (D) as expressed by:

 E = U − D, (2.1)

where E is usually positive and is expected to increase with increasing 
surface temperature.

The perturbation equation of the net upward flux of longwave radiation 
at the Earth’s surface may be expressed by:
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 dE(C, TS) = (∂E/∂C) · dC + (∂E/∂TS) · dTS, (2.2)

where C is the atmospheric CO2 concentration, and TS is the global mean 
temperature of the Earth’s surface. Assuming that the surface heat balance 
is maintained, dE(C, TS) = 0, which means that (∂E/∂C) = −(∂D/∂C). One 
can then derive the relationship between the changes in CO2 concentration 
and surface temperature, as expressed by:

 dTS = [(∂D/∂C)/(∂E/∂TS)] · dC. (2.3)

Using equation (2.3) thus obtained, Callendar estimated the magni-
tude of surface temperature change that results from a given change in 
atmospheric CO2 concentration. He assumed that the vertical gradient of 
temperature is constant and does not depend upon surface temperature. 
This method led to the finding that surface temperature increases by about 
2°C in response to the doubling of atmospheric CO2. Although it is less 
than half of the 5°C–6°C that Arrhenius obtained earlier, Callendar’s result 
appeared to be consistent with the observed increase of the global mean 
surface temperature over several decades in the late nineteenth and early 
twentieth centuries.

A few decades after the publication of Callendar’s study, several authors 
attempted to repeat the study, incorporating various factors that had been 
neglected by Callendar (Kaplan, 1960; Kondratiev and Niilisk, 1960; Möller, 
1963; Plass, 1956). For example, Plass found that surface temperature in-
creases by 3.6°C in response to a doubling of the CO2 concentration. Kap-
lan obtained ~1.5°C, taking into consideration the effect of clouds on the 
change in the downward flux of longwave radiation. Using the best CO2 
absorptivity available at that time (e.g., Yamamoto and Sasamori, 1961), 
Möller (1963) obtained 1°C, which is about half as large as the 2°C orig-
inally obtained by Callendar. Realizing that the results presented above 
were obtained without accounting for water vapor feedback, Möller re-
peated the computation incorporating the feedback and obtained a quite 
surprising result.

As explained in chapter 1, a warming of the Earth’s surface induced by an 
increase in greenhouse gases is accompanied by an increase in temperature 
throughout the troposphere and an increase in absolute humidity, keeping 
relative humidity essentially unchanged. The increase in absolute humidity 
leads to an additional increase in the infrared opacity of the troposphere, 
reducing further the average height of the layer from which the downward 
flux of longwave radiation originates. Because temperature increases with 
decreasing height in the troposphere as noted above, the downward flux of 
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longwave radiation increases, thereby enhancing the warming at the Earth’s 
surface through the positive feedback effect of water vapor. To incorporate 
this effect, Möller modified equation (2.3), replacing ∂E/∂TS by dE/dTS, and 
obtained the following equation, which describes the relationship between 
dTS and dC in the presence of the water vapor feedback:

 dTS = [(∂D/∂C)/(dE/dTS)] · dC, (2.4)

where dE/dTS depends not only on TS but also on W (i.e., the total moisture 
content of the atmosphere). Given that (∂E/∂W) = −(∂D/∂W), it may be 
expressed by:

 dE/dTS = ∂E/∂TS − ∂D/∂W · (dW/dTS). (2.5)

Since the downward flux of longwave radiation increases with increasing 
W, which increases with increasing surface temperature as explained above, 
the second term, ∂D/∂W · (dW/dTS), on the right side of equation (2.5) is 
positive and compensates for the first term, which is positive as noted al-
ready, thereby reducing the strength of the radiative feedback (i.e., dE/dTS) 
that operates on the perturbation of the global mean surface temperature. 
Assuming that surface temperature is 15°C and relative humidity of air is 
fixed at 77%, for example, the two terms on the right side of equation (2.5) 
compensate for each other almost completely, yielding a very small negative 
value of dE/dTS. In other words, the net upward flux of longwave radiation 
decreases slightly with increasing surface temperature. This implies that, 
in the presence of water vapor feedback, the net upward flux of longwave 
radiation cannot compensate for the increase in the downward flux due to 
the increase in atmospheric CO2 concentration. Inserting the value of dE/
dTS thus obtained into equation (2.4), one gets a large cooling of as much 
as 6°C in response to a doubling of atmospheric CO2. This irrational result 
is obtained because longwave feedback is positive and equation (2.4) is no 
longer valid.

One of the important components of heat balance at the Earth’s surface 
is the upward flux of sensible heat and latent heat of evaporation to the 
atmosphere. When the downward flux of longwave radiation increases at 
the Earth’s surface owing to an increase in atmospheric CO2 concentration, 
the temperature increases at the Earth’s surface, thereby increasing the up-
ward sensible and latent heat flux to the atmosphere. To estimate the mag-
nitude of temperature change at the Earth’s surface, Callendar assumed, 
however, that the upward flux of sensible and latent heat does not change, 
despite the change in surface temperature. Thus, he neglected one of the 
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important processes that contribute to the heat balance of the Earth’s sur-
face. This is the main reason why Möller, who used a surface heat balance 
approach similar to Callendar’s, encountered the difficulty described above. 
Although Arrhenius also assumed incorrectly that the upward sensible and 
latent heat flux does not change, he did not experience a similar difficulty 
because the vertical temperature gradient in the atmosphere is permitted 
to increase in his model. The strengthened vertical gradient results in an 
increase in the net upward flux of longwave radiation at the Earth’s surface, 
which helps to compensate for the increase in the downward flux that 
results from the increase in CO2 and water vapor. On the other hand, the 
vertical temperature gradient is held fixed in Callendar’s model, making 
it impossible for the net upward flux of longwave radiation to increase 
enough to compensate for the increase in downward flux that results from 
the increase in both of these gases in the atmosphere.

We note here that Newell and Dopplick (1979) made a renewed attempt 
to estimate the change in surface temperature in response to a doubling of 
atmospheric CO2 concentration, using a heat balance model of the Earth’s 
surface that incorporates the effect of heat exchange between the surface 
and the atmosphere. They found that the magnitude of the increase in 
surface temperature is less than 0.25°C. As discussed by Watts (1981), for 
example, the small response of their model is attributable in no small part 
to the unrealistic assumption that the temperature and absolute humidity 
of air in the near surface layer of the atmosphere do not change in response 
to the increase in CO2 concentration, thereby severely constraining the 
magnitude of temperature change at the Earth’s surface.

To obtain a reliable estimate of global warming, it is desirable to con-
struct a model in which the heat exchange between the Earth’s surface and 
the atmosphere is computed without making an artificial assumption as 
Callendar did. An approach that did not require this assumption involved 
the adaptation of a radiative- convective model (such as that developed 
by Hulbert) for use in the study of global warming. In chapter 3 we shall 
present such a study conducted in the early 1960s, when accurate measure-
ments of the absorptivity of greenhouse gases became available and simple 
schemes for reliably estimating radiative heat transfer (e.g., Goody, 1964; 
Yamamoto, 1952) had been developed.
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One- Dimensional Model

Radiative- Convective Equilibrium

It was the early 1960s when a one- dimensional (1- D) vertical column model 
of the atmosphere was developed at the Geophysical Fluid Dynamical Lab-
oratory (GFDL) of what was then the United States Weather Bureau (now 
the National Oceanic and Atmospheric Administration). This 1- D model 
of radiative- convective equilibrium was developed as a first step toward the 
development of the three- dimensional (3- D) general circulation model of 
the atmosphere that will be described in the following chapter. Nonetheless, 
the 1- D model has been very useful for exploring the roles of various green-
house gases (e.g., water vapor, carbon dioxide, and ozone) in maintaining 
the thermal structure of the atmosphere. Here we describe the structure 
of the model as constructed by Manabe and Strickler (1964) and evaluate 
its performance in simulating the vertical distribution of temperature in 
the atmosphere. We then describe, in the latter half of this chapter, how it 
is used for estimating the response of temperature in the atmosphere and 
at the Earth’s surface to changes in the atmospheric concentration of CO2.

In the radiative- convective model, four processes are in operation. They 
are solar radiation, longwave radiation, atmospheric convection, and heat 
exchange between the Earth’s surface and the atmosphere. Given the ver-
tical distribution of clouds and the concentrations of greenhouse gases such 
as water vapor, carbon dioxide, and ozone in the atmosphere, the model 
is initialized with a prescribed vertical temperature profile and computes 
numerically the rate of temperature change due to (1) absorption of solar 
radiation, (2) emission and absorption of longwave radiation, (3) upward 
heat flux from the Earth’s surface to the overlying troposphere, and (4) up-
ward convective heat transfer in the troposphere.

The heat balance at the Earth’s surface is maintained among solar ra-
diation, longwave radiation, and the heat flux from the Earth’s surface to 
the atmosphere, as noted above. Although the surface heat flux consists of 
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the fluxes of sensible and latent heat, these two fluxes are not distinguished 
from each other in the model but are treated together as a single heat flux. 
In the globally averaged model described here, this simplification may be 
justified because practically all the water vapor evaporated from the Earth’s 
surface eventually condenses, transforming into sensible heat as it is trans-
ported upward in the troposphere. It should be noted here, however, that 
there are other components of the surface heat balance, such as vertical 
mixing of heat in the ocean and heat conduction in the soil. Although 
these fluxes could be large over a short period of time, they are generally 
quite small when averaged over a sufficiently long period of time. Thus, it 
is assumed here that the Earth’s surface returns to the overlying atmosphere 
all of the energy it receives.

In the model, convection is represented by a procedure called “con-
vective adjustment.” When the vertical lapse rate of temperature becomes 
supercritical, this procedure adjusts it to the convectively neutral rate, 
keeping the total potential energy (i.e., the sum of potential and internal 
energy) unchanged. The critical lapse rate of convection was chosen here 
to be 6.5°C km−1, which is close to the observed global mean lapse rate of 
temperature in the troposphere. This lapse rate is not very different from 
the moist adiabatic temperature profile that follows an ascent of a saturated 
air parcel in the atmosphere, underscoring the predominant influence of 
deep moist convection in low and middle latitudes that will be discussed 
in chapter 4.

In the version of the model constructed by Manabe and Strickler, the 
atmosphere is subdivided into 18 layers of unequal thickness and a tem-
perature is determined for each layer. The numerical time integration of 
the model is performed in small time steps, starting from an isothermal 
temperature profile. At each time step, the model computes the temperature 
change due to both solar and longwave radiation. In the lowest layer, the 
temperature change also includes the contribution of the heat flux from 
the Earth’s surface. The temperature changes thus obtained are added to 
the temperature at the end of preceding time step.

The vertical temperature profile thus obtained is modified further 
through the convective adjustment procedure, which adjusts the vertical 
lapse rate of temperature to the convectively neutral rate whenever it be-
comes supercritical, while conserving the total energy of the vertical air 
column. Upon completion of the convective adjustment procedure, the 
time integration of the model proceeds to the next time step, repeating 
the process until the state of the model atmosphere ceases to change and 
the net incoming solar radiation at the top of the atmosphere becomes 
practically identical to the outgoing longwave radiation.
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Using this model, Manabe and Strickler (1964) obtained two states of the 
radiative- convective equilibrium for idealized, cloud- free atmosphere. Ini-
tializing the model with very warm and very cold isothermal atmospheric 
temperature profiles, they performed two numerical time integrations of 
the model. The globally averaged annual mean flux of incoming solar ra-
diation was imposed at the top of the atmosphere throughout the course 
of the two integrations. The mean concentration of carbon dioxide and the 
vertical distributions of water vapor and ozone were prescribed based on 
observations and held fixed over time.

Figure 3.1 shows how the vertical profiles of the global mean tempera-
ture evolve in the atmosphere in these two time integrations. Despite the 
large difference between the two initial conditions, the simulated profiles 
become practically identical toward the end of the two 320- day time in-
tegrations. The final profile, illustrated by the thick solid line, consists of 

fIGure 3.1  The vertical profile of temperature as it approaches radiative-convective equilibrium 
from cold and warm isothermal initial conditions. The dashed and solid lines show the approaches 
from cold and warm isothermal atmospheres with temperatures of 170 K and 360 K, respectively; the 
thick solid line indicates the final profile. The thin quasi-horizontal solid line between 9 and 16 km 
altitude denotes the position of the tropopause. From Manabe and Strickler (1964).
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a convective troposphere with constant vertical temperature gradient, an 
almost isothermal lower stratosphere, and an upper stratosphere where 
temperature increases gradually with height.

To evaluate the influence of convection upon the thermal structure of 
the atmosphere, the vertical profile of temperature in radiative- convective 
equilibrium is compared with the profile of radiative equilibrium (figure 
3.2), in which the heat balance is maintained between solar radiation and 
longwave radiation in the absence of convection. The difference between 
the two profiles represents the contribution of convection to the tempera-
ture in the atmosphere and at the Earth’s surface.

In the state of radiative equilibrium represented by the solid line in 
figure 3.2, the temperature is very high at the Earth’s surface (333 K, or 
60°C) but decreases sharply with height at a rate that is much larger than 
6.5°C km−1; that is, the critical lapse rate of temperature for convection. Be-
cause the cloud- free atmosphere is almost transparent to visible radiation 
with wavelengths between 0.4 and 0.7 µm, as shown in figure 1.6b, it allows 

fIGure 3.2  Vertical temperature profiles of cloud-free atmosphere in radiative equilibrium and 
in radiative-convective equilibrium. From Manabe and Strickler (1964).
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a major fraction of incoming solar radiation to reach the Earth’s surface, 
where it is absorbed or reflected. On the other hand, the atmosphere traps 
a major fraction of the upward flux of longwave radiation emitted by the 
Earth’s surface, as explained in chapter 1. To maintain the balance between 
the incoming solar radiation and net outgoing longwave radiation with-
out convection in the troposphere, it is necessary to maintain a very high 
temperature at the Earth’s surface, as shown in figure 3.2.

In the state of radiative- convective equilibrium, on the other hand, 
the temperature is 300 K (27°C) at the Earth’s surface and decreases lin-
early with height at the critical lapse rate for convective adjustment (i.e., 
6.5°C km−1). The surface temperature in this case is much lower than the 
temperature in radiative equilibrium, whereas the reverse is the case in the 
middle and upper troposphere. In short, convection transfers heat upward 
and is responsible for the formation of the troposphere beneath the stable 
stratosphere where convection is absent.

Figure 3.3a shows how the heat balance is maintained in the cloud- free at-
mosphere that satisfies the condition of radiative- convective equilibrium. In 
the troposphere, heat balance is maintained between heating due to convec-
tion and absorption of solar radiation and cooling due to longwave radiation. 
As described in chapter 1, water vapor and carbon dioxide emit and absorb 
longwave radiation over a wide range of the terrestrial longwave spectrum 
and are responsible for the net longwave cooling of the troposphere shown 
in figure 3.3a. On the other hand, water vapor has strong absorption bands 
of solar radiation between 0.8 and 4 µm (figure 1.6d) and is responsible for 
the solar heating of the troposphere shown in both panels of figure 3.3.

In the stratosphere, where convective heating is absent, the heat balance 
is maintained between the heating due to absorption of solar radiation and 
the net cooling due to longwave radiation, as shown in figure 3.3a. The solar 
heating is attributable mainly to ozone, which absorbs ultraviolet radiation 
very intensely at the short end of solar spectrum, at wavelengths shorter 
than 0.3 µm (figure 1.6d). On the other hand, carbon dioxide emits and 
absorbs longwave radiation very intensely around the wavelength of 15 µm 
(figure 1.6d) and is mainly responsible for the net longwave cooling of the 
stratosphere shown in figure 3.3a. Although water vapor also contributes 
to the cooling, its magnitude is smaller than that of carbon dioxide, as 
shown in figure 3.3b. In summary, the heat balance of the stratosphere 
is maintained essentially between the heating due to absorption of solar 
radiation by ozone and net cooling due to the emission and absorption of 
longwave radiation by carbon dioxide.

The state of radiative- convective equilibrium discussed above was ob-
tained for the cloud- free atmosphere. In the actual atmosphere, however, 
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clouds cover about half of the globe. As noted in chapter 1, clouds exert a 
greenhouse effect that warms the Earth’s surface through the absorption 
of longwave radiation. On the other hand, clouds reflect incoming solar 
radiation, exerting a cooling effect. Because the latter is larger than the 
former, clouds have a net cooling effect upon the heat budget of the planet. 
In order to simulate realistically the temperature of the Earth’s surface, 
Manabe and Strickler repeated the computation, prescribing cloudiness 
based upon observed data compiled by London (1957). The equilibrium 
temperature thus obtained was 287 K (14°C) at the Earth’s surface and 

fIGure 3.3  Vertical distributions of the components of heat budget of the cloud-free atmosphere 
in radiative-convective equilibrium. (a) The vertical distributions of the rates of temperature change 
(°C) due to convection, solar radiation, and longwave radiation. (b) Solid lines indicate the vertical 
profiles of the rate of temperature change (°C) due to the absorption of solar radiation by water vapor 
(S H2O), carbon dioxide (S CO2), and ozone (S O3); dashed lines indicate the rates of temperature 
change due to the emission and absorption of longwave radiation by water vapor (L H2O), carbon 
dioxide (L CO2), and ozone (L O3), respectively. From Manabe and Strickler (1964).
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is similar to the observed global mean temperature. It is, however, about 
13°C colder than the 300 K (27°C) temperature obtained for the cloud- 
free case, indicating the net cooling effect of clouds upon the global mean 
temperature at the Earth’s surface.

In figure 3.4, the vertical distribution of temperature in radiative- 
convective equilibrium thus obtained is compared with the US standard 
atmosphere, which represents schematically the profile of the annual mean 
temperature over the mainland of the United States in middle latitudes. 
The model reproduces the temperature of the closely coupled surface- 
troposphere system quite well, although it underestimates the temperature 
of the lower stratosphere by several degrees.

The Response to CO2 Change

Encouraged by the success of the 1- D radiative- convective model in sim-
ulating the vertical temperature profile of the atmosphere, Manabe and 
Wetherald (1967) used it to estimate the temperature change in response 

fIGure 3.4  The vertical distribution of temperature in radiative-convective equilibrium obtained 
for the atmosphere with average cloudiness in middle latitudes. The vertical temperature distribution 
of the US standard atmosphere is also shown for comparison. From Manabe and Strickler (1964).
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to a change in CO2 concentration in the atmosphere. They made three 
simulations, each with a different CO2 concentration. The first simulation, 
representing the control case, obtained the state of radiative- convective 
equilibrium for a CO2 concentration of 300 ppmv, which was only a little 
smaller than the observed concentration at the time this study was con-
ducted. Additional simulations were made with CO2 concentrations of 600 
and 150 ppmv, twice and half as large as the concentration in the control 
simulation, respectively. From the differences among the three states ob-
tained in these simulations, they estimated the equilibrium response of 
temperature to the doubling and halving of the CO2 concentration in the 
atmosphere.

For each concentration of atmospheric CO2, the numerical time integra-
tion of the model was performed over the period of a few hundred days. 
To incorporate the positive feedback effect of water vapor, the absolute 
humidity of the atmosphere was adjusted continuously so that the distribu-
tion of relative humidity was held constant in the troposphere throughout 
the course of all three integrations. In the stratosphere, where convection 
is absent, the absolute humidity was held fixed at very small values, based 
on balloon observations conducted by Mastenbrook (1963).

Figure 3.5 illustrates the three vertical profiles of the temperature in 
radiative- convective equilibrium thus obtained. For the standard CO2 
concentration of 300 ppmv, surface temperature is 288.4 K (15°C), which 
is similar to the observed global mean surface temperature. In response 
to the doubling of the atmospheric CO2 concentration to 600 ppmv, the 
temperature increases by 2.4°C not only at the Earth’s surface but also 
in the entire troposphere, as discussed in chapter 1. On the other hand, 
temperature decreases by a similar magnitude of 2.3°C in response to the 
CO2 halving from 300 to 150 ppmv.

In the CO2- doubling experiment described above, CO2 concentration 
increases by 300 ppmv, but in the CO2- halving experiment, it decreases 
by only 150 ppmv. Although the magnitude of the change in CO2 concen-
tration is twice as large in the former than the latter, the magnitude of the 
temperature change is practically identical between the two experiments. 
The physics of radiative transfer is responsible for this nonlinear result. 
Because CO2 absorptivity (or emissivity) is approximately proportional 
to the logarithm of the amount of CO2, it is expected that the greenhouse 
effect of the atmosphere also changes in proportion to the logarithm of the 
atmospheric CO2 concentration. Thus, the magnitude of the warming due 
to CO2 doubling is similar to that of the cooling due to CO2 halving, even 
though the magnitude of the change in CO2 concentration is only half as 
large in the latter case.
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Although the mechanism of temperature change in the surface- 
troposphere system was discussed in chapter 1, we shall repeat it briefly 
here for the convenience of the reader. In response to an increase in the 
atmospheric CO2 concentration, for example, the downward flux of long-
wave radiation increases at the Earth’s surface. Thus the temperature of 
the surface increases, thereby increasing the heat flux to the overlying 
troposphere, where convection transfers heat upward. For this reason, 
temperature increases not only at the Earth’s surface but also in the entire 
troposphere. The magnitude of the warming, however, is determined such 
that the flux of outgoing radiation at the top of the atmosphere remains 
unchanged, despite the increase in the concentration of greenhouse gas in 
the atmosphere.

The warming is magnified further due to water vapor feedback as the 
absolute humidity of the air increases in the troposphere, keeping relative 
humidity unchanged. To evaluate quantitatively the influence of water 
vapor feedback upon the simulated warming, Manabe and Wetherald 

fIGure 3.5  Vertical profiles of temperature in radiative-convective equilibrium obtained for the 
three different atmospheric concentrations of carbon dioxide: 150, 300, and 600 ppmv (parts per 
million by volume). From Manabe and Wetherald (1967).
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(1967) conducted another set of runs in which that feedback was disabled. 
In these runs, the distribution of absolute humidity was prescribed to 
remain constant rather than being adjusted to maintain a constant rel-
ative humidity. From the differences among the three states of radiative- 
convective equilibrium thus obtained, they estimated the magnitude of the 
equilibrium response of surface temperature in the absence of water vapor 
feedback. They found that surface temperature increases or decreases by 
approximately 1.3°C in response to doubling or halving of the atmospheric 
CO2 concentration, respectively. This change in temperature is substan-
tially smaller than the values of 2.4°C and 2.3°C obtained in the presence 
of water vapor feedback. The results from these experiments indicate that 
water vapor exerts a strong positive feedback effect, which magnifies the 
surface temperature change by a factor of ~1.8.

In sharp contrast to the Earth’s surface and troposphere, where tempera-
ture increases in response to a doubling of the atmospheric CO2 concentra-
tion, cooling occurs in the stratosphere as indicated in figure 3.5. Because 
of the absence of convective heating, the heat balance of the stratosphere 
is maintained radiatively between the heating due to absorption of solar 
radiation by ozone and the net cooling due to emission and absorption of 
longwave radiation mainly by carbon dioxide, as shown by figure 3.3b. If 
the atmospheric CO2 concentration doubles, for example, the longwave 
cooling intensifies and temperature in the stratosphere equilibrates at a 
lower value. This is the main reason why the stratospheric cooling occurs 
in the CO2- doubling experiment, as shown in figure 3.5.

The cooling of the stratosphere results in a reduction of the outgoing 
longwave radiation from the top of the atmosphere. Because the model 
stratosphere is in local radiative equilibrium, the reduction of the out-
going longwave radiation at the top of the atmosphere is equal to that of 
the net upward flux of longwave radiation at the tropopause, which is the 
interface between the troposphere and stratosphere. Thus, the warming of 
the surface- troposphere system is larger than it would be in the absence of 
stratospheric cooling. In short, the cooling of the stratosphere results in 
an increase in the warming of the surface- troposphere system, as pointed 
out, for example, by Hansen et al. (1984).

Global mean temperature in the stratosphere has been decreasing during 
the past several decades. According to figure 3.6, which shows the time series 
of global mean temperature obtained from satellite microwave sounding 
and radiosonde observations, the global mean temperature has decreased 
at the rate of ~0.4°C per decade in the lower stratosphere during the past 
half- century, in contrast to the warming of ~0.2°C per decade in the lower 
troposphere during the same period. The reversal of temperature trends 
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between the stratosphere and troposphere appears to be in qualitative 
agreement with the result obtained from the radiative- convective model 
described here. It is likely, however, that the cooling of the stratosphere is 
attributable not only to the increase in the concentration of carbon dioxide 
but also to the reduction of ozone in the stratosphere, as noted, for example, 
by Ramaswamy (2006). For further discussion of this subject, see chapter 
1 of the special report by the Intergovernmental Panel on Climate Change 
and the Technical and Economic assessment Panel (IPCC/TEAP, 2005).

As discussed in the comprehensive review conducted by Ramanathan 
and Coakley (1978), for example, 1- D radiative- convective models have 
been very useful for obtaining a preliminary estimate of the change in the 
global mean temperature in the atmosphere and at the Earth’s surface as the 

fIGure 3.6  Time series of observed temperature anomalies (a) in the lower stratosphere and 
(b) in the lower troposphere obtained by Karl et al. (2006) from the analysis of satellite microwave 
soundings (UAH, RSS, and VG2) and that of radiosonde observations (UKMO HadAT2, and NOAA 
RATPAC). In their analysis, the lower stratosphere is a thick layer between 10 and 30 km, and the 
lower troposphere is the layer below 6 km. The two time series are monthly mean anomalies relative 
to the period 1979–97 and are smoothed with a seven-month running mean filter. For identification 
of the satellite microwave sounding and radiosonde observation acronyms, see IPCC (2007). From 
Trenberth et al. (2007).
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concentration of greenhouse gases changes. Furthermore, the construction 
of the 1- D model turned out to be a critically important step toward the 
development of 3- D general circulation models of the coupled atmosphere- 
ocean- land system, which have become indispensable for exploring the 
climate change of not only the industrial present but also the geologic past. 
In the following chapter, we shall briefly describe the early development 
of general circulation models of the atmosphere and evaluate their perfor-
mance in simulating the global distribution of climate.
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General Circulation 
Models

General circulation models (GCMs) of the atmosphere evolved from the 
dynamical models of numerical weather prediction that have become in-
dispensable for making the weather forecasts that are widely used in our 
daily lives. In the 1950s Norman Phillips (1956) made the first attempt 
to simulate the general circulation of the atmosphere at the Institute for 
Advanced Study in Princeton, using a simple model that he developed 
there for numerical weather prediction. Here we describe briefly this truly 
pioneering study.

In the model developed by Phillips, the atmosphere consisted of two 
layers. In both the upper and lower layers, wind vectors and temperatures 
were determined at a regularly spaced two- dimensional (2- D) array of grid 
points. At each grid point, the model computed the temporal variations of 
wind and temperature by numerically integrating the equations of motion 
and the thermodynamic energy equation, respectively. The computational 
domain of the model was an idealized zonal channel with latitudinal width 
of 10,000 km.

Starting from an isothermal atmosphere at rest, Phillips conducted a nu-
merical time integration of the model, in which the atmosphere was heated 
in low latitudes and cooled in high latitudes, with friction imposed at the 
Earth’s surface. Because of the thermal forcing, the latitudinal gradient of 
temperature increased gradually with time. Meanwhile, very broad westerly 
winds developed in the atmosphere along with an overturning circulation 
in the meridional direction, with rising motion south of the center of the 
channel and sinking motion north of the center. Toward the end of the first 
stage of the experiment, which lasted about 30 days, the vertical shear of the 
zonal wind exceeded the critical value for the development of large- scale 
disturbances. At that point in the integration, small perturbations intro-
duced into the calculation caused the rapid development of planetary waves 
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with wavelengths of several thousand kilometers. Although nonlinear com-
putational instability prevented the flow from reaching a statistically steady 
state, the model yielded successfully the intense westerly jet and associated 
planetary waves similar to those observed in the middle latitudes. Under 
the influence of the planetary wave disturbances, the meridional overturn-
ing circulation mentioned above was essentially confined to low latitudes, 
resembling the observed Hadley circulation, which features rising motion 
in the tropics and sinking motion in the subtropics.

Encouraged by the pioneering attempt of Phillips to simulate the salient 
features of the atmospheric circulation that control the global distribution 
of climate, several groups began to develop GCMs at various institutions 
such as GFDL (Smagorinsky, 1963); Lawrence Livermore National Labo-
ratory (Leith, 1965); the Department of Meteorology at the University of 
California, Los Angeles (UCLA; Mintz, 1965); and the National Center for 
Atmospheric Research (Kasahara and Washington, 1967). (See chapter 7 of 
Edwards [2010] for a comprehensive account of these developments.) For 
the convenience of the discussion in the following sections, we describe 
here the structure and performance of the models developed at two of these 
institutions, UCLA and GFDL.

The UCLA Model

At the UCLA Department of Meteorology, Yale Mintz and Akio Arakawa 
constructed a global two- layer model of the troposphere with realistic dis-
tributions of land, sea, and the elevation of continental surfaces (Mintz, 
1965, 1968). As in the model developed by Phillips, the UCLA model pre-
dicted wind and temperature at regularly spaced grid points in the upper 
and lower layers of the troposphere. Starting from an isothermal atmo-
sphere at rest, a numerical time integration of the model was performed 
over the period of a few hundred days. Throughout the course of this 
integration, the incoming solar radiation during the month of January 
was prescribed at the top of the atmosphere. In addition, the geographic 
distribution of January monthly mean sea surface temperature was pre-
scribed based on observations. The temperature at the continental surface 
was not prescribed, but instead was calculated by the model such that it 
satisfied the requirement of heat balance at the surface. Toward the end of 
the integration, the model reached a quasi- stationary state in which there 
was a balance between the incoming solar radiation and outgoing longwave 
radiation at the top of the atmosphere. Although the computational reso-
lution of the model was coarse by today’s standards, with a grid spacing of 
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9° in longitude and 7° in latitude, the model simulated well not only the 
time- mean flow but also the amplitude of the transient wave disturbances 
observed in the atmosphere. The successful simulation was attributable in 
no small part to the finite- difference formulation of the so- called primitive 
equations of motion developed by Arakawa (1966). Owing to his very 
ingenious formulation, it was possible to perform stable numerical time 
integration of the model without the nonlinear computational instability 
encountered by Phillips. Here we present some highlights of the results 
they obtained.

Figure 4.1a presents a 2- D profile of the zonally averaged, zonal (i.e., 
west- to- east) component of wind obtained from the model described 
above. Intense westerly winds predominate in the upper troposphere of 
both hemispheres, with relatively weak easterlies (shaded) in low and high 
latitudes. The westerlies are substantially stronger in the Northern Hemi-
sphere, where it is winter in January, than in the Southern Hemisphere in 
summer, in excellent agreement with observations (shown in figure 4.1b). 
Although the successful simulation of the zonal wind field may be attrib-
utable in no small part to the realistic prescription of the static stability of 
the troposphere and the spatial distribution of sea surface temperature, it 
is very impressive that the model simulated so successfully the latitude- 
height profile of zonal wind in the atmosphere.

fIGure 4.1  Latitude-height profile of zonal wind (m s−1, positive eastward), averaged over the 
entire latitude circle for the month of January: (a) simulated; (b) observed. From Mintz (1965). 
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The geographic distribution of sea- level pressure simulated by the model 
is compared with observations in figure 4.2. The model simulates well the 
large- scale pattern of monthly mean sea- level pressure observed in January. 
In the Northern Hemisphere, for example, the model places reasonably 
well the “Siberian high” in central Asia, the “Icelandic low” in the north-
ern North Atlantic, and low- pressure centers in the North Pacific Ocean 

fIGure 4.2  Geographic distribution of sea-level pressure (hPa) in January: (a) simulated; (b) ob-
served. High and low pressure centers are designated H and L, respectively. From Mintz (1965).
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and high- pressure zones in the subtropics. In the Southern Hemisphere, 
the model simulates quite well the zonal belt of large meridional pressure 
gradient in the Southern Ocean, where intense westerly surface winds are 
maintained. Because wind vectors are almost parallel to the isobars, the 
successful simulation of sea- level pressure implies that the model simu-
lates well the geographic distribution of wind in the near- surface layer of 
the atmosphere. In short, the model successfully reproduced the salient 
features of the atmospheric circulation such as the jet stream in the upper 
troposphere and the distribution of wind near the Earth’s surface. The 
successful simulation was a major breakthrough in the development of 
atmospheric GCMs.

The GFDL Model

During the late 1950s and early 1960s, Smagorinsky (1958, 1963) also 
succeeded in the long- term integration of a two- layer model of the atmo-
sphere. To prevent the computational instability that Phillips encountered 
in the time integration of his model, Smagorinsky used a nonlinear formu-
lation of viscosity. Encouraged by the success of this approach, he began 
to develop a very ambitious plan for the construction of a comprehensive 
atmospheric GCM.

In early 1958, Smagorinsky invited Manabe, then just finishing his PhD 
at the University of Tokyo, to move to the United States and join his team in 
developing this GCM of the atmosphere. At that time, Manabe was having 
trouble finding work in postwar Japan, and he quickly accepted—making 
what would turn out to be one of the most important decisions of a six- 
decade- long career. By the fall, he had joined Smagorinsky’s group in the 
general circulation research section of the United States Weather Bureau, 
located in a suburb of Washington, DC.

On a beautiful sunny day in the fall of 1958, Smagorinsky picked up 
Manabe at Washington National Airport, just across the Potomac River 
from the city. As soon as they arrived at his home, Smagorinsky began to 
talk about his very ambitious plan for the development of a comprehensive 
GCM that would explicitly incorporate the dynamics of general circula-
tion, radiative heat transfer, and the hydrologic cycle. It was a blueprint 
for the development of the type of climate model that has since become 
indispensable for predicting climate change. Inspired by the plan, Manabe 
immersed himself deeply in this very challenging project.

Realizing that Smagorinsky was making excellent progress in developing 
the dynamic component of the model, he focused his attention on the other 
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components, such as radiative heat transfer, moist and dry convection in 
the atmosphere, and the heat and water budgets at the continental surface. 
Smagorinsky had invited Professor Fritz Möller, an expert in radiative heat 
transfer, to visit his research group, and Möller offered valuable advice. To 
overcome problems with numerical stability and computational efficiency, 
the parameterization of processes that could not be explicitly resolved by 
the model (so- called sub- grid- scale processes) was made as simple as pos-
sible. By the middle of the 1960s, a model was constructed that successfully 
combined the dynamical component with the other components mentioned 
above. The results obtained from this model- development effort were pub-
lished in two papers (Manabe et al., 1965; Smagorinsky et al., 1965). The first 
paper described the results from the version of the model without the hydro-
logic cycle, and the second paper described the results from the version in 
which the hydrologic cycle was explicitly incorporated. In the following 
sections we describe the structure of the second version (hereafter, the “an-
nual mean model”) and present highlights of the results obtained from it.

The Annual Mean Model

This model specified not only wind vectors and temperature but also humid-
ity, at a 3- D array of grid points that were ~500 km apart in the horizontal 
direction and at nine unevenly spaced levels between the Earth’s surface 
and the middle stratosphere. The rates of change of the three variables were 
computed using the primitive equations of motion, thermodynamic energy 
equation, and continuity equation of water vapor, respectively. As shown in 
figure 4.3, the model explicitly incorporated various physical processes such 
as thermal advection by large- scale circulation, solar radiation, longwave 
radiation, moist and dry convection, heat of condensation, and so on. In 
addition, the model incorporated the contribution from the exchange of mo-
mentum, heat, and water vapor between the Earth’s surface and the overlying 
atmosphere through surface friction, sensible heat flux, and evaporation.

To compute the vertical distributions of solar and terrestrial radiation, 
the model used the method developed for the 1- D radiative model de-
scribed in chapter 3. Given the distributions of not only temperature but 
also CO2 and clouds, it computed the rate of temperature change due to 
the absorption of solar radiation and emission and absorption of longwave 
radiation in the atmosphere, using the equation of radiative transfer.

One of the important processes that controls the vertical distribution of 
temperature and that of water vapor is deep moist convection that pene-
trates into the upper troposphere. A conceptual model of deep convection is 
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the “giant hot tower” hypothesis developed by Riehl and Malkus (1958). In 
the hot towers that often develop in strong convective rainstorms, intense 
updrafts of saturated air are partially compensated mass- wise by intense 
downdrafts of saturated air, maintaining the moist adiabatic temperature 
profile that follows the ascent of a saturated air parcel in the atmosphere. 
Because of its huge size, the entrainment of relatively dry air from the 
surrounding region is not very effective in reducing humidity inside the 
tower. For this reason, a giant hot tower often extends well beyond the lower 
troposphere into the upper troposphere, often reaching the tropopause. 
This contrasts with relatively shallow convection such as trade- wind cu-
mulus, in which an intense updraft of saturated air is compensated locally 
by a surrounding slow sinking of dry air. It should be noted that mesoscale 
convective systems with hot- tower characteristics often develop not only 
in low latitudes but also in middle latitudes, as pointed out, for example, 
by Zipser (2003). Examples include the eye wall of tropical cyclones, squall 
lines, and frontal systems that yield rapidly fluctuating, torrential rainfall.

In the model introduced here, deep convection is represented by the 
procedure called “moist convective adjustment,” proposed by Manabe et al. 
(1965). This neutralizes the vertical gradient of temperature in a saturated 
air column whenever it exceeds the moist adiabatic lapse rate (i.e., the 
vertical gradient of temperature obtained by raising a saturated air parcel 
adiabatically). Moist convective adjustment was developed originally to 
prevent the computational instability that occurs in a saturated layer with 
moist adiabatically unstable stratification. Nevertheless, it mimics quite 

fIGure 4.3  Box diagram illustrating the processes included in the initial version of the GFDL 
model. From Manabe et al. (1965).
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well deep mesoscale convection, in which an updraft of saturated air is 
compensated by a downdraft of saturated air, as in a hot tower as described 
above. Moist convective adjustment plays a critically important role in con-
trolling the static stability of the entire model troposphere in low latitudes.

For the sake of simplicity, many idealizations were made in the construc-
tion of the initial version of the model. For example, solar radiation did not 
vary with season. Instead, annually averaged latitude- dependent insolation 
was prescribed at the top of the atmosphere. The model also had idealized 
geography: the domain was limited to a single hemisphere with a free- slip 
boundary placed at the equator. The Earth’s surface was flat and horizontally 
uniform, covered by a swamp- like, wet surface with unlimited availabil-
ity of water but without heat capacity. The temperature of the surface was 
determined such that it satisfied its heat balance, implicitly assuming that 
the heat exchange between the Earth’s surface and its interior was absent.

Starting from the initial condition of an isothermal and dry atmosphere 
at rest, the numerical time integration of the model was performed over a 
period of 187 days. By the 150th day, the temperature in the atmosphere 
and at the Earth’s surface ceased to change systematically. Figure 4.4a shows 
the latitude- height profile of zonal mean temperature averaged over the 
last 30 days of the time integration; figure 4.4b shows the distribution of 
observed temperature. Comparing the two, one finds that the two profiles 
do resemble each other. For example, the model reproduces, albeit crudely, 
the variation with latitude of the height of the tropopause, which is the 
interface between the convective troposphere and overlying stable strato-
sphere. Thus, it appears likely that this model contained the basic physical 
processes necessary for the formation and maintenance of the tropopause.

Although it is not shown here, the model also qualitatively reproduced 
the regions of enhanced precipitation associated with the intertropical con-
vergence zone (ITCZ) in the tropics and the extratropical storm tracks of 
middle latitudes, as well as the belt of minimum precipitation in the subtrop-
ics. The meridional span of the tropical rain belt was too narrow, however, 
not only because of the free- slip wall artificially placed at the equator but 
also owing to the absence of seasonal variation in the model. The absence 
of seasonal variation also accounts for the failure of the tropical tropopause 
to extend far enough toward the middle latitudes, as shown in figure 4.4a.

The Seasonal Model

Because of its encouraging performance in simulating the latitude- height 
profile of zonal mean temperature in the atmosphere, the annual mean 
model was converted to a global model with realistic geography and 
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seasonal variation of incoming solar radiation. At the oceanic surface, the 
horizontal distribution of seasonally varying sea surface temperature was 
prescribed as observed. The temperature of the continental surface was 
determined such that it satisfied the balance requirement between the heat-
ing due to absorption of solar radiation and the cooling due to the net 

fIGure 4.4  Latitude-height distribution of the zonal mean temperature (K): (a) simulated by 
the initial version of the GFDL model; (b) observed. The thick solid line denotes the height of the 
tropopause. From Manabe et al. (1965).
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upward fluxes of longwave radiation, sensible heat, and the latent heat of 
evaporation. The evaporation rate was determined as a function of surface 
temperature and soil moisture (i.e., the amount of water contained in the 
root zone). The temporal variation of soil moisture was computed based 
on a water balance requirement, with rainfall and snowmelt adding water 
to the soil and runoff and evaporation removing it. The water- equivalent 
depth of snow was predicted from the difference between the gain due to 
snowfall and the loss due to sublimation and melting.

With the availability of increasingly powerful computers, it was possible 
to double the computational resolution of the model, reducing the grid 
interval from ~500 to ~250 km. But, in order to save computer time, a low- 
resolution version was used to initialize the model. The top- of- atmosphere 
flux of incoming solar radiation and sea surface temperature in January 
were imposed as boundary conditions for this preliminary run (Holloway 
and Manabe, 1971). Once the initial state had been determined, the numer-
ical time integration of the seasonal model was continued for a period of 
about 3.5 years. Although one of the fastest computers available in the early 
1970s was used for this simulation, it took several thousand hours of com-
puter time to complete the time integration. The output from the last two 
annual cycles of the simulation were used for the analysis presented here.

Figure 4.5a shows the geographic distribution of the annual mean pre-
cipitation rate obtained from the seasonal model. In the tropics, a large area 
of intense rainfall occupies the western Pacific and Indian Oceans. An-
other area of intense rainfall is located in the Amazon basin. In the eastern 
tropical Pacific, the northern branch of the tropical rain belt is located just 
north of the equator, whereas the southern branch that originates from the 
central Pacific extends southeastward. The geographic pattern of tropical 
precipitation obtained from the model is in reasonably good agreement 
with the observed pattern shown in figure 4.5b.

In low latitudes, zonal mean precipitation is strongly controlled by the 
Hadley circulation. Rising motion near the equator accounts for the in-
tensity of the precipitation in the deep tropics, whereas sinking motion in 
the subtropics inhibits precipitation there. This accounts for the meager 
precipitation in regions such as the Sahara and Australia, in agreement 
with observations. In middle latitudes, the rate of precipitation is relatively 
large, again in both the model and observations, and is attributable mainly 
to the frequent passage of extratropical cyclones that often yield heavy 
precipitation.

Comparing the simulated distribution of precipitation with that of sea 
surface temperature (not shown) in the tropics, one can see that the rate of 
precipitation in low latitudes is usually large in those regions where the sea 
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surface is warmer than surrounding areas, in agreement with observations. 
This is because tropical disturbances, including tropical cyclones, often 
develop over such regions, yielding heavy precipitation. As explained by 
Manabe et al. (1970, 1974), deep convection, represented in the model by 
moist convective adjustment, is responsible for the formation of a warm 
core in the upper troposphere, playing a critically important role in the 
development of tropical cyclones.

It is notable that the model simulated quite well not only the geographic 
distribution of rainfall but also that of atmospheric circulation, particularly 
in low latitudes, where the Coriolis force is weak and moist convection 
predominates. Figure 4.6 illustrates the spatial distributions of monthly 
mean flow near the Earth’s surface in January (figure 4.6a) and July (figure 
4.6b). In both months, the flow fields are characterized by divergence from 
oceanic anticyclones in the subtropics and convergence into a narrow belt 

fIGure 4.5  Global distribution of the annual mean rate of precipitation (cm day−1): (a) simu-
lated; (b) observed. Note that the contours of observed precipitation are hand-smoothed over the 
continents and are different in details from the original map. From Manabe and Holloway (1975).
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near the equator—that is, the ITCZ. In the eastern Pacific of the model, 
for example, the ITCZ is located to the north of the equator in both July 
and January. However, it is located farther north in July than in January. 
Over the Atlantic, the ITCZ undergoes a similar movement with respect 
to season, though it approaches very close to the equator around January. 
The seasonal movement of the ITCZ described above corresponds well 
with that of the tropical rain belt that forms in those parts of the deep 
tropics where sea surface temperature is warmer than the surrounding 
areas, as noted above. The results presented here indicate that successful 
simulation of the distribution of tropical precipitation and of the flow field 
is attributable in no small part to the realistic distribution of temperature 
prescribed at the oceanic surface.

One of the most striking features of the near- surface flow field simulated 
by the model is the intense cross- equatorial southerly wind over the Indian 
Ocean and western side of the Pacific Ocean in July. The southerly wind 
supplies a large amount of moisture to the monsoon rains over India and 
Southeast Asia. In January, the direction of surface flow is reversed in the 
northern Indian Ocean, with the northerly wind blowing out of the Siberian 
high, reaching the equator, and entering the ITCZ slightly to the north of 
the equator. The features of the surface flow described above are in excellent 
agreement with those in the actual atmosphere, shown in figure 4.7.

fIGure 4.6  Airflows (indicated by streamlines and wind vectors) near the Earth’s surface, sim-
ulated (a) for January and (b) for July. From Manabe et al. (1974).
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In this chapter, we have presented an overview of the early development 
of GCMs of the atmosphere, evaluating their performance in simulating the 
distributions of wind, temperature, and precipitation. The successful simu-
lations provide ample evidence that a GCM is potentially a very powerful 
tool for studying and predicting climatic change. In the following chapters, 
we shall introduce GCMs with increasing complexity and describe how 
they have been used in order to elucidate the physical mechanisms of global 
warming and associated changes in the water cycle of this planet.

fIGure 4.7  Observed airflows (indicated by streamlines) at the Earth’s surface, (a) for January 
and (b) for July.
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Early Numerical 
Experiments

Polar Amplification

The use of GCMs to study changes in climate began at GFDL in the late 
1960s and early 1970s. The results of this work were described in two com-
panion papers published in the mid- 1970s (Manabe and Wetherald, 1975; 
Wetherald and Manabe, 1975). In the former study, the total response of 
climate to a hypothetical doubling of the atmospheric CO2 concentration 
was investigated. The response to a 2% change in solar irradiance was 
evaluated in the latter study. Although the model used for these studies 
was similar to the annual mean model described in the preceding chapter, 
there was one important difference. To incorporate the positive feedback 
effect of water vapor, the model used the distribution of water vapor deter-
mined by the model for the computation of radiative transfer—in contrast 
to the original annual mean model, which used the observed distribution.

Because of limited computing power available at that time, it was de-
sirable to minimize the computational requirements of each numerical 
experiment. To achieve this goal, the spatial domain of the model was 
reduced from one hemisphere to a single sector that covered only one- 
sixth of the globe. This sector was bounded by two meridians separated 
by 120° of longitude and extended from the equator to 81.7°, as shown in 
figure 5.1. In the atmosphere, cyclic continuity was imposed at the eastern 
and western boundaries such that atmospheric disturbances that exited 
through one of the north–south boundaries would re- enter the domain 
through the other boundary. Insulated free- slip walls were placed at the 
equator and at 81.7°. Despite the reduced spatial domain, the sector was 
designed to be wide enough to maintain the planetary waves that play a 
critically important role in controlling the dynamics of the atmospheric 
circulation.
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This sector domain was subdivided further into land and sea, each of 
which had a longitudinal span of 60°. In contrast to previous models, which 
prescribed sea surface temperatures based on observations, the tempera-
tures of both the oceanic and continental surfaces were determined by a 
heat balance requirement, implicitly assuming that the heat capacity of 
the sea surface is zero, as it is at the continental surface. This assump-
tion enabled temperatures in the model to respond to the changes in top- 
of- atmosphere energy balance that result from the imposed changes in 
CO2 concentration or solar irradiance. When the sea surface temperature 
dipped below the freezing point of seawater (−2°C), the sea surface was as-
sumed to be covered by sea ice with a higher albedo. Although the oceanic 
surface of the model was prescribed to be always wet with an unlimited 
availability of water, soil moisture and snow depth were computed at the 
continental surface as in the annual mean model described in chapter 4. By 
allowing the model to predict the coverage of highly reflective sea ice and 
snow, the model was able to simulate the albedo feedback that enhances 
the sensitivity of climate.

The CO2- Doubling Experiment

To estimate the equilibrium response of temperature to a doubling of the 
CO2 concentration in the atmosphere, two sets of numerical time inte-
grations of the model were performed. In the first set of integrations, the 
atmospheric CO2 concentration was prescribed at 300 ppmv. Two 800- day 
integrations were run, differing only in their initial conditions. Although 
both started from an isothermal and dry atmosphere at rest, one initial 

fIGure 5.1  Computational domain of the general circulation model used by Manabe and Wether-
ald (1975).
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condition was very warm and the other was very cold. Despite these large 
differences in temperature at the start of the two runs, the temperature 
of the atmosphere was practically identical toward the end of the time 
integrations. A quasi- equilibrium state was obtained, averaging the two 
100- day mean states at the end of the two runs. An analogous set of sim-
ulations was made with the atmospheric CO2 concentration prescribed 
at 600 ppmv, and a quasi- equilibrium state obtained in the same manner. 
The equilibrium response to CO2 doubling was then determined from the 
difference between these two quasi- equilibrium states.

Figure 5.2a illustrates the equilibrium response of zonal mean tempera-
ture to the imposed CO2 doubling. In agreement with the results from the 
1- D radiative- convective model described in chapter 3, temperature in-
creased not only at the Earth’s surface but also in the troposphere, whereas 
it decreased in the stratosphere. In the lower troposphere below a height of 
~5 km, the magnitude of the warming increased with increasing latitude 
and was particularly large in the near- surface layer of the atmosphere, 
owing mainly to the poleward retreat of snow and sea ice that reflects a 
large fraction of incoming solar radiation. A close inspection of figure 5.2 
reveals, however, that the large warming in high latitudes was not confined 
to the near- surface layer of the atmosphere. Instead, it extended upward 
to the mid- troposphere. This underscores the possibility that the polar 
amplification of the warming is attributable not only to the positive albedo 
feedback but also to a reduction of tropospheric static stability in high 
latitudes due to the change in the large- scale atmospheric circulation, as 
pointed out, for example, by Held (1978).

In contrast to high latitudes, where the magnitude of the warming de-
creased with increasing height in the troposphere, it increased with in-
creasing height in low latitudes. This is attributable mainly to deep moist 
convection that often develops in the tropics, which keeps the vertical 
temperature gradient near the moist adiabatic lapse rate. Because the moist 
adiabatic lapse rate decreases with increasing temperature, the magnitude 
of the warming is larger in the upper troposphere than in the lower tro-
posphere, as shown in figure 5.2. According to microwave soundings from 
satellites (Fu et al., 2004; Fu and Johanson, 2005), the temperature of the 
tropics has increased more in the upper troposphere than at the Earth’s 
surface during the past several decades, in agreement with the results pre-
sented here. It is interesting to note that the area- mean static stability of the 
model troposphere hardly changed in response to CO2 doubling because 
of the compensation between high and low latitudes. Thus, the assumption 
of invariant static stability of the troposphere that was employed in the 
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fIGure 5.2  Latitude-height profile of the equilibrium response of zonal mean temperature (°C) 
in the atmosphere. (a) Response to a doubling of the atmospheric concentration of carbon dioxide 
(Manabe and Wetherald, 1975); (b) response to a 2% increase in the solar irradiance (Wetherald 
and Manabe, 1975). P, pressure; P*, surface pressure.
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globally averaged radiative- convective model of the atmosphere introduced 
in chapter 3 appears to have been justified.

Averaged over the entire model domain, temperature increased by 2.9°C 
at the Earth’s surface, which is somewhat larger than the 2.4°C obtained 
from the radiative- convective model with water vapor feedback activated. 
The 3- D model described here incorporated not only the water vapor 
feedback but also the albedo feedback of snow and sea ice. It is therefore 
likely that the difference in the magnitude of the warming between the two 
models is mainly attributable to the albedo feedback.

To examine how the water vapor feedback operates in the model, figure 
5.3 illustrates the change in zonal mean relative humidity in response to 
the doubling of the CO2 concentration in the atmosphere. As this figure 
shows, the distribution is very patchy because the magnitude of the sys-
tematic change of relative humidity is much smaller than that of its nat-
ural variability. Nevertheless, one can identify some systematic changes 
in the distribution of relative humidity. For example, relative humidity 
increases by a few percent in the lower troposphere below 700 hPa, whereas 
it decreases by a few percent in the upper troposphere between 300 and 
700 hPa. Referring to the study of Manabe and Wetherald (1967) that 
evaluated the relationship between the relative humidity of the troposphere 
and mean surface temperature, one can estimate crudely the contribution 

fIGure 5.3  Latitude-height profile of the change in zonal mean relative humidity in response 
to the doubling of the atmospheric concentration of carbon dioxide. Zonal mean relative humidity 
is the percentage of the change in zonal mean vapor pressure relative to the zonal mean saturation 
vapor pressure. From Manabe and Wetherald (1975).
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of this change in relative humidity to the change in surface temperature. 
Our estimate suggests that it is no more than 0.1°C because of the partial 
cancellation between the contributions from the upper and lower tropo-
sphere. In short, the strength of the water vapor feedback in this 3- D model 
is likely to be similar to that in the 1- D radiative- convective model with 
fixed relative humidity described in chapter 3.

The polar amplification of global warming has been confirmed through 
climate observations conducted over the past 130 years. In figure 5.4, the 
time series of the annual mean surface temperature anomaly averaged over 
the Arctic region and the entire Northern Hemisphere are compared. This 

fIGure 5.4  Time series of the mean surface temperature anomaly relative to the reference period 
1880–1960 in (a) the Northern Hemisphere (0°–85° N) and (b) the Arctic region (65°–85° N). The time 
series obtained by Kelly et al. (1982) are extended to 2010 using data updated by Brohan et al. (2006).
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figure shows that both time series exhibit systematic warming trends with 
fluctuations on interannual, decadal, and multidecadal time scales. The 
average rate of the warming, however, is much larger in the Arctic than 
in the Northern Hemisphere as a whole, providing convincing evidence 
for the polar amplification of global warming. Although it is not shown 
here, the polar amplification of surface warming is not so evident in the 
Southern Hemisphere. This is because the deep vertical mixing of heat that 
predominates in the Southern Ocean has kept the magnitude of warming at 
the oceanic surface very small. This mechanism will be explored further in 
chapter 8, using a model that couples the atmosphere with the full oceans.

Change in Solar Irradiance

So far, we have presented results from a numerical experiment in which 
the atmospheric CO2 concentration was doubled. Similar numerical exper-
iments were also performed in which the solar irradiance (i.e., the average 
incoming solar radiation at the top of the atmosphere) was changed by 
+2%, −2%, and −4%, respectively. Figure 5.2b shows the latitude- height 
profile of the equilibrium response of zonal mean temperature to the +2% 
change in irradiance. Comparing it with the response to CO2 doubling 
depicted in figure 5.2a, one finds that the responses of zonal mean tem-
perature are quite similar in the troposphere below 15 km. For example, in 
the near- surface layer of the troposphere, the magnitude of the warming 
increases with increasing latitude and is at a maximum in high latitudes. 
On the other hand, in the upper troposphere around a height of 10 km, 
the warming decreases slightly with increasing latitude. This similarity is 
noteworthy when one considers the differences in thermal forcing between 
the +2%- solar- irradiance and doubled- CO2 cases. Although both thermal 
forcings are positive, the former decreases with increasing latitude at a 
much larger rate than the latter. In view of the difference in the latitudinal 
gradient of the thermal forcing, it is surprising that the latitudinal profile 
of zonal mean temperature change is quite similar between the two types 
of thermal forcing.

The similarity between the responses to increased solar irradiance and 
increased CO2 has been found in experiments using a different climate 
model. Hansen et al. (1984) conducted a similar pair of experiments using 
a GCM developed at the Goddard Institute for Space Studies (GISS) of the 
National Aeronautics and Space Administration (NASA). They found that 
latitude- height profile of the zonal mean response was practically identi-
cal between the +2%- solar- irradiance and CO2- doubling experiments, in 
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agreement with the results presented here. These studies suggest that, in the 
troposphere and at the Earth’s surface, the latitudinal profile of tempera-
ture change has little dependence upon the profile of the thermal forcing. 
Instead, it depends essentially upon the magnitude of the total thermal 
forcing that controls the polar amplification of near- surface temperature. 
These results also suggest that, in the troposphere and at the Earth’s surface, 
not only the +2% irradiance, but also the −2% and −4% experiments may be 
used as surrogates for the CO2- doubling, CO2- halving, and CO2- quartering 
experiments, respectively.

The similarity between the CO2- doubling and +2%- irradiance profiles 
suggests the possible existence of a dynamical mechanism that prevents the 
meridional temperature gradient from exceeding a certain critical value in 
the troposphere, where the static stability hardly changes. Such a mecha-
nism has been proposed, for example, by Smagorinsky (1963), based upon 
the analysis of the long- term integration of his two- layer model mentioned 
in chapter 4. Here we describe briefly his hypothesis, which has been dis-
cussed further by Stone (1978). Suppose that the meridional temperature 
gradient exceeds the critical value for the instability of the midlatitude 
westerlies (i.e., baroclinic instability). As a result, planetary waves would 
be expected to amplify, enhancing the poleward transport of heat and pre-
venting a further increase in the meridional temperature gradient in the 
troposphere. One can speculate that a similar mechanism is in operation 
in the model troposphere in both the CO2- doubling and +2% experiments. 
This may be an important reason why the latitudinal distribution of zonal 
mean temperature change is similar between the two experiments, even 
though the distribution of zonal mean thermal forcing is quite different.

The latitudinal profiles of zonal mean surface temperature for four dif-
ferent values of solar irradiance are shown in figure 5.5. In addition to the 
profile from the control run, using a solar irradiance value of 340 W m−2, 
the figure includes the profiles from three additional runs in which the 
solar constant is changed by +2%, −2%, and −4%, respectively. This figure 
shows that the meridional temperature gradient increases from the +2% 
run to the −4% run as the temperature decreases and the albedo feedback of 
snow and sea ice intensifies. Table 5.1 tabulates the equilibrium responses 
of the area- mean surface temperature to +2%, −2%, and −4% changes 
in the irradiance. For the sake of comparison, it also lists the responses 
obtained from the radiative- convective model introduced in chapter 3. 
Compared with the control run, the model warms by 3.04°C in response 
to a 2% increase in solar irradiance. This warming is substantially smaller 
than the 4.37°C cooling in response to a 2% reduction in irradiance and 
the 5.71°C cooling that occurs when the irradiance is further reduced from 
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−2% to −4%. In other words, the magnitude of the response to each 2% 
reduction in the solar constant increases with decreasing solar irradiance.

This dependence of the magnitude of the thermal response on global 
mean temperature in the GCM is dramatically different from the behavior 
of the radiative- convective model, where the responses to each 2% incre-
ment in solar irradiance are nearly identical at 2.57°C, 2.55°C, and 2.54°C. 
The difference in behavior between the two models is attributable mainly 
to the albedo feedback of snow and sea ice. In short, the response to a 

fIGure 5.5  Latitudinal profiles of the zonal mean surface air temperature (K) obtained for four 
values of total solar irradiance: standard value (control; 1395.6 W m−2),  +2%, −2%, and −4%. 
The observed annually averaged zonal mean surface temperature is indicated by black dots. From 
Wetherald and Manabe (1975).
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given thermal forcing increases with decreasing surface temperature as 
the areal coverage of the polar cap of snow and sea ice increases. In other 
words, if an increment of decreased thermal forcing moves the snow and 
sea ice boundaries equatorward by a given distance, the area of additional 
high- albedo surface is proportional to the length of latitude circle that 
defines those boundaries. Thus, each increment of cooling produces a 
greater amount of ice albedo feedback.

Energy balance models are powerful tools for understanding the role 
of ice- albedo feedback. In their simplest form, such models are 1- D, with 
temperature varying only with latitude. The components of the energy 
balance in these models are outgoing longwave radiation, absorption and 
reflection of incoming solar radiation, and meridional heat transport by 
large- scale atmospheric circulation, all of which are assumed to depend 
upon the perturbations of zonal mean surface temperature. Budyko (1969) 
and Sellers (1969) pioneered the construction of such models and used 
them to study the response of the polar ice caps to changes in solar ir-
radiance. Held and Suarez (1974) and North (1975a, b, 1981) built upon 
these pioneering studies by conducting mathematically rigorous analyses 
of model behavior that yielded valuable insights into the response of ice 
caps and surface temperature to changes in solar irradiance.

Despite their simplicity, 1- D energy balance models (EBMs) anticipated 
many of the findings from the GCMs introduced here. For example, EBMs 
indicated that the response of global mean surface temperature to a given 
change in incoming solar radiation increases with decreasing solar irradi-
ance, as the albedo feedback intensifies owing to the expansion of ice cover 
from the polar regions toward middle latitudes. They also indicated that ice 
cover becomes unstable when the solar irradiance dips below a threshold 
and the polar ice cap grows beyond a critical latitude (the so- called “large- 
ice- cap instability”). Under such circumstances, the positive ice albedo 
feedback overwhelms the negative feedback due to the temperature depen-
dence of the emission of longwave radiation and the meridional diffusion 
of heat. Thus, ice cover can extend all the way to the equator, yielding an 
ice- covered planet reminiscent of the “Snowball Earth” that appeared in-
termittently approximately 750 to 550 million years ago (Harland, 1964; 
Hoffman et al., 1998; Pierrehumbert et al., 2011). According to the EBM 
studies of Budyko and Sellers, a reduction in solar radiation of less than 2% 
would be enough to induce such ice- cap instability. This conclusion differed 
from the study of Wetherald and Manabe described earlier in this chapter 
(1975), which indicated that a reduction of solar irradiance by much more 
than 2% (or a reduction in CO2 concentration of more than a factor of two) 
would be required for the ice- cap instability to occur.
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The sensitivity of the ice caps to solar irradiance was the subject of an 
in- depth analysis, which used a two- level GCM of the atmosphere (Held et 
al., 1981). The model was simplified such that a large number of numerical 
experiments could be performed with minimal computational cost and a 
quasi- equilibrium state could be obtained with relative ease. Held et al. 
found that the response of their model to changes in solar irradiance dif-
fered substantially from the response of the diffusive energy balance model. 
When solar irradiance is decreased by a few percent, pushing the albedo 
gradient at the ice- cap boundary to a position equatorward of 60° latitude, 
the model climate becomes very sensitive to the solar irradiance value, but 
this sensitivity is not a sign that ice- cap instability is close at hand. Instead, 
as the solar irradiance is lowered further, the model climate becomes less 
rather than more sensitive. These relatively stable large- ice- cap states exist 
for a range of ~5% of solar irradiance, while the ice cap extends all the way 
to 20° latitude. For still lower values of the solar constant, large- ice- cap 
instability develops and ice covers the entire planet.

Similar results were produced in a two- level diffusive EBM, closely pat-
terned after the GCM, by making the diffusion coefficient for heat vary 
with latitude. Choosing diffusivity with a pronounced meridional structure 
resembling that of the effective diffusivity of the GCM, these authors found 
that the ice- cap boundary is less sensitive to solar irradiance when it is in 
the region in which effective diffusivity of the atmosphere increases with 
decreasing latitudes. On the other hand, greater sensitivity is seen when the 
ice- cap boundary enters the region in which the diffusivity decreases with 
decreasing latitude. The results from these experiments indicate that the 
large- ice- cap instability found in the EBM with constant diffusivity would 
require a much larger decrease in solar irradiance to occur in the GCM. 
The dependence of effective diffusivity on latitude is responsible for this 
difference in response, indicating that the transport of energy by transient 
eddies cannot be adequately represented by diffusivity that is independent 
of latitude. Thus, some caution is required in interpreting the quantitative 
aspects of results obtained from EBMs in which the thermal diffusivity 
does not depend upon latitude.

Seasonal Variation

So far, we have presented a series of studies of climate change that used 
highly idealized models with annually averaged insolation. By the 1970s, 
when increasingly powerful computers became available at GFDL, the 
GCMs used for studies of climate change were made to resemble the real 
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world more closely by including realistic geography and seasonally vary-
ing insolation. One such model was used by Manabe and Stouffer (1979, 
1980) and revealed how the polar amplification of global warming depends 
upon season. We will briefly describe the structure of this model before 
discussing the results that were obtained from it.

The model covers the entire globe and has a realistic geographic distri-
bution of oceans and continents. As with the seasonal model described in 
chapter 4, it consists of a GCM of the atmosphere and a heat-  and water- 
balance model of the continental surface. In contrast to the earlier model, 
sea surface temperature is not prescribed according to observations. In-
stead, the ocean is represented as a vertically isothermal layer with a thick-
ness of ~70 m. The temperature of this “mixed layer” is determined such 
that it satisfies the surface heat budget; no horizontal transport of heat 
occurs within the model ocean. The heat exchange between the ocean 
mixed layer and the deeper ocean is neglected. Although this exchange is 
not very important over short time scales, it substantially affects changes 
in surface temperature over multidecadal and centennial time scales. The 
role of the deep ocean in climate change will be the subject of discussion 
in chapters 8 and 9.

An important factor that affects the heat budget of mixed- layer ocean 
is sea ice. It often covers the oceanic surface in high latitudes, reflecting 
a major fraction of incoming solar radiation. It also reduces the heat ex-
change between the mixed- layer ocean and the overlying atmosphere, 
substantially affecting the heat balance of the mixed layer. In the model, 
the change in sea ice thickness is computed from the budget of sea ice that 
involves snowfall, sublimation and melting at the top of the sea ice, and 
freezing (or melting) at the bottom of the sea ice, as illustrated in figure 
5.6. Here the rate of freezing (or melting) at the bottom of the sea ice is 
determined such that the temperature of the mixed layer of ocean remains 
at its freezing point (−2°C) despite the heat conduction through the sea 
ice. The temperature at the top surface of the sea ice is determined such 
that the requirement of heat balance is satisfied among solar radiation, 
longwave radiation, sensible heat flux, sublimation, and heat conduction 
through the sea ice. When the temperature thus computed exceeds the 
melting point of sea ice (0°C), melting occurs, keeping the temperature at 
the melting point of sea ice.

Using the atmosphere/mixed- layer- ocean model described above, 
 Manabe and Stouffer attempted to simulate the seasonal variation of cli-
mate. Starting from an isothermal initial condition at rest, they numeri-
cally integrated the model over 10 annual cycles. Initially, the global mean 
surface temperature of the model changed very rapidly. Toward the end of 
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the integration, however, it closely approached the state of thermal equi-
librium, in which the global mean flux of outgoing longwave radiation is 
practically identical to that of the net incoming solar radiation at the top 
of the atmosphere.

To evaluate the ability of the model to simulate the seasonal variation 
of surface temperature, maps of the difference in surface air temperature 
between August and February for the model were compared with observa-
tions (figure 5.7). Keeping in mind that the sign of the difference is opposite 
between the two hemispheres, one can use the magnitude of the difference 
as a rough indicator of the annual range of surface temperature variation.

Comparing figure 5.7a and b, one can see that the geographic distribu-
tion of the surface air temperature difference between August and February 
simulated by the model agrees well with observations. For example, the an-
nual range of surface air temperature over oceanic regions is substantially 
smaller than the range over the continents, owing mainly to the thermal 
inertia of the mixed- layer ocean. It was encouraging to find that this rel-
atively simple treatment of the ocean mixed layer allowed the model to 
simulate reasonably well the geographic distribution of the annual range 
of surface air temperature.

Using the atmosphere/mixed- layer- ocean model, Manabe and Stouffer 
performed a numerical experiment to investigate the climatic effect of 
increasing the atmospheric CO2 concentration. The simulation described 
above, in which the atmospheric CO2 concentration was held fixed at a 

fIGure 5.6  Components of the sea ice budget in the atmosphere/mixed-layer-ocean model con-
structed by Manabe and Stouffer (1979, 1980).
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value of 300 ppmv, was used as a control run (1×C). To simulate a high- CO2 
climate, another run was made with the CO2 concentration held fixed at 
four times the standard value (1200 ppmv; 4×C). This large change in CO2 
was used to magnify the response of climate that would be determined 
by comparing the simulated 4×C and 1×C climates. Because the radiative 
forcing of climate is proportional to the ratio of CO2 concentration before 
and after the change, as explained in chapter 3, the climate change due to 
CO2 quadrupling is approximately twice as large as the change due to CO2 
doubling.

fIGure 5.7  Geographic distribution of the difference in monthly mean surface air temperature 
(°C) between August and February: (a) simulated distribution; (b) observed distribution based 
upon data compiled by Crutcher and Meserve (1970) and Taljaad et al. (1969) for the Northern 
and Southern Hemispheres, respectively. Note that the contour interval is 2°C when the magnitude 
of the difference is less than 10°C, and is 10°C when the difference is more than 10°C. The area of 
negative difference is shaded. From Manabe and Stouffer (1980).
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The simulated change in zonal mean surface air temperature in re-
sponse to CO2 quadrupling is displayed as a function of latitude and 
calendar month, to illustrate the seasonal dependence of polar amplifi-
cation of global warming, in figure 5.8. In high latitudes of the North-
ern Hemisphere, the magnitude of warming at the Earth’s surface varies 
greatly with season. It is very large from fall to late spring, but is small in 
summer with no polar amplification. Although similar seasonal variation 
also appears near the Antarctic coast around 70° S, its amplitude is much 
smaller. Sea ice plays a key role in modulating the heat exchange between 
the water beneath sea ice and the overlying air, thereby controlling the 
seasonal dependence of the warming over the Arctic Ocean and its im-
mediate vicinity.

fIGure 5.8  Simulated change in monthly averaged zonal mean surface temperature (°C) in re-
sponse to the quadrupling of atmospheric CO2 as a function of latitude and calendar month. From 
Manabe and Stouffer (1979, 1980).
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Figure 5.9a shows how the zonal mean thickness of sea ice in the con-
trol experiment (1×C) varies with season in the high latitudes of the two 
hemispheres. Poleward of 60° N, sea ice is thin and at a minimum during 
the three- month period of August–October. Sea ice thickness begins to 
increase in October and this increase continues until April, when it is at a 
maximum. While simulated surface air temperature decreases rapidly from 
summer to early winter as shown in figure 5.8, the temperature of the water 
beneath the sea ice remains at −2°C, the freezing point of seawater. Thus, the 

fIGure 5.9  Simulated change in monthly averaged zonal mean sea ice thickness (m) as a function 
of latitude and calendar month: (a) control 1×C run; (b) 4×C run. Shading indicates the region where 
sea ice thickness exceeds 0.1 m. From Manabe and Stouffer (1980).
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magnitude of the temperature gradient from the bottom to the top of the sea 
ice increases, enhancing the upward heat conduction that freezes water at 
the bottom of the sea ice. This process is responsible for the increase in sea 
ice thickness from September to April. Ice thickness begins to decrease rap-
idly during late spring owing to surface melting under increasing sunshine 
and warm air advected from the surrounding continents. Although similar 
seasonal variations of sea ice thickness occur near the Antarctic coast, their 
amplitude is small as compared with the Arctic Ocean.

Figure 5.9 indicates that the areal coverage of sea ice in the atmosphere/
mixed- layer- ocean model is small in summer, when insolation is relatively 
strong, whereas it is large in winter, when insolation is relatively weak. 
This negative covariance between sea ice and insolation causes the total 
amount of reflected solar radiation during the annual cycle to be reduced 
owing to the seasonal variation of sea ice area. The consequent increase 
in absorbed solar radiation is one of the reasons why the mean surface 
air temperature was higher in the model with seasonal variation than in 
the model without such variation, as discussed by Wetherald and Manabe 
(1981). Comparing these simulations with and without annual variation, 
their results imply that the smaller the seasonal variation of incoming solar 
radiation, the stronger the albedo feedback and the lower the mean tem-
perature at the Earth’s surface. This relationship would lend support for 
the so- called astronomical theory of the ice ages, in which the growth of 
Northern Hemisphere ice sheets is facilitated by reduced summer insola-
tion. For further discussion of this subject, see Hays et al. (1976) and Imbrie 
and Imbrie (1979, 1980).

Comparing the latitude/calendar- month distributions of zonal mean sea 
ice thickness obtained from the 4×C and 1×C runs (figure 5.9), one can see 
that the coverage and thickness of sea ice are reduced markedly in the 4×C 
run. The reduction of sea ice thickness is attributable in no small part to the 
increase in the absorption of incoming solar radiation by the mixed- layer 
ocean in summer, when sea ice coverage is at a minimum and is reduced 
markedly from the 1×C run. The increase in the absorption of solar energy 
during summer delays the growth of sea ice during the cold season and 
contributes to a reduction of sea ice thickness throughout a year.

This overall reduction of sea ice thickness contributes strongly to the 
large seasonal contrast in the magnitude of Arctic warming depicted in 
figure 5.8. In winter, for example, temperature is much colder at the top 
of the sea ice than at the bottom, where it remains at the freezing point of 
seawater. Because the rate of heat conduction is inversely proportional to sea 
ice thickness, the heat conducted through the ice increases as sea ice thins. 
This is the main reason why surface temperature increases over the Arctic 
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Ocean in response to the increase to CO2 concentration. The magnitude of 
the warming is particularly large in winter, when the temperature difference 
between the top and bottom of the sea ice is very large. On the other hand, 
it is small in summer, when the temperature difference is small.

There is observational evidence that the magnitude of Arctic warming 
has varied with season. Chapman and Walsh (1993) examined the seasonal 
behavior of Arctic land station temperatures observed between 1961 and 
1990. Their analysis shows that the median rates of warming in winter and 
spring are about 0.25°C and 0.5°C per decade, respectively. In summer the 
trend was near zero, and in autumn the trend was either neutral or showed 
slight cooling. The contrast between little or no observed warming in sum-
mer and substantial warming in winter and spring appears to be broadly 
consistent with the seasonal dependence of Arctic warming simulated by 
the model. Screen and Simonds (2010) used a state- of- the- art reanalysis 
product to estimate the seasonal variation of the trend of surface air tem-
perature in high northern latitudes during the period 1989–2008. They 
found a pronounced near- surface warming trend over the Arctic Ocean in 
most seasons, but a much more modest near- surface warming in summer. 
They suggested that the large seasonal dependence of the warming was 
attributable mostly to the reduction of sea ice thickness.

Manabe et al. (2011) evaluated the seasonal dependence of the surface 
temperature trend during the past several decades, using a historical surface 
temperature data set compiled by the Climatic Research Unit of the Univer-
sity of East Anglia and the Hadley Centre for Climate Prediction and Re-
search of the UK Meteorological Office. The result of their analysis is shown 
in figure 5.10, which illustrates the latitude/calendar- month distribution of 
the zonal mean surface air temperature anomaly for the period 1991–2009 
relative to the 30- year base period of 1961–90. The anomalies over 1991–2009 
can be regarded as indicative of the trend of zonal mean temperature during 
the past half- century. Zonal mean surface temperature increases at practically 
all latitudes and seasons. In the Northern Hemisphere, the warming trend 
increases with increasing latitude. The warming is particularly large over and 
around the Arctic Ocean during much of the year, with the notable exception 
of summer, when it is at its seasonal minimum. This is in good qualitative 
agreement with the model result shown in figure 5.8.

In sharp contrast with the Northern Hemisphere, polar amplification 
is not evident in the Southern Hemisphere. As a matter of fact, the tem-
perature trend is small around 55° S in the Southern Ocean during much 
of the year, although the temperature anomalies are not shown poleward 
of 60° S in the figure because of the paucity of monthly mean temperature 
data in winter. The absence of significant warming in the Southern Ocean 
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is attributable mainly to the exchange of heat between the mixed- layer and 
deep ocean, which cannot be captured by the atmosphere/mixed- layer 
model discussed here. We shall explore this subject further in chapter 8, 
using a coupled model in which a GCM of the atmosphere is combined 
with an ocean GCM.

Remote sensing of sea ice by microwave sounding instruments on sat-
ellites has made it possible to observe trends in areal coverage. Figure 5.11 
illustrates the temporal variation of sea ice extent (%) in the Northern 
Hemisphere for September and March, when sea ice coverage is at a max-
imum and at a minimum, respectively (Perovich et al., 2010). Over the 
period 1979–2009, the extent of sea ice in the Arctic Ocean decreased at a 
rate of 8.9% per decade in September, whereas it decreased at much slower 
rate of 2.5% per decade in March. The observed difference in the rate of 

fIGure 5.10  Observed zonal mean surface air temperature anomaly averaged over the period 
1991–2009 as a function of latitude and calendar month. The anomaly represents the deviation from 
the average over the 30-year base period 1961–90. Because of poor data coverage, the anomaly is 
not shown poleward of 80° N or 60° S. From Manabe et al. (2011).
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change in sea ice coverage between September and March in the Arctic 
Ocean is consistent with the result obtained from the model. As shown in 
figure 5.9, the poleward retreat of the southern margin of sea ice in response 
to CO2 quadrupling is much larger in September than in March.

The type of atmosphere/mixed- layer- ocean model described here 
was developed not only at GFDL but also at NASA/GISS by Hansen et 
al. (1983, 1984). The similarity of the latitude/calendar- month pattern of 
CO2- induced warming from the GFDL model with that of the GISS model 
suggests that polar amplification is a robust result and not model depen-
dent, at least in a qualitative sense. But although the basic structures of 
the GISS and GFDL atmosphere/mixed- layer models are similar, there are 
important differences between the two models.

The global mean surface temperature in the version of the GFDL model 
described above increased by about 4.1°C in response to the quadrupling of 
atmospheric CO2. The log- linear relationship between CO2 concentration 
and radiative forcing implies that the temperature change for CO2 doubling 
would be slightly more than 2°C. In contrast, the model of Hansen et al. 
(1984) simulated a warming of 4°C for CO2 doubling, meaning that it was 
almost twice as sensitive as the GFDL model presented here. The large 
difference between the sensitivities of the two models is indicative of the 
large uncertainty in the sensitivity of climate that still remains. The causes 
of this uncertainty will be the subject of discussion in the following chapter.

fIGure 5.11  Time series of the difference (%) of observed sea ice extent from the mean value 
over the period 1979–2009 over the Arctic Ocean. Time series shown for September (the month 
of ice extent minimum) and March (the month of ice extent maximum). From Arndt et al. (2010).

1978 1983 1986 1993 1998 2003 2008

March

September

20

10

–10

–20

–30

–40

Pe
rc

en
t d

i�
er

en
ce 0

Year

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



C H A P T E R  6

Climate Sensitivity

One of the most challenging tasks of climate science is to obtain a reliable 
estimate of the sensitivity of climate, which is defined as the response of 
the global mean surface temperature to a specific thermal forcing, given 
a sufficiently long time (i.e., the equilibrium response). As pointed out in 
the preceding chapter, the sensitivities of the two early climate models con-
structed at GFDL and NASA/GISS were different from each other by a factor 
of about two. According to Flato et al. (2013), a similarly large difference 
still remains among the sensitivities of current climate models. The need 
to reduce this sizable uncertainty is one of the reasons why it is urgent to 
improve and validate the modeling of the radiative feedback processes that 
control the sensitivity of climate. In this chapter, we shall describe how the 
sensitivity of climate is determined through the interactions among various 
radiative feedback processes. We begin by obtaining a formula that relates 
the sensitivity of climate to the strength of the total radiative feedback that 
operates on the global- scale perturbation of surface temperature.

Radiative Feedback

The radiative heat balance of the Earth is maintained between the incom-
ing solar radiation and outgoing radiation at the top of the atmosphere, 
as expressed by:

 I = R, (6.1)

where I denotes the global mean value of the incoming solar radiation, 
and R is that of outgoing radiation. The latter consists of two components, 
as expressed by:

 R = L + Sr, (6.2)
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where L is the global mean value of outgoing longwave radiation, and Sr is 
that of reflected solar radiation at the top of the atmosphere. Suppose that 
a constant positive thermal forcing is applied continuously to the surface- 
atmosphere system that is coupled closely through the exchange of heat. 
Given a sufficiently long time, the temperature of this system will increase 
until the increase in the top- of- atmosphere (TOA) flux of outgoing radi-
ation becomes equal to the thermal forcing, restoring the heat balance of 
the planet, as expressed by the following equation:

 ∆R = Q, (6.3)

where ∆R is the change in the TOA flux of outgoing radiation and Q is 
the thermal forcing of the system. If Q is sufficiently small, the change in 
the global mean surface temperature, ΔTS, would also be expected to be 
relatively small. In this case, ΔR is linearly proportional to ΔTS, and may 
be expressed by:

 ∆R = λ · ∆TS, (6.4)

where λ is the feedback parameter, and denotes the global mean change 
of the TOA flux of outgoing radiation that accompanies a unit change 
in the global mean surface temperature, TS. In other words, it represents 
the rate of radiative damping of the global- scale perturbation in surface 
temperature. It may be expressed by λ = dR/dTS or by substituting from 
equation (6.2) to yield:

 λ = d(L + Sr)/dTS. (6.5)

Combining equations (6.3) and (6.4), one gets the following:

 ∆TS = Q/λ. (6.6)

This equation indicates that the sensitivity of climate is inversely pro-
portional to the rate of damping of the global- scale perturbation of surface 
temperature. Simply stated, the larger the feedback parameter, the smaller 
the sensitivity of climate. The feedback parameter, as we have defined it, 
is a measure of the dependence of net outgoing radiation on global mean 
surface temperature. Thus, a positive value of λ indicates that the change in 
net outgoing radiation counteracts an imposed thermal forcing. Equation 
(6.6) yields the change in global mean surface temperature that would be 
required to restore the radiative balance of the planet. Using this equation, 
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one can estimate the equilibrium response of global mean surface tempera-
ture to the radiative forcing.

Equations (6.5) and (6.6) were obtained by Wetherald and Manabe (1988) 
based on the assumption that the energy balance of the surface- atmosphere 
system is maintained between the net incoming solar radiation and the 
outgoing longwave radiation at the top of the atmosphere. It has been re-
alized, however, that the stratosphere is essentially in a state of radiative 
equilibrium, with little heat exchange with the troposphere (i.e., across the 
tropopause), as in the 1- D radiative- convective model of the atmosphere 
introduced in chapter 3. For this reason, equation (6.6) is applicable not 
only to the surface- atmosphere system but also to the surface- troposphere 
system. Hereafter, we shall apply equation (6.6) to the latter, as the surface 
and the troposphere are coupled closely through heat exchange. Applying 
(6.6) in this way implicitly assumes that the rate of radiative damping of a 
perturbation in global mean surface temperature at the tropopause is equal 
to the rate of radiative damping at the top of the atmosphere.

It has become customary within the climate dynamics community to 
express the sensitivity of climate in terms of the equilibrium response of 
global mean temperature to the doubling of the atmospheric CO2 concen-
tration. Defined in this way, the equilibrium climate sensitivity (∆2xTS) is 
given by:

 ∆2xTS = Q2x/λ, (6.7)

where Q2x is the radiative forcing that results from a doubling of atmo-
spheric CO2. It should be noted here that the radiative forcing of the surface- 
troposphere system, Q2x, differs from the instantaneous radiative forcing 
as determined at the top of the atmosphere. As shown in figure 3.5, strato-
spheric cooling occurs in response to CO2 doubling, thereby reducing the 
outgoing longwave radiation from the top of the atmosphere. Because the 
stratosphere is essentially in radiative equilibrium, the net upward flux of 
radiation at the tropopause also decreases by the same amount, thereby re-
ducing the radiative heat loss from the surface- troposphere system. For this 
reason, the radiative forcing of the surface- troposphere system is larger than 
it would be in the absence of stratospheric cooling, as was noted in chapter 3.

As equation (6.7) indicates, the sensitivity of climate is inversely propor-
tional to the strength of the radiative damping that operates on the global- 
scale perturbation of surface temperature. To determine the sensitivity, 
it is therefore necessary to reliably estimate the strength of the radiative 
feedback that occurs in response to a perturbation of global mean surface 
temperature. This has been one of the most difficult problems to solve in 
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climate modeling. Here, we shall attempt to estimate the strength of the 
radiative feedback and the sensitivity of climate, referring to the analy-
sis of many global warming simulations along with other independent 
information.

The Gain Factor Metric

The most basic feedback in the climate system involves the change in the 
flux of outgoing radiation that would occur if the Earth emitted longwave 
radiation as a blackbody. In this idealized case, there would be a vertically 
uniform change of temperature, not only in the troposphere but also at the 
Earth’s surface. This feedback yields a change in the TOA flux of outgoing 
longwave radiation that is in accordance with the Stefan- Boltzmann law of 
blackbody radiation, which states that total radiative output is proportional 
to the fourth power of the planetary emission temperature. This feedback 
is frequently termed the “Planck feedback.”

A second kind of feedback involves the change in the TOA flux of total 
outgoing radiation due to other changes in the climate system that ac-
company a change in the global mean temperature at the Earth’s surface. 
Examples of this type of feedback include changes in the absolute humidity, 
cloudiness, and the vertical profile of temperature in the troposphere, and 
the changes in snow cover and sea ice at the Earth’s surface. These changes 
in turn affect the outgoing longwave radiation or the reflected solar radi-
ation at the top of the atmosphere. Together, these two types of feedback 
determine the overall strength of the radiative feedback, thereby controlling 
the sensitivity of climate.

Based on this decomposition of feedback processes into two kinds, one 
can subdivide the feedback parameter (λ) into two components, as ex-
pressed by:

 λ = λ0 + λF, (6.8)

where the first term, λ0, indicates the strength of the basic Planck feedback 
defined above. It may be expressed as λ0 ≈ 4ϵϭTS

3, where ϵ is the planetary 
emissivity, and ϭ is the Stefan- Boltzmann constant of blackbody radiation. 
The second term, λF, indicates the combined strength of the feedbacks of the 
second kind that involve the other changes listed in the preceding paragraph.

To characterize the relative contribution of the feedbacks of the second 
kind (λF) to the radiative feedback as a whole (λ), Hansen et al. (1984) 
introduced a nondimensional metric called the “gain factor,” as defined by:
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 g = −λF /λ0. (6.9)

Using the gain factor, g, thus defined, the feedback parameter (λ) can be 
expressed as:

 λ = λ0 ∙ (1 − g). (6.10)

As this equation indicates, the gain factor is a nondimensional metric that 
indicates the degree by which the basic Planck feedback is weakened by the 
feedbacks of the second kind, thereby enhancing the sensitivity of climate.

One should note the sign convention that results from this formalism. A 
positive value of the sensitivity parameter λ indicates that the net outgoing 
radiation increases in response to a surface warming. Thus, if a positive 
thermal forcing is imposed and the global mean surface temperature in-
creases in response, the basic Planck feedback would partially counteract 
the effect of the forcing. The gain factor g is opposite in sign to λ, such 
that a positive value indicates a feedback mechanism that would enhance 
the effect of an imposed radiative forcing. The terms positive feedback and 
negative feedback that are commonly used in climate dynamics correspond 
to positive and negative values of the gain factor, respectively.

Inserting (6.10) into (6.7), one can obtain the following expression:

 ∆2xTS = Q2x / [λ0 · (1 − g)]. (6.11)

From equation (6.11), one can infer how the sensitivity of climate (∆2xTS) 
depends upon the gain factor. For example, if the gain factor is positive 
and is less than one, as is typically true in climate models, the feedback 
of the second kind partially compensates the basic Planck feedback and 
weakens the overall radiative damping, thereby enhancing the sensitivity 
of climate. As a matter of fact, the sensitivity increases nonlinearly at an 
accelerated pace as the gain factor increases linearly toward one. If the gain 
factor is equal to one, the feedback of the second kind compensates exactly 
with the basic Planck feedback, yielding a climate system with no radiative 
damping in operation. In this case, the global mean surface temperature 
would drift freely with no constraint. If the gain factor is larger than one, 
λ would be negative and equation (6.11) is no longer valid. In this case, 
climate would be unstable and a “runaway greenhouse effect” would be in 
operation. Realizing that climate has been stable over a very long time, it 
is not difficult to convince ourselves that the gain factor is less than one 
with radiative damping that is strong enough to keep our planet warm 
and habitable.
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On the other hand, if the gain factor is zero, only the basic Planck feed-
back is in operation. In this case, the sensitivity is given by Q2x/λ0 and is 
relatively small. If the gain factor is negative, the feedback of the second 
kind enhances the Planck feedback, making the sensitivity of climate even 
smaller. To provide some perspective on an approximate range of values in 
which the actual gain factor may reside, we estimate, as examples, the gain 
factors of a few models that have been introduced in the preceding sections.

In the 1- D radiative- convective model introduced in chapter 3, the sen-
sitivity of climate is 2.36°C when absolute humidity is allowed to respond 
to the change in temperature. In the case in which absolute humidity is 
fixed and no feedback involving water vapor is active, only the basic Planck 
feedback is in operation (i.e., g = 0), and the sensitivity is reduced to 1.33°C. 
From these two values, one can estimate the gain factor of the model from 
equation (6.11), which yields a gain factor of 0.44 for this case. This implies 
that the water vapor feedback in the model counteracts the basic Planck 
feedback, reducing the radiative damping by 44%. In other words, the 
strength of the overall feedback is reduced by a factor of 0.56 owing to the 
feedback of the second kind, leading to a sensitivity that is 1.77 (or 1/0.56) 
times as large as 1.33°C, the sensitivity of the model with only the basic 
feedback in operation.

A similar analysis can be made for the idealized GCM used in the CO2- 
doubling experiment presented in chapter 5. In this model, the feedback of 
the second kind includes not only water vapor feedback, but also albedo 
and lapse rate feedback, though the latter is much smaller than the former 
in this model. The sensitivity of this model is 2.93°C and is substantially 
larger than the 2.36°C sensitivity of the radiative- convective model. Given 
that the sensitivity of this model is 1.33°C in the absence of these feedbacks 
with only the Planck feedback in operation (i.e., g = 0), one can estimate 
its gain factor, referring to equation (6.11). The gain factor thus obtained is 
0.55 and is larger than 0.44 (i.e., the gain factor of the radiative- convective 
model). It is likely that the difference between the two gain factors is at-
tributable mainly to the albedo feedback with a minor contribution from 
the lapse rate feedback in this model.

In both of these models, the combined effect of the feedbacks of the 
second kind counteracts the basic Planck feedback. Thus it reduces the 
strength of the overall feedback, increasing substantially the sensitivity of 
model climate. In the following section, we shall identify various feedback 
processes of the second kind that interact with one another, thereby affect-
ing the sensitivity of climate. First, we formulate the relationship between 
the gain factors of the individual feedbacks of the second kind and the 
sensitivity of climate.
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As given by equation (6.8), the feedback parameter, λ, can be expressed 
as the sum of the basic Planck feedback, λ0, and λF, which can be expressed 
as the sum of contributions from various feedbacks of the second kind, as 
in Wetherald and Manabe (1988):

 λF = λΓ + λw + λc + λa, (6.12)

where λΓ, λw, λc, and λa denote, respectively, the changes in the TOA flux of 
outgoing radiation due to changes in the vertical lapse rate of temperature 
(Γ), water vapor (w), cloud (c) in the troposphere, and albedo (a) at the 
Earth’s surface that would accompany a unit (i.e., 1°C) change in the global 
mean surface temperature. Although there are other feedbacks of the second 
kind, they are not included here because their contributions are relatively 
small. Dividing both sides of the equation by −λ0—that is, the strength of 
the basic Planck feedback—one can express the overall gain factor as the 
sum of the gain factors associated with each feedback of the second kind:

 g = gΓ + gw + gc + ga, (6.13)

where:
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Inserting equation (6.13) into (6.11), one gets the following equation, 
which indicates the relationship between the sensitivity of climate, ∆2xTS, 
and the gain factors of the individual feedback processes, such as lapse 
rate feedback, water vapor feedback, cloud feedback, and albedo feedback:

 ∆2xTS = Q2x/{λ0 · [1 − (gΓ + gw + gc + ga)]}. (6.15)

Feedbacks of the Second Kind

Using the formula obtained above, we shall describe here how various 
feedbacks of the second kind interact with one another, thereby controlling 
the sensitivity of climate.
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Lapse Rate Feedback

When temperature increases at the Earth’s surface in response to positive 
thermal forcing, it also increases in the troposphere, where heat is trans-
ported vertically through deep convection and large- scale circulation. The 
magnitude of the warming usually varies with height, thereby changing the 
vertical lapse rate of temperature. In the 3- D model introduced in chapter 
5, for example, the overall global warming is accompanied by a decrease 
in the vertical lapse rate in low latitudes, where deep moist convection 
predominates, and an increase in lapse rate at high latitudes, where warm-
ing is strongest near the surface. Thus, the lapse rate hardly changes when 
averaged over the entire model domain.

Consider a case in which the response to a radiative forcing is a warming 
of the troposphere that increases with height (i.e., a decreased lapse rate), as 
in the low- latitude response of the model discussed above. The increase in 
the TOA flux of outgoing longwave radiation in this case would be larger 
than in a case with the same surface warming and a vertically uniform 
temperature change. Thus, a decrease in lapse rate increases the strength 
of the radiative damping defined by equation (6.5) and the sensitivity of 
climate decreases as expressed by equation (6.7). Conversely, if the thermal 
response is a warming that decreases with height (i.e., an increased lapse 
rate), the increase in TOA flux of outgoing longwave radiation would be 
smaller than it would be in the case in which the warming throughout the 
troposphere is the same as the surface warming. Thus, an increase in lapse 
rate weakens the radiative damping and increases the climate sensitivity. 
Hereafter, the feedback process that involves a change in the vertical lapse 
rate of temperature in the troposphere is called “lapse rate feedback.”

Water Vapor Feedback

Water vapor has short residence time of a few weeks in the troposphere as 
it evaporates from the Earth’s surface and is removed through precipitation. 
When an air parcel moves upward in the atmosphere, pressure decreases 
with increasing height and the parcel cools owing to adiabatic expansion. 
Eventually, water vapor in the parcel condenses, yielding precipitation. 
On the other hand, a downward- moving parcel warms owing to adiabatic 
compression, reducing its relative humidity. In short, the distribution of 
relative humidity in the troposphere is largely controlled by the vertical 
movement of air. As long as the magnitude of global warming is modest, 
it is likely that changes in the general circulation of the atmosphere would 
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be small, with little change in distribution of relative humidity (e.g., Held 
and Soden, 2000). With generally little change in relative humidity, the 
absolute humidity of air would increase with increasing temperature in 
the troposphere, thereby enhancing its infrared opacity.

Increasing the infrared opacity of the troposphere affects the outgoing 
longwave radiation at the top of the atmosphere. The effective emission 
center of the TOA flux of outgoing longwave radiation would increase in 
altitude, as explained in chapter 1 in the discussion of the effect of green-
house gases on longwave radiation. Because temperature decreases with 
increasing height in the troposphere, the increase in altitude of the effective 
emission center results in a reduction of the outgoing longwave radiation 
from the top of the atmosphere. This response is illustrated in figure 6.1. 
The thick solid line I in this figure indicates schematically the vertical 
profile of temperature that decreases almost linearly with increasing height 

fIGure 6.1  Diagram illustrating schematically how water vapor feedback shifts the effective center 
of planetary emission of longwave radiation upward, thereby enhancing the magnitude of global 
warming. Slanted lines I and II indicate the vertical temperature profiles in the troposphere before 
and after the warming, respectively. (The vertical line segment represents the vertical temperature 
profile of the almost isothermal lower stratosphere.) Black dots on the slanted lines indicate the 
effective planetary emission centers of the outgoing longwave radiation from the top of the atmo-
sphere. See main text for further explanation.
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in the troposphere and is almost isothermal in the overlying lower strato-
sphere. The black dot (A) placed on line I indicates the effective emission 
center of the upward flux of outgoing longwave radiation that reaches the 
top of the atmosphere. Suppose that the temperature of the troposphere 
increases from I to II without changing its lapse rate. If water vapor feed-
back is absent, the absolute humidity does not change, thereby keeping the 
infrared opacity of the troposphere unchanged. In this case, the effective 
emission center of outgoing longwave radiation (B) would remain at the 
same altitude, H2, and its temperature increases from TA to TB. If water 
vapor feedback is in operation, on the other hand, increasing the infrared 
opacity of the troposphere, the effective emission center of outgoing long-
wave radiation (C) would rise from H2 to H1 and its temperature would 
increase from TA to TC, as indicated schematically in the figure.

In this manner, water vapor feedback reduces the magnitude of a change 
in the emission temperature in response to a given change in surface tem-
perature. In other words, water vapor feedback reduces the strength of the 
longwave feedback that operates on the perturbation of surface tempera-
ture, thereby enhancing the sensitivity of climate, as defined by equation 
(6.7). For further discussion of the role of the water vapor feedback in the 
sensitivity and variability of climate, see the study conducted by Hall and 
Manabe (1999).

In addition to absorbing and emitting longwave radiation as noted 
above, water vapor absorbs incoming and reflected solar radiation in the 
near- infrared portion of the solar spectrum between 0.8 and 4 µm (fig-
ure 1.6d). If the temperature of the surface- troposphere system increases, 
it is expected that absolute humidity would increase as explained above, 
enhancing the absorption of solar radiation. For this reason, the upward 
TOA flux of reflected solar radiation decreases with increasing surface 
temperature. In short, the shortwave component of water vapor feedback 
also helps to reduce the overall strength of the radiative feedback that op-
erates on the perturbation of surface temperature, thereby enhancing the 
sensitivity of climate. According to the study conducted by Wetherald and 
Manabe (1988), for example, the magnitude of the enhancement is about 
one- fifth of the longwave component and is relatively small.

Albedo Feedback

Snow and sea ice reflect a large fraction of the incoming solar radiation 
that reaches the Earth’s surface. When temperature increases at the Earth’s 
surface, the area covered by snow and sea ice usually decreases, reducing 
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the global surface albedo. Thus, the TOA flux of reflected solar radiation 
usually decreases with increasing surface temperature, weakening the over-
all strength of the radiative damping that operates on the perturbation of 
the global mean surface temperature. In short, the gain factor associated 
with the albedo feedback of snow and sea ice is positive, enhancing the 
sensitivity of climate.

The albedo feedback of snow and sea ice operates on a relatively short 
time scale. Over longer time periods, snow cover that survives from one 
year to the next has the potential to build up and eventually transform into 
a continental ice sheet. A model that incorporates the albedo feedback of 
continental ice sheets as well as snow and sea ice is important for studying 
the transitions between glacial and interglacial periods that have dominated 
the climate record during the past several million years. Initial attempts to 
do this were made by Weertman (1964, 1976), Pollard (1978, 1984), Berger 
et al. (1990), and Deblonde and Peltier (1991). Although these studies 
used relatively simple EBMs of climate, they have been very successful 
for exploring the role of ice sheet albedo feedback in glacial-interglacial 
climate transitions. Aided by the remarkable advancement of computer 
technology, it is becoming possible to study the glacial-interglacial transi-
tion of climate using GCMs of the coupled atmosphere- ocean- cryosphere 
system that incorporate explicitly the dynamics and thermodynamics of 
continental ice sheets (e.g., Gregory et al., 2012).

Cloud Feedback

Clouds consist of innumerous water droplets or ice crystals of various sizes. 
When light passes from air to water or from water back to air, it changes 
direction as it crosses the interface between the two media. This process is 
called refraction. As light travels through a water droplet, it will be refracted 
twice, once as it enters the droplet and once as it exits from the droplet. 
This is the process by which light is scattered by cloud droplets; repeated 
encounters with cloud droplets can completely turn the light around. Thus, 
clouds reflect a substantial fraction of incoming solar radiation, exerting 
a cooling effect upon the heat budget of the planet. Because an ice surface 
also has large reflectivity, ice clouds have a qualitatively similar effect.

Although water is almost transparent to the visible portion of solar ra-
diation, it absorbs longwave radiation very strongly, as does an ice surface. 
This is the main reason why most cloud (with exception of thin cloud) 
absorbs almost completely longwave radiation and emits it almost as a 
blackbody would according to Kirchhoff ’s law. For example, clouds absorb 
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almost all of the upward flux of longwave radiation from below, whereas 
they emit upward flux almost as a blackbody. Because the temperature of 
the subcloud layer and that of the Earth’s surface are usually higher than 
that of the cloud top, the upward flux of longwave radiation at the cloud 
bottom is usually larger than the upward flux at the top. For this reason, the 
TOA flux of outgoing longwave radiation is usually smaller in the presence 
of cloud than in its absence. In short, clouds trap a substantial fraction of 
the upward flux of longwave radiation emitted by the Earth’s surface before 
it reaches the top of the atmosphere, exerting a greenhouse effect upon the 
heat budget of the planet.

Using satellite measurements of the TOA flux of outgoing longwave 
radiation and that of reflected solar radiation over all- sky and clear- sky 
conditions, Harrison et al. (1990) estimated the effect of clouds upon the 
radiation budget of the Earth. According to their estimate, heat loss due 
to the reflection of incoming solar radiation by cloud is about 48 W m−2, 
which is about 47% of the 102 W m−2 that is the total reflected solar radiation 
at the top of the atmosphere. On the other hand, the heat gain due to the 
greenhouse effect of cloud is about 31 W m−2, which is about 20% of the 
151 W m−2 that is the total greenhouse effect of the atmosphere. The net 
heat loss from these two opposing effects is 17 W m−2, which is more than 
four times as large as the ~4 W m−2 that is the thermal forcing that results 
from the doubling of the CO2 concentration in the atmosphere. This implies 
that a 25% increase of total cloud amount would be large enough to com-
pensate for the warming due to CO2 doubling, if cloud properties did not 
otherwise change. It also implies that a reduction of total cloud amount by 
25% could increase the magnitude of the warming by a factor of about two. 
(See Ramanathan and Coakley [1978] for further discussion of this subject.)

The outgoing radiation at the top of the atmosphere is likely to depend 
not only on the distribution of clouds but also on their microphysical prop-
erties, such as the size and number density of cloud droplets. Somerville 
and Remer (1984) speculated that the microphysical properties of clouds 
might change as temperature increases in the atmosphere owing to global 
warming. Referring to the study of Feigelson (1978), which was based upon 
20,000 measurements made in the former Soviet Union, they suggested 
that the liquid water content of stratus clouds is likely to increase as the 
saturation vapor pressure of air increases with increasing temperature. 
Because clouds of higher liquid water content would be optically thicker 
for the same depth, they would reflect more solar radiation. Thus, the TOA 
flux of reflected solar radiation would be likely to increase with increas-
ing temperature, enhancing the radiative damping of surface temperature 
perturbation and thereby reducing the sensitivity of climate.
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More recent observational studies have found that low cloud in the 
tropics reflects less solar radiation as temperature increases, although this 
is partially offset by the response of such cloud to changes in the strength 
of the temperature inversion (Klein et al., 2017). Thus, there is more un-
certainty about both the sign and magnitude of cloud feedback in the real 
climate system. Nevertheless, these studies underscore the possibility that 
the microphysical properties of clouds may change systematically as tem-
perature increases owing to global warming, thereby affecting the strength 
of radiative feedback and, accordingly, the sensitivity of climate.

Feedback in 3- D Models

This section presents a quantitative analysis of the radiative feedback pro-
cesses that operate in some 3- D climate models that have been constructed. 
We begin with the pioneering study of radiative feedback conducted by 
Hansen et al. (1984), using the atmosphere/mixed- layer- ocean model con-
structed at GISS. Introducing the nondimensional gain factor described 
earlier in this chapter, they evaluated quantitatively the relative contribu-
tions of various radiative feedback processes to the sensitivity of climate.

The model used for their study was constructed by combining a GCM of 
the atmosphere with a heat balance model of the mixed- layer ocean and of 
the continental surface. This model is generally similar to that developed at 
GFDL by Manabe and Stouffer (1979, 1980) for the CO2- quadrupling experi-
ment described in chapter 5. The two models, however, differ from each other 
in a few important respects. Although the distribution of cloud is held fixed in 
the early version of the GFDL model, it is predicted in the GISS model, which 
means that cloud feedback is in operation. Another very important difference 
is the so- called “Q- flux” technique employed by Hansen et al. (1983, 1984). In 
the GFDL model, it is assumed that heat exchange between the mixed layer 
and the deep subsurface layer of the ocean is absent. In the GISS model, on 
the other hand, a time- invariant heat flux is prescribed and applied to the 
mixed layer, such that the geographic distribution of sea surface temperature 
is realistic in the control run. An identical heat flux is also prescribed for 
the doubled- CO2 run, implicitly assuming that ocean heat transport as well 
as other systematic biases of the model remain unchanged despite the CO2 
doubling. Because the strength of the albedo feedback of snow and sea ice 
depends critically upon the distribution of temperature at the Earth’s surface, 
the GISS model is well suited for the study of climate sensitivity.

The numerical time integration of the GISS model described here was 
performed for two different CO2 concentrations (315 and 630 ppmv) over 

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



ClImate sensItIvIty 83

a sufficiently long time to achieve quasi- equilibrium. From the difference 
between the two states thus obtained, Hansen et al. (1984) estimated the 
equilibrium response of temperature to the doubling of the atmospheric 
CO2 concentration. They found that the global mean temperature at the 
Earth’s surface increased by 4.2°C in response to CO2 doubling. Assum-
ing that the thermal forcing of the troposphere- surface system (Q2x) is 
~4 W m−2 and the strength of the basic feedback (λ0) is 3.21 W m−2, one 
can estimate a gain factor of 0.70 for this model using equation (6.11). 
This implies that the combined effect of the feedbacks of the second kind 
counteracts the basic Planck feedback, reducing the strength of the over-
all radiative damping by as much as 70%, with 30% remaining. In other 
words, the sensitivity of the GISS model is 3.3 (= 1/0.3) times as large as 
the sensitivity of a model with only the basic Planck feedback in operation.

The overall gain factor may be expressed as the sum of gain factors of 
feedbacks of the second kind as expressed by equation (6.13). Using the 
output from their CO2- doubling experiment, they extracted the global 
mean changes of absolute humidity, cloudiness, vertical lapse rate of tem-
perature in the troposphere, and albedo of the Earth’s surface. Inserting 
these changes, one by one or in combination, into a 1- D model of radiative- 
convective equilibrium, they obtained changes in global mean temperature. 
From the changes thus obtained, they estimated, albeit roughly, the gain 
factors of the various feedbacks of the second kind, which are listed in the 
second column of table 6.1.

The gain factors of the water vapor feedback and the lapse rate feedback 
are presented both separately and in combination (gw + gΓ). The combined 
feedback is presented because a change in the vertical gradient of tempera-
ture usually induces a change in that of absolute humidity such that the 
change in the TOA flux of longwave radiation due to the former partially 
offsets the change due to the latter. Because of the partial compensation 
between the two feedbacks, the gain factor of the combined water vapor–
lapse rate feedback is substantially smaller than that of the water vapor 
feedback alone. In view of the close interaction between the two feedbacks 
in their model, Hansen et al. combined them into a single category called 
“combined water vapor–lapse rate feedback.”

The gain factor of the combined water vapor–lapse rate feedback of 
the GISS model is 0.40 and is larger than those of the cloud feedback and 
albedo feedback. It is smaller, but comparable in magnitude to the 0.44 
gain factor of the water vapor feedback in the radiative- convective model 
introduced in chapter 3, in which other feedbacks of the second kind are 
absent. The gain factor of the cloud feedback is 0.22. Although it is smaller 
than the combined water vapor–lapse rate feedback, it is more than twice as 
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large as the 0.09 gain factor for the albedo feedback. Adding these gain fac-
tors yields a total of 0.71 for the feedbacks of the second kind. Inserting this 
value into equation (6.15) results in an estimate of 4.3°C as the sensitivity 
of the GISS model, which is very close to the actual sensitivity, suggesting 
that the use of the 1- D model is a reasonable approach to estimating the 
feedbacks of the second kind.

Figure 6.2 illustrates how the sensitivity of climate increases at an ac-
celerated pace, according to equation (6.15), as the gain factors of each 
feedback of the second kind are added one by one. For example, if only the 
basic Planck feedback were in operation, the sensitivity would be 1.25°C. 
With the addition of the combined water vapor–lapse rate feedback, it 
increases from 1.25°C to 2.1°C as the gain factor increases from 0 to 0.40. 
With the addition of the albedo feedback, sensitivity increases from 2.1°C 
to 2.45°C as the overall gain factor increases from 0.4 to 0.49. Finally, with 
the addition of the cloud feedback, the sensitivity increases from 2.45°C 
to 4.3°C as the gain factor increases from 0.49 to 0.71.

One should note here that the sensitivity of climate increases nonlinearly 
as the gain factor in the denominator in equation (6.11) approaches one, 
reducing the strength of the overall radiative damping. Thus, the contribu-
tion of each feedback of the second kind to the sensitivity depends not only 
on the sign and the magnitude of its gain factor, but also on the order in 
which it is added. Nevertheless, the result presented here indicates that the 

taBle 6.1 Average total gain factor and gain factors 
of individual feedbacks of the second kind

Hansen et al. (1984) Colman (2003) Soden and Held (2006)
gw 0.57 0.53 ± 0.12 0.56 ± 0.06
gΓ −0.17 −0.10 ± 0.12 −0.26 ± 0.08
gw + gΓ 0.40 0.43 ± 0.06 0.30 ± 0.03
gc 0.22 0.17 ± 0.10 0.21 ± 0.11
ga 0.09 0.09 ± 0.04 0.08 ± 0.02 
g 0.71 0.69 ± 0.08 0.59 ± 0.12

The standard deviation (with ± sign) is added to the average gain factors as an indicator of the spread 
among the climate models. 
g, gain factor of total feedback—i.e., the sum of the gain factors of the feedbacks of the second kind; 
gw, gain factor of water vapor feedback; gΓ, gain factor of lapse-rate feedback; gw + gΓ, gain factor 
of combined water vapor–lapse-rate feedback; gc, gain factor of cloud feedback; ga gain factor of 
albedo feedback.
Each of the gain factors listed here is calculated using equation (6.14). The value of λ0 used for the 
computation is 3.21 W m−2; i.e., the average value of the AR4 models (the 19 models used for the 
IPCC Fourth Assessment Report, and for the analysis presented here).
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sensitivity of the GISS model with cloud feedback (4.3°C) is substantially 
larger than that of the model without it (2.45°C).

Analyzing the results from their CO2- doubling experiments, Hansen et 
al. found that the positive feedback effect of clouds is attributable to two 
aspects of their response to global warming. The first aspect is a reduction 
in total cloud amount. As explained earlier, cloud has two opposing effects. 
On the one hand, it reflects incoming solar radiation, thereby increasing 
the TOA flux of outgoing reflected solar radiation. On the other hand, it 
exerts a greenhouse effect, reducing the TOA flux of outgoing longwave 
radiation. Since the former effect is usually larger than the latter, a reduc-
tion of total cloud amount usually results in a reduction in the TOA flux 
of total outgoing radiation.

The second aspect of the response of cloud that contributes to a positive 
feedback effect is an increase in cloud- top height. Because temperature 
decreases with increasing height in the troposphere, an increase in cloud- 
top height also reduces the TOA flux of outgoing radiation, as longwave 
radiation from the cloud tops is being emitted at a lower temperature. In 

fIGure 6.2  Relationship between gain factor (g) and the sensitivity of climate (∆2xTS) as expressed 
by equation (6.15). Climate sensitivity increases at an accelerated pace as each gain factor is added. 
See main text for further explanation.
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summary, the TOA flux of total outgoing radiation decreases not only 
because of the reduction in total cloud amount but also because of the 
increase in cloud- top height. This explains why the cloud feedback of the 
GISS model is positive, thereby enhancing the sensitivity of climate.

At about the same time as the GISS study described above, Wetherald 
and Manabe (1980, 1986, 1988) conducted modeling studies of cloud feed-
back using two different models developed at GFDL. To understand the 
similarities and differences between the response of clouds in the models 
developed at these two climate modeling centers, we present an analysis 
of cloud feedback in one of the GFDL models (Wetherald and Manabe, 
1988) and compare it with the GISS model.

The GFDL model used for this study was constructed by modifying 
the atmosphere/mixed- layer- ocean model of Manabe and Stouffer (1979, 
1980) that was described in chapter 5. In contrast to the original version 
of the model, in which the distribution of cloud was prescribed and held 
fixed throughout the course of a time integration, cloud cover was pre-
dicted in the modified version. Overcast cloud was placed at each grid point 
where relative humidity exceeded a specified critical percentage. Using this 
model, Wetherald and Manabe obtained two quasi- equilibrium states for 
the standard and doubled concentrations of atmospheric CO2. From the 
difference between the two states, they determined how the distribution 
of cloud changes in response to a doubling of atmospheric CO2 concen-
tration, thereby altering the upward flux of outgoing longwave radiation 
and reflected solar radiation from the top of the atmosphere.

Figure 6.3a illustrates the distribution of annually averaged zonal mean 
cloud fraction obtained from the control experiment with a standard con-
centration of atmospheric CO2. The simulated cloud fraction is very small 
in the stratosphere above the tropopause, which is indicated by the thick 
dashed line. On the other hand, the cloud fraction is relatively large in 
the upper troposphere, where high cloud is usually observed in the actual 
atmosphere. It is also relatively large in a thin layer several hundred meters 
above the Earth’s surface, where stratus clouds often appear. Between these 
layers of relatively high cloud fraction in the upper and lower troposphere, 
there is a thick layer in the lower- middle troposphere around 700 hPa in 
which the cloud fraction is small.

Upon close inspection, one can see that the fraction of high cloud in the 
upper troposphere is at a maximum in the tropics near the ITCZ and in the 
zonal belt between 40° and 70° latitude, where midlatitude storm tracks are 
located. In these regions, humid air is often carried upward until it reaches 
the upper troposphere, where it spreads horizontally, maintaining a thick 
layer of high cloud. In contrast, the cloud fraction is relatively low in the 
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middle troposphere, where the variance of vertical velocity is large and 
zonal mean relative humidity is reduced by the adiabatic compression of 
sinking air. Relative humidity and cloud fraction are high in the planetary 
boundary layer immediately adjacent to the surface, where water vapor is 
replenished continuously through evaporation from the underlying surface 
and air often cools owing to moist convective adjustment (see chapter 4) 
that transfers heat from the boundary layer to the middle and upper tro-
posphere of the model.

It is quite encouraging that the annual cloud fraction described here 
resembles the corresponding profile of cloud occurrence probability ob-
tained from the recent NASA Cloud- Aerosol Lidar and Infrared Pathfinder 
Satellite Observation (CALIPSO) mission, shown in figure 6.4, despite the 
simplicity of the parameterizations used in the model. In this version of 
the GFDL model, cloud is placed in those grid points where relative hu-
midity exceeds a certain critical value (i.e., 99%), otherwise, a grid point 

fIGure 6.3  Latitude-height (pressure) profiles of (a) annually averaged zonal mean cloud fraction 
(%) obtained from the control simulation, and (b) the change in annually averaged zonal mean 
cloud fraction (%) from the control run (1×CO2) to the CO2-doubling run (2×CO2). Thick dashed 
lines indicate the approximate height of the tropopause. The approximate heights (km) of the finite 
difference levels of the model are indicated on the right-hand side of the figure. From Wetherald 
and Manabe (1988).
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is cloud- free. In other words, the 3- D distribution of cloud is based solely 
upon the relative humidity at each grid point. Realizing that this cloud 
prediction scheme is very simple, it is quite surprising that the simulated 
distributions of both high and low cloud resemble those obtained from 
CALIPSO. The resemblance suggests that the distribution of cloud is largely 
controlled by the large- scale circulation in the atmosphere and does not 
depend critically on the microphysical details of formation, maintenance, 
and disappearance of cloud cover.

Figure 6.3b shows the simulated change in zonal mean cloud fraction 
that occurs in response to the doubling of the CO2 concentration in the 
atmosphere. Comparing it with figure 6.3a, cloud fraction increases in the 
upper half of the layer of high cloud in the control experiment, whereas 
it decreases in the lower half, implying that high cloud shifts upward in 
low and middle latitudes. This upward shift is also evident in figure 6.5, 
which illustrates the vertical profiles of zonal mean cloud fraction at 31° N 
obtained from the 1×CO2 and 2×CO2 runs. As noted earlier in this chapter, 
an upward shift of high cloud reduces the upward TOA flux of longwave 
radiation. Thus it helps to weaken the overall radiative damping, thereby 
enhancing the sensitivity of climate.

The change in zonal mean cloud fraction shown in figure 6.3b also 
features a decrease in cloud fraction at low latitudes in much of the free 
atmosphere, whereas it tends to increase in middle and high latitudes. In 
the planetary boundary layer, on the other hand, low cloud increases at 
most latitudes, particularly in the middle and high latitudes. In response to 
these changes, the TOA flux of outgoing reflected solar radiation decreases 
equatorward of 40° latitude, whereas it increases poleward of this latitude 
in both hemispheres. Since the former area is substantially larger than the 

fIGure 6.4  Latitude-height profile of annual zonal mean cloud occurrence (%) obtained from 
the recent NASA satellite observation mission CALIPSO. From Boucher et al. (2013).
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latter, the global mean TOA flux of reflected solar radiation decreases in 
response to the change in the zonal mean cloudiness shown in figure 6.3b. 
Thus, it also weakens the overall radiative damping, thereby enhancing the 
sensitivity of climate.

As described above, the simulated distribution of cloud changes system-
atically, reducing not only the global mean TOA flux of outgoing longwave 
radiation but also that of reflected solar radiation. Thus, the cloud feedback 
would be expected to have a positive gain factor, enhancing the sensitivity 
of climate. The gain factors of the cloud feedback in the GFDL model 
were estimated from the changes in the upward TOA fluxes of longwave 
radiation and reflected short wave radiation that result from the change in 
the amount and distribution of cloud. The longwave and shortwave gain 
factors of cloud feedback thus obtained have small positive values of 0.04 
and 0.08, respectively. Adding these two gain factors yields a value of 0.12 
for the total gain factor of the cloud feedback in the GFDL model. Although 
this gain factor is positive, in qualitative agreement with the GISS model, 
its magnitude is only about half as large as the gain factor of 0.22 obtained 
from the GISS model. If the GISS model had the same gain factor of cloud 
feedback as the GFDL model, its gain factor of total feedback would have 

fIGure 6.5  Vertical distribution of zonal mean cloud fraction at 30° N obtained from the control 
(1×CO2) and CO2-doubling (2×CO2) experiments.
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been 0.60 and its sensitivity would be 3.1°C. This is substantially smaller 
than its actual sensitivity of 4.2°C. Therefore, it is worthwhile inquiring why 
the strength of the cloud feedback is so different between these two models.

Comparing the changes in zonal mean cloudiness obtained from the 
GISS and GFDL models, one can identify many common features. For ex-
ample, cloud- top height increases in both models. Cloud amount in the free 
atmosphere decreases in low and middle latitudes in both models, whereas 
it increases in high latitudes. However, the reduction of cloud amount is 
larger in the GISS model than in the GFDL model. Of particular interest 
is the increase in low cloud amount in the middle and high latitudes in the 
GFDL model, which is particularly large in the Southern Hemisphere. Sim-
ilar changes in low cloudiness are not evident in the GISS model, though 
overall cloud amount increases in the lower troposphere in high latitudes 
of both hemispheres. Averaged globally, cloud amount decreases in the 
GISS model, whereas it hardly changes in the GFDL model. This is likely 
to be an important reason why the gain factor for cloud feedback in the 
GISS model is much larger than in the GFDL model.

In both the GISS and GFDL models described here, the cloud feedback 
involves a change in the distribution of cloud that depends solely upon the 
distribution of relative humidity. In the simple parameterizations used in 
both models, cloud feedback does not involve changes in cloud optical 
properties. Despite this similarity in cloud treatment, the gain factor of the 
cloud feedback in the GISS model is almost twice as large as in the GFDL 
model. This suggests that the large intermodel difference in the strength of 
the cloud feedback of the current climate models is attributable in no small 
part to the change in the distribution of cloud that accompanies global 
warming. For example, Soden and Vecchi (2011) found that the variations 
in the strength of cloud feedback among models were due primarily to 
changes in low cloud amount, rather than low cloud optical properties.

The strength of the radiative feedbacks of more recent climate models 
has been the subject of comprehensive analysis by Colman (2003) and 
Soden and Held (2006). Their analyses have been very useful in assessing 
the uncertainties in the strength of such feedbacks and the sensitivity of 
climate. Colman estimated the average feedback parameters for the 10 
models constructed prior to the end of the twentieth century. These models 
(which we will call the “early models”) include not only the GISS and GFDL 
models described above but also other models in which the optical prop-
erties of clouds are determined by cloud microphysical parameterization. 
Using equation (6.14), one can convert the feedback parameters obtained 
by Colman into gain factors. The average gain factors thus obtained, along 
with the gain factors of Hansen et al. (1984), are listed in table 6.1. Soden 
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and Held (2006) also estimated feedback parameters for the 19 models used 
for the IPCC Fourth Assessment Report (hereafter the “AR4 models”). These 
feedback parameters were converted into gain factors and are also listed in 
table 6.1. Referring to the table, we shall review the gain factors of many 
climate models that have been constructed during the past several decades.

The average gain factor of the combined water vapor–lapse rate feedback 
of the early models is 0.43 and that of the AR4 models is 0.30. The differ-
ence between the two gain factors is attributable mainly to the difference 
in the average gain factor of the lapse rate feedback. As table 6.1 indicates, 
the average gain factor of the water vapor feedback of the early models 
is 0.53, which is similar to the corresponding gain factor of 0.56 for the 
AR4 models. However, the average gain factor of the lapse rate feedback 
of the early models is −0.10 and differs by a factor of more than two from 
the gain factor of −0.26 for the AR4 models. This large difference in the 
average lapse rate feedback between the two sets of models implies that 
the reduction in vertical temperature gradient per unit increase in global 
mean surface temperature is less in the early models than in a majority of 
the AR4 models.

The recent trend of the vertical lapse rate in the troposphere has been 
the subject of observational studies by Fu et al. (2011) and Po- Chedley and 
Fu (2012). Using retrievals of atmospheric temperature from microwave 
sounding units on a series of satellites, they estimated the trend of the verti-
cal temperature gradient in the tropics. Their analyses indicate that most of 
the AR4 models overestimate substantially the increase in the static stability 
of the upper troposphere that has occurred in low latitudes during the past 
several decades. This implies that the gain factors of the lapse rate feedback 
in the majority of the AR4 models may be too large by a substantial factor. 
Although the gain factor of the lapse rate feedback partially compensates 
for that of the water vapor feedback as noted previously, the average gain 
factor of the combined water vapor–lapse rate feedback may be substan-
tially larger than 0.3, which is the average value of the AR4 models.

One of the most important factors that control the vertical temperature 
gradient is deep moist convection. The large difference between the aver-
age gain factors of the lapse rate feedback between the two sets of models 
implies that the parameterization of deep moist convection differs signifi-
cantly between them. Moist convection affects not only the vertical distri-
bution of temperature but also those of relative humidity and cloudiness. 
Thus, it affects substantially the strength of water vapor feedback and cloud 
feedback, as well as that of the lapse rate feedback. A major effort needs 
to be devoted to the improvement and validation of the parameterization 
of moist convection for the reliable determination of climate sensitivity.
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The average gain factor of cloud feedback for the early models is 
0.17 ± 0.10 and is similar to the corresponding gain factor (0.21 ± 0.11) of 
the AR4 models. The standard deviations attached to these gain factors are 
large enough to include those obtained from the GISS (0.22) and GFDL 
(0.11) models. The relatively large standard deviations attached to the gain 
factors of cloud feedback indicate that a large spread exists among models. 
Conducting an intercomparison of the modeled feedback a few decades 
ago, Cess et al. (1990) reached a similar conclusion. In order to reduce the 
large uncertainty in the gain factor of the cloud feedback, one can validate 
the modeled cloud feedback using satellite observations of the outgoing 
radiation from the top of the atmosphere.

The average gain factor of the albedo feedback is relatively small and 
more consistent across the models examined. The average gain factor of the 
early models obtained by Colman is 0.09 ± 0.04, in good agreement with 
the 0.09 obtained by Hansen et al. (1984). Similar average gain factors of 
albedo feedback of 0.08 ± 0.02 and 0.09 ± 0.03 were obtained from slightly 
different subsets of the AR4 models by Soden and Held (2006) and Winton 
(2006), respectively.

Summing the average gain factors of the individual feedbacks, one can 
get an average gain factor of the overall radiative feedback. The average 
gain factor of the early models is 0.69 ± 0.08 and that of the AR4 models 
is 0.59 ± 0.12. From these values, one can estimate the sensitivity for these 
two sets of models using equation (6.11). The sensitivity obtained from the 
average values is 3.8°C for the early models and 3.0°C for the AR4 models. 
As implied by the large standard deviations of the overall gain factors, the 
sensitivity varies greatly in both sets of models. If the gain factors were 
normally distributed, this would imply that two- thirds of the early and AR4 
models have sensitivities from 3.2°C–5.4°C and 2.4°C–4.3°C, respectively, 
with the remainder lying outside these ranges.

In view of the large spread among the sensitivities of climate models, 
it is difficult to estimate the sensitivity of climate based upon the results 
of the numerical experiments alone. For this reason, it is desirable to es-
timate the sensitivity using other, independent information. For example, 
Wigley et al. (2005) estimated the sensitivity of climate from the temporal 
variation of the global mean surface temperature observed immediately 
following large volcanic eruptions. As we know, volcanic eruptions can 
release large amounts of sulfur dioxide that are transformed into sulfate 
aerosols, exerting a temporary global mean cooling effect at the surface. 
Using simple EBMs with wide- ranging sensitivities, they performed a set of 
numerical experiments and found that the best simulation of the temporary 
volcanic cooling was achieved with a model that had a sensitivity of ~3°C. 
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Another promising approach for estimating the sensitivity of climate is to 
use data from the geologic past. Many attempts have been made to simulate 
glacial- interglacial differences of sea surface temperature, using a climate 
model with known sensitivity. Comparing the simulated differences with 
the actual differences reconstructed from paleoclimatic data, one can es-
timate the sensitivity of climate. We will present examples of such studies 
in the next chapter.

In the future, it is highly desirable to continue the satellite observations 
of the TOA fluxes of outgoing longwave radiation and reflected solar radi-
ation, not only over all sky but also over clear sky (Barkstrom, 1984; Loeb 
et al., 2009; Wielicki et al., 1996) and over a span of many decades. Using 
long- term observations of the global mean TOA fluxes and global mean 
surface temperature, one can estimate the gain factors of radiative feedback 
for all- sky and clear- sky conditions, and also that of cloud radiative forcing 
(Forster and Gregory, 2006). Comparing the gain factors thus obtained with 
those obtained from climate models, one can identify any systematic biases 
of modeled radiative feedback relative to observations. The information 
resulting from such comparisons should be very useful for validating and 
improving the models used for the projection of global change.

The global mean fluxes of longwave and solar radiation at the top of 
the atmosphere have been the subject of analysis by Forster and Gregory 
(2006). Because the satellite observations of these fluxes were available for 
only a short time period, Inamdar and Ramanathan (1998) and Tsushima 
and Manabe (2001, 2013) examined the annual variation of the fluxes 
rather than their long- term change. Nevertheless, these studies underscore 
the merit of long- term satellite monitoring of the TOA fluxes for the study 
of climate sensitivity.
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Glacial- Interglacial 
Contrast

In the early 1970s, a meeting was held at GFDL to explore possible col-
laboration between climate modelers and paleoclimatologists. This was a 
time when a consortium of earth scientists had undertaken an ambitious 
project to reconstruct the state of the Earth’s surface at the last glacial 
maximum (LGM), which occurred approximately 21,000 years ago. At 
the meeting, John Imbrie of Brown University, one of the leaders of this 
project, convinced Manabe that the climates of the geologic past would be 
one of the most promising avenues of research for climate modelers. Their 
conversation began a long- term research project that continued during 
much of Manabe’s research career. In the early 1980s, Broccoli joined his 
group after graduate school at Rutgers University and began some of the 
modeling studies of glacial climate that will be presented in this chapter.

Paleoclimatologists and paleoceanographers have devoted a great deal 
of effort to reconstructing of the states of the ocean, land surface, and at-
mosphere at the LGM based upon the analysis of sediments from oceans 
and lakes, air bubbles trapped in ice cores, and other geologic signatures. 
Given the glacial- interglacial difference in surface temperature, continental 
ice sheets, and concentrations of greenhouse gases, attempts have been 
made to estimate the sensitivity of climate using climate models. In this 
chapter, we shall describe some of these attempts, searching for the most 
likely value of climate sensitivity.

The Geologic Signature

In the early 1970s, Imbrie and Kipp (1971) published a study that opened the 
way for the quantitative analysis of LGM climate. Using multiple regression 
analysis to relate the taxonomic composition of planktonic biota in deep sea 
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COLOR PLATE 1  Geographic distribution of the observed 25-year (1991–2015) mean surface 
temperature anomaly (°C) defined as the deviation from the 30-year base period (1961–90). The 
map was constructed using the historical surface temperature data set HadCRUT4 that was com-
piled by the Climate Research Unit of the University of East Anglia and Hadley Centre of the UK 
Meteorological Office (Morice et al., 2012). Note that in the Southern Ocean, poleward of 60° S, the 
anomaly is not shown because few data are available in winter. From Stouffer and Manabe (2017).
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COLOR PLATE 2  Geographic distribution of the annual mean rate of precipitation (cm day−1): 
(a) simulated; (b) observed (Legates and Willmott, 1990). From Wetherald and Manabe (2002).

0.70.60.50.30.20.1

(a) Simulated

0.4

(b) Observed
90° N

60°

30°

Eq

30°

60°

180° 120° W 60° 0° 60° 120° E 180°
90° S

90° N

60°

30°

Eq

30°

60°

90° S

1.00.8 cm day–1

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



COLOR PLATE 3  Geographic distribution of the simulated change in surface air temperature 
(a) from the preindustrial period to the middle of the twenty-first century, when the CO2 concen-
tration has doubled, and (b) in response to the quadrupling of atmospheric CO2. From Manabe et 
al. (2004b).
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COLOR PLATE 4  Geographic distribution of the annual mean rate of runoff obtained from the 
control experiment (1×C) in cm year−1. Black shading indicates ice-covered surfaces.
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COLOR PLATE 5  Geographic distribution of the simulated change in the annual mean rate of 
runoff (cm year−1) in response to (a) doubling and (b) quadrupling of the atmospheric concentration 
of CO2. Black shading indicates ice-covered surfaces. From Manabe et al. (2004b).

(a)

(b)

–32 –16 –8 –4 0 4 8 16 32

180° 120° W 60° 0° 60° 120° E 180°

90° N

60°

30°

Eq

30°

60° S

cm year–1

90° N

60°

30°

Eq

30°

60° S

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



COLOR PLATE 6  Geographic distribution of annual mean soil moisture (cm) obtained from 
the control run (1×C). Soil moisture is defined as the difference between the total amount and the 
wilting point of water in the root zone of soil. Black shading indicates ice-covered surfaces. From 
Wetherald and Manabe (2002).
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COLOR PLATE 7  Geographic distribution of the percentage change in annual mean soil mois-
ture in response to (a) doubling and (b) quadrupling of the atmospheric concentration of CO2. The 
percentage change is defined as the percentage of the time-mean soil moisture obtained from the 
control experiment. It is not shown in extremely arid regions such as the Sahara and Central Asia, 
where soil moisture is less than 1 cm, as shown in plate 6. In these regions, soil moisture is so small 
that its percentage change has no physical significance. Black shading indicates ice-covered surfaces. 
From Manabe et al. (2004b).
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sediments to sea surface temperature (SST), they found a close relationship 
between these two variables. Applying the relationship thus obtained, it was 
possible to translate the abundances of different types of planktonic biota 
preserved in deep sea sediments into estimates of past SST. Encouraged 
by the very promising results obtained from this method, Imbrie and col-
leagues embarked upon the Climate: Long- range Investigation, Mapping, 
and Prediction Project (CLIMAP; CLIMAP Project members, 1976, 1981) 
in order to reconstruct the state of the Earth’s surface at the LGM.

The most dramatic features of the Earth at the LGM were the great 
ice sheets that covered large portions of Northern Hemisphere continents 
(figure 7.1). Although ice cover increased in many areas, the largest accu-
mulation occurred in northeastern North America (Laurentide ice sheet) 
and northwestern Europe (Fennoscandian ice sheet), with smaller increases 
in western North America (Cordilleran ice sheet), European Russia, the 
Alps, the southern Andes, and West Antarctica.

One of the important products of CLIMAP is the reconstruction of 
these massive LGM ice sheets undertaken by Denton and Hughes (1981). 
Taking into consideration the outer margins of the ice sheets as indicated 
by geologic signatures such as moraines, they determined the shape of 
the ice sheets that would be in dynamic equilibrium. Over ice- free conti-
nental surfaces, CLIMAP reconstructed the distribution of vegetation at 

fIGure 7.1  Distribution of continental ice sheets at the last glacial maximum. Modified from 
Denton and Hughes (1981).
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LGM from the taxonomic composition of pollen, using multiple regression 
analysis (Webb and Clark, 1977). The reconstructions of continental ice 
sheets and vegetation have been useful to climate modelers for determining 
the distribution of continental surface albedo during the LGM.

An important factor that influences the climate of the LGM is the 
concentration of atmospheric greenhouse gases such as carbon dioxide, 
methane, and nitrous oxide. The analysis of air bubbles found in ice cores 
reveals that the CO2- equivalent concentration of these greenhouse gases at 
the LGM was about two- thirds of the preindustrial level (e.g., Chappellaz 
et al., 1993; Neftel et al., 1982), indicating that the greenhouse effect of the 
atmosphere was substantially smaller at the LGM than at present. Along 
with the massive continental ice sheets and extensive snow cover and sea 
ice that collectively reflect a large fraction of incoming solar radiation, 
the reduction of the concentration of greenhouse gases is also responsible 
for making the climate of the LGM much colder than the present. The 
reduction in greenhouse gases is particularly important in the Southern 
Hemisphere, where changes in albedo were not as extensive. Here we de-
scribe some of the early attempts to simulate the LGM climate using climate 
models and evaluate its implications for the sensitivity of climate.

Simulated Glacial- Interglacial Contrast

The first attempts to simulate the LGM climate using atmospheric GCMs 
were undertaken by Williams et al. (1974) and Gates (1976). These studies 
prescribed surface boundary conditions, including SSTs, based on geologic 
reconstructions of the LGM. Gates (1976) was the first to use the LGM 
distributions of SST, sea ice, and albedo of snow- free surface reconstructed 
by CLIMAP. In his study, the distribution of temperature at the continental 
surface was obtained as an output of the experiment. He found that the 
simulated temperature at many continental locations was broadly consis-
tent with the temperature that CLIMAP estimated using various proxy 
data, such as the taxonomic composition of pollen in lake sediments (Webb 
and Clark, 1977). The agreement, however, does not necessarily imply that 
the model had realistic sensitivity, because surface temperature over the 
continents was closely constrained by prescribing the surface temperature 
of the surrounding oceans based on the CLIMAP reconstruction.

Hansen et al. (1984) conducted a similar numerical experiment using 
a version of the GISS atmospheric GCM. The distribution of seasonally 
varying SST in their control simulation was prescribed based upon modern 
observations. They also performed an LGM simulation using the LGM 
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distribution of SST as reconstructed by CLIMAP, as Gates did in his study. 
They computed the difference in the net TOA flux of outgoing radiation 
between the two experiments and found that the heat loss from the net 
TOA flux is larger by about 1.6 W m−2 in the LGM than the modern sim-
ulation. The excess heat loss indicated that the atmosphere- surface system 
of the model was attempting to cool further than the prescribed SST of 
LGM would allow. Hansen et al. interpreted this radiative imbalance as 
an indication either that their model was too sensitive (at ~4.2°C to CO2 
doubling) owing to overly large radiative feedback, or that the CLIMAP 
estimates of LGM SST used as a lower boundary condition were too warm.

The study of Hansen et al. attempted to infer the sensitivity of climate 
from the difference in the TOA flux of radiation between the two experi-
ments, in which the LGM and modern distributions of SST were prescribed 
according to the CLIMAP reconstruction and modern observations, re-
spectively. A more direct way to determine the climate sensitivity of a 
model would be to simulate the glacial- interglacial SST difference and 
compare it with the difference as determined by the CLIMAP reconstruc-
tion. The first attempt to pursue this approach was made by Manabe and 
Broccoli (1985). Here we describe the results they obtained and evaluate 
their implications for climate sensitivity.

The model used for their study was an atmosphere/mixed- layer- ocean 
model that was developed by Manabe and Stouffer (1980) as described 
in chapter 5. Two versions of this model were used. The fixed cloud (FC) 
version is the original version of the model, in which the distribution of 
cloud was prescribed and cloud feedback was absent. In the variable cloud 
(VC) version, the distribution of cloud was allowed to change and cloud 
feedback was in operation. These two versions of the model were originally 
constructed for the study of cloud feedback that was later published by 
Wetherald and Manabe (1988), as described in chapter 6. The sensitivity 
of the VC version to CO2 doubling was 4°C and is much larger than the 
~2°C sensitivity of the FC model. This large difference is attributable not 
only to the absence of cloud feedback in the FC version, but also to the 
difference in the strength of the sea ice albedo feedback in the Southern 
Hemisphere, where surface air temperature is substantially colder in the 
VC than in the FC version of the model. Irrespective of the specific causes 
of the difference in sensitivity, these two versions of the model were used 
in an effort to identify the sensitivity of climate that is more consistent with 
the glacial- interglacial difference in SST.

Manabe and Broccoli (1985) performed two sets of numerical experi-
ments, using these two versions of the model. Each set of experiments in-
cluded a present- day control run and a simulation of the LGM climate. All 
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simulations started from an initial condition of an isothermal atmosphere 
at rest, but different boundary conditions were specified for the LGM and 
control simulations. In the LGM simulation, the atmospheric greenhouse 
gas concentration, surface elevation, and ice sheet and land- sea distribu-
tions were prescribed according to the ice core and CLIMAP reconstruc-
tions. (Changes in the Earth’s orbital parameters were not included, even 
though they have been identified as drivers of glacial- interglacial climate 
variations, because the parameters at the LGM happen to be similar to 
those of the present.) Owing in no small part to the absence of the large 
thermal inertia of the deep ocean below the mixed layer, it took only several 
decades for the model to closely approach a state of equilibrium. Through-
out the course of the time integrations, the seasonal cycle of incoming 
solar radiation, the albedo of snow- free surface, and the CO2- equivalent 
concentration of greenhouse gases were held fixed. The glacial- interglacial 
contrast of SST was then obtained as the difference between the simulated 
state of the LGM and that of the present.

Latitudinal profiles of the glacial- interglacial difference in zonal mean 
SST obtained from the FC and VC versions of the model (figure 7.2) can 
be compared with the zonal mean temperature difference obtained by 
CLIMAP. In this comparison, SST in ice- covered regions is defined as the 
temperature of the water at the bottom surface of the sea ice. Although 
the SST difference is larger in VC than FC at most latitudes, it is difficult 
to say which version of the model is closer to CLIMAP. This is because 
the difference between the CLIMAP reconstruction and either version 
of the model is much larger than the difference between the two versions 
of the model at many latitudes. For example, in low latitudes, the glacial- 
interglacial differences in SST obtained from both versions are substantially 
larger than the difference obtained by CLIMAP. In the middle latitudes of 
the both hemispheres, they are comparable in magnitude. In high latitudes 
of the Northern Hemisphere, poleward of 60° N, they are much smaller 
than the difference reconstructed by CLIMAP. Nevertheless, we found it 
encouraging that the latitudinal profiles of the glacial- interglacial SST dif-
ference obtained from the two versions of the model resemble broadly the 
profile obtained by CLIMAP.

Figure 7.3 illustrates schematically how the latitudinal profile of 
CLIMAP SST changes between the LGM and the present. As shown in 
figure 7.3a, the SST is relatively high in low latitudes at both the LGM and 
the present and decreases gradually with increasing latitudes up to the 
outer margin of sea ice, where it is at the freezing point of seawater (−2°C). 
The difference between the LGM and the present, shown in figure 7.3b, 
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fIGure 7.3  Schematic diagram illustrating (a) the correspondence between sea ice coverage and 
the latitudinal profile of SST at LGM and at present, and (b) the latitudinal profile of the glacial- 
interglacial SST difference (LGM − present).

fIGure 7.2  Latitudinal profiles of zonally averaged annual mean SST difference between the 
LGM and the present obtained from the FC and VC versions of the atmosphere/mixed-layer-ocean 
model. The crosses indicate the SST differences (average of January and July) obtained by CLIMAP. 
From Manabe and Broccoli (1985).
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increases gradually with latitude, reaching a maximum at the LGM sea 
ice margin. Poleward of the LGM sea ice margin, the SST difference de-
creases sharply until it reaches zero over the high latitude ocean, which 
was covered by sea ice at the LGM and is also ice covered at present. The 
latitudinal profile of the glacial- interglacial SST difference described in this 
schematic resembles the profiles in figure 7.2, particularly in the Southern 
Hemisphere, where the distributions of SST and sea ice are more zonal than 
in the Northern Hemisphere.

In the numerical experiments performed here, the glacial- interglacial 
SST difference depends upon three factors: an expansion of continental ice 
sheets with high surface albedo, a reduction of CO2- equivalent concentra-
tion of greenhouse gases, and an increase in the albedo of the snow- free 
surface. In order to evaluate the individual contributions of these changes 
to the glacial- interglacial difference in SST, Broccoli and Manabe (1987) 
performed additional numerical experiments using the FC version of the 
model. In each experiment, they changed one factor at a time, thereby 
evaluating the contribution of each change to the total glacial- interglacial 
SST difference.

Figure 7.4 illustrates the latitudinal distributions of the individual con-
tributions obtained from this set of experiments. The expansion of the ice 
sheets has a large impact on SST in the Northern Hemisphere, whereas it 
is small in the Southern Hemisphere, where glacial- interglacial difference 
in continental ice extent is small. As noted by Manabe and Broccoli (1985), 
the damping of SST perturbation through interhemispheric heat exchange 
is much weaker than the in situ radiative damping in each hemisphere 
and has little effect upon the magnitude of the perturbation in middle and 
high latitudes. The effect of the lowered greenhouse gas concentrations is 
comparable in magnitude between the two hemispheres, though it is sub-
stantially larger in the Southern Hemisphere. The contribution from land 
albedo is relatively small in both hemispheres. Expressed in another way, 
the expanded ice sheets have the largest impact in the Northern Hemi-
sphere, followed by the lowered concentration of greenhouse gases. In the 
Southern Hemisphere, on the other hand, the reduced greenhouse gas con-
centration is mainly responsible for the SST difference. Averaged over the 
entire globe, both expanded continental ice sheets and reduced greenhouse 
gases have a substantial impact on global mean SST, whereas changes in 
land albedo over ice- free areas have only a minor effect on a global basis.

The geographic distribution of the glacial- interglacial SST difference 
obtained from the VC version of the model is compared with the CLIMAP 
reconstruction in figure 7.5 as an example. In general, the model simulates 
reasonably well the broad- scale pattern of the SST difference. For example, 
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regions of relatively large SST difference appear in the zonal belt of the 
Southern Ocean and in the northern North Atlantic Ocean, where the 
LGM sea ice margins are located, consistent with the schematic diagram 
shown in figure 7.3.

Upon close inspection, however, one can identify many differences 
between the model simulation and the CLIMAP reconstruction. In the 
Southern Hemisphere, for example, the glacial- interglacial difference in 
SST is large in the zonal belt around 60° S in the model simulation, while 
it is large around 50° S in the CLIMAP reconstruction. In the northern 
North Atlantic, the SST difference is large in both the model simulation and 
the CLIMAP reconstruction. However, the area of large difference extends 
farther northward along the Scandinavian coast in the CLIMAP recon-
struction. As shown schematically in figure 7.3, the glacial- interglacial SST 
difference reaches a maximum along the equatorward margin of sea ice at 
the LGM. Thus, it is likely that both of the discrepancies are at least partially 
attributable to the failure of the atmosphere/mixed- layer- ocean model used 
here to place realistically the location of the LGM sea ice margin.

In the CLIMAP reconstruction shown in figure 7.5b, the glacial- 
interglacial difference in SST has small positive values over extensive re-
gions of the Pacific Ocean on both sides of the equator, suggesting that 
the sea surface was warmer at the LGM than at present in these regions. 

fIGure 7.4  Latitudinal distributions of the individual contributions from expanded continental 
ice sheets, reduced atmospheric CO2, and changes in albedo of ice-free land surface to the total 
glacial-interglacial SST difference (°C) obtained from the FC version of the atmosphere/mixed-
layer-ocean model. From Broccoli and Manabe (1987).

2

0

–2

–4

–6

–8
90° N 60° 30° 0° 30° 60° 90° S

Total

Latitude

Expanded ice sheets

Reduced CO2

Land albedo change

SS
T 

di
�e

re
nc

e 
(°

C)

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



102 CHaPter 7

This reconstructed warming is quite counterintuitive and warrants close 
scrutiny. Examining the source of the data used by CLIMAP, Broccoli and 
Marciniak (1996) found that very few sediment core data are available 
in the regions of positive SST difference, and SST in these regions was 
often determined through subjective hand- contouring interpolation from 
the surrounding regions. Realizing that the SST difference obtained by 
CLIMAP may not be as reliable in these regions, they recomputed the 
zonal mean SST difference using the data only at those locations where 
sediment core data were available. In the tropical latitudes (30° N–30° S), 
the zonally averaged glacial- interglacial SST difference thus obtained is 
−1.8°C, which is much larger than the zonal mean SST difference of −0.6°C 
originally reconstructed by CLIMAP. It is, however, similar to the zonal 

fIGure 7.5  Geographic distribution of annual mean SST difference (°C) between the LGM and 
present (LGM − present): (a) SST difference obtained from the VC version of the model; (b) CLIMAP 
estimates (average of February and August). From Manabe and Broccoli (1985).
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mean temperature differences of −1.6°C and −2.0°C obtained from the FC 
and VC versions of the model, respectively.

Since the publication of the CLIMAP study, many studies have sug-
gested that tropical SST at the LGM was much lower than the CLIMAP 
reconstruction. For example, based upon the isotopic analysis of corals 
off Barbados, Guilderson et al. (1994) suggested that the tropical SST was 
colder by ~5°C than it is today. Beck et al. (1992) estimated tropical SST 
based upon the high positive correlation between SST and the strontium/
calcium ratio in living corals. They found that the LGM tropical SST was 
colder than it is today by ~5°C, in agreement with the result obtained by 
Guilderson et al. These estimates of the tropical SST are much lower than 
the 1.8°C revised estimate of Broccoli and Marciniak.

On the other hand, Crowley (2000) found it very difficult to believe that 
tropical SST was so cold at LGM, wondering whether it would be possible 
for most corals to live in the tropical ocean at such low temperatures. He 
speculated that, if tropical SSTs were 5°C colder than the present, most 
corals would have been on the edge of or below the present level of habit-
ability, and the taxonomic composition of plankton would have been quite 
different from what is indicated in the analysis conducted by CLIMAP. 
Therefore, he concluded that the SST difference between the LGM and 
present must be substantially less than the large values obtained by Guil-
derson et al. (1994) and Beck et al. (1992).

An alternative approach for the reconstruction of SST involves the use 
of alkenone molecules, which are produced by plankton and are preserved 
in marine sediments. For example, Brassell et al. (1986) found a strong 
correlation between temperature and the ratio of two types (diunsaturated 
and triunsaturated) of alkenone molecules. During the past few decades, 
many attempts have been made to estimate the glacial SST using the rela-
tionship between this ratio and SST. It appears that, in the coastal regions 
of the Atlantic and Indian oceans, where alkenone estimates were made, 
the modest reductions in SST reconstructed by this technique are not sub-
stantially different from those obtained by CLIMAP.

Improving the VC version of the model described above, Broccoli (2000) 
made a renewed attempt to simulate the distribution of SST at the LGM. 
The computational resolution of his model is twice as high as that of the 
FC or VC version of the model used for the study described above. In 
addition, he used the so- called Q- flux method, developed by Hansen and 
his collaborators at GISS, described in chapter 6. The application of this 
method allowed the geographic distributions of SST and sea ice in the con-
trol experiment to be more realistic than those obtained from either of the 
earlier FC or VC versions of the model. The sensitivity of this new version 
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of the model was 3.2ºC, which is the median of the models evaluated for 
the IPCC Fifth Assessment Report (Flato et al., 2013).

Figure 7.6 compares the simulated and reconstructed profiles of the zon-
ally averaged glacial- interglacial SST difference. Both profiles were deter-
mined using the SSTs from only those locations where CLIMAP sediment 
cores were available. As this figure shows, the agreement between the sim-
ulated and reconstructed profile is excellent, not only in the tropics but also 
in middle and high latitudes of the Northern Hemisphere. The agreement is 
also excellent up to ~35° S in the Southern Hemisphere. Poleward of 40° S, 
however, the SST difference simulated by the model is substantially smaller 
than the difference obtained from the CLIMAP sediment- core data. The 
discrepancy is the subject of further discussion in chapter 9, which evalu-
ates the equilibrium response of the coupled atmosphere- ocean model to 
a reduction in the atmospheric concentration of CO2. It suggests that the 
discrepancy is attributable to an absence of the interaction between the 

fIGure 7.6  Latitudinal profiles of zonally averaged annual mean SST difference (°C) between 
LGM and present (LGM − present), from CLIMAP and the model of Broccoli (2000). Zonal averages 
were computed as the arithmetic average of SSTs at those locations where sediment-core data were 
available for CLIMAP. From Broccoli (2000).
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upper layer and the deep layer in the Southern Ocean of the atmosphere/
mixed- layer- ocean model that Broccoli used in his study.

Given that the sensitivity of the model is 3.2°C, the similarity to the 
CLIMAP reconstruction would support the possibility that the sensitivity 
of the actual climate is not substantially different from 3°C. This result 
appears to be consistent with the results of Hansen et al. (1984) (discussed 
earlier in this chapter), which suggests that the actual sensitivity is likely to 
be less than the 4.2°C sensitivity of his model. Putting together the results 
obtained here with those from the preceding chapter, one can speculate 
that the sensitivity of the actual climate is likely to be about 3°C.

Developments in paleoceanography since the Broccoli study was com-
pleted at the turn of the millennium have led to additional approaches for 
estimating LGM SSTs. For example, the magnesium/calcium (Mg/Ca) ratio 
in shells of marine microorganisms has been used to estimate LGM trop-
ical temperatures. Lea (2004) summarized results from a number of stud-
ies using Mg/Ca as well as alkenones to reconstruct SSTs, and concluded 
that tropical oceans cooled by 2.8°C ± 0.7°C at the LGM. Such cooling is 
somewhat larger than the CLIMAP estimates, but not as large as the early 
estimates from corals described previously. The Multiproxy Approach for 
the Reconstruction of the Glacial Ocean Surface project estimated an LGM 
reduction of tropical mean SST of 1.7°C (MARGO Project members, 2009), 
which is similar to the CLIMAP reconstruction as interpreted by Broccoli 
and Marciniak (1996). Annan and Hargreaves (2013) estimated a tropical 
SST cooling of 1.6°C ± 0.7°C.

These more recent reconstructions of tropical SST remain broadly con-
sistent with a global climate sensitivity to CO2 doubling of 3°C. A com-
prehensive analysis of reconstructions of past temperatures and radiative 
forcing from throughout Earth’s geologic history (PALAEOSENS Project 
members, 2012) estimated a range of 2.2°C–4.8°C for the actual climate 
sensitivity. Although the uncertainty associated with this estimate remains 
larger than would be desired, the sensitivity of the model employed by 
Broccoli (2000) lies close to the center of this range.
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The Role of the Ocean 
in Climate Change

The Thermal Inertia of the Ocean

In the preceding chapters, we have discussed the so- called equilibrium 
response—that is, the total response of climate to thermal forcing, given a 
sufficiently long time. In this chapter, we shall discuss the time- dependent 
response of climate to thermal forcing, using GCMs of the coupled 
atmosphere- ocean- land system. To begin, we shall identify the factors that 
control the time- dependent response of climate to thermal forcing, using a 
simple zero- dimensional energy balance model of the coupled atmosphere- 
ocean- land system introduced by Schneider and Thompson (1981).

As discussed in chapter 6, the heat balance of the atmosphere- ocean- 
land system is maintained between the net incoming solar radiation and 
outgoing longwave radiation at the top of the atmosphere. Let us consider 
the surface- atmosphere system that is in thermal equilibrium. If the sys-
tem is heated, it is expected that the temperature of the Earth’s surface and 
that of the overlying atmosphere would increase with time. The prognos-
tic equation of the global mean surface temperature may be expressed as 
follows:

 C ∂T′/∂t = Q − λ T′, (8.1)

where T′ is the deviation of the global mean surface temperature from 
its initial value in thermal equilibrium, C is the effective heat capacity of 
the system, Q is the thermal forcing applied to the system, and t denotes 
time. λ is the so- called feedback parameter defined by equation (6.5) in 
chapter 6. It denotes the strength of the radiative damping that operates 
on the perturbation in the global mean surface temperature through the 
net outgoing radiation from the top of the atmosphere.
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Suppose that a thermal forcing, Q, is abruptly applied to a system (i.e., 
“switched on”) that is initially in thermal equilibrium. In other words, Q = 0 
for t < 0, and Q = Q0 for t ≥ 0, as shown in figure 8.1b. In this case, the 
universal solution of equation (8.1) may be expressed in nondimensional 
form as follows:

 (T′/T∞′) = 0 for t < 0

 (T′/T∞′) = [1 − exp(−t/τ)] for t ≥ 0, (8.2)

where T∞′ is the value of T′ when t = ∞, Q0 is the thermal forcing applied, 
and τ is the time constant of the response, which is expressed by:

 τ = C/λ. (8.3)

The time constant is often called the e- folding time, and it denotes the 
time t = τ, or t/τ = 1, when (1 − 1/e), or about 63%, of the total equi-
librium response has been achieved, with 1/e, or about 37%, remaining. 
This response is shown in figure 8.1a, which illustrates the normalized 
surface temperature change from its initial value. In other words, the time 
constant indicates the time needed to achieve approximately two- thirds of 
the total response and is often used as an indicator of the length of delay in 
response. As equation (8.3) implies, the time constant, τ, is proportional to 
the effective heat capacity of the system, C. For the climate system, almost 
all of the effective heat capacity resides in the ocean. The time constant is 
also inversely proportional to the strength of the radiative damping that 
operates on the global- scale perturbation of surface temperature. We will 
begin our evaluation of the role of the ocean in climate change by using 
this simple model to see how the ocean delays the response of surface 
temperature to thermal forcing.

In order to use equation (8.3) to estimate the time constant of the model 
response to switch- on thermal forcing, it is necessary to estimate not only 
the effective heat capacity of the system, C, but also the magnitude of the 
feedback parameter, λ. As discussed in chapters 6 and 7, the most likely 
value of the sensitivity of climate, defined as the equilibrium response of 
the global mean surface temperature to CO2 doubling, is ~3°C. Assuming 
that the sensitivity of climate is 3°C and the thermal forcing of the CO2 
doubling is ~4 W m−2, one can estimate an approximate value of the feed-
back parameter using equation (6.7) in chapter 6. The feedback parameter 
thus obtained is ~1.3 W m−2 K−1. In order to estimate the global mean heat 
capacity of the earth system, C, it is assumed that the land surface has 
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essentially no heat capacity. Assuming also that the mixed- layer ocean 
has a thickness of about 70 m and does not exchange heat with the ocean 
below, one can estimate that the global mean heat capacity of the system is 
~2 × 108 J m−2. Using these values of λ and C and equation (8.3), the time 
constant, τ, is about five years, indicating a very short time scale of ocean 
response.

The simple model of the ocean mixed layer used in the above calculation 
neglects the heat exchange between the mixed layer and the deeper ocean. 
Levitus et al. (2000) found that the heat content of the ocean changed 
substantially between the mid- 1950s and the mid- 1990s, not only in the 
well- mixed surface layer, but also at depths from 300 to 1000 m. They also 
found that heat penetrated below 1000 m in the Atlantic Ocean. Their 
results clearly indicate that temperature has increased in the deep sub-
surface layer as well as the surface layer of ocean. It is therefore likely that 
the actual time scale of the full ocean is substantially longer than five years.

The importance of heat exchange between the surface layer and the 
deeper ocean was anticipated by Thompson and Schneider (1979), Hoffert 
et al. (1980), and Hansen et al. (1981). Using simple models of the coupled 

fIGure 8.1  Temporal variation of (a) the normalized global mean surface temperature anomaly, 
and (b) switch-on thermal forcing. Q, switch-on thermal forcing; t, time; T′, global mean surface 
temperature anomaly from its initial condition; T∞′, its total equilibrium response; τ, the time con-
stant of the response.
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atmosphere- ocean- land system that explicitly treat the heat exchange be-
tween the surface layer and the deep ocean, they made initial attempts to 
simulate the time- dependent response of the coupled atmosphere- ocean- 
land system to the gradually increasing thermal forcing that results from 
an upward trend in atmospheric CO2 concentration. They found that the 
delay in the warming is small during the first few decades of their experi-
ments. However, the length of delay increases as heat is mixed downward 
from the surface layer to the deeper layer of the ocean, thereby increasing 
the effective thermal inertia of the system.

We will look more closely at the work of Hansen et al. (1981) as an 
example of these early studies to explore the effect of the deep ocean on 
the transient response of climate. They constructed a set of 1- D globally 
averaged vertical column models, in which a radiative- convective model of 
the atmosphere was coupled with an ocean model. In the first version of the 
model, the ocean is treated as a well- mixed surface layer and an underlying 
deep layer in which heat diffuses vertically. The coefficient of vertical dif-
fusion used here is 10−4 m−2s−1 and is similar to the value that Munk (1966) 
inferred from the vertical distributions of temperature and salinity in the 
ocean. The second version has only the surface layer of the ocean without 
the deep layer; in the third version, the heat capacity of the ocean is zero.

Using the three versions of the model identified above, Hansen and his 
collaborators computed the time- dependent response of the global mean 
surface temperature to a gradual increase in the atmospheric concentration 
of CO2 during the 120- year period from 1880 to 2000. Figure 8.2 illustrates, 
for the three versions of the model, how the global mean surface tempera-
ture changes from its initial value. In the version of the model in which 
ocean has no heat capacity, it takes about 100 years for the global mean 
surface temperature to increase by 0.5°C. In the version in which the ocean 
is treated as only a well- mixed surface layer, it takes ~5 additional years 
(i.e., the time constant obtained from the simple zero- dimensional model 
expressed by equation [8.1]) for the same 0.5°C warming to be realized. 
In the most complete version of the model, in which the ocean has both 
a surface layer and an underlying deep layer, it takes ~10 additional years 
for the same 0.5°C warming to be realized. In short, the heat exchange 
with the deep ocean delays the warming by about 15 years, or about three 
times as long as the delay caused by the well- mixed surface layer alone. The 
results presented here clearly indicate how the delay in surface temperature 
response increases as heat penetrates into the deeper layer of the ocean.

In addition to the numerical experiments described above, Hansen et al. 
performed an additional set of experiments, using the version of the model 
that has not only the surface layer but also the underlying deep ocean. 
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In these experiments, the model is forced by variations in CO2, volcanic 
aerosols that reflect incoming solar radiation, and solar irradiance over the 
100- year period between 1880 and 1980. Among the three types of radi-
ative forcing applied, the estimate of the CO2 forcing is the most reliable, 
followed by that of volcanic aerosols. The estimate of solar variability is 
highly conjectural and the least reliable, as noted by the authors. In view of 
the large differences in reliability among the three types of radiative forcing, 
the model was forced by the three sets of radiative forcing: CO2 only, CO2 
plus volcano, and CO2 plus volcano plus Sun. Figure 8.3 compares the time 
series of the global mean surface temperature obtained from these three 
model simulations with observed temperatures. It is quite encouraging that 
the agreement between the simulated and observed time series improves 
with each additional thermal forcing. However, one should not take too 
seriously the slight improvement that results from the addition of solar 
variability, which is highly uncertain.

As a natural extension of the study described above, Hansen et al. (1988) 
conducted a landmark study of global warming using a 3- D model of the 
coupled atmosphere- ocean- land system. The model covered the entire 
globe and had a realistic distribution of oceans and continents. It was 

fIGure 8.2  Temporal variations of the global mean surface temperature anomalies.
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constructed by combining a GCM of the atmosphere, a relatively simple 
land surface model, and an ocean model that consists of a surface layer 
and a deep, vertically diffusive layer that underlies the surface layer. The 
coefficient of vertical diffusion in this deep layer varied geographically and 
was determined empirically from the relationship between the penetration 
of transient inert tracers and local water column stability.

Using this model, they computed the climate change in response to the 
best available estimates of radiative forcing due to the changes not only in 
carbon dioxide, but also in other trace constituents of the atmosphere, such 
as methane, nitrous oxide, CFCs, and sulfate aerosols of volcanic origin. 

fIGure 8.3  The time series of the global mean surface temperature anomalies obtained from the 
1-D vertical column model thermally forced by CO2, CO2 + volcanoes, and CO2 + volcanoes + Sun. 
From Hansen et al. (1981).
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Encouraged by the success in simulating the global mean change of surface 
temperature during the last half of the twentieth century, they extended 
their computation into the twenty- first century. They found that the magni-
tude of the warming was far from uniform geographically and tended to be 
larger over the continents than over the ocean. The warming increased with 
increasing latitudes in both hemispheres, in qualitative agreement with 
the equilibrium response of their atmosphere/mixed- layer model obtained 
earlier (Hansen et al., 1984). Through this experiment, they demonstrated 
convincingly that their 3- D model of the coupled atmosphere- ocean- land 
system was a very powerful tool for predicting global warming. Hansen 
presented the highlights of the results of this study at a hearing of the US 
Congress held in 1988. His testimony received wide attention and had a 
far- reaching impact on public awareness of global warming.

In the oceanic component of the global GISS model described above, 
the vertical transport of heat in the deep subsurface layer of ocean is pa-
rameterized as vertical eddy diffusion. In the actual ocean, however, heat 
is transported vertically not only by turbulence and convection, but also 
by the large- scale circulation. These processes interact closely with one 
another. In order to predict global- scale changes of the Earth system, it is 
therefore desirable to construct a model that combines a general circulation 
of the atmosphere with a model of the ocean in which turbulence, con-
vection, and large- scale circulation are incorporated explicitly. The initial 
attempt to construct such a model was made by Manabe and Bryan (1969) 
at GFDL, combining an atmospheric model with the GCM of the ocean 
constructed by Bryan and Cox (1967). Although their model had a lim-
ited computational domain with an idealized distribution of land and sea, 
it simulated successfully the salient features of the observed distribution 
of temperature and precipitation in the coupled system. Encouraged by 
their success, they began to use such models to simulate and study global 
warming (Bryan et al., 1982, 1988).

In their 1988 study, for example, Bryan et al. employed a coupled model 
with a computational domain that consisted of three identical sectors ex-
tending over both Northern and Southern hemispheres. Each sector was 
bounded by two meridians that were 120° apart. The fraction of ocean 
in each latitude belt was specified to be similar to the actual fraction. In 
the zonal belt between 55° and 60° S, for example, the model ocean was 
zonally connected, mimicking the circumpolar Southern Ocean. Using the 
model thus constructed, they obtained the response of the coupled system 
to switch- on thermal forcing, in which the atmospheric CO2 concentra-
tion doubled abruptly at the beginning of the experiment and remained 
unchanged thereafter. They found that the SST increased with increasing 
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latitude in the Northern Hemisphere, whereas it hardly changed in the 
in the high latitudes of the Southern Hemisphere. As will be shown later 
in this chapter, a similar interhemispheric asymmetry was also evident 
in the distribution of surface temperature change obtained from a global 
coupled model with realistic geography. This asymmetry is in contrast to 
the result obtained by Hansen et al. (1988), in which polar amplification 
of warming occured in both hemispheres. The difference between the two 
results suggests that it may be desirable to incorporate explicitly the effect 
of heat transport by ocean currents into a coupled model.

The initial attempts to construct a fully coupled global GCM with realis-
tic geography at GFDL and the National Center for Atmospheric Research 
(NCAR) took place in the 1970s (Manabe et al., 1979; Washington et al., 
1980). By the late 1980s, groups at both institutions had published results 
from more realistic global warming experiments, in which the atmospheric 
CO2 concentration was increased gradually (Stouffer et al., 1989; Wash-
ington and Meehl, 1989). In the remainder of this chapter, we will discuss 
the role of the ocean in controlling the distribution of surface temperature 
change, based upon an analysis of the experiments conducted by Manabe 
et al. (1991, 1992). We will begin by describing briefly the structure of the 
global atmosphere- ocean GCM developed at GFDL.

The Coupled Atmosphere- Ocean Model

Figure 8.4 illustrates the structure of the global coupled atmosphere- ocean 
GCM that Stouffer et al. (1989) used in their study of global warming. 
For simplicity of identification, we will hereafter refer to this GCM as the 
“coupled model.” The model consisted of an atmospheric GCM, an oceanic 
GCM, and simple models of the heat and water budgets at the continental 
surface. The model had realistic geography, in contrast to earlier coupled 
model versions that employed a sector domain with highly idealized ge-
ography (e.g., Manabe and Bryan, 1969).

The basic structure of the atmospheric GCM was described in chapter 4. 
It computes the rates of change of wind, temperature, and specific humidity, 
using the equation of motion, thermodynamic equation, and continuity 
equation of water vapor, respectively. Over the continents, the atmospheric 
GCM is coupled with a simple model of heat and water budget, as described 
in chapter 4. The oceanic GCM (Bryan and Lewis, 1979) computes the rates 
of change of ocean currents, temperature, salinity, and sea ice thickness 
using the equation of motion, the thermodynamic equation, the prognostic 
equation of salinity, and a simple model of sea ice, respectively. The sea 
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ice model is similar to the so- called thermodynamic model described in 
chapter 5, although the sea ice is this version moves with the surface ocean 
currents. These atmospheric and oceanic GCMs interact with each other, 
exchanging heat, water vapor, and momentum at the interface.

Because of the limited capability of the computers available in the late 
1980s, when this experiment was performed, the computational resolution 
of the model is much lower than the coupled models that are currently 
available. For example, the atmospheric GCM had nine vertical finite dif-
ference levels. The model employed the so- called spectral method, in which 
the horizontal distributions of the predicted variables were represented by 
both spherical harmonics (15 associated Legendre functions for each of 
the Fourier components) and grid point values. The oceanic GCM had a 
regular grid system with 4.5° × 3.75° (latitude × longitude) spacing and 
12 unevenly spaced vertical finite difference levels. The thickness of the 
top finite difference layer was 50 m, representing a vertically isothermal 
ocean mixed layer.

When the time integration of a coupled atmosphere- ocean model is 
started from a realistic initial condition, its climate often drifts away from 
a realistic state because the model is not a perfect representation of the 
real climate system. For obvious reasons, such drift can distort the time- 
dependent response of climate to thermal forcing. To reduce this drift, a 
method called “flux adjustment” was employed in the study presented here. 
In the next section, we will briefly describe this method and explain why it 

fIGure 8.4  Diagram depicting the structure of the coupled atmosphere-ocean model. From 
Stouffer et al. (1989).
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is effective for predicting and evaluating climate change. Further details of 
the method can be found in the paper by Manabe et al. (1991).

Initialization and Flux Adjustment

In order to prevent the climate drift described above, the initial condition 
for the time integration of the coupled model was obtained from the sep-
arate time integrations of the atmospheric and oceanic components of the 
coupled model. The initial condition of the atmospheric component was 
an isothermal and dry atmosphere at rest, with a realistic distribution of 
seasonally dependent SST prescribed at the oceanic surface. The time inte-
gration of this atmospheric model was performed over a period of 12 years. 
After a few years, the model atmosphere attained a quasi- equilibrium, in 
which the seasonal variation of the atmospheric state repeated itself quite 
well from one year to the next. The state of the model atmosphere thus 
obtained was used as the atmospheric initial condition for the time inte-
gration of the coupled model.

The initial condition for the oceanic component of the model consisted 
of a vertically well- mixed surface layer with realistic horizontal distribu-
tions of temperature, salinity, and sea ice thickness, and a deep layer with 
constant temperature and salinity. From this starting point, the preliminary 
time integration of the ocean component was continued over a period of 
approximately 2400 years. Throughout the course of the integration, the 
above variables were relaxed toward seasonally and geographically vary-
ing observed values in the surface layer, with a relaxation time of 50 days. 
Temperature, salinity, and velocity were predicted below the surface layer. 
Toward the end of the time integration, there was no systematic trend in 
the oceanic state except in the very deep layer of ocean, where temperature 
was changing very slowly. This quasi- equilibrium oceanic state was used 
as the initial condition for the time integration of the coupled model. The 
latitude- depth profile of the zonal mean ocean temperature thus obtained 
is compared with the observed profile in figure 8.5. Although the deep 
water temperature is too warm by 1°C–2°C, the latitude- height profile of 
the zonal mean temperature simulated by the model resembles the ob-
served profile.

The atmospheric and oceanic states that were obtained from these sepa-
rate preliminary integrations of the atmospheric and oceanic components 
of the model were combined to produce the initial condition for the time 
integration of the coupled model. Owing to imperfections of these com-
ponent models, the seasonally varying horizontal distributions of the heat 
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and water fluxes at the oceanic surface obtained from the atmospheric 
component differ from those obtained from the oceanic component. These 
differences make it likely that the oceanic state of the coupled model would 
drift if the interfacial flux obtained from the atmospheric component were 
to be imposed upon the oceanic component. In order to prevent the drift, 
the interfacial fluxes of heat and water obtained from the atmospheric com-
ponent of the model were modified by an amount equal to the difference 
between the fluxes obtained from the oceanic and atmospheric components 
in their separate integrations. After being modified in this way, the fluxes 

fIGure 8.5  Latitude-depth cross-section of zonally averaged annual mean oceanic temperature: 
(a) simulated temperature at the end the 2500-year integration of the oceanic component of the 
coupled atmosphere-ocean model; (b) observed temperature from Levitus (1982).
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were then imposed on the oceanic component as the coupled model was 
integrated. Although the flux adjustment values depended upon season 
and geographic location, they did not change from one year to the next 
and were thus independent of the simulated state of the surface ocean. By 
applying the flux adjustments as described above, temperature, salinity, and 
sea ice thickness at the oceanic surface of the coupled model fluctuated 
around realistic values and hardly drifted systematically with time. When 
a perturbation experiment was conducted by applying a radiative forcing 
to the model, identical spatially and seasonally varying adjustments were 
applied to the perturbed simulation as well as the control so that it did not 
distort artificially the difference in the atmosphere- ocean fluxes between 
the control and perturbed simulations.

Maintaining a realistic distribution of temperature and sea ice thick-
ness is important for estimating the sensitivity of climate. As discussed 
in chapters 4 and 6, the sensitivity of climate to a given thermal forcing 
depends critically upon the temperature at the Earth’s surface, mainly be-
cause the strength of the albedo feedback of snow and sea ice intensifies 
with decreasing surface temperature. Owing to the application of the flux 
adjustment, the distributions of temperature and sea ice thickness were 
realistic, making the model well suited for estimating climate sensitivity.

The use of flux adjustment has been effective for reducing markedly the 
artificial drift that can occur in coupled models. Reducing climate drift is 
the main reason why this method was employed in the global warming 
experiments of Manabe et al. (1991, 1992). In our opinion, flux adjustment 
is likely to be a valuable tool for predicting climate change as well as for 
estimating climate sensitivity. There are other examples of experiments in 
which flux adjustment has been, or is likely to be, effective for predicting 
climate change. We will briefly discuss a few such experiments.

As pointed out in chapter 4, tropical cyclone activity depends critically 
upon the distribution of SST in low latitudes. Because a coupled ocean- 
atmosphere model with flux adjustment usually maintains a realistic dis-
tribution of SST in the absence of thermal forcing, it is well suited for the 
near- term prediction of tropical cyclone activity. Thus, it is not surpris-
ing that Vecchi et al. (2014) found that the flux adjustment approach was 
effective for improving forecasts of seasonal hurricane frequency in the 
Atlantic Ocean. In a similar vein, Manganello and Huang (2009) were 
able to improve substantially retrospective predictions of the Southern 
Oscillation, using a relatively simple heat flux adjustment scheme that is 
constant with time.

As shown by Manabe and Stouffer (1997), for example, the intensity 
of the Atlantic Meridional Overturning Circulation (AMOC) depends 
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critically upon the horizontal distributions of salinity and temperature 
in the upper layer of the ocean. Because a coupled model using flux ad-
justment maintains realistic distributions of these variables, it has been 
very useful for simulating the AMOC (Manabe and Stouffer, 1988) and 
its multidecadal oscillations (Delworth et al., 1993). For this reason, flux 
adjustment is likely to be effective for improving decadal predictions of 
this deep overturning circulation and its response to climate change on 
multidecadal time scales.

Increasing efforts have been made to improve parameterization of 
various sub- grid- scale processes, such as cloud microphysics and sea ice 
dynamics. The parameterizations of these processes have become very 
detailed, introducing many additional parameters. Thus, it has been very 
difficult to tune these parameters such that the geographic distributions of 
key variables (e.g., temperature, salinity, and sea ice thickness) are realistic 
at the oceanic surface. We hope that the method of flux adjustment de-
scribed above can be used to complement model tuning as the complexity 
of parameterizations increases in the future.

Global Warming Experiments

The global warming experiment of Manabe et al. (1991, 1992) utilized two 
time integrations of the coupled model that were started from the initial 
condition described above. In the control run, in which the atmospheric 
CO2 concentration was held fixed at a value of 300 ppmv, the global mean 
SST fluctuated around a realistic value with little systematic trend, indi-
cating that the flux adjustment was effective for preventing the systematic 
drift of temperature. In the global warming run, on the other hand, the 
CO2 concentration was increased at a compounded rate of 1% per year, 
which happened to be similar to the rate of increase of the CO2- equivalent 
concentration of well- mixed greenhouse gases around the time when this 
experiment was performed. The solid line in figure 8.6 indicates how the 
global mean surface temperature of the coupled model increased in this run 
at a gradually increasing pace owing to the gradual increase in atmospheric 
CO2 concentration. By the seventieth year, when the CO2 concentration 
had doubled, the temperature had increased by about 2.5°C.

As discussed at the beginning of this chapter, warming at the oceanic 
surface is reduced and delayed owing to the thermal inertia of the deep 
ocean that underlies the surface mixed layer. In order to evaluate the 
magnitude of the reduction in response and the length of delay, the time- 
dependent response of the global mean surface temperature of the coupled 
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model is compared in figure 8.6 with that of an atmosphere/mixed- layer- 
ocean model. Although the atmospheric components of the two models are 
identical to each other, the oceanic component of the atmosphere/mixed- 
layer model does not have the deep ocean layer. Instead, the Q- flux method 
described in chapter 7 was used, in which the heat exchange between the 
mixed layer and the deep ocean is prescribed such that the geographic 
distributions of SST and sea ice thickness are realistic. An identical heat 
flux is prescribed in the CO2- doubling run, implicitly assuming that heat 
exchange between the mixed layer and the deep ocean remains unchanged. 
Although it would be better to estimate the equilibrium response by using 
the coupled atmosphere- ocean model described earlier, the atmosphere/
mixed- layer model is used to circumvent the computational cost of running 
the coupled model to quasi- equilibrium. Owing to the Q- flux method, the 
distributions of both SST and sea ice thickness are realistic in the control 
run, as they are in the coupled model with flux adjustment.

The equilibrium response of global mean surface air temperature to 
CO2 doubling obtained from the atmosphere/mixed- layer model is about 

fIGure 8.6  The time-dependent response of the global mean surface air temperature (°C) of the 
coupled atmosphere-ocean model to the gradual increase in atmospheric CO2 concentration at the 
(compounded) rate of 1% year−1 (solid line). The black dot represents the equilibrium response of 
the global mean surface air temperature of the atmosphere/mixed-layer-ocean model to doubling 
of the atmospheric CO2 concentration. The dashed line connecting the origin of the graph and this 
dot approximates the almost linear growth of the equilibrium response of the global mean surface 
temperature with time. From Manabe et al. (1991).
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3.9°C, which is substantially larger than the 2.5°C response of the coupled 
model at the time of CO2 doubling. The equilibrium response is plotted 
in figure 8.6 as a black dot at the seventieth year, when the CO2 concen-
tration has doubled. A straight dashed line is drawn between the origin 
of the graph and the black dot, implicitly assuming that the equilibrium 
response increases linearly as CO2 concentration increases exponentially at 
the compounded rate of 1% per year. This assumption is justified because 
the greenhouse effect of the atmosphere is proportional to the logarithm 
of the CO2 amount in the atmosphere, as discussed in chapter 1. The hor-
izontal distance between the dashed and solid lines represents the lag of 
the time- dependent response relative to the equilibrium response. As this 
figure shows, the lag is zero at the beginning but increases gradually with 
time. By the seventieth year, when the CO2 concentration has doubled, the 
lag is about 30 years. This result implies that the effective thermal inertia of 
the ocean increases gradually as heat penetrates into the deep subsurface 
layer of ocean, thereby delaying the warming at the Earth’s surface.

So far, we have examined the time- dependent response of the global 
mean surface air temperature. Now we shall examine the geographic dis-
tribution of the surface temperature response at the time that CO2 con-
centration has doubled. Figure 8.7a shows that surface air temperature 
increases almost everywhere with the exception of a very small area north 
of the Weddell Sea, where it decreases slightly. In agreement with the result 
obtained by Hansen et al. (1988), for example, the warming is larger over 
the continents than over the oceans, particularly in the Northern Hemi-
sphere, where the continents occupy a larger fraction of surface area than 
they do in the Southern Hemisphere.

One of the most notable features of this figure is the large interhemi-
spheric asymmetry in the magnitude of the warming at the Earth’s surface. 
In the Northern Hemisphere, the warming tends to increase with increas-
ing latitudes and is at a maximum over the Arctic Ocean. In contrast, it 
is relatively small in high southern latitudes. As discussed in chapter 5, 
the large warming in high northern latitudes is attributable mainly to the 
poleward retreat of the sea ice and snow cover that reflect a large fraction 
of incoming solar radiation. On the other hand, the small warming in high 
southern latitudes is attributable mainly to deep convective mixing of heat 
not only near the Antarctic coast but also in a very extensive region in the 
Southern Ocean, as will be discussed later in this chapter. The geographic 
pattern of the surface air temperature change presented above is broadly 
similar to the multimodel pattern of the surface temperature change pro-
jected by a majority of the models used for the IPCC Fifth Assessment 
Report (see lower left panel of figure 12.41 in Collins et al. [2013]).
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The geographic distribution of the time- dependent response of surface 
air temperature obtained from the coupled model described above may 
be compared with that of the equilibrium response of the atmosphere/
mixed- layer- ocean model shown in figure 8.7b. As expected, the time- 
dependent response is smaller than the equilibrium response, indicating 
that the former lags behind the latter almost everywhere on the globe. 
It is quite notable, however, that the equilibrium response of surface air 
temperature increases with increasing latitudes in both hemispheres. This 

fIGure 8.7  Geographic distribution of (a) the change in surface air temperature of the coupled 
atmosphere-ocean model realized by around the seventieth year of the global warming experiment, 
when the atmospheric CO2 concentration has doubled; (b) the equilibrium response of surface 
air temperature of the atmosphere/mixed-layer-ocean model in response to the doubling of the 
atmospheric CO2 concentration. The change in (a) is the difference between the 20-year (years 
60–80) mean surface air temperature of the global warming run and the 100-year mean tempera-
ture obtained from the control run, in which the atmospheric CO2 concentration is held fixed at 
the standard value (300 ppmv). Note that surface air temperature represents the temperature at the 
lowest finite-difference level at the height of about 70 m. Units are °C. From Manabe et al. (1991).
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is in sharp contrast to the large interhemispheric asymmetry evident in 
the time- dependent response.

Inspecting figure 8.7, one finds that the land- sea difference in the mag-
nitude of the warming in middle and high latitudes of the Northern Hemi-
sphere is evident not only in the time- dependent response but also in the 
equilibrium response. This suggests that it is attributable not only to the 
thermal inertia of the ocean that delays the warming but also to other 
factors. As noted by Manabe et al. (1992), the land- sea difference in the 
equilibrium response appears during much of the seasonal cycle. In win-
ter, when snow cover often extends to midlatitudes, the albedo feedback 
is much stronger over the continents than over the ocean and is mainly 
responsible for the land- sea difference in the magnitude of warming. In 
other seasons, a similar land- sea contrast in the magnitude of the warming 
exists because the evaporative removal of heat is more effective from the 
perpetually wet ocean surface than from the relatively dry continents. In 
the time- dependent response of the coupled model, the thermal inertia of 
ocean is also responsible for delaying the warming, particularly in certain 
oceanic regions, thereby enhancing the land- sea difference in warming as 
described below.

Figure 8.8 illustrates the geographic distribution of the ratio of the time- 
dependent response to the equilibrium response described above. The ratio 
is less than 0.4 in a wide zonal belt over the Southern Ocean and dips below 
0.2 near the coast of Antarctica. This implies that the delay of response 
is more than 40 years in the Southern Ocean and is longer than 60 years 
near the Antarctic coast. In the northern North Atlantic Ocean between 
Greenland and the west coast of Europe, the ratio is also less than 0.4, 
indicating that the delay there is longer than 40 years. Over the remainder 
of the world, including both continental and oceanic regions, the ratio is 
about 0.7–0.8, corresponding to a delay of 15–20 years. In short, the delay 
over the Southern Ocean and the northern North Atlantic Ocean is longer 
than the globally averaged delay of ~30 years, whereas the delay over the 
rest of the world is generally shorter than the global average.

The time- dependent response of surface air temperature in the coupled 
model (figure 8.7a) can be compared with the trend of the observed sur-
face temperature change during the past several decades (see plate 1) as 
determined from the anomaly of the 25- year mean surface temperature for 
the period 1991–2015, relative to a 30- year base period (1961–90). Because 
of the removal of short- term fluctuations through time averaging, these 
anomalies can be regarded as an indicator of the long- term trend of surface 
temperature during the past half- century, when global- scale warming has 
been most pronounced (see figure 1.1).
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Although the observed temperature anomalies are spotty, owing partly 
to sampling limitations, they are positive over much of the globe. This im-
plies that surface temperature has increased almost everywhere during the 
past several decades. In the Northern Hemisphere, the magnitudes of the 
anomalies are relatively large over both the Eurasian and North American 
continents and increase with increasing latitude. In the Southern Ocean, 
however, the anomalies are small poleward of 50° S, with both positive and 
negative sign. This is in sharp contrast to high northern latitudes, where 
the anomalies usually have large positive values. It is quite encouraging 
that the geographic pattern of the observed surface temperature anoma-
lies described above resembles that of the transient response of surface air 
temperature shown in figure 8.7a. The similarity between the two patterns 
underscores the possibility that the coupled model contains the basic phys-
ical processes that control the large- scale distribution of global warming 
at the Earth’s surface. The commentary by Stouffer and Manabe (2017) 
provides further discussion of this subject.

One should note here that the thermal forcing used in this study in-
volved increases in the CO2- equivalent concentration of greenhouse gases. 
Changes in other forcing agents such as anthropogenic aerosols, solar ir-
radiance, and volcanic aerosols are ignored. The similarity between the 
simulated and observed patterns suggests that the geographic distribution 
of surface temperature change may not depend critically upon the pattern 
of thermal forcing.

fIGure 8.8  Geographic distribution of the ratio of the time-dependent response of surface air 
temperature of the coupled atmosphere-ocean model (shown in figure 8.7a) to the equilibrium 
response of surface air temperature of the atmosphere/mixed-layer-ocean model (shown in figure 
8.7b). From Manabe et al. (1991).
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The interhemispheric asymmetry of the response manifests itself not 
only in SST but also in the geographic distribution of sea ice thickness in 
summer at the time of CO2 doubling (figure 8.9). Both areal coverage and 
thickness of sea ice in the Arctic Ocean and surrounding regions decrease 
markedly. Although it is not shown here, a substantial reduction in thick-
ness also occurs in winter. In the Southern Ocean, on the other hand, the 
thickness and areal coverage of summer sea ice increases in the Weddell 
Sea and its immediate vicinity but does not change systematically in other 

fIGure 8.9  Geographic distribution of the thickness (m) of summer sea ice obtained from the 
global warming experiment. (a) Initial and (b) 70th-year thickness of Arctic sea ice averaged over 
the three-summer-month period of June, July, and August (JJA). (c) Initial and (d) 70th-year thick-
ness of Antarctic sea ice averaged over the three-summer-month period of December, January, and 
February (DJF). The initial thickness represents the average over the 100-year period of the control 
run, in which the CO2 concentration is held fixed. The 70th-year thickness represents the average 
over the 20-year period (years 60–80) of the global warming run, in which the CO2 concentration 
increases gradually at the compounded rate of 1% year−1. From Manabe et al. (1992).
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regions. Qualitatively similar changes also occur in winter (not shown), 
when sea ice expands toward low latitudes. Annually averaged, the thick-
ness and areal coverage of sea ice decrease markedly in the Arctic and sub-
polar oceans, whereas these variables hardly change in the Southern Ocean, 
with the exception of the Weddell and Ross seas, where sea ice thickness 
increases as global warming proceeds. The interhemispheric asymmetry 
of sea ice change simulated by the model appears to be broadly consistent 
with that of surface temperature described earlier in this chapter.

Changes in annual mean sea ice extent have differed considerably be-
tween the two hemispheres during the past several decades, during which 
comprehensive observations are available from satellite microwave sensors. 
Vaughan et al. (2013) presented the time series of the annual mean sea ice 
extent over the Arctic and Antarctic regions in the IPCC Fifth Assessment 
Report. These time series are reproduced in figure 8.10. Over the Arctic, 
the annual mean extent of sea ice has decreased at a rate of 3.8% per de-
cade. In the Antarctic, on the other hand, sea ice has been increasing at a 
rate of +1.5% per decade. Although decreases in ice have occurred in the 
Bellingshausen and Amundsen seas, located to the west of the Antarctic 
Peninsula, increases have occurred in other sectors (Vaughan et al., 2013). 
The difference in the observed long- term trend of sea ice extent between 
the two hemispheres is in qualitative agreement with the results obtained 
from the coupled model.

So far, we have shown that the increase in surface air temperature is 
delayed markedly in certain oceanic regions, such as the northern North 
Atlantic and the Southern Oceans. In the remainder of this chapter, we will 
attempt to determine why the warming is delayed greatly in these regions, 
based upon the analysis conducted by Manabe et al. (1991, 1992).

The Atlantic Ocean

In the upper layers of the Atlantic Ocean, saline and warm water moves 
northward into the vicinity of Iceland, where it is cooled by frigid air that 
is advected eastward from Canada and Greenland in winter. As the water 
cools, it becomes dense, inducing deep convection. Consequently, water 
sinks near Greenland and moves southward at depth along the east coast 
of North and South America. This global- scale overturning circulation was 
called the “Great Ocean Conveyor” by Broecker (1991) and is illustrated 
schematically in figure 8.11 following Gordon (1986). The total flow of water 
involved is about 20 million m3 s−1, or 20 Sverdrups (Sv) in the units used by 
oceanographers. This flow is about 20 times as large as the total discharge 
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from all rivers of the world. Transporting warm upper ocean water to the 
northern North Atlantic and Nordic seas (e.g., the Norwegian and Green-
land seas), the conveyor is partially responsible for maintaining a relatively 
warm climate over the northern North Atlantic and western Europe.

The broad- scale features of the Atlantic meridional overturning circula-
tion described above were simulated reasonably well by the coupled model, 
as noted by Manabe and Stouffer (1988, 1999). Because of the vertical 
mixing of heat due to deep convection, the effective thermal inertia of the 
ocean is very large in the narrow sinking region near Greenland, delaying 

fIGure 8.10  Time series of the observed sea ice extent anomaly relative to the mean of the entire 
period (1980–2005) for (a) the Northern Hemisphere and (b) the Southern Hemisphere, based upon 
passive microwave satellite data. The linear trend for each hemisphere is indicated by the thick line. 
From Vaughan et al. (2013).
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greatly the warming of the oceanic surface in the region. This is the main 
reason why the ratio of the time- dependent response to the equilibrium 
response (figure 8.8) is less than 0.4 off the southeast coast of Greenland, 
where the sinking region of the ocean conveyor is located.

In addition to the deep vertical mixing, there are other factors that con-
tribute to the delay in the warming in the North Atlantic and its immediate 
vicinity. The structure and strength of the meridional overturning circula-
tion can be depicted by plotting its zonally averaged streamfunction for the 
Atlantic basin (figure 8.12). The rate of the overturning at the beginning 
of the global warming experiment was ~17 Sv (figure 8.12a), a bit smaller 
than its observed value. By the seventieth year, when the CO2 concentration 
had doubled, it had been reduced to 12 Sv, as indicated by the absence of 
the 15 Sv contour in figure 8.12b. Due to the slowdown of the overturning 
circulation, the advection of warm and saline near- surface water toward 
the sinking region decreases. Thus the warming is reduced not only over 
the narrow sinking region of the conveyor, where the ratio of the transient 
to the equilibrium response is less than 0.4, but also in the surrounding 
regions, which include southeastern Greenland, Labrador, and northern 
and western Europe, where the ratio is less than 0.6 (figure 8.8).

In order to find the reason for this weakening of the conveyor,  Manabe 
et al. (1991) conducted a detailed analysis of their global warming 

fIGure 8.11  Global distribution of the overturning circulation. Solid arrows indicate the direction 
of the upper layer flow; outlined arrows indicate the direction of the flow of deep water. Narrow 
sinking regions are identified by crosses enclosed by circles, and broad upwelling regions are indi-
cated by dots enclosed by circles. From Gordon et al. (1986).

Upwelling
Sinking

Deep water �ow
“Cold” water transfer
into Atlantic Ocean
“Warm” upper layer �ow

80° S

80° N

60°

60°

40°

40°

20°

20°

0°

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



fIGure 8.12  Streamfunction of the time-mean meridional overturning circulation zonally av-
eraged over the Atlantic Ocean at (a) the beginning, and (b) the ~70th year of the global warming 
experiment that was performed using the coupled atmosphere-ocean model. Units are Sverdrups 
(106 m3 s−1). From Manabe et al. (1991).

0

0

0

0

10

5

5

–5

–5

5

5 5

10

10

10

15

0

0

0

0

0
0

1

2

3

4

5

0

1

2

3

4

5
90° N 60° 30° 0° 30° S

D
ep

th
 (k

m
)

D
ep

th
 (k

m
)

(a)

(b)

Latitude

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



tHe oCean In ClImate CHanGe 129

experiments. They found that the slowdown of the conveyor was attrib-
utable mainly to a reduction of surface salinity in the northern North 
Atlantic Ocean. When temperature increases in the troposphere owing 
to global warming, the absolute humidity of the air tends to increase, as 
previously noted, enhancing the poleward transport of water vapor by 
extratropical cyclones from the subtropics toward high latitudes, as will 
be described in chapter 10. The increase in poleward transport, in turn, 
results in an increase in precipitation in high latitudes and is responsible 
for the reduction of surface salinity not only in the Arctic Ocean but also in 
the surrounding oceans, such as the northern North Atlantic. This process 
accounts for the relatively fresh surface water with low density that caps 
the sinking region of the conveyor, thereby weakening the overturning 
circulation in the Atlantic Ocean.

The density of surface water decreases not only because of the reduction 
of surface salinity but also because of the increase in surface temperature. 
Although both of these changes weaken the conveyor, the former appears 
to have a much larger impact than the latter in the experiments presented 
here. Gregory et al. (2005) found that, in most of the climate models they 
examined, the change in surface temperature weakens the conveyor by at 
least about 20%. The remaining weakening is attributable to the change 
in surface salinity. They show that the change in freshwater supply and its 
effect on surface salinity varies greatly among models, and the variations 
are partly responsible for the large intermodel differences in the magnitude 
of the weakening.

So far, observational evidence for a systematic weakening of the Atlantic 
overturning circulation has been inconclusive. As noted by Delworth et al. 
(1993), the intensity of the overturning circulation in the coupled model 
fluctuates on a multidecadal time scale. This is an important reason why 
the intensity of the overturning circulation did not show a clear decreasing 
trend until the year 2000 in the global warming experiment of Haywood 
et al. (1997) that was conducted using the coupled model presented here. 
A recent study by Caesar et al. (2018) inferred a 15% reduction in over-
turning strength since the mid- twentieth century by using a “fingerprint” 
method applied to observed SSTs. In order to detect a long- term trend in 
the intensity of the overturning circulation more directly, it is desirable to 
monitor various manifestations of overturning circulation over decadal to 
centennial time scales.

The global warming experiment described here was extended to multi-
centennial and millennial time scales (Manabe and Stouffer, 1994). They 
found that the intensity of the AMOC varied over a multicentury time scale 
as global warming proceeded. Studies conducted by Manabe and Stouffer 
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(1993) and Stouffer and Manabe (2003) provide additional analysis of this 
topic. The role of the overturning circulation in climate change is the sub-
ject of the review conducted by Manabe and Stouffer (1999).

The Southern Ocean

The Southern Ocean comprises the southernmost waters of the world 
ocean and encircles the Antarctic continent. Around 60° S, where this 
ocean is zonally connected along a latitude circle through Drake Passage, 
the intense eastward- flowing currents and deep meridional overturning 
circulation are maintained beneath strong westerly winds. Gill and Bryan 
(1971) showed how a deep overturning cell is maintained in the ocean, 
providing unusually strong coupling between the surface layer and the 
underlying deep ocean.

To a first approximation, ocean currents flow along isobars, maintaining 
the so- called geostrophic balance between the Coriolis and pressure gra-
dient forces. The most important region where this constraint is broken is 
the surface mixed layer of ocean, within which the stress exerted by wind 
is redistributed by turbulence, resulting in a three- way balance among the 
Coriolis force, pressure gradient force, and surface wind stress. As shown 

fIGure 8.13  Schematic illustration of the prevailing surface wind in the Southern Hemisphere, and 
the zonally averaged overturning circulation at the latitude of the Drake Passage. From Held (1993).
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schematically in figure 8.13, which was constructed by Held (1993), the 
zonal mean wind stress in the near- surface layer of ocean must be balanced 
by the Coriolis force acting on a nongeostrophic northward drift current. 
On the other hand, a southward geostrophic return flow develops in the 
deep ocean, where the Coriolis force acting on the return flow is compen-
sated by the pressure difference across the bottom relief.

If the circumpolar currents were interrupted by a meridional barrier, 
the southward return flow would develop in the near- surface layer, where 
the Coriolis force acting on the return flow would be balanced by the 
zonal pressure gradient between the two sides of the wall. Thus, a shallow 
overturning cell would be maintained, as in the subtropical oceans that are 
interrupted by continents. In order to maintain a deep overturning cell, it 
is therefore necessary that the ocean is zonally connected, as the Southern 
Ocean is through Drake Passage.

Figure 8.14 illustrates the zonally averaged overturning circulation ob-
tained from the control run of the coupled model. In this figure, one can 
identify a deep overturning cell, with upwelling around 60° S in the southern 

fIGure 8.14  Streamfunction of the annual mean overturning circulation zonally averaged across 
all ocean basins. The direction of prevailing surface wind is indicated at the top of the figure. Units 
are Sverdrups (106 m3 s−1). From Manabe et al. (1991).
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flank of the Antarctic Circumpolar Current, and sinking around 40° S in its 
northern flank. Over the northern flank, the surface westerly winds decrease 
toward the north and induce a northward drift current that converges at 
the oceanic surface, pumping water downward. Over the southern flank, on 
the other hand, the westerlies increase toward the north and induce a drift 
current that diverges at the oceanic surface, yielding the upwelling of water. 
Thus, the surface westerlies force a deep overturning circulation often called 
the “Deacon cell” (Deacon, 1937), which appears as a counterclockwise 
circulation in a latitude- depth perspective. Poleward of the Deacon cell, a 
clockwise overturning cell exists beneath the prevailing easterly winds, with 
deep sinking near the Antarctic coast. The deep overturning circulation has 
a synergic relationship with deep convection as described below.

In the upwelling region of the Southern Ocean, thin sea ice forms and 
grows rapidly in winter as it diverges beneath frigid air, yielding, through 
brine rejection, patches of cold and saline water at the oceanic surface. 
Because of their higher density, these patches of water sink deeply even 
though the ocean is slightly stratified, inducing deep convection. Mean-
while, wind- driven upwelling of water prevents the continuous accumu-
lation of the saline, dense water in the deep layer of the ocean, helping to 
sustain deep convection. In short, the upwelling plays a critically important 
role in sustaining deep convection in the region.

In the Southern Ocean, deep convection predominates not only in the 
upwelling region around 60° S as described above, but also in the coastal 
regions of the Weddell and Ross seas around 75° S, where brine rejection 
associated with sea ice formation also produces dense water at the ocean 
surface. This dense water also sinks deeply and moves northward. In ad-
dition to the deep convective sinking described above, the exchange of 
momentum at the surface and bottom of the ocean also contributes to the 
overturning. Because of deep convection, water mixes deeply in much of 
the Southern Ocean. This is the main reason why the warming penetrates 
deeply not only in the upwelling region around 60° S but also in the sinking 
region around 75° S as described below.

Figure 8.15 illustrates the change in zonal mean temperature of the 
coupled model realized by the seventieth year of the global warming ex-
periment, when the atmospheric concentration of CO2 had doubled. As 
this figure shows, positive temperature anomalies penetrate deeply in the 
Antarctic Ocean around 60° S and 75° S as well as in the northern North 
Atlantic Ocean. In these oceanic regions, where deep convection predomi-
nates, the effective thermal inertia of ocean is very large, owing in no small 
part to the deep vertical mixing of heat. Thus, the warming at the oceanic 
surface is reduced greatly in these regions, as shown in figure 8.8.
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One of the energetic modes of circulation in the Southern Ocean is 
mesoscale eddies. These eddies have length scales of 10 to 100 km and 
are too small to be treated explicitly in the coupled model presented here. 
Nevertheless, they are very active in the circumpolar currents that flow 
though Drake Passage. Using a GCM of the ocean developed by Gent 
et al. (1995) that incorporates the parameterization of mesoscale eddies, 
Danabasoglu et al. (1994) explored the role of these eddies in maintaining 

fIGure 8.15  Change in zonal mean temperature (°C) of the coupled atmosphere-ocean model 
averaged over the 21-year period centered on the 70th year of the global warming run, when the 
CO2 concentration has doubled. From Manabe et al. (1991).
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the thermal and dynamical structure of the ocean. They found that me-
soscale eddies redistribute momentum in the vertical, inducing a mean 
meridional overturning circulation that flows in the opposite direction 
from the wind- driven Deacon cell. These two cells canceled each other in 
their experiment, yielding no residual circulation. Their study suggests that 
deep overturning circulation may be absent in the actual Southern Ocean, 
casting serious doubt on the existence of the deep overturning circulation 
in the circumpolar ocean around 60° S.

Since the publication of the study of Danabasoglu et al., several further 
studies have been published suggesting that the cancellation between 
the two cells may not be as complete as it was in their result. Analyzing 
the results from an eddy- permitting high- resolution ocean model with 
a grid spacing of 20 km, Henning and Vallis (2005) found that the eddy- 
induced cell was substantially weaker than the wind- driven Deacon cell 
in their model. Karsten and Marshall (2002) also found that although 
the eddy- induced overturning circulation and the Deacon cell oppose 
each other in observations, the residual mean flow can remain at one- 
third to one- half of the magnitude of the wind- driven circulation. Based 
upon their analysis, they suggested that the zero- residual- mean condition 
may not be wholly appropriate in the real ocean. Their result appears 
to be consistent with the modeling study conducted by Morrison and 
Hogg (2013). Using ocean models with various grid sizes (¼°, ⅛°, ¹�₁₂°, 
and ¹�₁₆°), Morrison and Hogg evaluated how the strength of the eddy- 
induced circulation depends upon the resolution of the model and wind 
stress. They found that decreasing the grid spacing beyond ¹�₁₂° had little 
effect on the strength of the eddy- induced circulation, suggesting that 
¹�₁₂° resolution may be good enough to resolve mesoscale eddies in the 
Southern Ocean. Inspecting the result from the ¹�₁₂° model for the typical 
wind stress observed in the Southern Ocean, one finds that the intensity 
of the eddy- induced circulation is about 40% of that of the Deacon cell, 
with 60% remaining as the residual circulation. These studies appear to 
suggest that the deep overturning circulation is maintained in the South-
ern Ocean despite the compensation between the wind- driven cell and 
the eddy- induced circulation.

In order to evaluate the performance of the coupled model in simulat-
ing deep convective mixing, Dixon et al. (1996) attempted to simulate the 
downward penetration of CFC- 11 (trichlorofluoromethane, or CCl3F) in 
the Southern Ocean during the late twentieth century, using the coupled 
model. As an example, figure 8.16 compares the simulated and observed 
change in CFC- 11 along the route of an Atlantic cruise made near ~0° 
longitude. It shows that the coupled model simulates reasonably well the 
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observed deep penetration of CFC- 11 poleward of 50° S during the twen-
tieth century. It is encouraging that the model successfully simulates the 
deep penetration of CFC- 11 not only at 0° but also at other longitudes, 
indicating that deep convective mixing predominates in the southern flank 
of the Antarctic Circumpolar Current of the coupled model.

Parameterizations of mesoscale eddies, such as that developed by Gent 
et al. (1995), were incorporated into a majority of the coupled atmosphere- 
ocean- land models used in the recent IPCC Fifth Assessment Report of 
climate change. However, the specific details of parameterization vary 
greatly among the models. Nevertheless, it is encouraging that the pro-
jected multimodel- mean change in surface temperature (shown in the 
lower left panel of figure 12.40 of Collins et al. [2013]) is relatively small in 

fIGure 8.16  CFC-11 concentrations (pmol kg−1) along the Ajax prime meridian cruise track: 
(a) measured in October 1983 and January 1984 (Weiss et al., 1990); (b) as simulated by the coupled 
atmosphere-ocean model. From Dixon et al. (1996).
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the Southern Ocean, in agreement with the results from the global warming 
experiment presented here.

In summary, the rate of the change in surface air temperature is very 
small over the Southern Ocean in the global warming experiment pre-
sented here. This is attributable mainly to the large thermal inertia of the 
ocean that delays greatly the response of surface temperature to the grad-
ually increasing concentration of atmospheric CO2. As discussed in this 
chapter, deep convection predominates not only in the immediate vicinity 
of the Antarctic coast, but also in the Southern Ocean around 60° S where 
it is zonally continuous around the latitude circle, increasing greatly its 
thermal inertia. For this reason, the polar amplification of warming that 
predominates in the Northern Hemisphere is practically absent in the 
Southern Ocean, in agreement with observations.
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Cold Climate and Deep 
Water Formation

In the preceding chapter, we investigated the transient response of climate 
to a gradual increase in the atmospheric concentration of CO2. In this 
chapter, based upon the study conducted by Stouffer and Manabe (2003), 
we discuss the total equilibrium response of climate to large changes in 
the atmospheric CO2 concentration, given a sufficiently long time for the 
climate to adjust. Although we discussed the equilibrium response to CO2 
doubling in the preceding chapter, that discussion was based on results 
from an atmosphere/mixed- layer- ocean model, in which heat exchange 
between the surface layer and the deep ocean is held fixed and does not 
change with time. Here, we explore the role of the deep ocean in the equilib-
rium response of climate using the coupled model, in which heat exchange 
between the surface layer and the deep ocean is incorporated explicitly. 
Four very long time integrations of the coupled model were performed as 
described below.

Starting from the realistic initial condition that was discussed in the 
previous chapter, the time integrations of the coupled model were per-
formed over at least several thousand years, which is long enough for the 
temperature of deep water to stabilize. The control integration was run 
with the atmospheric concentration of CO2 held fixed at the standard value 
of 300 ppmv. In the 2×C and 4×C integrations, the CO2 concentration 
initially increased at a compounded rate of 1% year−1 before being held 
fixed at twice and four times the standard value, respectively. The CO2 
concentration in the ½×C integration initially changed at a compounded 
rate of −1% year−1, but then was held unchanged at one- half the standard 
value. The time- varying forcing for each of these four integrations is de-
picted in figure 9.1. The duration of the time integrations was more than 
15,000 years for the control, 4000 years for the 2×C, and 5000 years each 
for the 4×C and ½×C.
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Toward the end of all four runs, the global mean ocean temperature at 
a depth of 3 km was barely changing, indicating that the deep ocean of the 
model was near a state of thermal equilibrium (figure 9.2). The temperature 
of deep water toward the end of the four runs was 6.5°C in 4×C, 4.5°C 
in 2×C, 1°C in 1×C, and −2°C (i.e., the freezing point of seawater at the 
oceanic surface) in ½×C. A noteworthy aspect of the ½×C run is that the 
temperature of deep water stabilized earlier than in the other runs, as dense, 
cold and saline water occupies the deep ocean. The analysis presented here 
is based on the mean states of the coupled model averaged over the last 
100 years of each integration.

As discussed in chapter 1, the atmospheric greenhouse effect increases 
approximately in proportion to the logarithm of the CO2 concentration 
of air. This implies that a doubling of CO2 concentration from 150 to 
300 ppmv exerts approximately the same thermal forcing as a doubling 
from 300 to 600 ppmv or from 600 to 1200 ppmv, even though the magni-
tudes of change in CO2 concentration are quite different from one another. 
Table 9.1 indicates, however, that the difference in surface temperature be-
tween ½×C and 1×C is 7.8°C, and is much larger than the 4.4°C difference 
between 1×C and 2×C, which in turn is larger than the 3.5°C difference 

fIGure 9.1  Temporal variation of the atmospheric concentration of CO2 (ppmv; logarithmic 
scale) as prescribed in the coupled atmosphere-ocean model simulations.
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between 2×C and 4×C. In short, the equilibrium response of surface tem-
perature to CO2 doubling decreases with increasing surface temperature, 
mainly because the strength of the albedo feedback of snow and sea ice 
decreases as the climate warms, as discussed in chapter 5.

The latitudinal profiles of the zonal mean surface air temperature ob-
tained from the four time integrations are illustrated in figure 9.3a. For 
close inspection, the differences between the control and other integrations 
are shown at magnified scale in figure 9.3b. In general, the differences in 
temperature increase from low to high latitudes, where the albedo feed-
back of snow and sea ice predominates. Of particular interest is the large 

fIGure 9.2  Temporal variation of global mean deep water temperature (°C) at a depth of 3 km. 
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taBle 9.1 Global mean surface air temperatures 
at equilibrium in the coupled model
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Global mean surface temperature (K) 276.4 284.2 288.6 292.1

Temperatures averaged over the last 100-year period of the four time integrations.
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fIGure 9.3  Latitudinal profiles of (a) zonal mean surface air temperature; (b) zonal mean surface 
air temperature deviation from the control (1×C).
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difference in surface air temperature between the control and ½×C in the 
Southern Ocean around 60° S. This exceptionally large cooling is attribut-
able in no small part to the very extensive perennial sea ice in the Southern 
Ocean in ½×C. Next, we will describe how the ocean’s structure in the 
½×C simulation is quite different from its structure in the simulations with 
higher CO2 concentrations.

Figure 9.4a illustrates the latitude- depth profile of zonal mean tem-
perature obtained from the ½×C simulation. Dense cold water fills the 

fIGure 9.4  Latitude-depth distribution of zonal mean temperature (°C): (a) ½×C; (b) 1×C.
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very thick deep layer of ocean, outcropping at the oceanic surface in the 
high latitudes of both hemispheres. The temperature of much of this layer 
is almost isothermal and is close to −2°C, the freezing point of seawater 
at the oceanic surface, and is substantially lower than the temperature of 
deep water below the depth of 3 km in the 1×C simulation, which is about 
+1.5°C. Comparing figure 9.4a with figure 9.4b, which illustrates the profile 
from the 1×C simulation, one notes that the layer of cold deep water is 
much thicker in the ½×C simulation. The temperature profile of the ½×C 
ocean is quite different from that of the 1×C ocean shown in figure 9.4b. For 
example, the thermocline is shallower and the cold bottom water is thicker 
in the ½×C ocean. Although it is not shown here, the salinity of deep water 
is high, particularly in high southern latitudes. The formation of the thick 
layer of cold and saline deep water described above is attributable mainly 
to the deep convection that predominates in the Southern Ocean, where 
sea ice forms rapidly in winter at the oceanic surface, yielding patches of 
saline and cold water through brine rejection. Although a similar process 
operates in the 1×C experiment, as described in chapter 8, the rate of deep 
water formation is substantially smaller.

The ½×C ocean is characterized not only by the thick layer of cold and 
saline deep water, but also by very extensive and thick perennial sea ice that 
extends to ~50° S in the Southern Ocean (figure 9.5). This is in contrast 
to the control, in which the coverage of sea ice undergoes large seasonal 
variation with little sea ice in summer (see figure 8.9). Albedo feedback 
plays an important role in maintaining this extensive sea ice cover, but an 
additional factor of importance is the upwelling of cold deep water driven 
by the intense westerly winds, which are much stronger than in the 1×C 
run. As this cold deep water upwells and reaches the surface, it freezes rap-
idly under the influence of the frigid overlying air. Brine rejection produces 
cold saline water that induces deep convective mixing. The combination of 
the upwelling of cold deep water and deep convective mixing prevents the 
poleward retreat of sea ice in spring and is responsible for the development 
of thick and extensive sea ice cover. In short, the Southern Ocean of the 
½×C simulation may be characterized as a “gigantic sea- ice- producing 
machine” that also yields cold and saline deep water with near- freezing 
temperatures in the world’s oceans.

In the ½×C simulation, the atmospheric CO2 concentration is half that 
of the 1×C simulation. This reduction in CO2 is substantially larger than 
the reduction of the CO2- equivalent greenhouse gas concentration at the 
LGM relative to its preindustrial value, as indicated by the analysis of air 
bubbles trapped in the Antarctic ice sheet (e.g., Neftel et al., 1982). Despite 
the larger greenhouse gas forcing in the ½×C simulation, it is likely that 
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fIGure 9.5  Geographic distribution of seasonal-mean thickness of sea ice (m) obtained from 
½×C, (a) for June–July–August (JJA); (b) for December–January–February (DJF).
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cold and saline deep water with near- freezing temperatures also occupied 
the deep ocean at the LGM, as indicated by the isotopic and chemical 
analysis of pore water conducted by Schrag et al. (2002) and Adkins et al. 
(2002). This suggests that a mechanism of deep water formation similar 
to that in the ½×C simulation may have operated at the LGM. Accord-
ing to the analysis of deep sea sediments conducted by Cooke and Hays 
(1982), sea ice covered the Southern Ocean at the LGM during much of the 
year, with the possible exception of summer (Crosta et al., 1998). One can 
therefore speculate that very extensive thick sea ice capped the Southern 
Ocean at the LGM, severely limiting the sea- to- air CO2 flux in the primary 
region of deep water ventilation, as suggested by Stephens and Keeling 
(2000). Owing to sea ice capping at the oceanic surface and enhanced CO2 
solubility in the thick layer of near- freezing temperature, it is likely that 
deep water dissolved and sequestered huge amounts of carbon, thereby 
reducing the amount stored in the atmosphere. Meanwhile, the supply of 
nutrients to the upper layer of the Southern Ocean increased because of 
the intensification of upwelling of deep water, enhancing the biological 
production and drawdown of atmospheric CO2, as suggested, for example, 
by Shackleton et al. (1983, 1992).

The state of the Southern Ocean obtained from the ½×C simulation 
resembles the state simulated by Shin et al. (2003) for the LGM, using a 
coupled atmosphere- ocean model developed by the National Center for 
Atmospheric Research. Common features of the two simulations include 
intense westerlies, extensive sea ice, and the formation of cold and saline 
deep water. The resemblance between these two states of the Southern 
Ocean suggests that the reduced concentration of atmospheric CO2 has 
the dominant impact on the state of the LGM coupled atmosphere- ocean 
system in the Southern Hemisphere. This is in contrast to the Northern 
Hemisphere, where continental ice sheets had the dominant impact on the 
climate at the LGM, as discussed by Broccoli and Manabe (1987).

As noted in chapter 7, Broccoli (2000) made an attempt to simulate the 
condition of the oceanic surface at the LGM, using an improved version of 
the atmosphere/mixed- ocean model, in which the heat exchange between 
the mixed layer and subsurface layer of ocean was prescribed. Although 
the model simulated well the glacial- interglacial difference in SST recon-
structed by CLIMAP at most latitudes, it underestimated the difference 
in the Southern Ocean poleward of ~40° S, as shown in figure 7.6. It is 
likely that this discrepancy is at least partially attributable to the absence 
of the combination of upwelling of cold deep water with near- freezing 
temperatures and deep convective mixing in the Southern Ocean in his 
LGM simulation.
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In this chapter, we have described a slow but powerful feedback that is 
likely to play a very important role in the development of glacial climate. 
Operating in the Southern Ocean, it involves not only the albedo feedback 
of very extensive sea ice, but also other processes such as the upwelling 
of cold deep water, rapid freezing of seawater and brine rejection at the 
oceanic surface, deep convection, and the formation of cold and saline 
water in the deep ocean. The isotopic and chemical analyses of deep sea 
sediments suggest that a very thick layer of cold and saline deep water 
and very extensive sea ice also existed at the LGM, as noted above, and 
played a critically important role in maintaining the low atmospheric CO2 
concentration and the cold glacial climate.
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Global Change in 
Water Availability

Acceleration of the Water Cycle

Global warming involves changes not only in temperature but also in the 
rates of evaporation and precipitation. If the concentration of greenhouse 
gases increases in the atmosphere, the downward flux of longwave radiation 
increases at the Earth’s surface, as explained in chapter 1. Thus, temperature 
increases at the surface, enhancing evaporation from the surface, as satu-
ration vapor pressure increases with increasing temperature according to 
the Clausius- Clapeyron equation of thermodynamics. The increase in the 
rate of evaporation in turn results in an increase in the rate of precipitation, 
thereby accelerating the water cycle of the entire planet.

A first attempt to evaluate the impact of global warming on the water 
cycle was made by Manabe and Wetherald (1975). The model used for their 
study was the simple 3- D GCM with highly idealized geography that was 
described at the beginning of chapter 5. In their numerical experiment, 
the equilibrium response of climate was obtained as the difference between 
two long- term integrations of the model with the standard and doubled 
concentrations of atmospheric CO2. Toward the end of each run, the global 
mean rate of precipitation in each of these integrations was identical to that 
of evaporation, satisfying the water balance at the Earth’s surface as well 
as in the atmosphere. The global mean rates of precipitation (and evap-
oration) were 93 cm year−1 for the control run and 100 cm year−1 for the 
CO2- doubling run. This implies that the water cycle of the model increased 
by about 7.4% in response to the doubling of the atmospheric CO2 concen-
tration. The magnitude of this increase is larger than might be expected, 
when keeping in mind that the warming resulting from CO2 doubling was 
similar to that resulting from a 2% increase in solar irradiance, as noted in 
chapter 5. Why does the water cycle intensify by 7.4% in a simulation where 
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the warming is comparable to one in which the incoming solar radiation 
increases by only 2%? To try to answer this question, we will examine the 
heat budget of the Earth’s surface.

In the model described here, the Earth’s surface has no heat capacity. 
Thus, its heat balance must be maintained between the net downward 
fluxes of solar and longwave radiation and the net upward fluxes of sen-
sible heat and latent heat of evaporation, as indicated in table 10.1. This 
table shows that the net downward flux of radiation increases by 3.4% in 
response to the doubling of atmospheric CO2, mainly owing to the increase 
in the downward flux of longwave radiation. On the other hand, the net 
upward heat flux also increases by an identical amount. Thus, the Earth’s 
surface returns all of the radiative energy it receives back to the overlying 
troposphere through the upward heat flux. The upward flux of latent heat 
through evaporation increases by as much as 7.4% (or 5.6 W m−2), whereas 
the flux of sensible heat decreases by 7.7% (or 2.1 W m−2). Because of 
the partial compensation between these changes, the upward heat flux in-
creases by 3.4% (or 3.5 W m−2 ), which is equal to the percentage increase 
in the net downward flux of radiation, thus maintaining the heat balance 
at the Earth’s surface. In summary, the latent heat of evaporation increases 
by as much as 7.4%, even though the downward flux of radiation increases 
by only 3.4%. Why does the latent heat flux increase so disproportionately?

According to the Clausius- Clapeyron equation, the saturation vapor 
pressure of air increases with increasing temperature at an accelerating 
pace. This implies that the atmospheric vapor pressure over a saturated 
surface (e.g., the oceanic surface) also increases nonlinearly as surface tem-
perature increases linearly. Thus, it becomes much easier to remove heat 
from the Earth’s surface through evaporation than through the sensible heat 

taBle 10.1 Mean heat budget of the Earth’s surface 

Control 2×CO2 Change (%)
Downward radiative flux (DSX − ULX) 102.6 106.1 +3.5 (+3.4%) 
Net downward solar flux (DSX) 166.0 165.3 −0.7 (−0.4%)
Net upward longwave flux (ULX) 63.5 59.3 −4.2 (−6.6%)
Upward heat flux (LH + SH) 102.6 106.1 +3.5 (+3.4%)
Latent heat flux (LH) 75.4 81.0 +5.6 (+7.4%)
Sensible heat flux (SH) 27.2 25.1 −2.1 (−7.7%)

Heat budget obtained from the simple GCM described in chapter 5, section Polar Amplification.
Units are W m−2. From Manabe and Wetherald (1975).
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flux as temperature increases. This is an important reason why the rate of 
evaporation increases by 7.4%, thereby accelerating the pace of the hydro-
logic cycle, whereas the sensible heat flux decreases by 7.7% (see table 10.1).

As noted in chapter 5, the mean surface temperature of the model in-
creases by 2.9°C in response to the doubling of the atmospheric CO2 con-
centration. Given that the mean rates of both evaporation and precipita-
tion increase by 7.4%, this implies that the water cycle intensifies by 2.6% 
per 1°C increase in mean surface temperature. The hydrologic sensitivity 
of the model thus obtained may be compared with that of other models 
constructed more recently. Allen and Ingram (2002) estimated the aver-
age hydrologic sensitivity of the models that were used in the IPCC Third 
Assessment Report. They found that the global mean rate of precipitation 
increases by about 3.4% per 1°C increase in surface temperature. Held 
and Soden (2006) estimated a hydrologic sensitivity of 2% per 1°C for a 
subset of the coupled atmosphere- ocean models used in the IPCC Fourth 
Assessment Report. The hydrologic sensitivity of 2.6% per 1°C for the model 
used by Manabe and Wetherald (1975) happens to lie between the average 
sensitivities obtained from the two sets of more recent models used for 
these IPCC assessments.

So far, we have discussed the simulated area- averaged changes in pre-
cipitation and evaporation that accompany global warming. As shown in 
a review of the early studies conducted by Manabe and Wetherald (1985), 
for example, these changes are not uniform spatially. This is attributable in 
no small part to changes in the horizontal transport of water vapor by the 
large- scale circulation of the atmosphere. When tropospheric temperature 
increases in response to an increase in greenhouse gas concentration, it 
is expected that the absolute humidity of air would also increase, owing 
mainly to the increase in saturation vapor pressure (i.e., the moisture- 
holding capacity of air) with increasing temperature. The increase in ab-
solute humidity in turn enhances the transport of water vapor by the at-
mospheric circulation. This is an important reason for the changes in the 
spatial distribution of the difference between precipitation and evaporation 
due to global warming, which thereby alters the availability of water at the 
continental surface.

In the remainder of this chapter, we will describe how the distributions 
of precipitation and evaporation change in response to the doubling and 
quadrupling of the atmospheric concentration of CO2, thereby affecting 
the spatial patterns of river discharge and soil moisture at the continen-
tal surface. Our description of these changes will be based upon analy-
sis of the two sets of numerical experiments conducted in the late 1990s 
using the coupled model described in chapter 8. The first set of numerical 
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experiments simulates the changes in the distributions of precipitation 
and evaporation and associated changes in water availability (e.g., rate 
of river discharge and soil moisture) that could occur around the mid-
dle of the twenty- first century, when the CO2- equivalent concentration of 
greenhouse gases is likely to have doubled. The second set simulates the 
changes in response to the quadrupling of CO2- equivalent greenhouse gas 
concentration. Comparing the results from these two sets of experiments, 
we will attempt to identify the robust changes that are common to the two 
sets and elucidate the physical mechanisms that control these changes.

Numerical Experiments

The coupled atmosphere- ocean- land model used for this study consists 
of GCMs of the atmosphere and ocean and a simple model of the heat 
and water budgets over the continents. It is similar to the coupled model 
described in chapter 8, except that the grid size is halved from ~500 to 
~250 km in order to better simulate the geographic distribution of pre-
cipitation. A water budget of the continental surface is computed at each 
grid cell for a simple “bucket” that has a globally constant moisture- holding 
capacity of 15 cm, representing the difference between the field capacity 
and the wilting point integrated over the root zone of the soil (Manabe, 
1969). Evaporation is a function of soil moisture and potential evaporation, 
which is computed assuming a saturated land surface (Milly, 1992). Where 
the predicted water content of the bucket exceeds its capacity, any excess 
water is converted to runoff, which is then collected over river basins and 
transported to the ocean at each river mouth.

Plate 2a illustrates the geographic distribution of the annual mean 
precipitation obtained from the control experiment, in which the CO2 
concentration is held fixed at the standard value of 300 ppmv. For com-
parison, plate 2b illustrates the observed distribution compiled by Legates 
and Willmott (1990). Inspecting these two panels, one can see that the 
coupled model simulates reasonably well the large- scale distribution of 
precipitation. For example, the model places realistically the regions of 
heavy precipitation in the western tropical Pacific, tropical Africa, and 
the Amazon basin in South America. It also places well regions of meager 
precipitation not only over the subtropical oceans, but also in Australia, 
South Africa, the North American Great Plains, and Central Asia. Fur-
ther inspection also reveals that the model substantially underestimates 
precipitation over the tropical oceans, probably owing to the failure of the 
model to resolve intense tropical storms, which preferentially generate 
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very intense precipitation over the ocean. On the other hand, possibly as a 
consequence of the oceanic precipitation deficit, the model overestimates 
precipitation over the tropical continents.

Using this model, Wetherald and Manabe (2002) performed a set of 
several numerical experiments, in which the model was forced by grad-
ually increasing the CO2- equivalent concentration of greenhouse gases. 
The temporal variation of the CO2- equivalent concentration of green-
house gases used here follows approximately the IS92a scenario of IPCC 
(1992) and is shown by a solid line in figure 10.1. As this figure shows, 
the CO2 concentration increases at a gradually increasing rate until 1990, 
after which it increases at the rate of 1% per year (compounded), dou-
bling by the middle of the twenty- first century. The CO2 growth curve 
lies in the middle range of the scenarios that were presented in the “Spe-
cial  Report on Emission Scenarios” constructed by the IPCC (2001). 
The effects of sulfate aerosols, which scatter incoming solar radiation 
and partially compensate the warming effect of increasing greenhouse 
gases, were also prescribed, based on Haywood et al. (1997). The sulfate 
concentration of aerosols used here was estimated and projected for the 
period 1865–2090—that is, the period of the numerical experiment de-
scribed here.

The numerical experiment described above was repeated eight times, 
starting from slightly different initial conditions extracted randomly from 
the control run, to produce an ensemble of simulations with the same 
radiative forcing. An ensemble mean for the 30- year period 2035–65 was 
produced by averaging the model output across the eight ensemble mem-
bers. This approach greatly reduces the influence of unforced interannual 
and interdecadal variations, which can have a substantial effect on the 
hydroclimate. The influence of CO2 doubling was then estimated as the 
difference between the 30- year ensemble mean centered on 2050, when 
the prescribed CO2 concentration has doubled, and the 100- year mean 
obtained from the control experiment in which the CO2 concentration 
was held fixed at its standard value (1×C).

In addition to the numerical experiments described above, another ex-
periment was conducted (Manabe et al., 2004a) in which CO2 concentra-
tions were prescribed to increase even further. This experimental design, 
originally used by Manabe and Stouffer (1993, 1994), was motivated by the 
work of Walker and Kasting (1992), who conjectured that the atmospheric 
CO2 concentration is likely to increase by a factor of three to six in a few 
centuries unless the combustion of fossil fuels is reduced markedly. In 
this experiment, the CO2- equivalent concentration of greenhouse gases 
increases at a rate of 1% per year (compounded) until it reaches four times 
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the initial (control) value, and remains unchanged thereafter, as indicated 
by the broad gray line in figure 10.1. According to this scenario, the CO2- 
equivalent concentration would quadruple by the early twenty- second 
century. The effect of anthropogenic aerosols was not included in this ex-
periment because it is likely to be relatively small on a centennial time 
scale, as emission controls on sulfur dioxide are strengthened. In order to 
reduce the effects of unforced variability on interannual and interdecadal 
time scales, the model output was averaged over the 100- year period be-
tween the 200th and 300th years of the experiment. The influence of CO2 
quadrupling was then estimated as the difference between this 100- year 
mean and a multicentury mean from the control experiment, in which the 
CO2 concentration was held fixed at the standard value.

In the eight- member ensemble described above, the global mean surface 
air temperature increased by about 2.3°C and global mean precipitation 
increased by 5.2% by the middle of the twenty- first century, when the 
CO2 concentration has doubled. In the CO2- quadrupling experiment, the 
global mean temperature increased by 5.5°C and global mean precipitation 
increased by 12.7% a few centuries after the beginning of the experiment, 
when CO2 has already quadrupled. In both cases, the hydrologic sensitivity 
was about 2.3% per 1°C increase in global mean surface temperature, which 
is similar to the sensitivity of 2.5% per 1°C that Manabe and Wetherald 
(1975) obtained using the simple model described in chapter 5.

fIGure 10.1  Time series of CO2 concentration (logarithmic scale) used for the ensemble of eight 
experiments with gradually increasing CO2 and the control (1×C) are indicated by solid black lines. 
The broad gray line indicates the time series for the CO2-quadrupling experiment (4×C). On the 
ordinate, 2× and 4× denotes twice and four times the standard concentration of CO2 (300 ppmv).
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Plate 3a illustrates the geographic distribution of the ensemble mean 
increase in surface air temperature for the middle of the twenty- first cen-
tury (i.e., the time of CO2 doubling), which was obtained from the first 
set of experiments. Plate 3b illustrates the pattern of surface temperature 
change obtained from the CO2- quadrupling experiment. Although the 
latter is more than twice as large as the former, owing mainly to the much 
larger positive radiative forcing in the CO2- quadrupling experiment, the 
two warming patterns are very similar. Both of them resemble quite well 
the multimodel mean warming pattern from the models used for the IPCC 
Fifth Assessment Report (see figure 12.10 of Collins et al. [2013]). The basic 
physical processes responsible for the warming pattern were the subject of 
detailed analysis presented in chapter 8.

Plate 3b indicates that the magnitude of the warming due to CO2 qua-
drupling increases with latitude in the Northern Hemisphere and is more 
than 14°C over the Arctic Ocean. With the exception of the Southern 
Ocean, where the warming is delayed greatly as explained in chapter 8, it 
is comparable in magnitude to the difference in surface temperature be-
tween the mid- Cretaceous period (approximately 100 million years ago) 
and the present, which Barron (1983) estimated referring to various proxy 
signatures of past climate change. It is therefore likely that the water cycle 
of the mid- Cretaceous may have been as intense as that of the 4×CO2 world 
that will be described in the remainder of this chapter.

We have already discussed how the warming of the Earth’s surface affects 
evaporation, which, in turn, affects precipitation. Analyzing the results 
from the two sets of experiments described above, the large- scale distri-
butions of the changes in evaporation and precipitation obtained from 
the CO2- quadrupling experiment were found to be similar to those from 
the CO2- doubling experiment, although the magnitude of the former was 
about twice as large as the latter. In the following section, we show how 
the latitudinal profile of precipitation and that of evaporation change in 
the CO2- quadrupling experiment, exploring the physical mechanisms that 
control these changes.

The Latitudinal Profile

Figure 10.2 shows the latitudinal distribution of the zonally averaged an-
nual mean rates of precipitation and evaporation simulated by the model. 
Although both precipitation and evaporation tend to be larger at low lat-
itudes than at high latitudes, their profiles are different. For example, the 
zonal mean rate of precipitation is larger than that of evaporation in the 
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tropics and from middle to high latitudes, whereas the reverse is the case 
in the subtropics. The difference between the two profiles is attributable 
mainly to the meridional transport of water vapor by large- scale circulation 
in the atmosphere.

An important factor that controls the latitudinal profiles of precipitation 
and evaporation at low latitudes is the Hadley circulation, with rising mo-
tion in the tropics and sinking motion in the subtropics. In the near- surface 
layer of the atmosphere, the trade winds carry moisture- rich air from the 
subtropics toward the intertropical convergence zone (ITCZ), where in-
tense upward motion predominates and precipitation is at a maximum. 
In the subtropics, on the other hand, air sinks over a broad zonal belt. 
Because of adiabatic compression of this sinking air, relative humidity is 
low, enhancing evaporation from the oceanic surface. Thus, evaporation 
is at a maximum in the subtropics.

At middle latitudes, where extratropical cyclones are frequent, precip-
itation is at a maximum. These cyclones carry warm, humid air poleward 
and cold, dry air equatorward, yielding a net transport of water vapor from 
the subtropics toward the middle and high latitudes. Thus, atmospheric 
circulation transports water vapor from the subtropics, where evaporation 
exceeds precipitation, to the middle and high latitudes, where precipitation 
exceeds evaporation.

Changes in the latitudinal profiles of precipitation and evaporation in 
response to the quadrupling of the atmospheric CO2 concentration are 

fIGure 10.2  Latitudinal profiles of the zonally averaged annual mean rates of evaporation and 
precipitation from the control run, in which the CO2-equivalent concentration was held fixed at the 
standard value. From Wetherald and Manabe (2002).
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shown in figure 10.3. Figure 10.3a presents the latitudinal profiles of the 
zonally averaged annual mean evaporation rate from the control run (1×C) 
and the CO2- quadrupling run (4×C). A comparison of these two profiles 
shows that the rate of evaporation increases at all latitudes with the in-
crease in atmospheric CO2 concentration. The magnitude of the increase 
is large in the tropics and decreases poleward, becoming small in high 

fIGure 10.3  Latitudinal profiles of (a) zonally averaged annual mean rate of evaporation and (b) 
zonally averaged annual mean rate of precipitation, obtained from the control run (1×C) and CO2- 
quadrupling run (4×C), and (c) differences in evaporation and precipitation between the two runs.
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latitudes. Because the vapor pressure of air in contact with a wet surface 
(e.g., the ocean) increases with increasing surface temperature according 
to the Clausius- Clapeyron equation, the vertical gradient of vapor pressure 
above the surface also increases as long as the relative humidity of overlying 
air does not change substantially. This is the main reason why the increase 
in the rate of evaporation is largest at low latitudes, where the surface tem-
perature is highest, and decreases with increasing latitude.

In response to the increase in evaporation described above, the zonal 
mean rate of precipitation also increases at most latitudes, as shown in 
figure 10.3b. The latitudinal distribution of the change in precipitation 
rate, however, is quite different from that of evaporation. As shown on a 
magnified scale in figure 10.3c, the rate of precipitation increases much 
more than that of evaporation in the tropics and in middle and high lat-
itudes, whereas the reverse is the case in the subtropics. These changes 
are attributable mainly to the increase in the export of moisture from the 
subtropics toward other latitudes.

When temperature increases in the troposphere owing to global warm-
ing, absolute humidity also increases, keeping relative humidity almost 
unchanged, as discussed earlier. The increase in absolute humidity in turn 
results in an increase in the transport of tropospheric water vapor. For 
example, the poleward transport of water vapor by extratropical cyclones 
increases, thereby increasing the transport of moisture from the subtropics 
toward middle and high latitudes. Thus, precipitation increases more than 
evaporation poleward of 45° in both hemispheres, as shown in figure 10.3c. 
Meanwhile, the equatorward transport of water vapor by the trade winds 
also increases, increasing the supply of moisture toward the ITCZ, where 
precipitation increases much more than evaporation. On the other hand, 
because of the increase in the export of moisture toward both high and 
low latitudes, precipitation hardly changes in the subtropics, despite an 
increased supply of moisture through evaporation from the Earth’s surface. 
Held and Soden (2006) found similar hydrologic responses in their analysis 
of the climate change experiments used for the IPCC Fourth Assessment 
Report. The enhancement of the pattern of precipitation minus evapora-
tion that they identified has been dubbed the “rich- get- richer” mechanism 
(Chou et al., 2009).

Because of the changes in the rates of precipitation and evaporation 
described above, water availability at the continental surface changes. For 
example, the rate of river discharge increases in middle and high latitudes 
and in the tropics, where precipitation increases more than evaporation. In 
contrast, over many arid and semiarid regions in the subtropics, soil mois-
ture decreases substantially. Since the downward flux of longwave radiation 
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increases in response to the increase in the concentration of greenhouse 
gases, the thermal energy available for evaporation increases at the Earth’s 
surface. On the other hand, precipitation hardly increases or decreases 
in much of the subtropics owing to the increased export of water vapor 
toward both high and low latitudes. For these reasons, it is expected that 
soil moisture would decrease substantially over arid and semiarid regions 
in the subtropics. In the remainder of this chapter, we will describe how 
the geographic distributions of river discharge and soil moisture change 
as a consequence of global warming.

River Discharge

When precipitation exceeds evaporation at the continental surface, soil 
moisture increases. Sooner or later, the soil becomes saturated with water 
and excess water runs off through rivers. The geographic pattern of annual 
runoff obtained from the control experiment is presented in plate 4. As ex-
pected, the mean annual runoff is usually large in those regions where the 
rate of precipitation exceeds that of evaporation. For example, the simulated 
runoff is large in tropical regions of heavy rainfall such as the Amazon basin 
in South America, the Congo basin in Africa, and river basins in Southeast 
Asia and the Indonesian islands. The rate of runoff is also large in certain 
midlatitude regions such as the Saint Lawrence and Columbia basins in 
North America, and river basins in western Europe. Although the rate of 
precipitation is not very large, the rate of runoff is large over northern Siberia 
and northern Canada, where the rate of evaporation is small mainly owing 
to low surface temperatures under weak solar radiation. On the other hand, 
runoff is small over many arid and semiarid regions of the continents, such 
as the Sahara, Central Asia, Great Plains, southwestern North America, 
much of Australia, and the Kalahari region of Africa, because of meager 
precipitation and intense incoming solar radiation available for evaporation.

Table 10.2 includes a comparison of historical mean and model- 
estimated values of annual discharge for a number of important river basins 
throughout the world. The model estimates were obtained from the control 
time integration of the model, in which the atmospheric CO2 concentra-
tion is kept unchanged at the standard value throughout the course of the 
integration. In high and middle latitudes, for example, about half of the 
basins have modeled discharges within about 20% of the observed value. 
The total discharge simulated for high and middle latitudes (52,700 and 
97,500 m−3 s−1) compares reasonably well with the observed values (63,200 
and 84,400 m−3 s−1). In low latitudes, however, river discharges are overes-
timated, particularly in tropical Africa and Southeast Asia. These are also 

 EBSCOhost - printed on 2/13/2023 7:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



taBle 10.2 Observed (historical) and simulated mean 
annual discharges of major rivers of the world

River Basin
Mean Discharge (103 m3 s−1)a Change (%)b

Historical Control 2050 4xC
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Yukon 6.5 10.1 +21 +47
Mackenzie 9.1 8.5 +21 +40
Yenisei 18.1 12.6 +13 +24
Lena 16.9 15.1 +12 +26
Ob’ 12.6 6.4 +21 +42
Subtotal 63.2 52.7 +16 +34

M
id

dl
e 
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e

Rhine/Elbe/Weser/Meuse/
Seine 3.9 3.1 +25 +20

Volga 8.1 5.2 +25 +59
Danube/Dnieper/Dniester/
Bug 8.5 6.7 +21 +9

Columbia 5.4 6.4 +21 +47
Saint Lawrence/Ottawa/Saint 
Maurice/Saguenay/Outardes/
Manicouagan

11.8 12.4 +6 +12

Mississippi/Red 17.9 10.2 +0 −7
Amur 9.2 −1 +3

Huang He 16.7 +0 +18

Chang 28.8 53.5 +4 +28
Zambezi 31.1 −1 +2

Paraná/Uruguay 23.5 +24 +54

Subtotal 84.4 97.5 +8 +24

Lo
w

  L
at

itu
de

Amazon/Maicuru/Jari/
Tapajos/Xingu 194.3 234.3 +11 +23

Orinoco 32.9 28.2 +8 +1
Ganges/Brahmaputra 33.3 48.6 +18 +49
Congo 40.2 122.3 +2 −1
Nile 2.8 49.5 −3 −18
Mekong 9.0 28.6 −6 −6
Niger 58.3 +5 +6

Subtotal 312.5 469.8 +7 +13

TOTAL 460.1 661.7 +8 +16

From Manabe et al. (2004b).
a Mean discharges shown from historical data and simulated from the control (1×C), where atmo-
spheric CO2 concentration is kept unchanged at 300 ppmv. Subtotals and totals include only those 
basins with historical data.
b Relative changes simulated to occur from the preindustrial period to the middle of the twenty-first 
century, when the CO2 concentration has doubled (2050), and those in response to a quadrupling of 
atmospheric CO2 (4×C). The percentage change from A to B is defined as 100 × (B − A)/A.
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regions where precipitation is overestimated substantially (plate 2a and 
2b). In general, however, the model reproduces reasonably well the annual 
discharge from many of the major rivers of the world.

The comparison of observed and modeled discharge presented here is 
affected by temporal sampling error in the observations, because obser-
vational records do not always cover a long enough period to provide pre-
cise estimates of climatic means. Additionally, the natural balance between 
runoff and evaporation is modified significantly as a result of irrigated 
agriculture and evaporation from artificial reservoirs. Nevertheless, both 
sampling error and the consequences of water resource development are 
small compared with the simulation errors in the basins for which com-
parisons are made in table 10.2.

The geographic distributions of the changes in the annual mean rate of 
runoff simulated for CO2 doubling and CO2 quadrupling are illustrated 
in plate 5a and b, respectively. As this figure shows, the patterns of the 
changes are remarkably similar between the two simulations, although the 
magnitude of the change in the latter case is about twice as large, as one 
might expect given the difference in the simulated warming. The similarity 
between the two patterns implies that the physical mechanisms involved 
are practically identical between the two simulations. It also implies that 
any effect of unforced variability is very small, largely because of the time 
averaging applied to the runoff obtained from the two experiments.

In both simulations, runoff increases in high latitudes, particularly over 
the northwest coast of North America, northern Europe, Siberia, and Can-
ada. It also increases in the rainy regions of the tropics such as Brazil, the 
west coast of tropical Africa, Indonesia, and northern India. On the other 
hand, runoff decreases in many semiarid regions such as the zonal belt to 
the south of the Sahara, the southern part of North America, the west coast 
of Australia, the Mediterranean coast, and northeast China. The magnitude 
of the reduction, however, appears to be relatively small in absolute terms, 
although it may not be small in terms of percentage, as shown by Milly 
et al. (2008). In general, the geographic pattern of the change in runoff is 
similar to the multimodel average from the models used for the IPCC Fifth 
Assessment Report (see figure 12.24 of Collins et al. [2013]).

A notable exception occurs, however, in the Amazon basin, where runoff 
increases substantially in the result presented here but decreases in the 
multimodel mean. One can speculate that the discrepancy is largely attrib-
utable to the difference in the rate of precipitation. As indicated in Flato et 
al. (2013, fig. 9.4b), the multimodel mean rate of precipitation in the basin 
is substantially smaller than the observed rate, whereas a similar bias is 
not evident in plate 2a and 2b for the model presented here. In view of the 
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close relationship between rainfall and runoff, it is likely that the rate of 
runoff is going to increase in the Amazon basin owing to global warming.

Averaged zonally, changes in the rate of runoff bear some similarity to 
changes in the difference between precipitation and evaporation. Runoff 
increases substantially in the tropics and also in middle and high latitudes. 
In contrast, the magnitude of the change in runoff is small in the subtropics. 
An increase in the export of water vapor from the subtropics to both higher 
and lower latitudes is the primary cause of these changes, as discussed 
earlier in this chapter.

The percentage changes in the rate of river discharge from the major 
rivers of the world for the CO2- doubling and CO2- quadrupling experi-
ments are also shown in table 10.2. As this table indicates, the changes in 
the quadrupling experiment are about twice as large as in the doubling 
experiment. For example, the discharge from Arctic rivers such as the 
Mackenzie and Ob’ increases by ~20% with CO2 doubling and ~40% with 
CO2 quadrupling. The large increase in discharge from these Arctic  rivers 
is attributable mainly to the increase in poleward transport of water vapor, 
as discussed earlier in this chapter. Recently, Peterson et al. (2002) ana-
lyzed the time series of the discharges from several major Arctic rivers 
in Siberia. They found that the total discharge from these rivers has a 
statistically significant positive trend, in qualitative agreement with the 
results presented here.

In the middle latitudes, the percentage change in discharge from Eu-
ropean rivers such as the Volga is large. The response from these rivers 
is similar to those in high latitudes. The discharge from Columbia also 
increases as precipitation increases in the Rocky Mountains. On the other 
hand, the change in combined discharge of the Paraná and Uruguay rivers 
is relatively high, reflecting essentially a tropical response within the runoff 
source region for this system.

In the tropics, the discharge from the Amazon River increases by 11% 
and 23% in response to the CO2 doubling and CO2 quadrupling, respec-
tively. Although the discharges from the Ganges- Brahmaputra and Congo 
increase greatly in response to the doubling and quadrupling of CO2, they 
should be regarded with caution in view of the gross overestimate of the 
annual discharges obtained from the control experiment. Similar caution 
may also be applicable to the changes in river discharge from the Congo, 
Mekong, and Nile rivers.

The impact of climate change on river discharge has also been estimated 
using stand- alone models of river discharge by Alcamo et al. (1997) and 
Arnell (1999), and by using climate model output from Vörösmarty et al. 
(2000) and Arnell (2003). For example, the consensus pattern of change 
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obtained by Arnell (2003) on the basis of data from several climate models 
is broadly consistent with the pattern described here, with the major excep-
tion of the Amazon River, where runoff decreases in his analysis. In sharp 
contrast, runoff increases substantially in the experiments described here. 
In view of the substantial underestimation of rainfall in the Amazon basin 
in many models used in Arnell’s analysis, it may be premature, however, 
to conclude that the discharge from the basin is going to decrease owing 
to global warming, as noted earlier.

Soil Moisture

A meaningful and direct comparison of modeled soil moisture with obser-
vations is not possible because of difficulties in defining the plant- available- 
water- holding capacity of the soil and because of the extreme heterogeneity 
of soil moisture, soil properties, and vegetation rooting characteristics. 
Nevertheless, soil moisture in this model is an excellent indicator of soil 
wetness. Plate 6 illustrates the distribution of annual mean soil moisture 
simulated by the model. The model reproduces reasonably well the large- 
scale features of soil wetness. For example, the regions of very low soil 
moisture simulated by the model approximately correspond with the major 
arid regions of the world: the Gobi and Great Indian deserts of Eurasia, 
the North American deserts, the Australian desert, the Patagonian Desert 
of South America, and the Sahara and Kalahari deserts of Africa. Further-
more, the model places reasonably well the semiarid regions adjacent to 
many of the major arid regions in Africa, Australia, and Eurasia. Although 
the semiarid region in the western plains of North America is simulated by 
the model, it extends eastward too far, particularly in the southern United 
States, where precipitation is underestimated substantially (compare plate 
2a with 2b). On the other hand, soil moisture is large in Siberia and Can-
ada, located in high northern latitudes where precipitation substantially 
exceeds the relatively meager evaporation. As expected, soil moisture is 
also large in heavily precipitating regions of the tropics in South America, 
Southeast Asia, and Africa. In summary, the model places reasonably well 
the locations of arid, semiarid, and wet regions of the world.

Drying in Arid and Semiarid Regions

Global warming affects not only river discharge but also soil moisture. The 
geographic distributions of the change in annual mean soil moisture in 
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response to the doubling and quadrupling of the atmospheric concentration 
of CO2 are illustrated in plate 7. The changes are presented in terms of per-
centage change relative to the control experiment. The geographic pattern 
of the percentage change in soil moisture due to CO2 doubling resembles 
the pattern due to CO2 quadrupling, though the latter is about twice as large 
as the former. As noted with regard to the change in the rate of runoff, the 
similarity between the two patterns implies that the basic physical mech-
anism involved is practically identical between the two simulations. The 
percentage reduction in soil moisture is relatively large in many arid and 
semiarid regions of the world, such as western and southern parts of Aus-
tralia, southern Africa, southern Europe, northeastern China, and south-
western North America. Although the percentage reduction is also large in 
the southeastern United States, this result should be regarded with caution 
because simulated precipitation is substantially less than observed (plate 2) 
and simulated soil moisture (plate 6) is unrealistically small in the region.

It is encouraging that the geographic patterns of the percentage changes 
in annual mean soil moisture in plate 7 resemble the multimodel mean 
pattern of changes from Collins et al. (2013, fig. 12.23) in the IPCC Fifth As-
sessment Report. However, a notable exception occurs in the Amazon basin. 
Although soil moisture changes only slightly in this basin as indicated in 
plate 7, it decreases substantially in the multimodel mean. We have previ-
ously noted that the multimodel mean precipitation in this basin is much 
less than observed. A similar discrepancy is not evident in plate 2, which 
compares the simulated and observed distribution of precipitation for the 
coupled model discussed here. It is therefore possible that the difference 
in the sign of soil moisture change may be attributable to the difference 
in the rate of simulated precipitation in the basin. Thus we are tempted to 
speculate that soil moisture may increase in the Amazon basin as global 
warming proceeds, as it does in the present model.

The seasonal dependence of soil moisture change (%) in response to CO2 
quadrupling is shown in plate 8 for each of the standard seasons: June–July–
August (JJA), September–October–November (SON), December– January–
February (DJF), and March–April–May (MAM). This figure shows that soil 
moisture decreases in many arid and semiarid regions, particularly during 
the dry season. For example, the percentage reduction is pronounced in 
southern Australia from JJA to SON, in and around the Kalahari Desert 
of Africa in JJA, in southern Europe in JJA, and in southwestern North 
America from DJF to MAM. Although it is also large in the southeastern 
United States in MAM, this should be regarded with caution because of 
the systematic underestimation of precipitation in this region. Although 
not shown here, the geographic pattern of the soil moisture change that 
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occurs in response to CO2 doubling resembles the pattern that occurs in 
response to CO2 quadrupling.

Why does soil moisture decrease in many arid and semiarid regions of 
the world? As we have discussed previously, the downward flux of long-
wave radiation increases owing to the increase in the concentration of 
greenhouse gases, thereby increasing the radiative energy that is potentially 
available for evaporation. On the other hand, the magnitude of the change 
in precipitation is usually small in these regions. In order to maintain the 
water balance of the continental surface, it is therefore necessary to reduce 
evaporation as a fraction of potential evaporation. Because the ratio of 
evaporation to potential evaporation decreases as the soil dries, a reduc-
tion in soil moisture reduces the fraction of the radiative energy used for 
evaporation. This is the main reason why soil moisture decreases in many 
arid and semiarid regions of the world. That is not so say that changes in 
the precipitation rate are not important. Indeed, the percentage reduction 
of soil moisture tends to be large in those regions where the percentage 
reduction of precipitation is also large. (For the geographic distribution of 
the percentage change in precipitation, see Collins et al. [2013, fig. 12.22] 
from the IPCC Fifth Assessment Report.)

In many relatively arid regions of the world, soil moisture is small partly 
because water vapor is exported outward by the large- scale circulation in 
the atmosphere, as it is in many regions in the subtropics. Because ab-
solute humidity of air usually increases with increasing temperature, it 
is expected that the rate of export is likely to increase as global warming 
proceeds, reducing the amount of water vapor available for precipitation in 
these regions. This is another reason why soil moisture decreases in such 
relatively arid regions.

So far, we have discussed the systematic change of soil moisture that 
occurs on multidecadal to centennial time scales in response to a gradual 
increase in the atmospheric greenhouse gas concentration. The temporal 
variation of soil moisture at interannual and decadal time scales is depicted 
in figure 10.4. The figure illustrates, for both a global warming and a con-
trol run, the time series of annual mean and 20- year- running- mean soil 
moisture over the semiarid region in southwestern North America. The 
systematic reduction of annual mean soil moisture in the global warming 
run is often overwhelmed by large natural interannual variability. By the 
latter half of the twenty- second century, however, the thin gray line signi-
fying the global warming run dips below 3 cm more frequently than the 
thin black line does that indicates the time series of the annual mean soil 
moisture obtained from the control run. (In the simple bucket model, a soil 
moisture value of 3 cm indicates that plant- available water is only 20% of 
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what it would be in saturated soil.) This result implies that the frequency 
of drought is likely to increase during the twenty- first century as plant- 
available water dips below 20% of saturation in many semiarid and arid 
regions of the world.

Midcontinental Summer Dryness

As plate 8a shows, soil moisture decreases in summer over extensive mid-
continental regions of both North America and Eurasia in the middle and 
high latitudes. This is in contrast to winter, when soil moisture increases 
in these regions, as indicated in plate 8c. Midcontinental summer dryness 
has been the subject of many studies (e.g., Cubasch et al., 2001; Gregory 
et al., 1997; Manabe and Stouffer, 1980; Manabe and Wetherald, 1985; 

fIGure 10.4  Time series of simulated soil moisture (cm) averaged over the semiarid region in 
southwestern North America, which is enclosed by 20° and 38° N latitude, 88° and 114° W longitude, 
and coastal boundaries. Thin and thick black lines show, respectively, the time series of annual mean 
and 20-year-running-mean soil moisture obtained from the control integration. Thin and thick gray 
lines show, respectively, the time series of annual mean and 20-year-running-mean soil moisture 
obtained from one of the eight-member ensemble of global warming experiments described in the 
section Numerical Experiments. From Wetherald and Manabe (2002).
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Manabe et al., 1992; Mitchell et al., 1990). We will now explore this topic 
further, referring to the study of Manabe and Wetherald (1987), which was 
conducted using an atmosphere/mixed- layer- ocean model as described in 
chapters 5 and 6.

According to their analysis, the large percentage reduction of soil mois-
ture in summer over the northern part of Siberia and Canada around 60° 
N is attributable mainly to the earlier termination of the snowmelt season. 
As surface temperature increases at the continental surface owing to global 
warming, the snowmelt season ends earlier in the spring, exposing the 
snow- free surface (with low albedo) to intense solar radiation. This is the 
main reason why the absorption of solar energy at the continental surface 
increases markedly and makes additional energy available for evaporation 
in the late spring, thereby reducing soil moisture in summer.

In much of the continental regions in middle latitudes, the summer 
reduction of soil moisture is attributable not only to the earlier termination 
of the snowmelt season described above, but also to the poleward shift 
in the latitudinal profile of precipitation from winter to summer. When 
temperature increases in the troposphere, the absolute humidity of air usu-
ally increases. Thus, the poleward transport of moisture by extratropical 
cyclones increases, as we have discussed previously. For this reason, the 
rate of precipitation usually increases substantially along the midlatitude 
cyclone track and on its poleward flank. In contrast, on the equatorward 
flank of the cyclone track precipitation hardly changes or decreases slightly, 
as shown, for example, in figure 10.3b. Because the cyclone track and its 
associated rain belt shift poleward from winter to summer, particularly 
over the continents, a midcontinental region located in the poleward flank 
of the cyclone track in winter would be in its equatorward flank in sum-
mer. Thus, precipitation increases substantially in winter, whereas it often 
decreases slightly in summer. On the other hand, the downward flux of 
longwave radiation increases at the Earth’s surface owing to the increase 
in atmospheric CO2 concentration, making additional energy available 
for evaporation. The combination of increased evaporation and a decrease 
in precipitation leads to a decrease in soil moisture over midcontinen-
tal regions in summer. A similar mechanism also operates in southern 
Europe, where the percentage reduction in soil moisture is particularly 
large in summer, as shown in plate 8. There is an important difference, 
however, because soil moisture in southern Europe decreases not only in 
summer but also in the other seasons, in contrast to many other regions 
of middle and high latitudes, where soil moisture increases in winter and 
early spring. Although precipitation increases in southern Europe in these 
seasons, the magnitude of the increase is small and is responsible for the 
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small percentage reduction of soil moisture because it is not large enough 
to compensate for increased evaporation.

In sharp contrast to summer, soil moisture increases in winter over very 
extensive regions in both the North American and Eurasian continents in 
middle and high latitudes, mainly owing to the increase in precipitation. 
Since temperature is very low in these regions, the rate of evaporation is 
small and hardly changes in winter despite the increase in surface tempera-
ture due to global warming. For these reasons, soil moisture increases over 
very extensive regions in winter (DJF) and spring (MAM), as shown in 
plate 8c and d, although it decreases slightly in southern Europe in spring.

Figure 10.5 illustrates the latitude/calendar- month distribution of 
the equilibrium response of zonal mean soil moisture to the doubling of 
the atmospheric CO2 concentration. Although it was obtained from the 

fIGure 10.5  Zonal mean change in soil moisture (cm) in response to the doubling of atmospheric 
CO2 concentration as a function of latitude and calendar month. Black shading indicates latitude 
bands where there is very little land or the land is ice-covered. From Manabe and Wetherald (1987).
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atmosphere/ mixed- layer- ocean model described in chapters 5 and 6, it 
essentially encapsulates the results that are obtained from the model pre-
sented in this section and shown in plate 8. Soil moisture decreases in sum-
mer but increases in winter in middle and high latitudes of the Northern 
Hemisphere. In the subtropics, soil moisture decreases during much of 
the year, particularly in winter and spring when precipitation decreases. 
Although the magnitude of the reduction is small in other seasons, it is 
not necessarily small when expressed in terms of percentage reduction.

Implications for the Future

If the concentration of greenhouse gases continues to increase, following 
a so- called “business- as- usual” scenario, the reduction of soil moisture in 
many arid and semiarid regions of the world is likely to become increas-
ingly noticeable during the twenty- first century. By the latter half of the 
twenty- second century, the reduction of soil moisture in these regions 
could become very substantial and the frequency of drought is likely to 
increase markedly. Unfortunately, the river discharge in these regions is not 
likely to increase significantly, or may actually decrease as global warming 
proceeds. It is therefore likely that the shortage of water in these regions 
could become very acute during the next few centuries. In contrast, an 
increasingly excessive amount of water is likely to be available through 
river discharge in many water- rich regions in high northern latitudes and 
in heavily precipitating regions of the tropics, where the frequency of floods 
is likely to increase markedly, as Milly et al. (2002) found in a numeri-
cal experiment. The implied amplification of existing differences in water 
availability between water- poor and water- rich regions could present a 
very serious challenge to the water- resources managers of the world. For 
further discussion of this subject, see the short essay by Milly et al. (2008).
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In this book, we have presented, in historical order, many of the studies 
of global warming that have been conducted since the end of the nine-
teenth century, when Arrhenius conducted his pioneering study described 
in chapter 2. These studies have used a hierarchy of climate models with 
increasing complexity, such as an energy balance model, a 1- D radiative- 
convective model, and a 3- D GCM of the coupled atmosphere- ocean- land 
system. These models have been very useful not only for predicting, but 
also for understanding climate change.

As described in chapter 4, a GCM of the atmosphere consists of prog-
nostic equations of state variables such as wind, temperature, specific 
humidity, and surface pressure. Each prognostic equation usually con-
sists of two parts. The first is based upon the laws of physics, such as the 
equation of motion, the thermodynamic equation, Kirchhoff ’s law of radi-
ative transfer, Planck’s function of blackbody radiation, and the Clausius- 
Clapeyron equation of saturation vapor pressure. The second part includes 
parameterizations of various sub- grid- scale processes such as moist and 
dry convection, the formation and disappearance of cloud in the atmo-
sphere, the budget of snow and soil moisture at the continental surface, 
and the formation and disappearance of sea ice at the oceanic surface, 
among many others. In the 1960s and 1970s, when early versions of GCMs 
were developed at various institutions, electronic computers were in the 
early stages of their development and their capabilities were limited. This 
is an important reason why the parameterizations of these sub- grid- scale 
processes in early models were made as simple as possible. Nevertheless, 
it was encouraging that these models successfully simulated many salient 
features of the general circulation of the atmosphere and the distributions 
of temperature and precipitation, as shown, for example, in chapter 4. It 
is also encouraging that a GCM of the coupled atmosphere- ocean- land 
system, constructed about 30 years ago, successfully simulated the geo-
graphic pattern of surface temperature change that has been observed 
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during the past several decades, as noted, for example, by Stouffer and 
Manabe (2017).

Owing partly to the simplicity of parameterizations and low resolution, 
the computational requirements of these models are much smaller than 
the climate models that are currently used for predicting climate change. 
Thus, it has been possible to conduct countless numerical experiments, 
changing one factor at a time, using the models as a virtual laboratory for 
exploring the inner workings of the climate system. In fact, the simplicity 
of parameterizations has facilitated greatly the diagnostic analysis of the 
results obtained. For these reasons, climate models with relatively simple 
parameterizations have been and are likely to remain very powerful tools 
for exploring climatic change of not only the industrial present but also 
the geologic past.
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(initial GFDL model), 42–44, 43, 45; 
CO2 doubling and solar irradiance ex-
periment (Hansen et al., 1984), 56–57; 
CO2 doubling experiment (Manabe and 
Wetherald, 1975), 50–57, 53, 54, 146; cou-
pled atmosphere- ocean- land models (see 
coupled atmosphere- ocean- land models); 
early numerical experiments, 50–69; and 
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sea- level pressure, 40–41, 41; and latitude- 
height distribution of zonal mean tempera-
ture, 44, 45, 53, 57, 58, 58; Manabe and 
Stouffer model (late 1970s, early 1980s), 
61–67; Manabe and Wetherald model (mid 
1970s), 50–59, 53, 54, 146; Phillips’s model, 
37–38; and polar amplification of warm-
ing, 52, 55–57; seasonal models (GFDL), 
44–49, 47–49, 60–67, 62–65, 68, 69 (see 
also specific models under this heading); and 
solar irradiance experiment of Wetherald 
and Manabe (1975), 50, 53, 56–59; and 
solar irradiance study of Held et al. (1981), 
60; UCLA model (1960s), 38–41; and 
water cycle, 146–48 (see also hydrologi-
cal cycle); and water vapor feedback, 50, 
54–55; and winds, 39, 39, 48, 48–49. See 
also GFDL models; GISS model
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GFDL models: annual mean model (initial 
general circulation model), 42–44, 43, 45; 
and Atlantic Meridional Overturning Cir-
culation, 126–30, 128; atmosphere/mixed- 
layer- ocean models, 60–67, 62–65, 68, 69, 
75, 164–66 (see also atmosphere/mixed- 
layer- ocean models); and changes in the 
water cycle, 146, 148–66; and climate 
sensitivity, 75, 97, 103–4 (see also climate 
sensitivity); and cloud feedback studies, 
86–90, 92; and cold climate and deep water 
formation, 137–45, 140, 141, 144; coupled 
atmosphere- ocean- land models, 112–45, 
116, 119, 121, 123, 124, 128, 131, 133, 135, 
140, 141, 144; differences between GFDL 
model and GISS model, 82, 89–90; fixed- 
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99; general circulation models and experi-
ments of the mid 1970s, 50–59, 53, 54, 146; 
general circulation models of the late 1950s 
and early 1960s, 41–49; global warming 
experiments (early 1990s), 118–25, 119, 
121, 123, 124; radiative- convective models 
of the atmosphere (1960s), 25–31, 54–55; 
seasonal model (mid 1970s), 44–49, 47–49; 
and simulated glacial–interglacial contrast, 
97–104, 99, 102; and soil moisture, 164–66; 
and Southern Ocean, 131, 131–36, 133, 135
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GISS model: atmosphere/mixed- layer- ocean 

model (Hansen et al., 1983, 1984), 69, 
82–86; and climate sensitivity, 83–86, 105; 
CO2 doubling and solar irradiance experi-
ment (Hansen et al., 1984), 56–57; coupled 
atmosphere- ocean- land model (Hansen 
et al., 1981), 108–12; differences between 
GFDL model and GISS model, 82, 89–90; 
and feedback processes, 82–86, 89–90, 92; 
and Q- flux technique, 82; and simulated 
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1984), 96–97, 105

glacial–interglacial climate transitions, 17–18, 
94–105; and albedo feedback, 80; and 
 CLIMAP Project reconstruction, 95–105, 
99, 102, 104; and climate sensitivity, 94; 
and energy balance models, 80; evidence 
from the geologic record, 94–96, 98, 99, 
101–5, 102, 104; and expansion of conti-
nental ice sheets, 100, 101; and increase in 
albedo of snow- free surface, 100; and re-
duction in greenhouse gas concentration, 
100; simulated glacial–interglacial contrast, 
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glacial–interglacial climate transitions 
( continued) 
96–105, 99, 101, 102, 104. See also last 
 glacial maximum

global mean surface temperature: and Arrhe-
nius’s study, 17, 19, 24; and atmosphere/
mixed- layer- ocean models, 63, 64, 83; 
Callendar’s estimates, 20–22, 24; changes 
in response to changes in CO2 concentra-
tion (see carbon dioxide, impact of changes 
in concentration; climate sensitivity); and 
CO2 quadrupling experiment (Manabe 
et al., 2004), 151; compared to effective 
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current value, 5, 7; and delayed response to 
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of the ocean, 107–9, 108, 118, 120; and 
feedback parameter, 71–72; increase over 
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in seasonal variation (1991–2009), 67–68, 
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pling experiment, 64; time- dependent re-
sponse to gradual increase in CO2 concen-
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92. See also climate sensitivity

global warming, 11–15; and accelerating water 
cycle, 146–66 (see also hydrological cycle); 
and change in distribution of clouds, 
90; and cooling of the stratosphere, 34; 
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al., 1991, 1992), 118–25, 119, 121, 123, 124; 
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90; delay in warming due to thermal iner-
tia of the ocean, 107–9, 118, 120, 122, 125; 
and effect of greenhouse gases on long-
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11–14, 13 (see also under greenhouse 
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increase in cloud- top height, 85–86; and 
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increasing rate of evaporation, 146, 148, 
154–55, 162, 164; observations of surface 
temperature, 2, 67–68, 68, 122, plate 1 (see 
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tion of warming (see polar amplification 
of warming); and poleward transport of 
water vapor, 129, 162; seasonal variation 
of warming, 64–68; and soil moisture, 
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than ocean, 112, 120, 122; and water vapor 
feedback, 14–15, 34, 77–78, 78. See also 
global mean surface temperature; green-
house effect; heat balance of the Earth; 
polar amplification of warming
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85–86; early studies and conjectures, 16–24; 
gain factor and runaway greenhouse effect, 
73–74; and global warming, 11–15; and 
greenhouse gases, 7, 9, 10–14; mechanism 
described, 4–7, 10–11; and vertical tem-
perature structure of the atmosphere, 19. 
See also heat balance of the Earth

greenhouse gases, 1, 3; and composition of the 
atmosphere, 4; effect of greenhouse gases 
on longwave radiative transfer in the at-
mosphere, 11–14, 13, 21–24, 32, 34, 78–79; 
emission and absorption of longwave 
radiation, 3, 7, 9, 29, 34; ice- core records 
of, 3, 96; identification by Tyndall, 16–17; 
and last glacial maximum, 96; and thermal 
forcing in coupled models, 111–12. See 
also carbon dioxide; chlorofluorocarbons; 
greenhouse effect; methane; nitrous oxide; 
ozone; water vapor

Gregory, J. M., 93
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Hadley circulation, 38, 46, 153
Hansen, J.: atmosphere/mixed- layer- ocean 

model, 69, 82–86, 96–97, 105; and early 
coupled atmosphere- ocean- land model, 
108–12; and feedback processes and cli-
mate sensitivity, 82–86, 89, 92; and gain 
factor metric, 73; and heat exchange be-
tween surface layer and deeper layers of the 
ocean, 108–9; and impact of cooling of the 
stratosphere, 34; and Q- flux technique, 82; 
and simulated glacial–interglacial contrast, 
96–97, 105; and time- dependent response 
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to thermal forcing, 109, 110; and warming 
over continents vs. over ocean, 120

Hargreaves, J. C., 105
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heat balance of the atmosphere: and Arrhe-

nius’s study (late 1800s), 18; and heating 
due to absorption of solar radiation, 29; 
and net cooling due to emission and ab-
sorption of longwave radiation by carbon 
dioxide, 29, 34; and radiative equilibrium 
vs. radiative- convective equilibrium, 28, 
28–29, 30; and the stratosphere, 29, 34; and 
the troposphere, 29

heat balance of the Earth, 106; and cloud 
cover, 10; and current planetary warming, 
5–6; and greenhouse effect, 4–7, 10–11; ra-
diative heat balance, 4, 5, 21–22, 70–73

heat balance of the Earth’s surface: and 1- D 
vertical column model, 25–26, 28; and 
Arrhenius’s study, 18; and Callendar’s es-
timates of surface temperature changes in 
response to changes in CO2 concentration, 
21–22; components of, 25–26; and GFDL 
seasonal model, 61; and heat conduction 
in the soil, 26; and perturbation equation 
of net upward flux of longwave radiation at 
the Earth’s surface, 21–22; and upward flux 
of sensible heat and latent heat of evapora-
tion, 23–24, 46; and vertical mixing of heat 
in the ocean, 26; and water cycle, 147–48

heat balance of the ocean, 61
heat capacity of the Earth system, 107–8
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148, 155; and feedback and gain factors, 
84, 90, 92; and sensitivity of ice caps to 
solar irradiance, 59, 60; and Southern 
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Hoffert, M. I., 108–9
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humidity: and assumptions of early models, 

24; and change in surface temperature, 
54–55; and climate sensitivity, 73, 77–79; 
and cloud fraction in upper and lower 
troposphere, 86–88; and CO2 doubling ex-
periment (Manabe and Wetherald, 1975), 
54, 54–55; distribution of relative humidity 
in the troposphere, 77–78; and impact of 
warming, 22, 146, 148, 155, 164 (see also 

evaporation; precipitation); and radiative- 
conductive models, 32, 34, 54–55. See also 
clouds; deep moist convection; hydro-
logical cycle; water vapor; water vapor 
feedback

hydrological cycle, 146–66; acceleration of, 
14–15, 146–60; and Cretaceous period, 
152; and GFDL general circulation model, 
42; and heat balance, 146–47; increased 
transport of water vapor by atmospheric 
circulation, 148, 155; intensification de-
pending on mean surface temperature, 
148; latitudinal profile of evaporation and 
precipitation (simulations), 152–56, 153, 
154; mechanism of acceleration, 146–49; 
and river discharge, 148, 155–60, 166, 
plate 4, plate 5; and soil moisture, 148, 
160–66, 163, 165, plate 6, plate 7; and water 
availability, 148, 155–56, 163, 166. See also 
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 climate transitions; last glacial maximum
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Imbrie, John, 94–95
Inamdar, A. K., 93
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lapse rate feedback, 75–77, 83–84, 91
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26. See also critical lapse rate of convection
last glacial maximum (LGM): and CLIMAP 

Project reconstruction, 95–105, 99, 102, 
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last glacial maximum (continued) 
104; and CO2 halving experiment, 142, 
144–45; continental ice sheets, 95, 144; and 
greenhouse gases, 96; and ocean surface, 
144–45; quantitative analysis of, 94–96; 
and simulated glacial–interglacial contrast, 
97–101, 99, 101, 102, 104
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LGM. See last glacial maximum
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longwave radiation: and 1- D vertical column 

model, 25, 29; and blackbody radiation, 
5, 7, 9, 10, 73; changes in upward flux 
with increasing height, 10; and clouds, 10, 
80–81; and cooling of the stratosphere, 34, 
72; effect of greenhouse gases on longwave 
radiative transfer in the atmosphere, 11–
14, 13, 21–24, 32, 34, 78–79; and general 
circulation models, 38, 42; and increasing 
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ward flux, 21–22, 72; radiation absorbed by 
the atmosphere, 5–7, 9; and radiative heat 
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14, 33, 62, 71, 73, 76–79, 81, 85–86, 88, 89, 
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Malkus, J. S., 43
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Overturning Circulation, 118, 126–28; 
and changes in the water cycle, 146, 148, 
150, 151, plate 2; cloud feedback studies 
(Wetherald and Manabe 1980, 1986, 1988), 
86–90, 97; CO2 doubling experiment 
(Manabe and Wetherald, 1975), 50–57, 
146; CO2 halving experiment (Stouffer 
and Manabe, 2003), 138, 141, 142–44, 
144; and coupled atmosphere- ocean- land 
model, 113–30; and cyclone formation, 
47; and feedback parameter and climate 
sensitivity, 72, 76; geographical distribu-
tion of surface temperature, plate 3; and 
GFDL general circulation models, 41–42, 
50–59, 61–67, 113–25 (see also specific 
models under GFDL models); and glacial 
climate studies, 94, 97–101, 99, 101, 102, 
144; global warming experiments using 
coupled model, 117–30, 119, 121, 123, 124, 
128; and moist convective adjustment, 43; 
and observations of seasonal dependence 

of surface temperature, 67; radiative- 
convective model (1- D model; 1964), 25–
31; radiative- convective model experiments 
(1967), 31–36, 54–55; and river discharge, 
158; and soil moisture, 163, 164–66; solar 
irradiance experiment (Wetherald and 
 Manabe, 1975), 50, 53, 56–59; and top of 
the atmosphere flux of outgoing radiation, 
93; and water vapor feedback, 79
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surface temperature
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moist convective adjustment, 43–44
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NASA/GISS model. See GISS model
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North, G. R., 59
North America: continental ice sheets, 95, 95; 

geographical distribution of sea ice thick-
ness (simulations), 124; and precipitation, 
149; and river discharge, 156–59; and soil 
moisture, 160–65, 163

North Atlantic Ocean: and Great Ocean Con-
veyor, 126; and slowdown of overturning 
circulation, 129; and time delay in warm-
ing, 122, 126–27

Northern Hemisphere: continental ice sheets, 
144; and geographical distribution of sea- 
level pressure (UCLA model), 40–41; and 
ice ages, 66; and impact of continental ice 
sheets on sea surface temperature, 100, 
101; mean surface temperature over the 
past 1500 years, 1, 2; and polar amplifica-
tion of warming (coupled model results), 
120, 121; and polar amplification of warm-
ing (observations), 55, 55–56; and sea ice 
(observations), 68–69, 69, 126; seasonal 
variation of warming, 64–67; sea surface 
temperature changes in response to ther-
mal forcing, 113; and soil moisture, 166; 
and weakening of overturning circulation, 
127–30
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observational data: and CLIMAP Project, 95–
105; and cloud fraction in upper and lower 
troposphere, 87–88, 88; and cooling of the 
stratosphere, 34–35, 35; and deep ocean 
temperature, 116; and geographical dis-
tribution of precipitation, 47, 149, plate 2; 
and glacial–interglacial climate transitions, 
94–96; and heat content of the ocean, 108; 
latitude- height distribution of zonal mean 
temperature, 45; need for continued ob-
servations of top of the atmosphere flux of 
outgoing longwave radiation, 92; and pa-
leoclimate, 92, 94–96, 98–105, 99, 102, 104, 
142; and polar amplification of warming, 
55, 55–56, 67; and river discharge, 156–58, 
plate 4; and sea ice extent, 68–69, 69, 125, 
126; and seasonal dependence of warming, 
67–68, 68; and sea surface temperature, 
99; and slowdown of Atlantic overturning 
circulation, 129; and surface temperature, 
2, 55, 55–56, 63, 67–68, 68, 122; and terres-
trial radiation, 5, 6; and top of the atmo-
sphere flux of outgoing radiation, 5, 6, 92; 
and vertical temperature structure of the 
atmosphere, 31, 31, 91; and volcanic cool-
ing, 92; and warming of the troposphere, 
34, 35, 52; and warming or cooling effect 
of cloud cover, 81; and winds, 39, 49. See 
also corals, data from; deep sea sediments; 
ice- core records; radiosonde observations; 
satellite observations
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cold climate and deep water formation, 
137–45; convection in, 112, 126, 134–36, 
142; and delayed response to thermal 
forcing, 107–9, 118, 120, 122, 125–27, 136; 
eddies, 133–35; Great Ocean Conveyor, 
125–30, 127; heat balance of, 61; heat ca-
pacity of, 107; heat content (observations), 
108; heat exchange between surface layer 
and deeper ocean, 108–9, 112, 119, 126, 
134–37; latitude- depth cross section of 
ocean temperature (simulated and ob-
served), 116, 141, 141–42; mechanisms of 
heat transport, 112; ocean heat transport 
in GISS model, 82; surface temperature 
(see sea surface temperature); temporal 
variation of deep water temperature, 139; 
thermal inertia of, 106–13, 118, 126, 132; 
turbulence in, 112, 130; zonal mean tem-
perature change (GFDL global warming 

experiment), 132, 133. See also atmo-
sphere/mixed- layer- ocean models; coupled 
atmosphere- ocean- land models; sea ice; 
specific oceans

one- dimensional energy balance models, 
59–60. See also energy balance models

one- dimensional vertical column models, 25–
36, 75. See also radiative- convective models
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Planck feedback, 73–76, 83, 84
Planck function, 8, 167
planetary waves, 50, 57
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Po- Chedley, S., 91
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sence in the Southern Ocean, 56, 67–68, 
136; and albedo effect, 52, 139; and GFDL 
model, 52, 61, 113, 120, 121, 139–40, 140, 
152; and GISS model, 69, 113; observa-
tions, 55, 55–56, 67; and reduction of tro-
pospheric static stability in high latitudes, 
52; and similarity of results for CO2 dou-
bling and solar irradiance experiments, 57

precipitation: and CO2 quadrupling experi-
ment, 151–56, 153; and cyclones, 129, 153, 
164; exceeding evaporation in the middle 
and high latitudes, 153–56, 154; geograph-
ical distribution (GFDL model), 46–47, 
47, 149, plate 2; geographical distribution 
(observed), 47, 149, plate 2; increasing 
rate due to global warming, 146, 151, 163; 
latitudinal profile, 152–56, 153, 154, 164; 
seasonal variation, 164. See also hydrologi-
cal cycle; river discharge

Q- flux technique, 82, 103, 119

radiative- convective models, 25–36, 72; 1- D 
vertical column model, 25–36, 75; and 
cloud cover, 30–31; coupled with ocean 
model (Hansen et al., 1981), 109–10; 
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radiative- convective models (continued) 
and gain factors, 75, 83; Hulbert’s model 
(1931), 19–20; Manabe and Wetherald’s 
experiments (1967), 31–36, 54–55; and 
Planck feedback, 75; and radiative equilib-
rium vs. radiative- convective equilibrium, 
28, 28–29; results compared to observa-
tions, 34–35, 35; results for changes in 
CO2 concentration, 32, 33, 54; results for 
different initial atmospheric temperature 
profiles, 27–28; and solar irradiance exper-
iments, 58; and water vapor feedback, 32, 
33–34, 54
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by Colman (2003) and Soden and Held 
(2006), 84, 90–92; and gain factor, 73–76, 
92; and GISS model (Hansen et al., 1984), 
82–86. See also feedback processes; specific 
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radiative heat balance, 4, 5, 8; and Callendar’s 
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tration, 21–22; radiative equilibrium vs. 
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Circulation, 118; brine rejection associated 
with sea ice formation, 132, 142, 145; and 
GFDL coupled atmosphere- ocean- land 
models, 117; and Great Ocean Conveyor, 
125, 127; high salinity of deep water in 
high southern latitudes, 142, 145; and 
slowdown of overturning circulation, 129

satellite observations: and cloud distribution 
(CALIPSO mission), 87–88, 88; and 
cooling of the stratosphere, 34, 35; and 
reflected solar radiation, 81, 93; and sea 
ice extent, 68, 125, 126; and terrestrial 
radiation, 5, 6; and top of the atmosphere 
flux of outgoing radiation, 81, 92, 93; and 
warming of the troposphere, 35, 52
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Schrag, D. P., 144
Screen, J. A., 67
sea ice: and albedo feedback, 66, 79–80, 139, 

142; and climate sensitivity, 73, 79–80, 117; 
and CO2 halving experiment, 142, 143, 
144–45; geographical distribution of thick-
ness, 124, 124–25, 143; and GFDL coupled 
atmosphere- ocean- land models, 113–14, 
117, 124, 124–25, 142, 143, 144; and GFDL 
seasonal model, 61, 62; and last glacial 
maximum, 95; and Manabe and Wetherald’s 
experiments, 51, 52; observations, 68–69, 
69, 99, 125, 126; and seasonal dependence 
of warming, 64–67; seasonal variation in 
thickness, 65, 65–66, 124, 124–25; and sea 
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Ocean, 124, 125, 132, 141, 142, 143
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seasonal model (GFDL general circulation 

model), 44–49, 60–67; and polar amplifica-
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46–49, 47–49, 62, 63. See also atmosphere/
mixed- layer- ocean models
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67–68, 68; and precipitation, 164; and sea 
ice, 64–67, 65, 124, 124–25; seasonal vari-
ation of warming, 64, 64–68, 68; and soil 
moisture, 161, 163–66, 165, plate 8

sea surface temperature (SST): alternate meth-
ods of reconstruction, 103–5; and Atlantic 
Meridional Overturning Circulation, 118; 
and CLIMAP Project reconstruction, 97–
105, 99, 102, 104; and coupled atmosphere- 
ocean- land models, 112–13; differences 
in response of Northern and Southern 
Hemispheres, 113; and expansion of con-
tinental ice sheets, 100, 101; and impact 
of albedo of snow- free surface, 100, 101; 
and Q- flux technique, 103; and reduction 
in greenhouse gas concentration, 100; and 
sea ice coverage, 99; and simulated glacial– 
interglacial contrast, 96–105, 99, 101, 102, 
104; temperature estimates from deep sea 
sediments, 94–95; and tropical cyclone ac-
tivity, 117; tropical sea surface temperature 
at the last glacial maximum, 101–3

Sellers, W. D., 59
Shin, S., 144
Simmonds, I., 67
Smagorinsky, J., 41–42, 57
snowball Earth, 59, 60
snow cover: and climate sensitivity, 73, 79–80, 

117; effects of earlier termination of snow 
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melt season, 164; feedback effect of snow 
retreat, 18, 52, 79–80, 120 (see also albedo 
feedback); and temporal variation of soil 
moisture, 164

Soden, B. J., 84, 90, 92, 148, 155
soil moisture, 46, 148, 155–56, 160–66, 163, 

165, plate 6, plate 7; and arid and semiarid 
regions, 160–63; evaporation as a function 
of potential evaporation and soil mois-
ture, 149, 162; observational difficulties, 
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