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in 20th century. R&D towards synthetic chemistry was introduced during the 1960s. Development of new 
molecular drugs from the herbal plants to synthetic chemistry is the fundamental scientific improvement. 
About 10-14 years are needed to develop a new molecule with an average cost of more than $800 million. 
Pharmaceutical industries spend the highest percentage of revenues, but the achievement of desired 
molecular entities into the market is not increasing proportionately. As a result, an approximate of 0.01% 
of new molecular entities are approved by the FDA. The highest failure rate is due to inadequate efficacy 
exhibited in Phase II of the drug discovery and development stage. Innovative technologies such as 
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drug design, and computer modeling are now utilized in the drug discovery. These technologies can 
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Biologically active and approved molecules have attracted great interest from scientists working in the 
therapeutic area. This has greatly increased the pressure on the pharma and life science industry in fueling 
new molecules to the market. Chemical structure database, the backbone of cheminformatics and the 
bioinformatics industry, has warehoused millions of active and non-active molecules/ligands/derivatives 
of drug compounds. Numerous public and private chemical databases support the drug discovery projects 
by contributing their data source in terms of 2D, 3D structure, and annotation reports in development of 
effective therapeutic projects. In this chapter, the authors discuss important chemical structure databases 
and their diverse dataset utilization in drug discovery projects.
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There are many diseases for which suitable drugs have not been identified. As the population increases 
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optimization. It is derived from the correlation between the physicochemical properties and biological 
activity. QSAR equations are generated using statistical methods like regression analysis and genetic 
function approximation. Both 2D parameters and 3D parameters are involved in generating the equation. 
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the process of drug discovery (e.g., when the 3D image of the receptor is known, structure-based drug 
design is recommended). The pharmacophore-based model is advisable when the information about the 
receptor or any macromolecule is unknown. In this ADME, parameters such as Log P, bioavailability, 
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an example. As a first step, fragment-based drug design is used to design the novel tyrosine analogues 
and ligand-based drug design such as QSAR, and pharmacophore was used to identify the descriptors, 
ensemble of steric and electronic features, which is responsible for the selective COX-2 inhibition. The 
next step, structure-based drug design, was used to analyses intra- and intermolecular interactions in 
the drug receptor system to improve the binding affinity and pharmacokinetic properties. Finally, the 
pharmacokinetic and toxicity properties were predicted quantitatively using rationalization of observed 
structure-activity relationships and the results are reported.
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Understanding the mechanisms of a disease is highly complicated due to the complex pathways involved 
in the disease progression. Despite several decades of research, the occurrence and prognosis of the 
diseases is not completely understood even with high throughput experiments like DNA microarray and 
next-generation sequencing. This is due to challenges in analysis of huge data sets. Systems biology 
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Preface
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Computer Applications in Drug Discovery and Development presents a comprehensive look out to 
provide a complete source of information on all facets of drug design and discovery for under gradu-
ate and post graduate students, Pharma Researchers (Academicians and Industrial persons) in the field 
of Drug design and development, Medicinal chemistry, Pharmaceutical chemistry, chemical biology, 
pharmacology, biotechnology, etc.

Due to the rapid and steady growth of available low-cost computer power, the use of computers for 
discovering and designing new drugs is becoming a central topic in modern molecular biology and me-
dicinal chemistry. Experts in the field of Pharmaceutical Technology considers that synthesizing more 
number of compounds by conventional methods and finding anyone compound with significant activity 
is a mere wastage of money, time and chemicals. Alternatively, they provide key techniques of computa-
tional approaches to investigate bioactive compounds that reduce the consumption of time and resources.

This book focuses on the current computational methods used in drug design, how a small change 
in functional group or part of the molecular structure elicit variation in the biological activity and this 
can be used in a designing a lead molecule. With more restrictions upon animal experimentations, the 
Pharmaceutical Industries today focuses on new generation of experiments that are considerably more 
efficient. The integration of computational and experimental strategies has led to the identification and 
development of novel promising compounds. In the current panorama of drug discovery, where high 
drug failure rates are a major concern, properly designed virtual screening strategies are time-saving, 
cost-effective and productive alternatives.

Written by leading experts in the field, chapters guide readers through techniques of the available 
computational tools. Beginning with an introduction to drug design and discovery, the first four chapters 
focus on the methods that are commonly used in the early stage of drug discovery, chapters explore 
detailed methodology and techniques for identification of drug targets, binding sites prediction, high-
throughput virtual screening, and prediction of pharmacokinetic properties using computer. In addition 
to the state-of-the-art theoretical concept, the middle three chapters provide case studies of drug design 
for a particular disease where in potential drug molecules are optimized with respect to in vitro potency 
and other important parameters reflecting bioavailability and pharmacokinetic or toxicological proper-
ties. Protein and peptide drugs are currently the most rapidly expanding class of drugs. An insight into 
protein- protein interaction network involved in the identification of signaling pathways in a disease 
pathway by in silico techniques is covered in detail in one chapter. Finally, the book concludes with 
the application of computer based studies an examination of neglected diseases, anticancer agents and 
anti-inflammatory agents. The editors of this book are sure these chapters will guide the students and 
researchers with unexplored avenues and future perspectives of the drug design to identify promising 
compounds that might represent future solutions in critical areas of human health.

xii
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Preface

ORGANIZATION OF THE BOOK

This book is organized into 12 chapters. A brief description of each of the chapters follows.
Chapter 1 discusses how modern chemistry foundations were made in between 18th and 19th cen-

turies and have been extended in 20th century. R&D towards synthetic chemistry has been introduced 
during 1960. Development of new molecular drugs from the herbal plants to synthetic chemistry is the 
fundamental scientific improvement. About 10-14 years are needed to develop a new molecule with an 
average cost of more than $800 million. Pharmaceutical industries spend highest percentage of revenues, 
but the achievement of desired molecular entities into the market is not increasing proportionately. As 
a result, an approximate of 0.01% of new molecular entity is approved by the FDA. The highest failure 
rate is due to inadequate efficacy exhibited in Phase II of the drug discovery and development stage. 
Innovative technologies such as combinatorial chemistry, DNA sequencing, high-throughput-screening, 
bioinformatics, computational drug design and computer modeling are now utilized in the drug discovery. 
These technologies can accelerate the success rates in introducing new molecular entities into the market.

Chapter 2 reviews how biological active and approved molecules have attracted great interests of 
scientists working in the therapeutic area. Due to closely end term of patent products have greatly 
increase the pressure on pharma and life science industry in fueling new molecules to the market, the 
former analysed data from vast chemical consortium stood as a one of the major stake holder in studying, 
analysis and repurposing of their therapeutic applications. Chemical structure database, the backbone 
of cheminformatics and bioinformatics industry has been warehoused with millions of such active and 
non-active molecules / ligands / derivatives of drug compounds. Numerous public and private chemi-
cal databases supports the drug discovery projects by contributing their data source in terms of 2D, 3D 
structure and annotation reports in development of effective therapeutic projects. In this present chapter 
we are going to discuss few important chemical structure database and their diverse dataset utilization 
in drug discovery projects.

Chapter 3 demonstrates how discovering a new drug molecule against disease is the main objective 
of the drug discovery. Lead Optimization is one of the important step and act as a starting point, over 
the years it has changed significantly in the drug discovery process. Its main focus is the development of 
preclinical candidate from “Hit” or “Lead”. Lead optimization comprises lead selection and optimiza-
tion, drug candidate confirmation and preclinical drug characterization. Lead optimization process can 
improve the effectiveness towards its target potency, selectivity, protein binding, pharmacokinetic param-
eters and to develop a good preclinical candidate. Lead optimization from high-throughput screening to 
identification of clinical drug candidate is a seamless process that draws new techniques for accelerated 
synthesis, purification, screening from iterative compound libraries, validation and to deliver clinical 
drug candidate with limited human resources. In conclusion, lead optimization phase is done under the 
suggestion that the optimized lead molecule will have activity against a particular disease.

Chapter 4 establishes how there are many diseases for which suitable drug have not been identified. 
As the population increases and the environment gets polluted, new infections are reported. Random 
screening of synthesized compounds for biological activity is time-consuming. QSAR has a prominent 
role in drug design and optimization. It is derived from the correlation between the physicochemical 
properties and biological activity. QSAR equations are generated using statistical methods like regres-
sion analysis, genetic function approximation. Both, 2D parameters and 3D parameters are involved in 
generating the equation. Among several QSAR equations generated, the best ones are selected based 
on statistical parameters. Validation techniques usually verify the predictive power of generated QSAR 
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equations. Once the developed QSAR model is validated to be good, the results of that model may be 
applied to predict the biological activity of newer analogues. This chapter illustrates the various steps in 
QSAR and describes the significance of statistical parameters and software used in QSAR.

Chapter 5 presents how virtual screening plays an important role in the modern drug discovery pro-
cess. The pharma companies invest huge economy in drug discovery and screening. However at final 
stage of clinical trials, several molecules fail that impacts financial loss at large. To overcome this, the 
virtual screening tool was developed with super predictive power. The virtual screening tool is not only 
restricted tool small molecules but also to macromolecules such as protein, enzyme, receptors etc. This 
gives an insight into structure based and Ligand based Drug Design. VS gives reliable information to 
direct the process of Drug Discovery e.g. when the 3D image of the receptor is known, structure based 
Drug Design is recommended. The Pharmacophore based model is advisable when the information about 
the receptor or any macromolecule is unknown. In this ADME parameters such as Log P, bioavailability 
and QSAR etc. can be used as filter. This chapter deals both models with various representative examples 
that facilitate the scientist to use computational screening tool in modern Drug Discovery Process.

Chapter 6 investigates how piperine is known for its versatile therapeutic activity. It has been used 
for various disease condition cold, cough etc. Piperine is an alkaloid found in black pepper. It possesses 
various pharmacological actions like anti-inflammatory, anti-oxidant, anti-cholinergic and anti-cancerous. 
The above mentioned properties will be studied by selecting following target proteins COX-2 protein, 
angiotensin converting enzyme, acetylcholineesterasesand survivin using computational docking study. 
This chapter explains the inhibition property of piperine against selected target protein from the results 
of docking studies. Based on the docking scores and protein-ligand interactions, piperine was found to 
bind well in the active site of the selected target proteins. It ensures the binding efficacy of piperine 
against selected target proteins. Docking scores and protein-ligand interactions plays an important role 
in its therapeutic activity.

Chapter 7 approaches how target identification has been considered as a chief parameter in drug dis-
covery as it fully characterizes on-target and off-target effects of drug binding. Cell signaling receptors, 
structural proteins and post translational modifications of histones by histone deacetylases are the most 
widespread targets that are more progressively being explored. The FDA approved histone deacetylases 
inhibitors and majority of HDACi in and out of clinical trials, based on the activities of eleven isoforms 
of the enzyme in non-selective influence approach. Unfortunately, reported HDACi does not possess 
high degree of structural specificity and ultimately lessens the therapeutic index with many dose limit-
ing toxicities. This chapter illustrates how different approaches are incorporated into the novel inhibi-
tors discovery that are truly isoform-selective and which are specifically involved in targeting only a 
particular isozyme. Further, it highlights the aspects relating to provide a wider therapeutic index with 
an improved toxicity profile of lead like epigenetic modulators.

Chapter 8 analyses how molecular modelling uses theoretical and computational chemistry which offers 
insight into the nature of molecular systems. This present chapter highlights the theoretical explanation 
of molecular modelling methods and describe the designing of novel tyrosine COX-2 inhibitors using 
molecular modelling as an example. As a first step, fragment based drug design is used to design the 
novel tyrosine analogues and ligand-based drug design such as QSAR and pharmacophore was used to 
identify the descriptors, ensemble of steric and electronic features which is responsible for the selective 
COX-2 inhibition. The next step, structure-based drug design was used to analyse intra- and intermolecular 
interactions in the drug receptor-system to improve the binding affinity and pharmacokinetic properties. 
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Finally, the pharmacokinetic and toxicity properties were predicted quantitatively using rationalisation 
of observed structure-activity relationships and the results are reported.

Chapter 9 reviews how understanding the mechanisms of a disease is highly complicated due to the 
complex pathways involved in the disease progression. Despite of several decades of research, still the 
occurrence and prognosis of the diseases is not completely understood even with high throughput ex-
periments like DNA microarray and Next-Generation sequencing. This is due to challenges in analysis 
of huge data sets. . Systems biology is one of the major divisions of Bioinformatics and has laid cutting 
edge techniques for the better understanding of these pathways. Construction of protein-protein inter-
action network (PPIN) guides the modern scientists to identify vital proteins through protein-protein 
interaction network, which facilitates the identification of new drug target and associated proteins. The 
current chapter is focused on PPI databases, construction of PPINs and its analysis

Chapter 10 demonstrates how Quality by Design (QbD) is a systematic, scientific, risk-based ap-
proach to product development and manufacturing process to consistently deliver the quality product. 
In this article, application, benefits, opportunities, regulatory requirements involved in Quality by De-
sign of Pharmaceutical product are discussed. In Quality by Design approach during development, the 
developer defines Quality Target Product Profile (QTPP), identify Critical Quality Attributes (CQA). 
Critical Process Parameters (CPP) of unit operations which impacts critical quality attributes need to 
be identified to understand the impact of Critical Material Attributes (CMA) on quality attributes of the 
drug product. Quality by Design approach is defined in ICH guidelines Q8 - Pharmaceutical Develop-
ment, Q9 – Quality risk management, Q10 – Pharmaceutical Quality System. This article describes the 
implementation of new concepts in Quality by Design like Design of experiments to achieve design 
space, control strategy to consistently manufacture quality product throughout the product lifecycle.

Chapter 11 presents how next generation sequencing or massively parallel sequencing describe DNA 
sequencing, RNA sequencing or methylation sequencing, which shows its great impact on the Life sci-
ences. The recent advances of these parallel sequencing for the generation of huge amounts of data in 
a very short period of time as well as reducing the computing cost for the same. It plays a major role in 
the gene expression profiling, chromosome counting, finding out the epigenetic changes and enabling 
the future of personalized medicine. Here we describe the NGS technologies and its application as well 
as applying different tools such as TopHat, Bowtie, Cufflinks, Cuffmerge, Cuffdiff for analyzing the 
high throughput RNA sequencing (RNA-Seq) data.

Chapter 12 identifies how the ongoing rapid growth of diversity of data and their wide use to solve 
different complex tasks resulted in a significant number of semantic reference systems enriched with 
vocabularies, thesauri, terminologies, and ontologies. The extensive use of ontologies stemmed up a new 
approach to build modern intelligent systems in reusing and sharing pieces of declarative knowledge. A 
lot of effort has been made to produce standard ontologies for medical knowledge representation. This 
chapter brings an overview of semantic knowledge representation frameworks such as RDF and OWL 
for developing ontology based medical systems. The chapter presents the state of the art in ontology 
resources/systems so that it could be useful for learners and researchers involved in interdisciplinary 
research areas that include medicine and information technology. Also a clinical use case is illustrated 
highlighting the role of ontology in medical domain.
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ABSTRACT

Modern chemistry foundations were made in between the 18th and 19th centuries and have been extended 
in 20th century. R&D towards synthetic chemistry was introduced during the 1960s. Development of 
new molecular drugs from the herbal plants to synthetic chemistry is the fundamental scientific improve-
ment. About 10-14 years are needed to develop a new molecule with an average cost of more than $800 
million. Pharmaceutical industries spend the highest percentage of revenues, but the achievement of 
desired molecular entities into the market is not increasing proportionately. As a result, an approximate 
of 0.01% of new molecular entities are approved by the FDA. The highest failure rate is due to inadequate 
efficacy exhibited in Phase II of the drug discovery and development stage. Innovative technologies such 
as combinatorial chemistry, DNA sequencing, high-throughput screening, bioinformatics, computational 
drug design, and computer modeling are now utilized in the drug discovery. These technologies can 
accelerate the success rates in introducing new molecular entities into the market.

INTRODUCTION

Drugs/Active pharmaceutical ingredients are chemicals used to treat disease or helping to restoring the 
health of diseased individual human being. Active pharmaceutical ingredients are substance or mixture 
of substances intended to be used in the manufacture of a pharmaceutical dosage form.

Active pharmaceutical ingredients are classified as

•	 Inorganic substances
•	 Organic substances (isolated from materials of animal or human origin)
•	 Organic substances (synthetic or semi-synthetic or isolated from herbal sources or micro-organ-

isms) (Regulatory control of active pharmaceutical ingredients. Version 1, Appendix 14).

The aim of the drug discovery and development process is to identify the compounds with desired 
pharmacological property to treat the diseases leads to improve the quality of the diseased individual life.

Drug Discovery:
Current State and Future Prospects

S. Lakshmana Prabu
Anna University, India
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Innovation of a new drug begins with a scientific ‘idea’ from basic research, subsequently discovery 
and development of a compound followed by approval from regulatory authority. Drug discovery and 
development are in a parallel situation. Recently drug discovery and development process has consider-
able changes like discovering the drug from botanicals to synthetic chemistry is a fundamental scien-
tific development. Last few decades majority of new drug molecules are discovered through synthetic 
chemistry process (Lakshmana Prabu, et al., 2014).

Process involved in the development of new chemical entity is

1. 	 Preclinical
2. 	 Investigational new drug application
3. 	 Phase I
4. 	 Phase II
5. 	 Phase III
6. 	 New drug application
7. 	 New drug approval (Mathieu, 2002)

Objectives of Drug Discovery and Development

•	 Determination of medical needs by availability of current drugs, disease burden and its epidemio-
logical trends.

•	 Recent available drug properties such as efficacy, safety and costs.
•	 Opportunities available through R&D activities.

Stages in Drug Discovery and Development

Drug discovery and development of a new chemical entity for a disease or existing therapeutic area is 
based on the emergency medical need or market potential of the disease. Drug discovery and develop-
ment process includes:

1. 	 Understanding the Disease: Before discovering a new drug molecule, understand the nature of 
disease, gene which is responsible for the disease, role in protein, protein encoding and changes in 
the living tissues.

2. 	 Target Identification: Identification of the target gene or protein responsible for disease which 
can interact with the drug molecule.

3. 	 Target Validation: Verifying the interaction between the target gene or protein and the drug mol-
ecule (www.slideshare.net/anisha88shah/rd-brochure).

Product Development Team

Product Development Team (PDT) includes the scientist from various disciplines such as

1. 	 Medicinal Chemist: Synthesis of new molecule
2. 	 Animal Toxicology: To assess the toxicity in the animal models
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3. 	 Pharmacokinetics and Pharmacodynamics: To assess the absorption, distribution, metabolism, 
excretion and pharmacological activity.

4. 	 Clinician: To assess the toxicity, pharmacokinetic and pharmacodynamic properties in human 
volunteers.

5. 	 Regulatory Experts: To commercializing the new molecule into the market (UNICEF/UNDP/
World Bank/WHO Special Programme for Research and Training in Tropical Diseases (TDR), 
Drug Discovery and Drug Development, 2004).

DRUG DISCOVERY PROCESS

Chemical synthesis is an art to create a new molecule by performing chemical transformations, either by 
known process or creation of new process. Traditionally medicinal chemist synthesis the compounds in 
batch wise. In general thousands of compounds will be synthesized and verified through various screen-
ing techniques to assess its biological activity or therapeutic response. Recently receptor targeted based 
research is used to assess its biological activity.

Based on the potential therapeutic response, several key go/no-go ‘decision gates’, is used in drug 
discovery and development process. Decision gate is a tool to assess the new molecule properties based 
on its predetermined specification/criteria to proceeds further or next stage (Lakings, 2009; Lombardino, 
& Lowe, 2004; Pritchard, et al., 2003).

Steps involved in the drug discovery and developments are

•	 Synthesis: Synthesis of new chemical entity/molecule
•	 Non-Clinical Testing: Identification of the pharmacological properties and toxicological profile 

of the synthesized compound.
•	 Non Clinical Pharmacology Evaluation: Identification of its mechanism of action, starting dose, 

efficacy, test species and pharmaceutical combinations
•	 Nonclinical Pharmacology Evaluation Through in vitro Techniques: Assess its pharmacologi-

cal activity through cell line, membrane transport, cellular uptake, drug metabolism (human key 
liver enzymes - CYP3A4/5, CYP1A2, CYP2C9, CYP2C19 and CYP2D6) and protein binding.

•	 Preliminary Animal Pharmacokinetics: Characterize its absorption and disposition profile 
through suitable bioanalytical method.

•	 Preliminary Drug Metabolism: Assess its distribution, disposition, metabolism and elimination.
•	 Toxicity Studies: Acute toxicity studies.
•	 Nonclinical Pharmacology Evaluation Through in Vivo Studies: Assess its efficacy, therapeu-

tic index and schedule for dose selection.
•	 In Vitro and in Vivo Correlation: Compare and correlate in vitro and in vivo efficacy (Lakshmana 

Prabu, et al., 2014).

Pharmaceutical Research and Development

Drug discovery and development through innovation is considered as the backbone and indirect strength 
of any pharmaceutical organization. Research and development of a company has been considered as a 
part of company’s DNA, which has specific strength and weakness. Pharmaceutical Research and devel-
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opment sector is a very complex structural organization involves scientist from variety of disciplines. The 
R&D activities of the organization have a large impact and the ability to execute the company’s targets in 
time bound manner to maintain their business and technology strategy. The success of the organization 
is depends on the head of R&D; R&D head should have broad technical skills and managing experience 
to execute the task within the time frame.

R&D structure of the company is defined as

•	 Organization structure, i.e., “org. chart.”
•	 Coordination mechanisms, e.g., resource allocation, project planning.
•	 Culture for innovation, i.e., behavior norms for value creation/capture.
•	 Strategic mission for R&D activities, i.e., reason for R&D (Thomas, et al., 2006; Agyres, & 

Silverman, 2004; Allen, & Fusfeld, 1975).

R&D organizational structure is shown in Figure 1. (www.slideshare.net/teresatreasures/drug-
development-biotechnology)

Drug innovation through conventional R&D pattern has been started during 1960’s. In new drug 
discovery it is estimated that about one out of 10000 screened compounds is approved by FDA as a new 
drug molecule that is approximately 0.01%. Drug discovery and development can be initiated not only 
based on the medical need and commercial market potential of the new drug, but also depends upon the 
new science in which a new therapeutic opportunities can be created based on the target identification 
and disease mechanism (Changxiao, et al., 2014).

Figure 1. R&D organizational structure
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Recently a huge competitive environment in between the pharmaceutical organizations is reflected 
in developing a new drug molecule. Any pharmaceutical organization will pursue in investing R&D for 
a new drug is based on the reasonable expectation that the particular new drug molecule will get NDA 
approval in the market.

For new drug discovery, development, approval and launching the time duration has been increased 
significantly an average of around 7.9 years in the 1960s, 12.8 years in 1990s and 13.9 years from 2000 
onwards. An average of around 12-14 years is required to innovative new drug molecule through drug 
discovery and development process (Michael, & Jean, 2014; Fabio, et al., 2011). Different time duration 
for the drug discovery and approval are

•	 Drug Discovery Research: 4.5 years
•	 Preclinical Testing: 1 year
•	 Clinical Trial: Phase I – 1.5 years
•	 Phase II: 2.5 years
•	 Phase III: 2.5 years
•	 Submission, FDA Approval and Product Launch: 1.5 years (DiMasi, 2011).

Different drug discovery and development stages and process are shown in Figure 2 (The Pharma-
ceutical Innovation Platform, 2004) and Figure 3 (Lakshmana Prabu et al., 2014).

This drug approval process through drug discovery indicates pharmaceutical organizations make 
huge investments in R&D; these investments exclude the costs of laboratories, buildings, equipment, 
etc. Many pharmaceutical companies generate and spend maximal revenues in R&D activities, but the 

Figure 2. Drug discovery and development stages and process 
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number of new drug molecule achieving the marketing authorization and approval by FDA or regulatory 
agency did not increase as anticipated level due to higher potential failure of the new drug approval by 
the regulatory authority. Organizations are trying in different approaches to advance the R&D efficiency 
for getting drug approval from the regulatory authority (Steven, et al., 2010). Approaches in R&D are 
varies between organizations and other organizations. Over the past two decades, pharmaceutical industry 
innovation has directed to a decline position. The investment towards the R&D in 1999 was $55bil-
lion whereas in 2009 it is $125 billion; that is 128% increasing in the investment (3 fold) (Changxiao, 
et al., 2014; The Pharmaceutical Innovation Platform, 2004). The increased investment includes the 
post market approval expense for assessing the long term safety and efficacy, also tripling the average 
number patients in the clinical trial phase. Due to stringent drug approval process, the approval of new 
molecular entity is dropped from 45 New Medical Entity (NME) in 1997 to 25 NME in 2009; that is 
44% decline in the NME approval. This decline in the productivity and low approval rate raises the drug 
development cost. Investment for developing a NME was $250 million before the year 1990 whereas 
$403 million in 2000 and $873 million in 2010. The above statistics states the cost for the drug approval 
also increased drastically (Tang, 2013; He, 2013; Liu, 2013; DiMasi, et al., 2003; Munos, 2009; Wig-
gins, 1987; Ernst, & Young, 2001; Profile Biopharmaceutical Industry, 2016; Tollman, 2001; DiMasi, 
1991; Dickson, & Gagnon, 2004; DiMasi, 2003; Morgan, S et al., 2011; Vernon, et al., 2010; Scannell, 
et al., 2012;, et al., 2011).

The risk and success rate in the different drug discovery stages are 51% in discovery research, 69% 
in preclinical development, 12.8% in clinical development phases, 91% in submission phase and 4.1% 
in technical and regulatory approval (Alexander, et al., 2016).

Failure Rates in Drug Discovery and Development

The reports of drug discovery and development of new drug molecule suggest that the 70% of failure in 
Phase II is due to technical deficiencies which exhibited highest attrition when compared to other phases 
whereas it is 29% due to non-technical deficiencies (Ish, 2012). During 1991, development of new drug 

Figure 3. Drug discovery and development stages and process 
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molecule failed due to intolerable pharmacokinetic profile in human being. In order to overcome the 
pharmacokinetic profile during the developmental stage, pharmaceutical companies adopted different 
preclinical testing to assess the various pharmacokinetic parameters such as permeability, absorption, 
distribution, metabolism and excretion for projection of human pharmacokinetic profile.

A survey on analytical study results of drug development database suggested that 71.0% endured 
new drug molecule in Phase I enters into phase II, and 31.4% endured in phase II will enter into phase 
III. Overall, 21.5% of a new drug molecule completed phase III will enter into FDA approval. Failure in 
phase III rose from 30% to 50% in the year 2000. The cost of the R&D investment in Phase III is huge 
because phase III trial is much larger, more expensive and may not able to get the predicted therapeutic 
effect from the human beings which raises the cost of the R&D investment. Success rate from Phase III 
clinical trial to New Drug approval by FDA was 40% during 1999-2003, 34% during 2003-2007, 22% dur-
ing 2007-2011 and 18% during 2011-2014 (Congressional Budget Office (CBO) study, 2016; Domenico, 
2015; DiMasi, 2001; Arrowsmith, & Miller, 2013; DiMasi, 2010; Michael, 2014; Arrowsmith, 2011).

It was shocking that the overall sales of about 12 drugs approved by FDA crossed over more than 
$11 billion but were withdrawn from the market due to the adverse effects observed in the post market-
ing. Due to the observation of high failure in clinical trial phases and unexpected adverse effects for the 
approved drug in the post marketing, FDA have suggested to submit the additional data along with the 
new drug application from 2001 onwards (Steven, et al., 2010). These declines in the success rate from 
one stage to another stage in the drug discovery process increases the R&D costs per new drug molecule. 
Success or failure in the development of NME is based on the selection of target or disease modulation 
approach. It is the first critical step in the process to decide the success or failure of the project (Vernon, 
et al., 2010; Scannell, et al., 2012; Pammolli, et al., 2011).

Current Scenario

Currently high cost, risk and low efficiency are the major draw backs in the drug innovation; whereas 
investment, productivity and challenges are the major difficulties in the pharmaceutical R&D sector. 
Pharmaceutical sector spends highest amount in research when compare to any other industrial organi-
zational sector. In 2010, pharmaceutical products global revenue was 856 billion dollars that is about 
60% of the sales in US and Europe (Thayer, 2011). Pharmaceutical organizations are implementing the 
rigorous technological assessments to improve the innovation efficiency of the new drugs and to provide 
their value for the society. In spite of their large investments and assessment, but decline in productivity 
has been faced by the pharmaceutical industries.

Important Factors in R&D

•	 How well health care professionals and consumers are informed about the attributes of existing 
drugs.

•	 How patents and health insurance coverage affect pharmaceutical companies’ revenues and re-
turns on R&D.

•	 How strong incentives are provided to doctors for choosing among prescription drugs to patients 
(Congressional Budget Office (CBO) study, 2016).
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Investments Towards the Approval of New Drug Molecule

Investments from the different pharmaceutical organization for the approval of new drug molecule is 
shown in Table 1 (Pammolli, et al., 2011; Evaluate Pharma orphan drug report, 2017; David, et al., 
2009; Citeline Pharma R&D annual review, 2014).

Management in Research and Development

Management of the R&D can be classified as

1. 	 Centralized
2. 	 Decentralized.

Pharmaceutical organizations R&D prefer to have centralized approach.
Strength and weakness of the centralized approach are

Strength

•	 Encourages risk taking and long term thinking.
•	 Increases likelihood of fundamental technology advances.
•	 Emphasizes importance of research.
•	 Helps to fascinate top talent.

Table 1. Pharmaceutical organizations R&D investment towards NME

S. No Investment amount (USD) for approval of NME 
during 2006-2014 Pharmaceutical Organization

1 3–4 billion Boehringer Ingelheim, Bristol-Myers Squibb, Takeda and 
Glaxo-SmithKline

2 8 billion Amgen, Novartis, AstraZeneca, Pfizer, Merck & Co., 
Sanofi and Roche

3 More than 10 billion Eli Lilly and Abbott/AbbVie

Future Investments Year 2020

1 10.5 billion Novartis

2 9.1 billion Roche

3 7.5 billion Pfizer

4 7.1 billion Merck

5 6.1 billion Sanofi

6 5.6 billion AstraZeneca

7 5.4 billion Glaxo-SmithKline
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Weakness

•	 May cause disconnect between R&D and the company’s need.
•	 Product development cycles can be slow down.
•	 Accounting for benefits of the R&D program is hard.
•	 Valley of death can stop technology deployment (Thomas, et al., 2006; Agyres, & Silverman, 

2004; Tushman, & O’Reilly, 1996).

New Productivity and Challenges in Drug Discovery and Development

Considering the cost and other related issue, pharmaceutical organizations adopted different strategies 
and technologies like combinatorial chemistry, DNA sequencing, high-throughput-screening (HTS) or 
computational drug design in order to improve the R&D productivity, efficiency and success rate in 
reduced time lime. In the initial stage of drug discovery, organizations utilize bioinformatics tools and 
computer modeling along with accelerated proof of concept studies to enhance the productivity (Alex-
ander, et al., 2016).

The computer modeling tool High throughput screening provide a meaningful structure activity 
relationship in lead optimization phase to choose a desirable centric target and to find an effective lead 
molecule. An effective lead molecule can be identified in short duration by utilizing the technologies in 
different stages of drug discovery like target identification, target validation, hit generation through X-
ray crystallography, structure guided drug discovery, fragment based, virtual screening, high throughput 
screening to lead optimization by scaffold hopping, allosteric Vs active site modulation, pharmacokinetic 
parameters such as absorption, distribution, metabolism and excretion, selectivity and toxicological profile 
(Andersson, et al., 2009; Meanwell, 2012; Gleeson, 2008; DiMasi, 2002; Andersen, 2011).

COMPUTER AIDED DRUG DESIGN AND 
DEVELOPMENT/ IN SILICO DRUG DESIGN

The term in silico was created in 1989 as an analogy to the Latin phrases in vivo, in vitro, and in situ 
(Le, et al., 2015). Nowadays computational methods have been considered to have a significant role 
in drug discovery and development through marketing of new drug molecules. The main goal of the 
computational method is to get best new drug molecules which are having desirable properties such as 
active, drug-like and lead-like; eliminate compounds which are having undesirable properties such as 
inactive, reactive, toxic and poor ADMET/PK, significantly reduce the time, resources in synthesis of drug 
molecules and its biological testing. With the available software and hardware, advances in computing 
technologies empowered the computational methods are reliable one. In simple way the current trend in 
the drug discovery is shifted from “drug discovery” to “drug design”. These computational models can 
help to predict, suggest hypotheses and provide information virtually in every phase of drug discovery 
and development to choose a suitable drug molecule with its desired therapeutics. Different terms has 
been applied to this computer aided drug design and development includes computer-aided drug de-
sign (CADD), computational drug design, computer-aided molecular design (CAMD), computer-aided 
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molecular modeling (CAMM), rational drug design, in silico drug design and computer-aided rational 
drug design. In these techniques, computational power is applied in the combination of chemical and 
biological system in order to streamline the design, drug discovery, development and optimization from 
the existing knowledge (Kumar, et al., 2006; Ekins, & Wang, 2006; Roche, & Guba, 2005; Lakshmana 
Prabu et al., 2016; Kapetanovic, 2008; Jorgensen, 2004; Kubinyi, 2006).

In computational methods basic knowledge of the biochemical role in the particular disease, protein 
which causes the diseases, pathway, compounds which can able to act and modify the role of the disease 
causing protein are need to be identified. Computer aided biological system includes identification of 
hit, hit-to-lead selection, optimization of the absorption, distribution, metabolism, excretion, toxicity 
profile and avoid safety issues. Biological system includes functional proteins, monocellular organisms, 
multicellular organisms, cells isolated from tissues and organs. Chemical system includes ligand-based 
drug design, structure-based drug design, quantitative structure-activity and quantitative structure-
property relationships to improve their physicochemical, pharmaceutical and pharmacokinetic properties. 
Bioinformatics and cheminformatic are the two major branches of CADD in modern drug discovery. 
Application of both cheminformatics and bioinformatics we can able to study the interactions of the 
chemical structures of the drug in the molecular level within a cell and DNA in the nucleus (Roche, & 
Guba, 2005; Kapetanovic, 2008; Jorgensen, 2004; Kubinyi, 2006).

Bioinformatics is a scientific field that holds large computer networks hanger (called GRID) and 
dedicated energy facilities with power back-up (called APS), more than a performant software with ultra-
fast rendering capacity and several webbased applications for the final end-user (Ouzounis, 2012). It 
holds lot of potential in identification of target (generally proteins/enzymes), validation of target, protein 
understanding, evolution and phylogeny and modeling of protein (Lengauer, 2004).

Cheminformatic is a scientific field having lot of potential in storage management and maintaining 
the chemical compounds and related property information. It is utilized in the novel bioactive com-
pounds identification, lead optimization, ADME (Absorption, Distribution, Metabolism and Elimina-
tion) prediction and related issues. This cheminformatics can display any drug molecular structure from 
the computer data base and allowing slight molecular changes to predict the influence in absorption, 
metabolism, half-life, therapeutic effect or side effects (Kapetanovic, 2008; Hohman, et al., 2009). Also 
provides the information that drug molecule which does not have any significant therapeutic effect for 
a particular disease.

Multiple stages are involved in the in silico drug design. They are

1. 	 Protein structure determination.
2. 	 Determination of structure of the target in complex with a promising lead.
3. 	 Synthesis of the optimized lead, determination of structure of the new target: lead complex.
4. 	 Optimization of the lead compound (Deepali, et al., 2016; Sumudu, & Steffen, 2016).

Structure/Receptor Based Drug Design

In this drug design, drug targets molecules has a key role for a specific disease through cell signaling 
or metabolic pathway. Drug target molecules are often protein and enzymes play a significant role in 
disease development through either protein-nucleic acid or protein-protein interaction leads to interrup-
tion or alteration in the metabolic pathway process. Designing the drug molecules to interact with the 
drug targets, inhibit or modify or restore the target protein structure or enzymes.
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Protein Structure Determination

Protein target 3D structure is derived from X-ray crystallography and NMR spectroscopy. Recently, 
cryo-electron microscopy (cryoEM) is used to increase the near atomic resolution structure numbers. 
X-ray crystallography technique is applicable only if the target protein can be crystallized, whereas NMR 
technique is appropriate only to smaller proteins (Sumudu, & Steffen, 2016).

Homology Modeling

This technique is frequently applied in Structure/Receptor based drug design to predict the structure 
of target that are important in diseases. If the crystallographic coordinates or 2D NMR models are not 
available, then Homology modeling is a technique used to predict the 3D coordinates structure. In ho-
mology modeling, three-dimensional protein structure is made up from fragments of crystallographic 
models (Le, et al., 2015; Kapetanovic, 2008; Ekins, et al., 2007).

The first task is to identification of a homologous structure to the sequence of interest. To find the 
homologous structure, known three dimensional protein structure sequence is compared from the pro-
tein database. While choosing the homologous structure amino acid sequences to the target sequence 
of interest need to be considered. Binding and function sites will assist for selecting the homologous 
structure. If not the homologous structure is built by, α-helix shape is taken from one crystal structure, 
β-sheet shape is taken from another structure and loops can be taken from other structures. These, selected 
α-helix, β-sheet and loop pieces are put together to give a complete protein structure and then optimized. 
Optimization is done by assessing the protein structure through general stereochemistry which includes 
satisfaction of angle restraints and bond lengths of generated models. Once it is optimized and verified 
for its acceptability in terms of its stereochemistry, then it will be evaluated for its 3D profile. For built 
up at least 40% of identity to a protein sequence of a known three dimensional structure is required, if 
the similarity less than 30% may not give reliable structure prediction. Homology models may be very 
precise or very marginal, which depends on the degree of identity of the chosen protein sequence. Soft-
ware such as 3D-JIGSAW, MODELLER, HHpred, RaptorX, Swiss model and Phyre2 are used in this 
modeling (Le, et al., 2015; Sumudu, & Steffen, 2016; Xiang, 2006; Bourne, & Weissig, 2005; Schwede, 
et al., 2003; Eswar, et al., 2006; Soding, et al., 2005).

Protein Folding

This method is used when the target protein don’t have any sequence similarities, target proteins are 
identified based on its similar fold recognition or threading methods. In this method, known protein 
sequence is replaced by the interested target protein sequence for which the structure is unknown. This 
new threaded structure is evaluated by various scoring methods. Process is continued until best fit struc-
ture for the query sequence is obtained and optimized. Sometime this protein folding technique gives 
a precise model and occasionally it gives relatively a poor model. Software such as GenTHREADER, 
MUSTER, I-TASSER and DescFold are used in this technique. The disadvantage of this protein folding 
method is whether the given model is accurate or not (Le, et al., 2015; Sumudu, & Steffen, 2016; Young, 
2009; Ingles-Prieto, et al., 2013; McGuffin, 2008; Jones, 1992; Jones, 1999).
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Ab Initio (de novo) Modeling

This technique is used when there is no adequate homologous structures are available for comparison. 
This modeling is depends on the sequence not by the template structure. In this method protein like 
structure having centroid atoms to represent the side chain will be generated. Generated structure is 
relaxed by refining the centroid based structure through all-atom refinement function. Software such as 
QUARK, Rosetta/Robetta, I-TASSER, CABS-FOLD and EVfold are used in this modeling (Le, et al., 
2015; Sumudu, & Steffen, 2016; Loew, et al., 1993; Mason, et al., 2001; Englebienne, & Moitessier, 
2009; Gohlke, et al., 2009; Leonardo, et al., 2015; da Silva et al., 1999).

Ligand-Based Drug Design (LBDD)

Ligand based drug design is an alternative approach to the structure based drug design. When the struc-
ture of target is unknown or unable to predict through homology modeling, protein folding and Ab initio 
modeling, ligand based drug design is an alternative technique. This method depends on the previous study 
results and knowledge of a small molecule that interacts and binds to the interested target or very similar 
targets which has at least marginal activity. Further slight modification is to be done on the molecular 
structure to improve its activity (Sumudu, & Steffen, 2016; Loew, et al., 1993; Mason, et al., 2001).

Virtual Screening

Identification of novel chemotype from the large chemical compound databases/chemical libraries based 
on the process of scoring, ranking and affinity for a certain target is referred as Virtual screening. Target 
based virtual screening is depends on the availability of the information of target structure (determined 
either experimentally or modeling techniques). Number of compounds to be verified experimentally 
can be reduced based on the virtual screening, which helps to identify leads and its optimization (Ish, 
2012; Le, et al., 2015; Kapetanovic, 2008; Koh, 2003; Koppen, 2009; Subramaniam, et al., 2008; Rester, 
2008; Oprea, & Matter, 2004; Green, 2003; Stahura, & Bajorath, 2004; Bajorath, 2002; Klebe, 2006; 
Jain, 2004). Virtual screening is performed in two categories.

Structure Based Virtual Screening (SBVS)

In SBVS, the selected chemical compound is docked into the selected target protein binding site. SBVS 
provides a ranking for the docked molecules. Based on the ranking, promising chemical compound will 
be selected and tested experimentally for its biological activity on the target. Chemical database used in 
structure based virtual screening are Zinc, PubChem, ChemSpider, ChEMBL, NuBBE DB, ChemBank, 
eMolecules, DrugBank and Binding DB (Leonardo, et al., 2015; Lionta, et al., 2014; Gangwal, et al., 
2015).

Steps involved in the SBVS are

1. 	 Molecular target preparation
2. 	 Compound database selection
3. 	 Molecular docking
4. 	 Post-docking analysis (Scior, et al., 2012).
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Ligand Based Virtual Screening (LBVS)

Ligand based virtual screening is performed when receptor structural information is unknown or unable 
to predict, one or more bioactive compounds are available. Three approaches are used in the virtual 
screening technique. They are

1. 	 Similarity search
2. 	 Pharmacophore-based virtual screening
3. 	 Quantitative Structure–Activity Relationship

Similarity Search

The similarity search or fingerprint based approach is performed when a single bioactive compound is 
available. The main principle of this technique is to screen databases based on its physical and chemical 
similarity with the backbone of the lead molecule for the target. The lead molecule is selected based 
on similarity score which includes 2D score and a 3D structure similarity. Chemical databases used in 
similarity search or fingerprint based approach are Molinspiration, OSIRIS Property Explorer, Molsoft 
and MoKa (Le, et al., 2015; Kapetanovic, 2008; Sumudu, & Steffen, 2016; Leonardo, et al., 2015; Vogt, 
& Bajorath, 2011; Bologa, et al., 2006; Lindert, et al., 2013; Zhu, et al., 2013).

Pharmacophore-Based Virtual Screening

Pharmacophore-based virtual screening is another approach in LBVS, this approach is performed when 
one or several bioactive compounds are available. Screening is performed based on the structural features 
collected from known ligands to generate pharmacophore models that bind to a target. Pharmacophoric 
features include H-bond acceptors, H-bond donors, aromatic, hydrophobic, positive and negative ioniz-
able groups (Kapetanovic, 2008).

IUPAC defines pharmacophore as: “the ensemble of steric and electronic features that is necessary 
to ensure the optimal supramolecular interactions with a specific biological target structure and to trig-
ger (or to block) its biological response”. In another way “Pharmacophore” is the three-dimensional 
geometry of interaction features that a molecule must have in order to bind in a protein’s active site 
(Sumudu, & Steffen, 2016).

The principle behind of the Pharmacophore-based virtual screening is a set of chemical features and 
the 3-Dimensional space arrangement is responsible for the bioactivity of the compound. The aim of the 
pharmacophore mapping is the transform from 2D structure-activity information into the 3D requirements 
for binding to the target biomolecule. This pharmacophore mapping allows searching molecules from 
3D database that match these 3D properties, identify the bioactive confirmation of the active molecule 
with how it is superimposed. This mapping also identifies the types of points match with what type of 
conformation of the compounds. A pharmacophore model is made based on its chemical features (H-
bond acceptors, H-bond donors, aromatic, hydrophobic, positive and negative ionizable groups) (Lin, 
2005; Langer, & Krovat, 2003; Patel, et al., 2002).

Generating a 3D Pharmacophore model comprises the following steps

1. 	 The active compounds known to be binding to the desired target.
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2. 	 For a 2D pharmacophore model, essential atom types and their connectivity are defined whereas 
for a 3D pharmacophore model, the conformations are defined using IUPAC nomenclature.

3. 	 Alignment of ligand or superimposition is used to identify common feature property required in 
binders.

4. 	 Generating the Pharmacophore model.
5. 	 Ranking of the pharmacophore models and selecting the best models.
6. 	 Validation of pharmacophore models (Sumudu, & Steffen, 2016).

Programme used for pharmacophore generation in commercial are Hiphop, HypoGen, HypoRefine, 
GASP, DiscoTech, GALAHAD, LigandScout, MOE, PHASE and XED; whereas programme used for 
pharmacophore generation in Academic are PharmaGist, ALADDIN, RAPID, DANTE, APOLLO, 
CLEW, MPHIL, GAMMA, SCAMPI, Apex-3D and LigBuilder (Leonardo, et al., 2015).

Quantitative Structure–Activity Relationship

Quantitative Structure–Activity Relationship is another approach in LBDD. This QSAR is based on the 
computational statistics method that correlates relationship between molecular descriptors (physico-
chemical properties includes molecular weight, number of rotatable bonds, LogP etc.) of the molecules 
of ligand and binding to a target corresponds to its biological activity (Verma, et al., 2010). The QSAR 
basis is that similar structural molecules tend to have similar biological activity. The assumption of QSAR 
is that the activity, property and toxic effect are related to ligand structural features. This technique is 
used to forecast the activity of any new molecules without performing the in vitro or in vivo experiments, 
which saves the times and resources. For quantification of the biological activity, half maximal inhibitory 
concentration (IC50) and inhibition constant (Ki) values are commonly used. QSAR is used to determine 
the positive or negative effect of a particular feature of a drug molecule with respect to its biological 
activity; ranges from 1D QSAR to 6D QSAR are available. In 1D-QSAR affinity correlates with pKa, 
molecular volume etc; 2D-QSAR affinity correlates with physicochemical properties such as electronic 
hydrophobic and steric features of compounds; 3D-QSAR affinity correlates with its physical, geometric 
features of active drug molecules and quantum chemical features; 4D-QSAR Ligands are represented 
as orientations, ensemble of conformers, protonation states, tautomers and stereoisomers; 5D-QSAR is 
similar to 4D, with additional consideration of different induced-fit models and 6D-QSAR is similar to 
5D, with additional consideration of different solvation scenarios (Deepali, 2016; Verma, et al., 2010; 
Verma, & Hansch, 2009; Gupta, S. P. & Kumaran, 2005; Kontogiorgis, & Hadjipavlou-Litina, 2003; 
Satya, 2003; Mendenhall, & Meiler, 2016; Bleckmann, & Meiler, 2003; Adl, et al., 2016).

Basic steps in QSAR method are

1. 	 Through a database search or literature search or HTS experiments activities are identified between 
the drug molecules that attach to the desired drug target.

2. 	 Determination of the biological activity based on structural (e.g. bond, atom, functional group 
counts, surface area etc.) or physicochemical features of the molecule.

3. 	 Built up of a QSAR between the identified features of the drug molecule and biological activity.
4. 	 Validation of the QSAR for its biological activity.
5. 	 Optimize the QSAR model to maximize the biological activity based on the known active compounds.
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6. 	 Test experimentally the optimized drug molecule for its biological activity (Sumudu, & Steffen, 
2016).

Selection of the molecular physicochemical properties is having an important role in the QSAR model 
to get the desired predicted biological activity. Linear QSAR is used to pick molecular descriptors that 
are important in predicting the biological activity. Molecular descriptors that have a good correlation 
with the target–ligand biological activity can be predicted by Multivariable linear regression (MLR). 
Relationship between the molecular descriptors and biological activity are always not in linear.

The difference between the pharmacophore model and QSAR model is in pharmacophore model 
necessary or essential features of an active ligand is used for determining the activity; whereas in QSAR 
model not only the essential features but also the other features that affect the activity are taken into the 
consideration. But volume of the binding site is considered in both models (Dudek, et al., 2006; Kurup, 
2003; Sippl, 2002).

Drugs such as Norfloxacin (used to treat urinary tract infections), Zolmitriptan (used to treat migraine) 
and Losartan (used to treat hypertension) are discovered through ligand based drug design through QSAR 
model and approved by the FDA (Koga, et al., 1980; Duncia, et al., 1990; Buckingham, et al., 1995).

Molecular Docking

Molecular docking is an automated computer algorithm, frequently used in drug design. Docking predicts 
how a ligand will bind with the appropriate binding site of the target (active site of protein) through ori-
entation, conformational geometry, binding energetics and provide ranking based on the binding affinity 
of ligand-receptor complexes. Conformation of docking and scoring include the electrostatic interactions, 
Van der Waals interactions, solvation effects and entropic effects (Le, et al., 2015; Kapetanovic, 2008; 
Meng, et al., 2011; Yuriev, et al., 2011).

Docking algorithm is divided into 3 types based on the flexibility of protein and ligand. They are

1. 	 Rigid docking: protein and ligand are consider to be rigid
2. 	 Semi-flexible docking: protein is fixed and ligand is flexible
3. 	 Flexible docking: both protein and ligand are flexible (Moitessier, et al., 2008)

Binding confirmation between the ligand and with the active site of protein is identified in two steps.

1. 	 Accurate pose prediction or binding conformation of the ligand inside the binding site of the target 
protein.

2. 	 Accurate binding free energy prediction (Le, et al., 2015).

Ligand conformation in molecular docking is verified by specific scoring function through several 
cyclical processes. They are

1. 	 Conformational Search
2. 	 Evaluation of Binding Energetics
3. 	 Covalent Bonds in Molecular Docking
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4. 	 Molecular Dynamics
5. 	 Structural Water
6. 	 Protein-Protein Interaction Inhibitors and Molecular Docking

Conformational Search

Ligands structural parameters like torsional, translational and rotational degree of freedom are incremen-
tally modified in the conformational search. Conformational search is performed by applying systematic 
and stochastic search. Both search methods are used in molecular docking programme (Leach, et al., 
2006; Agrafiotis, et al., 2007).

Systematic Search

This search method gradually changes the ligands conformation by slight structural variations. In sys-
tematic search, all the probable combinations of the structural parameters through combinatorial explo-
sion are explored. Algorithm used in the systematic search are eHiTS, FRED, Surflex-Dock, DOCK, 
GLIDE, EUDOC, FlexX, Hammerhead, Flog, SLIDE and ADAM (Leonardo, et al., 2015; Sousa, et al., 
2006; Zsoldos, et al., 2007).

Stochastic Search

This search method randomly modifies the ligands structural parameters and performs the conforma-
tional search. Genetic algorithms include AutoDock and Gold programs are applied in stochastic search. 
Encode the structural parameters of the initial structure of the chromosome is called as vector is the first 
step in the algorithm. Initial population of chromosomes covering a wide area of the energy landscape 
is generated by random search algorithm. Suitably adapted chromosomes are selected as template based 
on the evaluation in the initial population to the next population which provides transmitting favorable 
structural characteristics and conformational space will be explored. Algorithm used in the stochastic 
search are AutoDock, Gold, PRO_LEADS, EADock, ICM, LigandFit, Molegro Virtual Docker, CDocker, 
GlamDock, PLANTS, MolDock and MOE_Dock (Leonardo, et al., 2015; Gorelik, & Goldblum, 2008; 
McGann, 2012).

Evaluation of Binding Energetics

Scoring functions are used in molecular docking programme to calculate the binding energetics between 
ligand and receptor complex. The energy variation is given by binding constant (Kd) and the Gibbs free 
energy (ΔGL), due to the formation of the ligand-receptor structure. The binding energy of ligand – re-
ceptor complex is evaluated based on its physicochemical phenomena involved in intermolecular interac-
tions, ligand-receptor binding, desolvation and entropic effects (Foloppe, & Hubbard, 2006; Jain, 2006).

Energy scoring functions are characterized into three types. They are

1. 	 Force-field based scoring function.
2. 	 Empirical scoring function
3. 	 Knowledge based scoring function (Huang, et al., 2010)
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Force-Field Based Scoring Function

Estimates the binding energy by adding the contributions of bonded and (bond stretching, angle bending, 
and dihedral variation) and non-bonded terms (electrostatic and van der Waals interactions) in a general 
master function. Inaccuracy in estimating the entropic contributions is the limitation of this method. 
Algorithm used in the Force-field based scoring function are DOCK, AutoDock, GoldScore, ICM, 
LigandFit, Molegro Virtual Docker, SYBYL_G-Score, SYBYL_D-Score and MedusaScore (Leonardo, 
et al., 2015). Formula for the Force-field based scoring function is

Etotal = Ebonded + Enonbonded	

Ebonded = Ebond + Eangle + Edihedral	

Enonbonded = Eelectrostatic + EVan der Wals	

Ebond represent potential energy of covalent bonds.	

Eangle represent potential energy between angled bonds.	

Edihedral represent potential energy of tortion of bonded atoms.	

Eelectrostatic represent potential energy of electrostatic forces.	

EVan der Waals represent potential energy of Van der Waals forces (Le, et al., 2015).	

Empirical Scoring Function

Empirical scoring function is based on the formation of ligand-receptor complex. Formation of this 
complex includes hydrogen-bonding, ionic and apolar interactions, as well as desolvation and entropic 
effects. Depends on the data accuracy used in the development of the model is the drawback of this 
scoring functions. Algorithm used in the empirical scoring function are AutoDock, GlideScore, Chem-
Score, X_Score, F_Score, Fresno, SCORE, LUDI, SFCscore, HYDE, LigScore and PLP (Le, et al., 
2015; Leonardo, et al., 2015; Murray, et al., 1998; Eldridge, et al., 1997; Bohm, 1994). Formula for the 
Empirical scoring function is

ΔGbind = ΔGdesolvation + ΔGmotion + ΔGconfiguration + ΔGinteraction	

desolvation – enthalpic penalty for removing the ligand from solvent.	

motion – entropic penalty for reducing the degrees of freedom when a ligand binds to its receptor.	

configuration – conformational strain energy required to put the ligand in its “active” conforma-
tion.	

interaction – enthalpic gain for “resolvating” the ligand with its receptor.	

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



18

Drug Discovery
﻿

Knowledge Based Scoring Function

Based on the pairwise energy, potential extracted from the known ligand-receptor complex. Various 
types of interactions observed in the dataset are classified and weighted according to their frequency of 
occurrence. The final score is the sum of all individual interactions. Algorithm used in the knowledge 
based scoring function are SMoG, DrugScore, PMF_Score, MotifScore, RF_Score, PESD_SVM and 
PoseScore (Leonardo, et al., 2015; Huang, & Zou, 2006; Gohlke, et al., 2000).

Covalent Bonds in Molecular Docking

Drug molecules which have covalent bonds are favorable one for the therapeutic treatment of the diseases 
such as cancer, diabetes, infectious, cardio-vascular, gastro-intestinal and neurologic disorder. Protein 
targets are irreversibly inactivated by the covalent bonds leads to re-synthesis of the target protein and 
regaining its biological function. These covalent molecules with high affinity it bind with the target 
protein, leads to produce long lasting pharmacological action and reduced frequency of drug admin-
istration. Covalent interaction and non-covalent interaction of drugs with the target protein differ with 
respect to its binding thermodynamics (Kumalo, et al., 2015; Ouyang, et al., 2013). Program used in the 
covalent bonds in molecular docking are DOCK, AutoDock and Gold (Leonardo, et al., 2015; Ewing, 
et al., 2001; Morris, et al., 1996).

Molecular Dynamics

In molecular docking, flexibility of the target binding site is essential one. During the molecular recogni-
tion process, target site (enzymes and receptors) can undergo some conformational changes leads to have 
secondary and tertiary structure. In molecular recognition process, the ligand fit to the target site with 
little mobility. Molecular dynamics is a technique specifically used when the conformational changes in 
the target site. A set of convenient structure for docking is generated by the molecular dynamics when 
the molecular targets are not having suitable crystallographic structures (i.e. structures with inaccessible 
or poorly defined binding sites). Ligand-receptor complex stability proposed by molecular docking can 
be assessed by this molecular dynamics.

Newton’s equation of motion is applied in molecular dynamics to specify the position and speed of 
each atom in the study system which helps to examine the trajectory and temporal evolution of ligand-
receptor complex (Salsbury, 2010; Durrant, & McCammon, 2011; Harvey, & de Fabritiis, 2012; Nichols, 
et al., 2011). Simulations such as AMBER, CHARMM and GROMOS are widely used in molecular 
dynamics (Leonardo, et al., 2015; Cornell, et al., 1995; Christen, et al., 2005).

Structural Water

Crystallographic water is strongly bound to the receptor and it is major challenging one in the molecular 
docking. At least one water molecule is involved in the ligand-receptor complex. In general structural 
water facilitate between ligand and the binding site of protein through multiple hydrogen bonding. By 
designing the ligand or part of the target structure, this structural water can be displaced. This displace-
ment is the entropically favorable, cause enthalpy loss. This enthalpy loss can be compensated by de-
signing specific moiety to mimic the interaction of the displaced water and creation of hydrogen bond 
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with the protein. Otherwise, hydrogen bond between the ligand and the target binding site can be created 
by inclusion of structural water in the molecular docking (Leonardo, et al., 2015; Michel, et al., 2009; 
Amadasi, et al., 2008; Amadasi, et al., 2006; Kellogg, & Chen, 2004).

Protein-Protein Interaction Inhibitors and Molecular Docking

Interaction between the dissimilar classes of protein can control the cellular and biochemical process. 
Small-molecule compounds that directly contest with one of the protein partners are called as protein-
protein interaction (PPI) inhibitors. Disease like cancer is attributed due to defective protein-protein 
interactions, and it has an attractive target in drug discovery. Identification and characterization of binding 
sites, assessment of their potential interaction with small molecule compounds are the major challenges 
in the molecular docking (Leonardo, et al., 2015; Arkin, & Wells, 2004; Wells, & McClendon, 2007).

Computational methodologies, Q-SiteFinder and ANCHOR are used in assessing the PPI inhibitors 
(Laurie, & Jackson, 2005; Meireles, et al., 2010). Q-SiteFinder algorithm is an energy-based method to 
predict the protein binding sites, based on the interaction energy of each interface pocket in molecular 
modeling. ANCHOR algorithm search for amino acid side chains deeply suppressed at protein-protein 
interfaces to locate potential binding pockets carrying druggable properties (Meireles, et al., 2010).

Molecular Lipophilicity

Molecular lipophilicity is quantified as log P, is the molecular characteristics of the chemical compound. 
Molecular lipophilicity is a key physicochemical parameter of a drug molecule which has an important 
role in permeability, bioavailability and toxicity. Also determine the ability of the drug molecule to 
interact with the biological target site. The log P is used to quantify the lipophilicity, also it determines 
the pharmacokinetic properties and bioavailability of the drug molecule. Drug molecule before reach-
ing the systemic circulation, it should cross the biological barriers through active diffusion or passive 
diffusion or endocytosis (Kujawski, et al., 2012).

Partition coefficient n-octanol/water system has been used for many years to measure the lipophilic-
ity/hydrophobicity. Molecular lipophilicity helps to determine the distribution within the organ. Drug 
molecule ability to aggregation with water is described as Hydrophobicity whereas ability to aggrega-
tion with between drug molecule and solvent is described as lipophilicity. In general the hydrophobic 
drugs are distributed to hydrophobic compartments (lipid bilayers of cells), while hydrophilic drugs are 
distributed to hydrophilic compartments (blood serum) (Kujawski, et al., 2012).

Drug like molecule standard properties are identified by Lipinski in the “rule of five”. Actually four 
rules are governed in the Lipinski rule with cut-off numbers that are 5 or multiples of 5. Lipinski rule is

1. 	 Hydrogen bond donors (sum of hydroxyl and amine groups) less than 5.
2. 	 Hydrogen bond acceptors (sum of nitrogen and oxygen atoms) less than 10.
3. 	 A molecular weight under 500 daltons.
4. 	 A log P coefficient of less than 5 (Lipinski, et al., 2001).

Interaction between the drug molecule and biological target can be predicted through log p.
At least three reasonable answers could be possible
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1. 	 log P is essentially an experimental reproducible measurement.
2. 	 Partition experiments are cheap and relatively no time-consuming.
3. 	 log P is directly related to the free energy of binding and solvation/desolvation effects.

Different computational procedures have been developed for calculation of log P.
Two methods are used for the calculation of log P.
They are

1. 	 The substructure-based methods – In this method disconnecting the molecules into atoms (atom 
contribution methods) and utilize multiple regression equations. Algorithm AlogP98 is based on 
this substructure.

2. 	 Groups (fragmental methods); by adding the single-atom or fragmental contributions (supplemented 
by applying correction rules in the latter case) utilizing additive contributions of functional groups 
and fragments, then log P can be calculated. Algorithms ClogP, log- Kow ACD/logP DB and KlogP 
are based on this fragmental method.

3. 	 The whole molecule approaches – In this method the entire molecule using molecular lipophilicity 
potentials (MLP), VlogP, topological indices or molecular properties are used to quantify log P 
(Mannhold, & van de Waterbeemd, 2001)

These methods are not suitable for molecule having complex structures due to complexity of quantum 
mechanical methods.

Softwares for calculation of log P

1. 	 CLOGP program breaks the molecules into fragments and calculate these constant fragment values 
and structure-dependent correction values taken from Hansch and Leo’s database, to predict log P 
of several organic molecules.

2. 	 HINT (Hydropathic INTeractions) program directly calculate the hydrophobic atomic constants 
for small molecules or acquire them from a residue-based dictionary.

3. 	 KOWWIN program uses the atom/fragment contribution method (AFC)
4. 	 XLOGP algorithm is essentially an atom-additive model which is supplemented by a small number 

of the correction factors.
5. 	 XLOGP2 program uses a total of 90 types of atom to classify atoms in neutral organic compounds. 

Atoms are classified according to element, hybridization state, solvent accessibility, nature of the 
neighboring atoms and adjacency to π-systems.

6. 	 The XLOGP3 program adopts 87 atom/group types from optimized classification scheme and 
internal H-bonds and amino acids as the other two correction factors.

7. 	 ACD/logP packages is constructionistic approaches – From measured log P data of simple mol-
ecules the basic fragment values are derived, then the remaining fragment set is constructed.

Other programmes in the prediction of log P are MiLog P, IA_logP, ALOGPS, AB/LogP and ACD 
Lab/ChemSketch (Kujawski, et al., 2012).

Recently the computational methods VCCLAB platform and ALOGPS2.1 package are used.

1. 	 The VCCLAB programme include three main parts
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a. 	 Applet Clients - A front-end part of the site allows the users to provide data, specify param-
eters, execute tasks and collect calculated results

b. 	 Super Server - Execute the tasks submitted by the clients.
c. 	 Calculation Servers - Link between the Applet Clients and Calculation Servers (Tetko, et al., 

2005).

2. 	 ALOGPS 2.1 package is built on the Associative Neural Network (ASNN) pattern; it is a combination 
of k-nearest neighbor and artificial neural network methods (Tetko, Associative Neural Network, 
CogPrints archive code: cog00001441).

Pharmacokinetic Properties (ADME)

Pharmacokinetic properties such as absorption, distribution, metabolism and excretions are need to be 
measured in the new drug development stage itself to avoid the failure in the drug design stage which 
leads to save time and money. Last two decades automated and microprocess controlled robotic techniques 
combined with mathematic methods (High Throughput Screening) is used to assess the pharmacokinetic 
properties of the new drug molecules (Alexander, et al., 2016; Domenico, 2015; Le, et al., 2015; Ranga-
natha, & Kuppast, 2012). These techniques are developed based on the information of physicochemical 
properties, tridimensional structural information, biology, engineering and informatics of a few illustrative 
substances assuming that the alike chemical structures often have comparable properties.

The principle behind the HTS is based on the interaction between the ligand and biological compound 
which is measured as luminescence based binding assay. Different luminescence based binding assay 
techniques are

1. 	 Fluorescence Anisotropy (FA)
2. 	 Fluorescence Correlation Spectroscopy (FCS)
3. 	 Fluorescence Intensity (FI)
4. 	 Fluorescence Lifetime Imaging Microscopy (FLIM)
5. 	 Fluorescence Resonance Energy Transfer (FRET)
6. 	 Total Internal Reflection Fluorescence (TIRF)
7. 	 Time Resolved Resonance Anisotropy (TRRA).

Other nano-bead based techniques are

1. 	 Scintillation Proximity Assay (SPA)
2. 	 Amplified Luminescence Proximity Homogeneous Assay (ALPHA) (Ranganatha, & Kuppast, 

2012).

Bioavailability is defined as the amount of drug which reaches the systemic circulation. Different 
factors such as absorption, liver first pass metabolism, volume of distribution, rate of clearance, drugs 
half-life and dosage form affects the bioavailability. Other biopharmaceutical factors like poor aqueous 
solubility and slow dissolution rate also affect the bioavailability (Nuez, & Rodriguez, 2008).

In drug design and discovery in silico ADME models commonly utilize quantitative structure-activity 
relationship (QSAR) and quantitative structure-property relationship (QSPR) approaches includes sev-

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



22

Drug Discovery
﻿

eral quantitative descriptors based on 2-dimensional or 3-dimensional molecular structures, fragment, 
topological and global physicochemical properties (Buchwald, & Bodor, 2002).

The mathematical method includes linear methods (multiple linear regression and partial least 
squares), non-linear methods (feedforward artificial neural network), neural networks, self-organizing 
maps, recursive partitioning and support vector machines. The similarity/dissimilarity of the drug mol-
ecule can be assessed by k-nearest neighbor method and stochastic artificial neural network (Nuez, & 
Rodriguez, 2008).

Physicochemical Properties includes

1. 	 pKa
2. 	 LogP and LogD
3. 	 Polar surface area
4. 	 Lipophilicity
5. 	 Solubility
6. 	 Permeability

pKa

It is the negative logarithm of the acid ionization constant (pKa) and defined as the ability of an ioniz-
able group of an organic compound to donate a proton in an aqueous medium. Solubility, lipophilicity, 
permeability and absorption of a compound can affect the pKa. Natures of chemical structure and acid 
strengthening or base weakening factors of the substitutes are considered for the development of algo-
rithms in the calculation of pKa (Nuez, & Rodriguez, 2008; Wang, et al., 2015).

logP and logD

logP is the logarithm of the partition coefficient in an octanol/water system and logD is the pH depen-
dent distribution coefficient. Distribution coefficient (logD) is related to partition coefficient (logP) and 
ionization constant (pKa). Different algorithms are developed to calculate logP are ClogP, log- Kow, 
ACD/logP DB, KlogP AlogP98, MlogP and VlogP (Kujawski, et al., 2012; Nuez, & Rodriguez, 2008; 
Wang, et al., 2015).

Polar Surface Area

Polar surface area is based on the van der Waals surface area which includes nitrogen, oxygen and attached 
hydrogen atoms. These PSA reflect the ability of the solute to leave the hydrogen binding environment. 
Calculation of PSA is based on the all three dimensional conformations of the compounds and calculated 
the PSA as the Boltzmann weighted average (Nuez, & Rodriguez, 2008).

If the polar surface area value greater than 140 Å2 shows poor intestinal absorption whereas the value 
between 60 and 90 Å2 shows blood-brain partition (Palm, et al., 1997; Kelder, et al., 1999; Folkers, et 
al., 1998).

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



23

Drug Discovery
﻿

Lipophilicity

The drug molecule prefers to have lipidic to an aqueous one. Lipophilicity of a drug is a key parameter 
for drug permeability (drug absorption and distribution) and elimination (Kujawski, et al., 2012; Nuez, 
& Rodriguez, 2008).

Solubility

Solubility in the aqueous medium is a most important factor which affects the bioavailability of the drug. 
In silico solubility models are based on the QSPR equation. QSPR equation incorporates molecular li-
pophilicity (logP) and melting point temperature of the new molecule (Nuez, & Rodriguez, 2008; Jain, 
& Yalkowsky, 2001).

Permeability

Permeability is the key parameter for any drug molecule absorption (oral, transdermal, ocular, pulmonary); 
distribution (across the blood-brain barrier or blood retina barrier) and elimination. Human intestinal 
absorption is an important parameter for oral dosage form whereas drug permeation through blood brain 
barrier is important for drugs which act via the central nervous systems. Factors such as lipophilicity, 
hydrogen bonding capacity, size and charge are having role in permeation of drugs through biological 
membrane (Nuez, & Rodriguez, 2008; Camenisch, et al., 1996).

Prediction of ADME and Related Properties

ADME Prediction Models

Interaction between human body and drug is a bidirectional process. Administration of drug into the hu-
man body and the desired activity produced by drugs take place by the inhibition of receptors, activation, 
blocking of signal pathway via absorption, distribution and metabolism and finally disposes the drug by 
excretion. These processes between the drug and human body are simultaneous and interactional leads 
to produce desired therapeutic effect or side effects.

Absorption

Numerous factors influence the drugs absorption in the gastrointestinal tract. They are

1. 	 Physicochemical: pKa, lipophilicity, solubility, diffusivity, stability and salt form.
2. 	 Physiological: Gastrointestinal pH, gastric passage, transit time of small and large intestine, active 

transport, efflux and gut wall metabolism.
3. 	 Formulation Factors: Drug particle size, crystal form, and dosage form such as tablet, capsule, 

solution, emulsion, suspension, gel and modified release (Nuez & Rodriguez, 2008; Yamashita, 
& Hashida, 2004).
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Among the above said factors, physicochemical factors are having the major role in the prediction of 
absorption; formulation factors are characterized and optimized experimentally whereas physiological 
factors cannot be controlled.

Majority of the drugs are administered through oral route, solubility and human intestinal absorption 
are the most important parameters affects the drug absorption. Drugs are absorbed in the intestine by 
passive diffusion. Polar surface area is used as a descriptor for the prediction of intestinal absorption. 
Caco-2 permeability in combination with kinetic solubility data can be used to calculate the Human 
intestinal absorption (HIA) (Thomas, et al., 2008). Other molecule descriptors used in the prediction 
of absorption are

1. 	 Sum of the net atomic charges of oxygen atoms.
2. 	 Sum of the net atomic charges of nitrogen atoms with net negative atomic charges.
3. 	 Sum of the net atomic charges of hydrogen atoms attached to oxygen or nitrogen atoms.
4. 	 Number of carboxyls.
5. 	 Topological polar surface area (TPSA).
6. 	 Predicted apparent octanol-water distribution coefficient at pH 6.5 (logD6.5) (Nuez, & Rodriguez, 

2008).

Different pharmacokinetic model for drug absorption includes

1. 	 Metabolism by CYP3A4 inside the epithelial cell.
2. 	 Pgp- mediated model efflux into the lumen.
3. 	 Intracellular diffusion from luminal side to basal side and subsequent permeation through the basal 

membrane (Nuez, & Rodriguez, 2008).

Models used in the calculation of intestinal absorption are CoMFA, P-gp pharmacophore model and 
QSAR P-gp model. Algorithm used in the calculation of intestinal absorption are GlastroPlus and iDEA 
(Nuez, & Rodriguez, 2008; Swaan, et al., 1997; Ekins, et al., 2002). Algorithm GastroPlus simulates 
gastrointestinal absorption and pharmacokinetics for drugs administered orally or intravenous in humans 
and animals whereas iDEA simulates human physiology and accounts for regional variations in solubil-
ity, surface area, intestinal permeability and fluid movement (Nuez, & Rodriguez, 2008).

Distribution

Once the drug is absorbed by the human body, it should be distributed and reach the target site. Molecular 
structure and physicochemical parameters are the two parameters affect the drug distribution. During 
the distribution, the absorbed drug molecules are interacting with the plasma proteins like albumin, 
alpha1-acid glycoprotein, lipoproteins, erythrocytes, alpha, beta and gamma-globulins; these plasma 
proteins influence the drug distribution. Albumin influence acidic drugs, alpha1-acid glycoprotein 
influence basic drugs and lipoproteins influences neutral and basic drugs (Nuez, & Rodriguez, 2008; 
Kratochwil, et al., 2002).

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



25

Drug Discovery
﻿

Blood-Brain Barrier Penetration

Brain consists of tight junctions between microvascular endothelial cell layers; it plays a vital role in 
separating the brain from the blood (Begley, 1996). Drugs used for targeting the central nervous system, 
need to have high penetration, whereas non-CNS drugs should be minimized to avoid any CNS side 
effects. Drug penetrates the Blood brain barrier through either passive diffusion or specific transport 
mechanism (P-glycoprotein or receptor-mediated transport, peptide transporters, carrier-mediated 
transport, receptor-mediated transcytosis and other transport systems such as GLUT-1, system L1 and 
system ASC) (Clark, 2003). Passive membrane transport is predicted based on the molecular descrip-
tors like lipophilicity, hydrophilic and hydrophobic surface areas, structural parameters and net charge 
at physiological pH.

Methods to determine BBB
Blood brain barrier penetration is evaluated based on the determination of logBB (logarithm value 

of brain to plasma concentration ratio).

1. 	 QSAR Statistical Method: Based on physicochemical properties like logP, pKa and fraction of 
unbound on the plasma are used to predict logBB (Lanevskij, et al., 2011).

2. 	 Set of 5 COSMO-RS sigma-moments (from quantum chemical calculations) are used as descriptors 
to predict logBB (Wichmann, et al., 2007).

3. 	 ANN model based on molecular structural parameters and P-glycoprotein (P-gp) substrate prob-
ability of compounds (Garg, & Verma, 2006).

Plasma Protein Binding (PPB)

Binding of the drug with the plasma protein leads to have less bioavailability and may produce drug-drug 
interactions (Trainor, 2007). In silico models are developed to determine the PPB based on

1. 	 Binding Rate and Affinity: Evaluate how tightly drug binds to human serum albumin.
2. 	 Binding Sites and Poses: Provide useful information about structure modification requirement.

SVM aided docking model is used to predict PPB and provide information to predict

1. 	 Binding of albumin with query ligand.
2. 	 Probable ligand binding site.
3. 	 Albumin X-ray structure in complex with ligand
4. 	 Calculation of putative complex (Wang, et al., 2015; Zsila, et al., 2011).

Metabolism

Prediction of metabolism is a priority research and the metabolic fate of a compound is depends on both 
the chemical properties (molecular structure and physicochemical properties) and biological system 
(enzyme and its environment). This metabolic problem creates the issues like enhanced clearance leads 
to poor bioavailability; accumulation of drug leads to produce toxic effects and drug-drug interaction, 
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inhibition enzyme activity, induction and mechanism based inactivation. In general drugs are metabo-
lized in two phases.

Phase I: Key enzymes involved in the metabolism of Phase I are cytochrome P450 (CYP) family. 
Cytochrome P450 family includes CYP1A2, CYP2A6, CYP2C9, CYP2C19, CYP2D6, CYP2E1 and 
CYP3A4, of which CYP3A4, CYP2C9, CYP2C19 and CYP2D6; about 80% of drugs are metabolized 
by these CYP families (Williams, et al., 2004).

Phase II: Key enzymes involved in the metabolism of Phase II are phenol sulfotranferase (PST), 
UDP-dependent glucuronosyl transferase (UGT), estrogen sulfotransferase (EST) and glutathione-S-
transferase (GST) (Nuez, A. & Rodriguez, 2008).

Various models are used to calculate the metabolism related issues based on

1. 	 Interaction models of enzymes with xenobiotic (predict the xenobiotic is a substrate or inhibitor 
of CYP450).

2. 	 Quantitative prediction of metabolic stability of xenobiotic based on clearance model.
3. 	 Site of metabolism.
4. 	 Metabolite prediction (Nuez, & Rodriguez, 2008).

In silico metabolism prediction models are

1. 	 Gaussian kernel weighted k-nearest neighbor models based on CYP2D6 and CYP3A4 inhibition.
2. 	 CoMFA models based on CYP1A2, CYP2A5, CYP2A6, CYP2C9, CYP2D6 and rat MAO A and 

b ((Nuez, & Rodriguez, 2008).
3. 	 Pharmacophore models based on UGT1A1 and UGT1A4 (Sorich, et al., 2002; Smith, et al., 2002).
4. 	 COMPACT (Computer-Optimized Molecular Parametric Analysis of Chemical Toxicity) model 

utilizes sterical and electronic parameters to assess the capability of formation of enzyme substrate 
complexes with xenobiotics and metabolic activation by the CYP1A and CYP2E subfamilies of 
cytochromes P450 (Lewis, et al., 1998; Lewis, 2001).

Site of Metabolism (SOM) Prediction

Site of metabolism is the soft sites and most probable metabolized sites of the drug molecules. Predic-
tion and modification of these sites can improve drug molecules metabolic stability. Around 80% of the 
drugs are metabolized by CYP families, therefore predicting the CYPSOMs can improve the metabolic 
stability of the molecules.

SOM calculation models are categorized based on

1. 	 Reactivity based
2. 	 Structure based
3. 	 Statistical learning models (Wang, et al., 2015).

Different models in SOM prediction are

1. 	 Semi-Empirical QM Calculations: Based on the site with a hydrogen abstraction energy and 
solvent accessible surface area (Singh, et al., 2003).
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2. 	 SMARTCyp: Based the 2D structure of a molecule (Rydberg, et al., 2010).
3. 	 MLlite: Based on docking methods and quantum chemistry calculations (Oh, et al., 2008).

Metabolite Prediction

Metabolite prediction is to recognize the primary metabolites for xenobiotics and to identify the me-
tabolite related toxicity. Metabolite prediction methods are developed based on expert systems and 
statistical-based methods.

Different algorithms for metabolite prediction are

1. 	 MetaPrint2D
2. 	 SmartCYP
3. 	 MetaDrug
4. 	 MetaSite
5. 	 SOME (Wang, et al., 2015; Adams, 2010; Voronkov, et al., 2013).

Excretion

After metabolism of the drug, it is excreted from the body by excretion process. Renal and bile excretion 
are the two major routes of drug elimination. Large molecules conjugate with glucuronic acid and ex-
creted through bile. Drug molecules metabolized by liver, is eliminated through kidney. Active transport 
system such as organic anion transporting polypeptides, peptide

transporters, organic anion transporters and organic cation transporters helps to transport their me-
tabolites across the basolateral surface of renal and assist the drug elimination. Other transporters such as 
P-gp, BCRP and MDR, facilitate the drug elimination (Nuez, A. & Rodriguez, 2008; Lee, & Kim, 2004).

Very few in silico modeling work has been carried out for prediction of excretion. In silico model 
like P-gp substrates and inhibitor are used to predict the excretion (Launay-Vacher, et al., 2006). Tissue 
distribution based on blood flow, protein binding, lipophilicity and pKa can assist to predict the passive 
excretion. However, significance of the renal excretion route can be determined only by initial animal 
pharmacokinetic study results (Boobis, et al., 2002).

Toxicity

Desirable drug should have a good therapeutic effect and not to produce any toxicity. Toxicity is defined 
as damage on organism or substructure of organisms includes cells and organs, it can be determined only 
in the clinical trial stage. Assessing the toxicity in the last stage leads to failure in the drug development 
process. Predicting the toxicity in the earlier stage can enhance the drug development process (Wang, et 
al., 2015). Presence of some substructures includes arylpropionic and arylacetic acids, aryl hydroxamic 
acids, anilines, oximes, anilides, hydrazides, hydrazines, hydantoins, nitroaromatics, quinones, quinone 
methides, hetero aromatics, halogenated hydrocarbon and some halogenated aromatics in the molecular 
structure can form metabolites which are involved to produce the toxicity (Nassar, et al., 2004).

Determination of undesirable side effects for the compounds is an objective in the pharmaceutical 
organization.

The following five steps are considered while developing the prediction models. They are
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1. 	 Collection of biological data based on the relationship between chemicals and toxicity endpoints.
2. 	 Molecular descriptors calculation for the chemicals.
3. 	 Developing a prediction model.
4. 	 Performance evaluation of the developed model
5. 	 Interpreting the observed results with the model (Devillers, 2013; Raies & Bajic, 2016; Hannu, 

2011; Valerio, 2009; Zhu, 2013; Benigni, et al., 2013; Venkatapathy & Wang, 2013; Roncaglioni, 
et al., 2013).

Numerous toxicity prediction softwares are developed to assess the toxicity of the drug molecule in 
the drug discovery during the early stage. The softwares are

1. 	 Deductive Estimation of Risk from Existing Knowledge for Windows (DEREK) provides a qualita-
tive assessment of toxicity potential using structure-based alerts that define toxophores (Sanderson 
& Earnshaw, 1991).

2. 	 ToxAlerts, a web server of structural alerts for toxic chemicals with potential adverse effects 
(Sushko, et al., 2012).

3. 	 TOPKAT (Toxicity Prediction by Komputer Assisted Technology) system based on the cross 
validated QSTR models, predicts toxicity includes rodent carcinogenicity, Ames mutagenicity, rat 
baoral LD50, rat chronic lowest-observable adverse effect level, developmental toxicity potential 
and skin sensitization (Prival, 2001; Enslein, et al., 1994; http://accelrys.com/products/discovery-
studio/admet.html).

4. 	 The MultiCASE (multiple computer automated structure evaluation) approach evaluates a data set 
by trying to identify the structural features associated with observed (biophores) (Klopman, 1992; 
Klopman, et al., 2003).

5. 	 HazardExpert is a toxicity prediction system based on the structure of the compounds and predicts 
different effects such as: carcinogenic, mutagenic, teratogenic, and neurotoxic (Lewis, et al., 1998; 
Prieto, et al., 2013).

OTHER TOXICITY STUDIES

Acute Toxicity

Acute toxicity is defined as the toxicity due to exposure of drug for a short period of time; it is an im-
portant indicator to assess the drug safety. Determination of LD50 is the common criteria to measure the 
acute toxicity.

Methods to predict the acute toxicity are

1. 	 Global QSAR model based on MLR method and non-congeneric datasets.
2. 	 Classification models were constructed based on five different types of machine-learning meth-

ods (SVMOAO, C4·5, RF, kNN and NB) and MACCS and FP4 fingerprints (Wang, et al., 2015; 
Benfenati, et al., 2009).
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Genotoxicity

Genotoxicity is an important toxicity study in the pre-clinical toxicity tests of drug design. Different 
carcinogenicity datasets are available to predict the toxicity are Chemical Carcinogenesis Research 
Information System (CCRIS), EPA Gene-tox, the National Toxicology Program (NTP), IARC, Tokyo-
Eiken, Mutants, the Carcinogenic Potency project (CPDB) and ISSCAN (Nuez, A. & Rodriguez, 2008; 
Wang, et al., 2015).

Different models are developed to predict the genotoxicity based on the ligand-based machine learn-
ing QSAR/QSPR. Different models are Leadscope FDA Model Applier, Derek from Lhasa, toxicity 
prediction by computer-assisted technology (TOPKAT), MultiCASE, SciQSAR, OncoLogic and lazy 
structure-activity relationships (LAZAR) (Nuez, A. & Rodriguez, 2008; Wang, et al., 2015; Arono, 2005).

hERG Toxicity

Sudden death induced by a blockage of human Ether-a-go-go Related Gene (hERG), potassium channel 
blockage is widely considered as the major cause due to cardiac toxicity. Different range of chemical 
structure in the drug molecule can cause Cardiac toxicity through hERG. Data bases WOMBAT-PK and 
PubChem BioAssay are having huge amount of hERG toxicity data for prediction of toxicity (Wang, et 
al., 2015).

Major complications in the development of hERG blocker models are

1. 	 An unclear mechanism for the hERG blocker.
2. 	 Lack of reliable and extensive experimental data.

Different models used to calculate the genotoxicity are

1. 	 NB classification
2. 	 Recursive partitioning techniques
3. 	 Laplacsian-corrected Bayesian classification (Wang, et al., 2015; Arono, 2005; Seierstad, & 

Agrafiotis, 2006; Sun, 2006; Wang, et al., 2012; Wang, et al., 2013; Liu, et al., 2014).

OVERVIEW OF DRUG DISCOVERY AND DEVELOPMENT

The drug discovery process has undergone enormous changes during the few years. After synthesizing 
the new molecules and purification it is evaluated for its physicochemical properties. Then it will be 
evaluated for its therapeutic activity by in vitro and in vivo models.

Four stages are involved in the drug discovery and development.
In the first stage, optimized lead compound is explored in animal model to assess acute toxicity, 

preliminary pharmacokinetics and its therapeutic effect.
In the second stage, subchronic toxicity is assed to ensure the drug safety and pharmacokinetic prop-

erties. Based on the pharmacokinetic properties, dosage form and its frequency are optimized.
In the third stage, optimized lead compound is assessed for its therapeutic effect in the patients.
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In the final stage, the developed new chemical entity is asses for its definite safety and efficacy in 
human beings through clinical studies; different toxicity such as carcinogenicity, mutagenicity and 
reproductive toxicology study etc are performed. In Silico intervention process for drug discovery and 
development is shown in Figure 4. (http://www.allesh.com/solutions.html)

CONCLUSION

Defined organizational structure of R&D activities has large impact in achieving the organizational goal. 
Currently, high cost for the drug approval, risk, as well as low efficiency and productivity are the main 
drawbacks in drug innovation. Approval of NME has become more expensive because the investigating 
diseases are more complex and numbers of biological target are also differing. Investing towards the 
R&D activity is increasing every year whereas the approval of NME is not a proportionate one. Delivery 
of the NME with desired property is a critical parameter for the success of any organization. Pharma-
ceutical industrial R&D sectors adopt various strategies to improve R&D efficiency and productivity. 
Now computer modeling along with different algorithms are used as concept studies in drug design 
and development, to enhance the input and output as commercial product into the market. Ultimately 
to improve the R&D productivity, pharmaceutical industries make the joint ventures and collaborations 
with academic, universities/ research institutes, contract development and manufacturing organizations 
(CDMO) and other partners. In near future pharmaceutical R&D can overcome the barriers like dif-
ficult task, high cost for the drug approval and risk in the pharmaceutical R&D in discover new drug 
molecules to the patients around the world. There is no doubt that the industry will boom and establish 
new landmarks in near future.

Figure 4. In Silico intervention process for drug discovery and development
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ABSTRACT

Biologically active and approved molecules have attracted great interest from scientists working in the 
therapeutic area. This has greatly increased the pressure on the pharma and life science industry in 
fueling new molecules to the market. Chemical structure database, the backbone of cheminformatics 
and the bioinformatics industry, has warehoused millions of active and non-active molecules/ligands/
derivatives of drug compounds. Numerous public and private chemical databases support the drug dis-
covery projects by contributing their data source in terms of 2D, 3D structure, and annotation reports 
in development of effective therapeutic projects. In this chapter, the authors discuss important chemical 
structure databases and their diverse dataset utilization in drug discovery projects.

INTRODUCTION

In last few decades, chemical resources and structural databases are major support and exhibit a numerous 
contribution in the development of drug designing and discovery projects, whether it is bioinformatics, 
cheminformatics, clinical informatics, pharmacoinformatics. The data from these resources and setup 
provides information that can be employed to build or predict the models for designing and discovering 
of new potent lead or drug molecules. Taking into account the vast number of experimental and com-
putational data currently generated from past and ongoing drug discovery projects, the use of storage, 
manage and analytic cheminformatics tools have become increasingly necessary.
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Running out of patent drug from the existing market has increased the pressure on pharmaceutical 
industry to develop newer and safer drugs. To achieve the therapeutic applicable molecule with high ef-
ficacy and low toxicity that desires prescribers to show value of money, in last one decade the industry 
has changed the view of design and development process such that the early phase of drug discovery 
is being taken up by SMEs and academic research groups (Hersey et al., 2015). As the small research 
groups do not have enough resource and big data repositories of chemical database unlike the giant 
pharma companies, they mainly rely on the public available chemical database (Hersey et al., 2015).

In last 2-3 decades, chemical databases have progressed from few thousand compound entries to a 
numerous million compounds. Exponential exploration of chemical structure and related dataset into 
the database is directly proportional to the growth of chemical database in the drug discovery research 
that has fueled a growth in commercial software too (Miller, 2002).

Cheminformatics projects are the source to easily mine the data from the large datasets. The ability 
to identify the compound equivalence between databases, InChI, Smile and related line notations have 
made easier to the users. Advancement in the methods to identify the compounds on the basis of simi-
lar substructure, connectivity, parent connectivity or same connectivity are now enabling to mine the 
compounds from the similar group or not (Hersey et al., 2015).

ChEMBL

ChEMBL is an open source large scale bioactivity database and is publicly available at (https://www.
ebi.ac.uk/chembl) (“ChEMBL,” n.d.-a), reported in Nucleic Acid Research Database Issue in the year 
2012 Figure 1. The database largely consists of manually extracted datasets from the medicinal chemistry 
literature. In-depth data such as compounds structure, biological or physiochemical assays performed 
for these compounds, the targets from the related assays and other drug discovery related question are 
addressed. Application of the ChEMBL data includes the suitable chemical tools for target identifica-
tion, investigation of the off-target drug effects, data mining, construction of predictive modeling for 
target identification, Identification of bioisostere replacement. In association to literature sources and 
databases, ChEMBL assimilates bioactivity data and deposited screening results from other public da-
tabase such as PubChem Bioassay, whereas Dailymed and U.S. Food and Drug Administration (FDA) 
Orange Book adds a data for the approved drug (Bento et al., 2014). The user can retrieve the data from 
ChEMBL using Ligand search, target search, browse target, browse drug,browse drug targets and browse 
drug indications that are listed onto the home page of ChEMBL database Figure 1. In the ligand search 
option, the user can sketch the drug/ligand structures per their requirement as web based sketching tool 
is facilitated Figure 1. As well as can search for targets Figure 2 (“ChEMBL,” n.d.-a). It has 2,101,843 
compound records, 1,735,442 compounds (of which 1,727,112 have mol files), 14,675,320 activities, 
1,302,147 assays, 11,538 targets and 67,722 documents Table 1 (“ChEMBL,” n.d.-b)

PubChem

PubChem is a huge public repository by the National Institute of Health in the field of bioactivity, and 
chemical information (https://pubchem.ncbi.nlm.nih.gov) was launched in 2004 Figure 3. Serving as 
a chemical information repository to the open scientific community, PubChem has grown into a giant 
repository of chemical and bioactivity data too. It has grown very fast and hold the vital chemical in-
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formation resources that provided the route map in many fields of chemical biology, cheminformatics, 
drug discovery and medicinal chemistry (Kim et al., 2016).

The three interlinked components of PubChem database are Substance, Compound and BioAssay 
database.

Figure 1. Home page ChEMBL database, https://www.ebi.ac.uk/chembl/

Figure 2. Target report card for Mitogen-activated protein kinase 4
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PubChem Substance Database

PubChem Substance database: Individual scientist and data contributors deposit data into the PubChem 
Substance database. The data containing annotation and optional structures, each record from each data 
source will be assigned with a unique Substance Identifier (SID), for, eg: Ten organisation submit a 
record of information for anticancer drug, Lapatinib, then ten substance Identifier (SID) will be created 
(“PubChem Docs,” n.d.) Figure 4.

Table 1. List of data sources to ChEMBLdatabase (“ChEMBL,” n.d.-b)

BioAssay Data Sources: Number Assays: Number Compound Records: Number Activities:

Scientific Literature 1016903 1255440 5913066

Open TG-GATEs 158199 633 158199

DrugMatrix 113678 2706 350929

TP-search Transporter database 3592 4383 6765

PubChem bioassay 3076 531694 7559601

BindingDB database 1868 69421 99039

FDA Approval packages 1386 80 1387

Patent Bioactivity Data 1134 11358 20941

Sanger Institute Genomics of drug sensitivity in cancer 714 139 73169

Curated Drug Pharmacokinetic data 521 98 1163

GSK Published Kinase inhibitor 456 1101 169451

Drugs for Neglected Diseases Initiative (DNDi) 233 7070 14452

MMV Malaria Box 138 8438 45158

MMV Pathogen Box 82 774 3857

Open TG-GATEs Source malaria Screening 22 211 344

CO-ADD antimicrobial screening data 22 20 180

St Jude Malaria screening 16 1524 5456

WHO-TDR Malaria screening 16 740 5853

AstraZeneca Deposited Data 15 5799 11687

GSK Tuberculosis Screening 15 826 1814

Deposited Supplementary Bioactivity Data 13 1786 4817

GSK Kinetoplastid Screening 13 592 7235

Curated Metabolism Pathways 11 867 11

St Jude Leishmania Screening 6 13643 42105

GSK Malaria Screening 6 13533 81198

Novartis Malaria Screening 6 10119 27888

Harvard Malaria Screening 4 37 111

Gates library compound 2 137238 69444
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Figure 3. PubChem homepage

Figure 4. PubChem Substance database
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PubChem Compound Database

PubChem Compound database: The unique chemical structures extracted from the PubChem substance 
database are stored in PubChem database. If multiple identical substance records are available then, that 
can be standardized into one chemical structure and finally a single compound record (CID) will be 
automatically generated. For example, many chemical substance records containing the same structure 
of lapatinib will be aggregated into a single compound record (CID) (“PubChem Docs,” n.d.) Figure 5.

PubChem BioAssay Database

PubChem BioAssay database: Annotated information of biological evaluated or assay experimental 
tested substances are stored and can be retrieved from BioAssay database.

Here, each experiment from each data source is assigned a unique Bioassay identifier (AID) the 
records include researcher defined active/inactive determinations of bioactivity of substances with an 
explanation (“PubChem Docs,” n.d.) Figure 6.

The current statistics of the data can be found on the PubChem home page under the tab of “Today’s 
Statistics” at https://pubchem.ncbi.nlm.nih.gov/#. It has more than 94 million compounds, 2.5 million 
tested compounds, 200 million chemical Substance, 04 million tested substances, 01 million BioAs-
says, 170 RNAi BioAssays, 234 million BioActivities, 10,000 protein targets and 22,000 gene targets 
(“PubChem,” n.d.)

Figure 5. PubChem Compound database
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SureChEMBL

SureChEMBL is a large publicly available large-scale database containing compounds extracted from 
full text literature, images and relevant data from patent documents and can be accessed via a web-based 
interface at https://www.surechembl.org/, Figure 7.

SureChEMBL was built by Digital Science Ltd, in late 2013. The whole system was donated to 
EMBL-EBI and further termed as SureChEMBL. From 15 million patent documents, more than 17 mil-

Figure 6. PubChem BioAssay database

Figure 7. SureChEMBL database web page
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lion compounds were extracted and accommodated in the database. In the early release of the database, 
from 4.7 million full- text patents including (EPO, WIPO and USPTO) more than 2.3 million chemical 
structures were extracted. In addition, 11 million biomedical journal abstracts from 1976 to 2000 were 
also extracted (Papadatos et al., 2016) The classification and retrieval of data from the patent literature 
resources are conceded out using an automated text and image mining algorithm on a daily basis (Pa-
padatos et al., 2016).

The database gives access to the formerly unavailable, open and annotated patent compounds. Sure-
ChEMBL is harmonized with combined search and key based search against the compound repository 
and patent documents that provides the user with an enormous wealth of compound based information 
buried deep in the patent documents. This database has led the computational chemist and medicinal 
chemist to utilize its application in the field of drug discovery and development Table 2 (Papadatos et 
al., 2016). Undeniably, worldwide persistent growth in the numerous published patent applications and 
automated data mining techniques have opened new opportunities and challenges and patent information 
management system and mining techniques, especially in the context of chemical and pharmaceutical 
patents where accurate and exceptionally annotated datasets acquire notable changes in the research 
(Papadatos et al., 2016).

In SureChEMBL, the user can search and retrieve the data from major patent authorities such as the 
European Patent Office (EPO, https://www.epo.org), the United States Patent and Trademark Office 
(USPTO, http://www.uspto.gov), the Japanese Patent Office (JPO, https://www.jpo.go.jp) and the World 
Intellectual Property Organization (WIPO, http://www.wipo.int) provide web resources which can be 
accessed and queried online (Papadatos et al., 2016).

Table 2. Patent content and datasets coverage of SureChEMBL database (Papadatos et al., 2016)

Data Description and languages Years

EP applications Bib. data DocDB + Original From 1978

Full text Original (EN, DE, FR)

EP granted Bib. data DocDB + Original From 1980

Full text Original (EN, DE, FR)

WO applications Bib. data DocDB + Original From 1978

Full text Original (EN, DE, FR, ES, RU) From 1978

US applications Bib. data DocDB + Original From 2001

Full text Original (EN) From 2001

US granted Bib. data DocDB + Original From 1920

Full text Original (EN) From 1976

JP applications Bib. data DocDB From 1973

English abstracts/titles From 1976

JP granted Bib. data DocDB From 1994

90+ countries Bib. data DocDB From 1920

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



55

Chemical Structure Databases in Drug Discovery
﻿

DrugBank

DrugBank is a massive and comprehensive publicly available online database flooded with biochemical 
and pharmacological information, mechanism and targets about drugs and can easily be accessed at (http://
www.drugbank.ca). It is also known as unique bioinformatics and cheminformatics wealth that supplies 
the user with extensive detailed information on drug and their target Figure 8.0 (“DRUGBANK,” n.d.).

As most of the DrugBank data are expertly curated from literature sources, it has turned out to be 
the reference to the well known database such as PharmGKB (Thorn, Klein, & Altman, 2013), ChEBI 
(Hastings et al., 2013), KEGG (Kanehisa, Goto, Sato, Furumichi, & Tanabe, 2012), GeneCards (Stelzer 
et al., 2011), PDB (Rose et al., 2013), PubChem (NCBI Resource Coordinators, 2013), UniProt (UniProt 
Consortium, 2013) and Wikipedia. DrugBank was first described in 2006, and have been widely used 
to facilitate drug and In silico drug target discovery (Law et al., 2014).

DrugBank first version was limited to providing data on selected Food and Drug Administration 
(FDA)-approved drugs and their drug targets (Wishart et al., 2006). Pharmacological, pharmacoge-
nomic and molecular biological data were added to DrugBank 2.0, along with a substantial increase 
in the number of approved and experimental drugs (Wishart et al., 2008). DrugBank 3.0, released in 
2010, was expanded to incorporate data on drug-drug and drug-food interactions, metabolic enzymes 
and transporters as well as pharmacokinetic and pharmacoeconomic information (Knox et al., 2011). 
ADMET, pharmacometabolomics, pharmacogenomics and a variety of QSAR data fields were added 
to the DrugBank 4.0 (Law et al., 2014).

The latest release DrugBank version 5.0.11 released on 2017-12-20 holds about 11,002 drug entries 
including 2503 approved small drugs, 943 approved biotech (protein/peptide) drugs, 109 nutraceuticals 
and over 5,110 experimental drugs. Additionally, 4,910 non-redundant protein (i.e. drug target/enzyme/
transporter/carrier) sequences are linked to these drug entries (“DRUGBANK,” n.d.).

Figure 8. Home page https://www.drugbank.ca/
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The information page of each drug is called DrugCard. Each DrugCard entry contains more than 200 
data fields dedicated, the first half with drug/chemical data and other half with drug target or protein 
data (Law et al., 2014), the drug statistics holds the count of per day data Table 3.

ZINC

ZINC (ZINC Is Not Commercial) is a publicly accessible database that can be accessed at http://zinc.
docking.org/ and ready to use compounds for virtual screening, ligand discovery, pharmacophore screens, 
benchmarking and force fields development (Sterling & Irwin, 2015).

About 35 million compounds are present in the ZINC12 database for docking and purchasable 
Figure 9, (“ZINC12,” n.d.) and over 230 million compounds are ready to dock and over 120 million to 
purchasable in the ZINC15 (Sterling & Irwin, 2015; “ZINC15,” n.d.). User can search the compounds 

Table 3. Drug statistics in DrugBank

Total Number of Small Molecule Drugs 9335

Total Number of Biotech Drugs 1227

Total Number of Approved Drugs 3254

Total Number of Approved Small Molecule Drugs 2337

Total Number of Nutraceutical Drugs 106

Total Number of Experimental Drugs 5030

Total Number of Illicit Drugs 202

Total Number of Withdrawn Drugs 218

Total Number of Drugs 10562

Figure 9. ZINC12 database homepage
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and retrieve it from ZINC database by target by focused libraries, activities by organism class, Chemical 
search such as: Chemical similarity, compound substructure, Multiple compounds look up (SMILES, 
CAS number, name, ZINC ID, or an original catalog ID, such as CHEMBL ID) and Chemical Patterns 
(Sterling & Irwin, 2015) Figure 10.

In ZINC15, there are 70539 metabolites that have been annotated, 15006 of which may be purchased 
from vendors. Restricting this to endogenous human metabolites, there are 46941 molecules, of which 8271 
are for sale (Sterling & Irwin, 2015). The database is free in numerous structural file formats including 
3D SDF, Dock, mol2 and SMILES, Canonical SMILES, InChi and InChiKey (Irwin & Shoichet, 2005; 
Sterling & Irwin, 2015). One can search the database by drawing a molecule using web-based query tool 
and molecular drawing interface (Irwin & Shoichet, 2005; Sterling & Irwin, 2015). Users can process 
their molecules by uploading them into the ZINC database (Irwin & Shoichet, 2005).

eMolecule

In eMolecules database, over 8 million compounds are available from their trusted suppliers and global 
networks (“eMolecule,” n.d.-a). eMolecules empowers researchers to explore uncharted chemical and 
biological spaces and deliver more efficient drug-discovery programs Figure 11. Over the years, care-
fully understanding the needs of the chemist and users, eMolecules have created a free search engine 
to facilitate the users in the drug discovery process. The eMolecule database is trusted by the leading 
biotechnology, pharmaceutical as well as academic research organizations to be their optimum tool for 
searching and purchasing the chemicals and therapeutic molecules.

The user can mine the data using substructure search, exact search, similarity search in the sketching 
tool draw can find on https://www.emolecules.com/#?click=building-blocks, and list search (where a 
user can make a multiple query set) under the building block options against 1.5 million compounds. In 
the screening compound option, the user can screen the desired structure against 7 million compounds, 

Figure 10. Search of anti-cancer drug lapatinib in ZINC12 database
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https://www.emolecules.com/#?click=screening-compounds, whereas one can search and order for 
antibodies from over 600,000 antibodies entries Figure 11 (“eMolecule,” n.d.-b).

The eMolecule, chemical search engine uses CAS number, chemical name, catalogue number, 
eMolecule ID number, SD files or SMILES. Dedicated eMolecules purchasing manager supports all 
procurement lists and exports each supplier’s details, the order in multiple formats: CSV, Excel, SDF or 
TSV. The free version of eMolecules offers to get your projects moving and a full version is available 
with annual subscription rate which contains enhanced data sets (“eMolecule,” n.d.-c). Table 4.

Figure 11. eMolecule database home page

Table 4. Free and commercial data

Sr no Data Free Download Full Plus License

1 Monthly Updates Yes Yes

2 SMILES Yes Yes

3 2D SDF Yes Yes

4 eMolecules ID Yes Yes

5 Chemical Name No Yes

6 Supplier Details No Yes

7 SKU/Supplier Catalog Number No Yes

8 Pack Size No Yes

9 CAS Number No Yes

10 MFCD Number No Yes

11 Price No Yes

12 Availability No Yes

13 Lead Time No Yes
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CONCLUSION

Online, off-line, Public and private chemical information sources in the form of structural data and text 
data are the vital resources of the drug discovery projects. Currently numerous on-line databases hold 
millions of curated and annotated datasets for free and open. The data from these databases are used to 
build knowledge based model to predict the enhanced or reduced toxicity activity. Here we have listed 
few freely available chemical databases in Table 5.

Table 5. Other list of the database

Sr no Database name Web Url description

1 BindingDB http://www.bindingdb.org/bind/index.jsp web-accessible database of measured binding 
affinities

2 ChEBI http://www.ebi.ac.uk/chebi/
Chemical Entities of Biological Interest (ChEBI) is 
a freely available dictionary of molecular entities 
focused on ‘small’ chemical compounds.

3 ChemExper http://www.chemexper.com/ Chemical Directory

4 ChemSpider http://www.chemspider.com/ Chemical database

5 Compendium of Common 
Pesticide Names http://www.alanwood.net/pesticides/ ISO-approved standard names of chemical pesticides

6 ChemBank http://chembank.broadinstitute.org/ Small molecule database

7
Computational Chemistry 
Comparison and 
Benchmark DataBase

https://cccbdb.nist.gov/
Experimental and computational thermochemical 
data for a selected set of 1420 gas-phase atoms and 
molecules

8 The Cambridge Structural 
Database (CSD)

https://www.ccdc.cam.ac.uk/solutions/
csd-system/components/csd/

The Cambridge Structural Database (CSD) is a highly 
curated and comprehensive resource.

9 IUPAC-NIST Solubility 
Database https://srdata.nist.gov/solubility/ Data compiled and evaluated by IUPAC (International 

Union of Pure and Applied Chemistry)

10 KEGG DRUG Database http://www.genome.jp/kegg/drug/
KEGG DRUG is a comprehensive drug information 
resource for approved drugs in Japan, USA, and 
Europe

11
National Institute of 
Allergy and Infectious 
Diseases Database

https://chemdb.niaid.nih.gov/

This database contains information extracted from 
the scientific literature on the structure and activity 
of compounds that have been tested against HIV, HIV 
enzymes or opportunistic pathogens.

12 NIST Chemistry 
WebBook https://webbook.nist.gov/chemistry/

provides thermochemical, thermophysical, and ion 
energetics data compiled by NIST under the Standard 
Reference Data Program.

13 NIST Chemical Kinetics 
Database https://kinetics.nist.gov/kinetics/index.jsp compilation of kinetics data on gas-phase reactions

14 Organic Syntheses http://www.orgsyn.org/ Organic Compounds

15 NMRShiftDB http://nmrshiftdb.nmr.uni-koeln.de/ NMR database (web database) for organic structures 
and their nuclear magnetic resonance (NMR) spectra.

16 Spectral Database for 
Organic Compounds

http://sdbs.db.aist.go.jp/sdbs/cgi-bin/
cre_index.cgi?lang=eng spectral database system for organic compounds

17 Wikipedia https://www.wikipedia.org/ All chemical information and other.

18 WebReactions http://webreactions.net/ synthetic and medicinal chemistry
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ABSTRACT

Discovering a new drug molecule against disease is the main objective of drug discovery. Lead opti-
mization is one of the important steps and acts as a starting point. Over the years, it has significantly 
changed the drug discovery process. Its main focus is the development of preclinical candidates from 
“Hit” or “Lead.” Lead optimization comprises lead selection and optimization, drug candidate confir-
mation, and preclinical drug characterization. Lead optimization process can improve the effectiveness 
towards its target potency, selectivity, protein binding, pharmacokinetic parameters, and to develop a 
good preclinical candidate. Lead optimization from high-throughput screening to identification of clinical 
drug candidate is a seamless process that draws new techniques for accelerated synthesis, purification, 
screening from iterative compound libraries, validation, and to deliver clinical drug candidate with 
limited human resources. In conclusion, lead optimization phase is done under the suggestion that the 
optimized lead molecule will have activity against a particular disease.

INTRODUCTION

To develop a new drug molecule about a decade to reach the market with an average cost of around 
$1 billion. Today pharmaceutical industry faced steady turn down in R&D efficiency and approval of 
fewer drugs to the market regardless of the increased investments (Adams & Brantner, 2006; DiMasi 
et al., 2003). Withdrawn of the drugs from the market due to its adverse drug reactions and failures in 
clinical phase III are the other problems faced by the Pharmaceutical industries (Congressional Budget 
Office (CBO) study, Research and Development in the Pharmaceutical Industry, 2016). Major reasons 
for the failure of the drug candidate in the final stage are due to its safety issues or side effects which 
are undiscovered in the initial stage of drug discovery process.
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Failures of the new drug molecule in the drug discovery and development process are

1. 	 Inability to configure a reliable assay
2. 	 Unable to get a developable hits through HTS
3. 	 Drug molecule may not have a desired assay or activity
4. 	 Drug molecule might to toxic in vitro or in vivo
5. 	 Undesirable side effects
6. 	 Unable to get good PK or PD profile
7. 	 Unable to get good permeation to the desired target site (Hughes et al., 2011).

Today developing a new drug molecule for many health issues through drug discovery process is a 
challenging and complex because it includes different phases such as analysis, modelling and experi-
mentation on the data. An ideal new drug molecule must have therapeutic effect in a defined pathway 
towards its biological target with minimal effects on other pathways and to have fewer side effects. Suc-
cess towards the drug discovery for a particular disease is depends on the selection of the target interest 
and its validation. Two key issues in the drug discovery and development of new drug molecules are

1. 	 Selection of biological target
2. 	 Appropriate therapeutic agent towards the activity of the target (Hajduk & Greer, 2007)

BIOLOGICAL TARGET IDENTIFICATION

Biological target is a collective term for a macromolecule includes protein, genes, RNA and DNA. 
Generation of protein function modulators are the key process in the biological target identification. A 
good target must be safe, meet the clinical needs and it should be druggable one. Druggable target is an 
accessible by drug molecule upon binding and produces its biological activity, which can be determined 
by in vitro and in vivo methods (Keseru & Makara 2006; Yang et al., 2009).

Approaches in Target Identification

If the target is identified, examine the certain protein role in disease onset and its biological consequences. 
Approaches in the target identification are

1. 	 Screening of genome wide forward and reverse genetics
2. 	 small-interfering RNAs (siRNAs)
3. 	 Gene expression profiling
4. 	 Examination of mRNA/protein levels
5. 	 Genetic associations
6. 	 Phenotypic screening (Hajduk & Greer, 2007; Butcher 2005; Van der Greef & McBurney 2005; 

Hardy & Peet 2004; Betz et al., 2005)
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Target Validation

After determination of the target, the target macromolecule should be fully validated. Target validation by 
the drug target of interest is an important and crucial process which is needed to be performed in the drug 
discovery at the early stage. Target validation can be performed in different biological methods utilizing 
animal models or isolated cell line (Lakshmana Prabu et al., 2014). Comparison of phenotypic screening 
and molecular target-based screening in drug discovery and development is shown in Figure 1 (Zheng 
et al., 2013). Some examples of cell and assay types used in phenotypic screening are given in Table 1.

HIT DISCOVERY PROCESS

Identification of hit and generation of lead are the other crucial process in the drug discovery. A “hit” 
is defined as the drug molecule which has the desired activity on the target. Hit or lead can be identi-
fied based on the similarity of the marketed drugs (Lakshmana Prabu et al., 2014). Both quality and 
quantity lead classes are available for the identification of hit from the compound library. Important 
characteristics of an ideal hit-lead molecule include physical, chemical, biological and pharmacological 
properties (potency, selectivity, in vitro ADME features – hepatocyte clearance and permeability). Other 
important and necessary requirements of the lead compound include synthetic accessibility, potential 
optimization and patentability.

In hit identification, affinity screening approach is a technique based on the interaction between the 
target and drug molecule.

Affinity screening approaches are

1. 	 NMR spectroscopy
2. 	 X-ray crystallography

Figure 1. Comparison of phenotypic-based screening and molecular target-based screening in drug 
discovery and development
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3. 	 Mass spectroscopy (MS)
4. 	 Surface Plasmon Resonance (SPR) (Keseru & Makara 2006; Proudfoot 2002; Comes, & Schurdak, 

2004; Yang et Al., 2012).

Screening Strategies - Hit discovery

1. 	 High throughput
2. 	 Focused screen
3. 	 Fragment
4. 	 Structural aided drug design
5. 	 Virtual screen
6. 	 Physiological screen

1.	 High-Throughput Screening (HTS): Is a technique extensively used in the identification of hit or 
lead discovery process. Large number of compounds from library is screened against the target by 
cell based assay in plates.

2.	 Focused Screen: Compounds which has similar structures and compounds which are previously 
identified as hit for a particular target are screened for its activity.

3.	 Fragment Screen: It is an alternative approach to HTS. In fragment screen process low mM activ-
ity compounds are obtained by soaking small compounds into crystals, which are used to build the 
larger molecules.

Table 1. Examples of cell types used in phenotypic screening

Disease Cell type Assay type References

Primary cells

Thyroid cancer Thyrocytes TSH responsive proteins Neumann, et al., 2009

Cystic fibrosis Bronchial epithelial cells Electrophysiology Neuberger et al., 
2011

Immortalized primary cells

Respiratory papillomatosis Tumor cells Cell viability (ATP 
content) Yuan et al., 2012

Cystic fibrosis Bronchial epithelial cells Electrophysiology Fulcher et al., 2009

Engineered cell lines

Huntington disease PC12 expressing HTT Q103-GFP Protein aggregates (GFP) Titus et al., 2012

SMA U2OS expressing SM2-luciferase 
reporter RNA splicing (luciferase) Xiao et al., 2011

Human cells derived from stem cells

Familial dysautonomia Neural crest precursors RT-PCR Lee et al., 2012

NSC proliferation/differentiation Neuroepithelial-like stem cell line Cell viability (ATP 
content) McLaren et al., 2013
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4.	 Structural Aided Drug Design: Drug molecules are designed from the crystal structures. Virtual 
Screen: By docking models, virtual screen is performed by examine the simulated compound from 
the library with the X-ray structure of protein.

5.	 Physiological Screen: It is a tissue based approach, performed by assessing the efficacy of the drug 
with the tissue.

6.	 NMR Screen: Assessed by soaking small fragments from the compound into known crystal structure 
of protein targets (Hughes et al., 2011).

False Positive and False Negative Mechanisms in Hit Discovery Process

In the hit discovery process different false positive and false negative interpretation are predicted which 
may mislead the hit discovery process.

False positive interpretations are

•	 Nonspecific hydrophobic binding
•	 Poor solubility
•	 Tendency to aggregation of small molecules
•	 Reactive functional groups
•	 Low purity
•	 Incorrect structural assignment
•	 Compound concentration
•	 Interference with the assay
•	 Experimental errors (Barnash et al., 2017)

False Negative interpretations are

•	 Poor solubility
•	 Chemical instability
•	 Low purity
•	 Lower than expected compound concentration
•	 Interference with the assay
•	 Experimental errors (Hann & Oprea, 2004).

Assay Development

After the identification of the hit-lead, it has been analyzed for its efficacy. There are two assay proce-
dures are performed to assess its efficacy.

1. 	 Cell Based Assay: In this method the compound activity is assess by applying the compound to 
target which includes membrane receptors, ion channels and nuclear receptors.

2. 	 Biochemical Assay: This method is used to assess the compound efficacy in target as receptor and 
enzyme.
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Factors in the Assay Development

1. 	 Pharmacological Relevance of the Assay: Performed to verify whether the compound has desired 
efficacy and mechanism of action by using known ligands against the target.

2. 	 Reproducibility of the Assay:The assay procedure should be reproducible across screening day, 
assay plates and duration of the entire drug discovery development programme.

3. 	 Assay Costs: Cost for the compound screening is based on the assay volume and the assay reagents.
4. 	 Assay Quality: Quality of the assay is assessed by a statistical parameter (Z factor). The Z factor 

has the value range between 0 and 1 and the Z factor value greater than 0.4 is considered appro-
priately robust.

5. 	 Effects of Compounds in the Assay: In general DMSO and ethanol are used as organic solvents 
for chemical compounds. Thus, the solvent should not have any sensitive or interference in the 
assay (Hughes et al., 2011; Popa-Burke et al., 2004; Dunne et al., 2009; Michelini et al., 2010).

In Vitro Assay Parameters

1. 	 Aqueous Solubility: Aqueous solubility is important to perform in vitro assays and for in vivo 
delivery of drug.

2. 	 Log D7.4: Measurement of lipophilicity, which is important for movement across membranes.
3. 	 Microsomal Stability Clint: Measure the clearance of compound, it can provide information re-

garding the in vivo clearance.
4. 	 CYP450 Inhibition: CYP450 is a main enzyme in the human being, which metabolizes many 

drugs.
5. 	 Caco-2 Permeability: Measure the permeability across the intestinal epithelium and asses the drug 

absorption from gut.
6. 	 MDR1-MDCK: MDK cells are transfected with the MDRI gene, which translates the efflux P 

glycoprotein.
7. 	 Hep G2 Hepatotoxicity: Human HepG2 cells from liver can be used as an alternative cell to assess 

the hepatotoxicity.
8. 	 Cytotoxicity in Suitable Cell Line: Reduce the likelihood of cellular toxicity in in vivo (Hughes 

et al., 2011)

Hit-to-Lead Phase

In this phase modifications are made in the hit series to produce desired properties such as potent, phar-
macokinetic parameters and its efficacy through in vivo methods. Structural activity relationship is used 
to examine the chemical structure along with its activity and selectivity against the target. X-ray crystal-
lography and NMR techniques are utilized to assess the activity and selectivity of the compound and to 
make SAR modification in a focused way to determine the lead compound faster. Fragment based lead 
discovery is an additional source if HTS hits are insufficient to provide lead compound. Compound is 
ruled out based on the assessment of its solubility and permeability which plays a critical role in identi-
fication of lead molecule. Steps in the identification of lead are shown in figure 2. Once the compound 
meets the desired properties cell based assays and biochemical assays are performed to assess its activity.

The significant requirement of hit-to-lead process is
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1. 	 Determination of hit-to-lead compound by validating the promising hit by dedicated medicinal 
chemistry group.

2. 	 Ensuring the activity of the chosen hit molecule by cell based assays, biochemical assays and 
secondary screening.

3. 	 ADME characterization by in vitro and in vivo methods and determine the toxicological parameter 
profile of the chosen hit molecule (Baxter et al., 2003; Jahnke et al., 2003; Nienaber et al., 2000; 
Congreve 2003; Golebiowski et al., 2003; Mestres & Veeneman, 2003; Villar et al., 2004; Hartshorn 
et al., 2005; Hajduk et al., 2005; Bleicher et al., 2003; Deprez & Deprez-Poulain 2006; Wunberg 
et al., 2006).

LEAD OPTIMIZATION

The main aim of the lead optimization phase is first rank the chemotypes from previous hit-to-lead 
phase study and then optimizes the lead compound with suitable drug molecule properties such as 
physicochemical properties, desired activity, pharmacokinetic and toxicological properties. After the 
hit-to-lead phase, selected/identified lead molecule has been considered as a starting point for new drug 
molecule. The chosen lead molecule may not have the desired attributes like absorption, distribution, 
metabolism and excretion.

These attributes enable the molecule to be dosed suitably by further chemical modification in the 
structure to improve and focus the drug molecule selectivity, specificity, pharmacokinetic and safety 
profile by maintaining its optimistic properties through lead optimization process. Optimizing the lead 
compound into a drug candidate is longest and very much expensive phase in the drug discovery process. 
Key step of this process is to optimize the pharmacological and mechanism of action of the drug mol-
ecule. This phase has a significant role in the success or failure of a new drug molecule in its efficacy, 
pharmacokinetic and safety profile of the drug molecule in the clinical studies.

Figure 2. Steps in the identification of lead molecule from HTS assay
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In this process, optimization of the new drug molecule is done by medicinal chemist by synthesis, 
characterization of the drug through advanced organic synthesis methods like Structure activity relation-
ship (SAR) and quantitative structure activity relationships (QSAR). If the chemical structure of the drug 
target is known, in silico techniques can be used to develop or modify the structure of the compound 
and assess the role of chemical structures towards the activity with its target and metabolism through in 
vitro and in vivo models. Chemical structure modification and its activity towards the target are assessed; 
optimization cycle is continued until to get a new drug molecule with desired properties.

Making Go/No-Go decisions are made in all the phases of drug discovery and development process, 
but it is very crucial during lead optimization to provide valuable information in optimizing the drug 
molecule for “Fit-for-purpose”. A model of lead optimization process is shown in Figure 3 (Compound 
profile optimization – For preclinical candidate in identification-http://www.riken.jp/dmp/english/
kagaku_en.html).

Different techniques are used to assess the biological activity of the drug molecule. Assessing the 
activity is based on the efficacy, interaction between compound-target, detection of adverse effects and 
safety profile. This decision can help to predict the later outcome based on the scientific parameters 
which will save considerable amount of money and time invested by pharmaceutical industry in the drug 
discovery and development.

Most of the drug molecule exhibits its biological effect through binding with specific receptor sites. 
Biological effect of the drug molecule is based concentration of the drug-receptor complex and the 
fractional occupancy of the receptor. The interaction of drug-receptor complex and binding kinetics 
is based on the drug ligand association and dissociation, with the ratio between these two factors as a 
metric (KD). The potent lead molecule should have higher KD value.

Figure 3. Lead optimization Process
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If the new drug molecule has been considered for oral route of administration, then the drug molecule 
should have the ability to stay long duration of time in the site of action of the body and to produce 
its therapeutic effect without any side effects. Oral bioavailability has been considered as one of the 
important properties for the new drug molecule in the lead optimization. Before performing the clinical 
trials the optimized lead molecule is need to be evaluated for its oral bioavailability. If the new drug has 
low drug uptake leads to low oral bioavailability it can cause variation among the inter-individual which 
increases the risk of adverse effects and toxicity. A best and ideal new drug molecule should have highest 
oral bioavailability and it can be considered for further process when compare to the other compounds. 
If any new drug molecule doesn’t shows sufficient oral bioavailability in human being during clinical 
trials then the drug development process is stopped (Hughes et al., 2011; Cooper, K.A. Cramer http://
www.iptonline.com/articles/public/iptfive46np.pdf; Cole & Pfund 2000; Li 2005; Borrotti et al., 2013; 
Oprea et al., 2007; Keseru & Makara, 2003; Patodar et al., 2011; Jorgensen, 2009).

Druglikeness

It is defined as a balance of various molecular properties and structural features of the drug molecule. 
The drug molecule property includes hydrophobicity, hydrogen bonding characteristics, electronic 
distribution, molecule size and flexibility; pharmacophoric features influence bioavailability, transport 
properties, affinity to proteins, reactivity, metabolic stability, toxicity and many others (Copeland et al., 
2006; Leeson & Springthorpe, 2006; Dhivyan & Anroop, https://arxiv.org/abs/1209.2793).

Physicochemical Properties Optimization

Physicochemical properties of the drug molecule are optimized based on Lipinski’s rule of five. The 
rule states the drug molecule should have

1. 	 logP <= 5
2. 	 Molecular weight <= 500
3. 	 Number of hydrogen bond acceptors <= 10
4. 	 Number of hydrogen bond donors <= 5.

The rule is called “Rule of 5”, because the border values are 5, 500, 2*5, and 5. The rule also de-
scribes the important molecular properties relates to drug pharmacokinetic parameters such as absorp-
tion, distribution, metabolism and excretion in human body. But this rule doesn’t describe or calculate 
the pharmacological activity of the drug molecule. If the drug molecules are deviating from these rules 
by modification leads to have higher molecular weight, more rings, more rotatable bonds and higher 
lipophilicity; then the drug molecule may have problem in the bioavailability.

Poor solubility, absorption and permeation are exhibited when the drug molecule have the following 
properties (Leeson & Springthorpe, 2007).

1. 	 Number of H-bond donors (NH, OH) > 5
2. 	 Number of H-bond acceptors >10
3. 	 Molecular weight > 500
4. 	 clogP >5
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Polar Surface Area

Polar surface area is another property of drug molecule contributed by polar groups like oxygen and 
nitrogen. These polar groups can help to determine the number of hydrogen bond donors or acceptor 
of the drug molecule.

Lipophilicity

Lipophilicity is a key physical property of drug molecule for predicting its biological activity. Human 
body is made up of cell membrane as fatty compartments and aqueous compartment. To produce the 
therapeutic effect, drug molecule must pass through between these compartments. Lipophilic compounds 
have poor aqueous solubility leads to poor absorption. Enzyme CYPs metabolise lipophilic compounds 
leads to poor bioavailability. So, drug molecule must have a suitable balance between the hydrophilicity 
and lipophilicity.

Drug molecule will be too lipophilic when few NH/OH/N/O groups are present in the molecular 
structure; whereas drug molecule can’t desolvate when lots of NH/OH/N/O groups are present in the 
molecular structure. If the drug molecule has many H-bond donors/acceptors desolvation of the drug 
molecule will be difficult leads to prevent the absorption across the gut wall. H-bond donors (NH, OH) 
are poorer than H-bond acceptor (O, N).

Also, if the molecular weight of the drug molecule increases, site of metabolism will get increased 
whereas the membrane penetration will be decreased.

Other Properties Related to Drug Molecule

1. 	 Neutral Compound: Neutral compounds are not ionized and protonated at physiologically relevant 
pH (7.4).

2. 	 Basic compounds: Basic compounds are protonated at physiological pHs.
3. 	 Acidic Compounds: Acidic compounds are deprotonated and ionized at physiological pH.
4. 	 Unionized drug only can cross the membrane.
5. 	 Ionized drug must first lose its charge.

Metabolism

Most of the drugs are metabolized by CYPs.

1. 	 Acidic compounds metabolized by CYP2C9
2. 	 Basic drugs are metabolized by CYP2C6
3. 	 Acidic, basic and neutral compounds are metabolized by CYP3A

Typical drug profiles of drug molecule are

1. 	 clogP < 5
2. 	 0 < logD < 2.5
3. 	 Molecular weight < 500
4. 	 Low H-bond Donor/ Acceptor count (<5, 10 respectively)
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Pharmacokinetic Optimization

After optimizing the physicochemical properties, pharmacokinetic parameters will be optimized by in 
vitro or suitable animal models. Optimization of pharmacokinetic parameters includes assessment of 
concentration of the drug enters into the systemic circulation after drug administration, apparent volume 
of distribution, clearance of the drug from the body, transport of the drug molecule towards the specific 

Table 2. Prediction of Pharmacokinetic properties based on Nature of molecule

Nature of 
molecule Parameters Molecular weight less than 400 and 

clogP<4
Molecular weight more than 400 and 

clogP>4

Neutral Molecules

Solubility Average Lower

Permeability Higher Averagae/higher

Bioavailability Average Lower

Volume of 
distribution Average Average

Plasma protein 
binging Average Higher

CNS penetration Higher/ Average Averagae/higher

Brain tissue binding Lower Higher

P-gp efflux Average Higher/ Average

In vivo clearance Average Average

hERG inhibition Lower Lower

P450 inhibition Lower 2C9, 2C19, 2D6 and 3A4 inhibition Higher 2C9, 2C19 and 3A4 inhibition

P450 inhibition Higher 1A2 inhibition Lower 1A2 inhibition

P450 inhibition Average 2D6 inhibition

Basic molecules

Solubility Higher/Average Higher/Average

Permeability Higher/Average Average

Bioavailability Average Lwer

Volume of 
distribution Higher/Average Higher

Plasma protein 
binging Lower Average

CNS penetration Higher/Average Average/Lower

Brain tissue binding Lower Higher

P-gp efflux Average Higher/Average

In vivo clearance Average Higher/Average

hERG inhibition Average/Higher Higher

P450 inhibition Lower 1A2, 2C9, 2C19 inhibition Lower 1A2 inhibition

P450 inhibition Average 2D6 and 3A4 inhibition Average 2C9, 2C19 inhibition

P450 inhibition Higher 2D6 and 3A4 inhibition

continued on following page
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target, side effects, no toxic effect dose, toxicology, ED50 and therapeutic benefit to produce the desired 
activity. Safety of the lead molecule also assessed to ensure the side effects through safety optimiza-
tion. The side effects caused by drug molecule are classified as undesired expected, desired excessive 
effects, undesired unexpected, poor predictability effects and drug-drug interactions. Before performing 
the clinical trial, required dose in human being is determined based on the pharmacokinetic parameters 
observed in the animal model. Medicinal chemist can make the structural modification to improve the 
potency of the lead molecule towards the given target based on the pharmacokinetic parameter observed 
results. Overall the different stage of drug discovery and development is shown in Figure 4.

Nature of 
molecule Parameters Molecular weight less than 400 and 

clogP<4
Molecular weight more than 400 and 

clogP>4

Acidic substances

Solubility Higher Average/Higher

Permeability Lower Average/Higher

Bioavailability Average Average

Volume of 
distribution Lower Lower

Plasma protein 
binging Average/Higher Higher

CNS penetration Lower Lower

Brain tissue binding Lower Higher

P-gp efflux Lower Lower

In vivo clearance Lower/Average Average

hERG inhibition Lower Lower

P450 inhibition Lower 1A2, 2C9, 2C19, 2D6 and 3A4 
inhibition Lower 1A2, 2C19, 2D6 and 3A4 inhibition

P450 inhibition Higher 2C9 inhibition

Zwitterionic 
molecules

Solubility Higher Average/higher

Permeability Lower Lower/Average

Bioavailability Lower Lower

Volume of 
distribution Lower Lower/Average

Plasma protein 
binging Average/Lower Higher

CNS penetration Average/Lower Lower

Brain tissue binding Lower Higher

P-gp efflux Average Average

In vivo clearance Average Average

hERG inhibition Lower Average/Lower

P450 inhibition Lower 1A2, 2C9, 2C19, 2D6 and 3A4 
inhibition Lower 1A2, 2C9 and 3A4 inhibition

P450 inhibition Average 2C9 and 2D6 inhibition

Table 2. Continued
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Tactics in Lead Optimization

1. 	 Start the drug discovery and development with a good lead which includes low molecular weight, 
logP, potent, selective, novel and functionally active.

2. 	 Look before you leap
3. 	 Chemistry should allow rapid diversification (multiple site of variation for parallel follow-up)
4. 	 Optimize lipophilic interaction.
5. 	 Optimize polar interaction
6. 	 Insertion of hetero atom (aryl/heterocycle group)
7. 	 Bioisoters
8. 	 Dipole optimization
9. 	 Conformational control
10. 	 Change the hypotheses and invest in alternative templates (Gleeson. 2008; Lipinski et al., 1997; 

Hit-to-lead (H2L) and Lead Optimization in Medicinal Chemistry. https://sk.ru/cfs.../Lead-
Optimization-_2D00_-Ivan-Efre_7E00_.pdf; Waring, 2010; Gleeson et al., 2011)

CONCLUSION

The scientific community specifically pharmaceutical industries are struggling to find a new chemical 
molecule to treat any specific disease efficiently in low cost. Identification of hit (ligand) and lead gen-
eration are the key process in the development of new chemical molecule. Nowadays cheminformatics 
an affordable and fast technique, encompassed as a standard method to facilitate the lead generation 
and optimization in the drug discovery and development process. Active compounds (hits), which are 
identified from a compound library based on the interaction between known ligand and target binding 
site. Ability of the molecule, ease of synthesis, its transport within the body and patentability are the 
parameters need to be taken into the consideration when identification and development of hits. Hits, 

Figure 4. Drug discovery and development process from bench to market 
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which satisfy the above criteria, can be promoted to lead molecule. After the hit-to-lead phase, the lead 
molecule undergoes some structural modification, assessed for its physicochemical properties, pharma-
cokinetic properties and its efficacy through in vivo methods. NMR and X-ray crystallography techniques 
are used to access the lead molecules activity and selectivity. Several other techniques can also be utilized 
to assess the lead molecules properties to deliver a good therapeutic drug molecule with safety into the 
clinical study. These lead discovery and lead optimization process comprise the properties of various 
lead compounds which will help to identify a suitable lead molecule with greatest potential and can be 
developed into a safe, effective and high quality medicine into the market. However, the addition of new 
techniques, checkpoints and validation are the key process which increasing the cost in getting the new 
drug molecule into the market.
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ABSTRACT

There are many diseases for which suitable drugs have not been identified. As the population increases 
and the environment gets polluted, new infections are reported. Random screening of synthesized com-
pounds for biological activity is time consuming. QSAR has a prominent role in drug design and optimi-
zation. It is derived from the correlation between the physicochemical properties and biological activity. 
QSAR equations are generated using statistical methods like regression analysis and genetic function 
approximation. Both 2D parameters and 3D parameters are involved in generating the equation. Among 
several QSAR equations generated, the best ones are selected based on statistical parameters. Validation 
techniques usually verify the predictive power of generated QSAR equations. Once the developed QSAR 
model is validated to be good, the results of that model may be applied to predict the biological activity 
of newer analogues. This chapter illustrates the various steps in QSAR and describes the significance 
of statistical parameters and software used in QSAR.

INTRODUCTION

Introduction to Drug Design

The cost involved in the drug discovery process is very high. It is also time consuming because of ex-
tensive clinical testing. Drug design is the process of inventing drugs depending on their ability to bind 
with biological targets. The process of drug design consists of various stages.
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Choosing a Disease

Drug design begins by choosing a disease. There are many ailments which can affect human body. In-
fections by pathogens or due to faulty function of organs may be the cause for the disease. Genetic or 
congenital factor may also cause disease. Overproduction or under production of some metabolites is 
also the reason for disease. Thus, the medicinal chemist must be very careful in choosing the disease for 
drug design. The pathology of the disease must be studied thoroughly before designing a drug.

Choosing a Drug Target

Biochemical processes are important for functioning of human body. This biochemical process produces 
many chemicals necessary for normal body functioning. Enzymes regulate these biochemical processes. 
Therefore, the most common biological target for drug design is enzyme which catalyzes the biochemical 
process. Many drugs available in the market are enzyme inhibitors. The mode of action of anti-inflam-
matory drugs involves the inhibition of the enzyme cyclooxygenase. It produces prostaglandins. The 
prostaglandin causes pain, fever and inflammation. The other important biological target is receptors. 
Receptors produce their effect through hormones. Some of the antihypertensive drugs like atenolol act 
by blocking beta adrenergic receptors. Another biological target is nucleic acid. The mechanism of anti-
tubercular antibiotic rifampin is inhibition of RNA synthesis. Hence, the study of structure of biological 
target is very important step in drug design.

Validating the Target

After selection of biological target, it becomes necessary to confirm that correct target has been identi-
fied. The validation of biological target may use in vitro tools which involves the use of whole animals. 
Antisense technology which uses RNA like chemical oligonucleotides is another method of target 
validation. Transgenic animals are powerful validation tools. Other validation tools include monoclonal 
antibodies, chemical genomics etc.

Lead Identification

“Lead compound” is the structure that has some activity against the biological target, but not yet good 
enough to be the drug itself (Franz, 2008). The lead molecule has various structural features for further 
development of the structure to a complete drug. Lead molecule can be identified from natural and 
synthetic products viz random screening, high throughput screening, pharmacophore mapping, virtual 
screening; NMR based screening, chemical genetics etc.

Lead Optimization

Once the lead structure is identified, the next step is to optimize the lead structure. In this stage, the 
medicinal chemist utilizes Structure Activity Relationships (SAR) to improve certain features of lead 
compound. These features include increasing activity against the biological target, reducing the biologi-
cal activity against unrelated targets, and improve the drug likeness and ADME properties. The various 
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ways in lead optimization are Structure Based Drug Design (SBDD), Quantitative Structure Activity 
Relationship (QSAR) etc.

This process takes many years. A typical development time from a chemical to drug is estimated to 
be 10-15 years.

Introduction to Computer Aided Drug Design (CADD)

With the development of in silico methods in all fields, CADD greatly reduced the time and cost involved 
in the process of designing a new drug. In CADD, the ligand or drug molecule is represented as small 
molecule and protein or target is represented as macromolecule. The designing of new drug molecules 
is based on the following methods (Wenbo & Alexander, 2017).

1. 	 Small molecule based drug design (Ligand based CADD)
2. 	 Macromolecule based drug design (Structure based CADD)

In ligand based CADD (LBDD), information about the biological target is not known. It is based on 
the structure of small molecule that binds to biological target. From the results of binding, the structure 
of pharmacophore (molecular features in the target molecule that are needed for pharmacological action) 
may be designed. When the structure of the target protein is not known, the drug design can be initiated 
with structure and known potency of the parent molecule and their analogues using QSAR. Since, QSAR 
determines the relationship between the structure of the compounds and their activities, it provides a 
scope for improving the efficacy of the compounds thus aiding the medical chemists.

In structure based drug design (SBDD), information about 3D structure of the biological target is 
well established by NMR studies, crystallography etc. As the structure of the biological target is known 
it is possible to design drugs which fit to the binding site with high affinity and selectivity using dock-
ing method. The 3D structure of protein or the target structure can be downloaded from the protein data 
bank. The proposed ligand molecule is checked for binding with the active site of receptor molecule. 

Figure 1. Drug discovery pipeline. (Aarthi et al 2015)

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



83

QSAR and Lead Optimization
﻿

In CADD, Structure based drug design is the one where molecules are designed according to the target 
(Polamarasetty et al 2012). The designed molecules are then docked with the downloaded target protein 
to identify the best fit on the active site.

QSAR

Drug receptor interactions mainly depend upon the physicochemical parameters of the drug molecule. 
A number of researchers in the field drug discovery made an attempt to quantitate these parameters 
and correlate these with biological activity (Ishikawa et al 2012) that resulted in the development of 
QSAR. The development of QSAR model has several purposes and applications. Mechanisms of bind-
ing affinity between compounds and biological systems can be predicted by this method. This provides 
structural feature necessary for binding to produce biological effect. They are used to predict activity 
of new chemical compounds even before synthesis. When many conformations are available for a new 
structure, QSAR predicts best pharmacophoric features that fit the QSAR model (Scott 2002). QSAR 
tries to discover relationship between biological activity and molecular properties viz hydrophobic, 
steric and hydrophilic etc to evaluate which property provides activity and which reduces the activity 
(Ravichandran et al 2011). QSAR includes statistical methods where biological activities (expressed as 
logarthims molar activities) are related with structural element (Free Wilson analysis), physicochemical 
properties (Hanch analysis) or fields (3D-QSAR). There are certain basic requirements for selecting a 
series for QSAR. All analogues must belong to a congeneric series and exert similar mechanism of ac-
tion. The effect of isosteric replacement must be predictable and binding energies are to be correlated 
to interaction energies. Eventually, this correlation depicts the corresponding biological activities.

Figure 2. Types of CADD (Gregory et al 2014)
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QSAR METHODOLOGIES

Basically, the QSAR methodologies are divided into two classes
Classical QSAR

1. 	 Free-Wilson analysis model
2. 	 Hansch analysis

3D-QSAR

1. 	 Comparative molecular field analysis (COMFA)
2. 	 Molecular Shape Analysis
3. 	 Molecular similarity matrices
4. 	 Pharmacophoric Modelling.
5. 	 Receptor Surface Analysis

Classical QSAR

Free-Wilson Analysis Model

This regression technique describes the contribution of substitution and the parent ring to the biological 
activity in the form of mathematical equation.

Hansch Analysis

1. 	 Hansch model is one of the most successfully applied methods in the field of QSAR (Vikramjeet 
et al 2011). It was developed, based on the following postulates: Drug reaches near the receptor 
site by crossing various lipid barriers through passive diffusion process

2. 	 Drug binds with the receptor forming a complex.
3. 	 The drug -receptor complex undergoes chemical reaction or conformational changes for obtaining 

the desired biological activity.
4. 	 The drugs in a congeneric series act through same mechanism of action. log 1/c = k1π - k2π2 +k3σ 

+ k4Es +k5.

Hydrophobicity

Lipids are constituents of all kinds of membranes. Absorption of a drug from the site of administration 
and its partitioning to different compartments of the body depends on hydrophobicity. Receptor site 
naturally possess lipophilic pockets that binds hydrophobic portion of small molecules (Helen, 2015). 
However, optimum lipophilicity is required to maintain sufficient concentration of drug in extracellular 
fluid. Hydrophobicity plays a pivotal role in the determination of biological half life of a drug and the 
process of elimination of a drug from the body. The hydrophobic nature of small molecules is expressed 
in terms of partition coefficient (log P) between n-octanol-water systems. It is emphasized that Log P 
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is one of the most important parameters in the quantitative analysis of structure-activity-relationships 
Various chromatographic parameters like RM, log K, log D etc., also have been used instead of log P.

Electronic Influence

Various electronic influences like dispersion forces, charge transfer interactions, electrostatic interactions, 
hydrogen bonding, polarization effects and acid base catalysis influence biological activity (Pengyu et 
al 2012).

Steric Influence

The binding of a drug to receptor rely on various steric factors like bulk and spatial arrangements of the 
substituent, conformational influence, and receptor requirement for specific influence.

3D-QSAR

COMFA

This 3D-QSAR technique can be used when 3D structure of molecule and their biological activity values 
are known even if the 3D structure of receptor is unknown (Sharma et al, 2008). This technique derives 
correlation between the biological activity of a set of molecules and their 3D shape, electrostatic, hydro-
gen bonding features etc. This relationship is established by superimposing the series of the biologically 
active conformations in their common binding mode.

Molecular Shape Analysis

Molecular shape is essentially a key molecular descriptor necessary for outlining ligands interaction 
with receptors, ion channels, enzymes and transporters and a range of other proteins and complex bio-
logical processes. This technique generates quantitative measurements of molecular shape properties 
and correlates them with biological activity in terms of molecular interactions (Verma et al 2010). This 
analysis helps in identifying the reactive site of molecule, ligand-protein interaction indirectly and be 
used for elucidation of conformational rearrangements to acquire reinforced active compounds. The 
basic concept of molecular analysis is that shape of molecule is related to binding site and thus shape 
affects the biological activity.

Molecular complementarity can be achieved either using the shape of the receptor binding site or the 
conformation of ligands crystal structure in the PDB as a shape-based search query (Sandhya et al, 2008).

Molecular Similarity

This technique aims to give quantitative results while comparing similar two given molecules. This 
tool is used as molecular feature to configure quantitative structure activity / property relationship and 
as a descriptor for finding molecular alignments. It is based on the fact that structurally more similar 
molecules are more likely to exhibit similar properties than structurally less similar molecules (Benigni, 
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1995). Molecular similarity calculations are used for both generating parameters in structure activity 
relationship and optimizing structure superposition.

Receptor Surface Analysis

This technique is used when the structure of receptor is not known. A hypothetical model of receptor is 
built based on information from the commonalities of the compounds that bind to the receptor (Hirashima 
et al, 2004). A receptor surface model is generated from series of aligned molecule with associated bind-
ing activities. This involves the generation of a steric surface to enclose the aggregate aligned molecules. 
This model provides interactive and qualitative feedback for evaluating and testing new structures.

Pharmacophoric Modeling

Pharmacophore is an essential molecular feature which is necessary for recognition of ligand by the 
biological macromolecule. A pharmacophore model describes about the chemical functionalities required 
for a ligand to bind with the receptor (Khedkar 2007). In pharmacophoric modeling is designed to ex-
plain the observed binding data of series of ligands. The model is then tested by assaying the ligands 
that fit to the model.

Figure 3.Various Steps Involved in QSAR
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Various Steps Involved in QSAR

Drawing Chemical Structure

The first step in carrying out QSAR studies is drawing the chemical structures of compounds that we 
want to do QSAR. ACD/ CHEMSKETCH 11 freeware, ACD/3DViewer, Biomer, MOLKEL, Hyperchem 
7.0 (Hypercube Inc., USA) etc (Prija et al 2013).

ACD/ CHEMSKETCH 11 Freeware

It is used to draw various chemical structures like organics, organometallics, polymers, and Markush 
structures. It includes a number of features for calculation of physicochemical parameters like molecular 
weight, density, parachor, surface tension, polarizability, partition co-efficient etc. Besides, it exhibits 
IUPAC name for the structure, SMILES, stereochemical descriptors etc. It allows holding and moving 
round 3D models, manipulating viewpoints, zooming in and out, recording frames, in wide array of ways

Biomer (B)

This online biomolecular modelling is renamed as B to avoid copyright issues. B is a Java-based, is 
written using the Java 1.0 and Java 1.1 APIs and used as model builders for initial structures of poly-
nucleotides (DNA/RNA), polysaccharides, proteins and small organic molecules. It is used for AMBER 
force field geometry optimization, molecular dynamics etc and it has the ability to save the structures 
as gif, jpeg and ppm images.

MOLKEL

It is an open source (GPL) multiplatform molecular visualization program, it is operated in windows, 
Linux, Mac OS X. Visualization of orbitals, Iso-surface from density matrix, vanderWaals forces etc 
can be performed with MOLKEL. Animation of molecular surfaces and vibrational modes may also be 
performed. The structure can be exported to post script and PDF.

Hyperchem

HyperChem is a sophisticated molecular modeling environment. It has high quality, flexibility, and 
it is very easy to use. 3D visualization and animation with quantum chemical calculations, molecular 
mechanics, and dynamics can be performed.

Optimization of Chemical structure

Conformation of the structures plays pivotal role in the determination of physiochemical properties of 
molecules (Xin et al, 2017). There are several tools to generate 2D/3D structure/conformer. The geometry 
of each conformer should be optimized using semi quantum mechanics modules.
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List of Software Used for Structural Optimization of Molecules

•	 Openbabel: Openbabel is free software, used in the inter-conversion of chemical structure/con-
formers (2D/3D) and different chemical file formats, substructure search, force field calculation, 
extraction of stereochemical information and fingerprint calculation. Open Babel is a chemical 
toolbox designed to handle many languages of chemical data. Anyone can search, convert, ana-
lyze, or store data from molecular modeling, chemistry, solid-state materials, biochemistry, or 
related areas using open babel.

•	 SMI23D: SMI 23D program converts one or more SMILIES strings into 3D. This is a 3D-coordinate 
generator. SMI 23D uses a two-stage process to generate 3D coordinates, an initial pass with 
smi2sdf generates rough coordinates and subsequent refinement results in the final coordinates.

•	 FROG: The web tool FROG (Free Online drug) builds conformation ensembles of small mole-
cules 1 D/2D or 3D descriptors. It allows input in three formats as SMILES, Mol 2 and sdf format. 
This conformation ensemble generation engine, allows the input coordinates as a starting point for 
the conformation ensemble generation. Parameters related to the generation of ensembles corre-
spond to a maximal number of conformations, and energy thresholds to define the allowed energy 
window referred to the lowest energy conformation generated.

•	 TINKER: TINKER is molecular modeling software having many features such as molecular 
dynamics, minimization and conformational sampling. It exhibits a range of algorithams viz flex-
ible implementation of atomic multipole-based electrostatics with explicit dipole polarizability, 
various continuum solvation treatments including several generalized Born (GB/SA) models, gen-
eralized Kirkwood implicit solvation for AMOEBA, an interface to APBS for Poisson-Boltzmann 
calculations, efficient truncated Newton (TNCG) local optimization etc. TINKER 8 is a product 
of Ponder Lab for molecular mechanical and dynamics calculation.

•	 MOPAC: Molecular Orbital PACkage (MOPAC) is an open source semi-empirical quantum 
chemistry program. Semi-empirical quantum chemistry algorithms are implemented through this 
technique, and it runs on Windows, Mac, and Linux. It generates descriptors for QSAR very 
quickly and gives information about molecular structures and reactions. This tool was designed to 
perform calculations on small molecules, enzyme as well.

•	 Balloon: 3D atomic coordinates may be generated using molecular connectivity via distance ge-
ometry using balloon software. The input must be in the form of SMILES, SDF or MOL2 for-
mat. Output is SDF or MOL2. This multi-objective genetic algorithm runs on Linux, Mac OS X, 
and Microsoft Windows platforms for the generation of conformer ensembles.. Balloon software 
handle flexibility of aliphatic rings and and tetrahedral chiral atoms. This technique provides in-
formation about aliphatic ring’s flexibility, stereochemistry of double bonded compounds and 
tetrahedral chiral atoms.

•	 Cyndi: It is capable of performing multiobjective evolution algorithm. This high speed technique 
generates geometrically diverse conformers at the large scale. It is a powerful alternative method 
for extensive conformational sampling and large-scale conformer database. It builds conformers 
in nearly constant time disregarding the molecular flexibility, and therefore, can be utilized to pre-
pare conformational database for large-scale molecular database used in virtual screening.

•	 DG-AMMOS: This new open source program generates conformers of small molecules using 
distance geometry and minimizes the energy of the molecules. The ChemBridge Diversity data-
base, Astex dataset was used to validate the programme on known crystal structures of several 
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small molecules. The crystal structures can be obtained from Cambridge Structural Database. 
The validation of DG-AMMOS on several different datasets proves that generated structures are 
generally of equal quality or sometimes better than structures obtained by other tested methods.

Physico Chemical Parameters

Calculation of Physico Chemical Properties

Calculation of Physico chemical properties is an important step in carrying out QSAR. A number of 
software is available for the calculation descriptors (Yap 2011).

List of Software Available for Calculation of Physicochemical Descriptors

•	 PaDEL: Uses both graphical user interface and command line interfaces. Molecular descriptors 
and fingerprints can be calculated using PaDEL software. This free and open source software cur-
rently calculates 1875 descriptors (1444 1D, 2D descriptors and 431 3D descriptors) and 12 types 
of fingerprints. It consists of both graphical user interface and command line interfaces. This tool 
works on all major platforms viz Windows, Linux, MacOS and supports more than 90 different 
molecular file formats, and is multithreaded. PaDEL-Descriptor is a useful addition to the cur-
rently available molecular descriptor calculation software.

•	 Power MV: Statistical analysis, molecular viewing, descriptor generation and similarity search 
can be calculated using PowerMV software. It supports MDL, SDF format. This programme dis-
plays molecules in multiple coloumn and calculates drug-likeness properties such as LogP, PSA, 
MW, HBAs, HBDs, etc. It exhibits anti-alias technology for best picture quality.

•	 JOELib/JOELib2: This programme calculates different descriptor types and the two main types 
are native value descriptors and atom property descriptors. As part of cheminformatics library, it 
supports SMARTS substructure search descriptor calculation, processing pipes, conversion of file 
formats, 100% pure Java, and interfaces to external programs (e.g. Ghemical).

•	 CDK: This technique calculates topological, geometrical charge based and constitutional descrip-
tors. This free software is a java based descriptor tool read and write file formats via SMILES, 
SDF, InChl, CML and others. Apart from that ring finding, kekulisation and aromaticity are the 
main characters of CDK.

•	 ODDescriptors: This java based tool calculates molecular descriptor to develop the model for 
QSAR/QSPR. This tool converts an MDL SD file into ARFF and LIBSVM format for machine 
learning and data mining purposes using CDK and JOELib2.

•	 MODEL: MODEL calculates 3778 descriptors from following categories: constitutional descrip-
tor, electronic descriptor, physico chemical properties, topological indices geometrical molecular 
descriptors and quantum chemistry.

•	 Filter-it: This tool filter out molecules with unwanted properties and identifies drug like mol-
ecules. It is built along with OpenBabel open source C++ API for rapid calculation of molecular 
properties. This programme consists of a range of molecular properties that is used to remove the 
unwanted properties of the molecules viz Physicochemical parameters include logP, topological 
polar surface area criteria, number of hydrogen bond acceptors and donors, and Lipinski’s rule-of-
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five. In addition, graph-based properties comprise ring-based parameters and rotatable bond cri-
teria. Apart from that it exhibits selection criteria by means of smarts patterns, Similarity criteria, 
three-dimensional distances between user-definable fragments.

•	 AFGen: This tool analyse the properties based on graph. It includes paths, acyclic subgraphs and 
orbitary topograph subgraphs. Input is given as set of chemical compounds. This software gener-
ates vector space representation depending on the descriptors of the fragments. These descriptors 
describe the structural characteristics of chemical compounds.

•	 ISIDA-Fragmentor: The input for this tool is given as SDF. It calculates the properties based on 
substructure fragment.

•	 Dragon: It calculates 4885 molecular descriptors viz Structure activity relationship, structure 
property relationship, similarity analysis and high throughput screening using the descriptors 
generated.

•	 VLife: Vlife is a well-known software tool which evaluates a wide variety of descriptors as high 
as 1000 descriptors at a time. Residue ligand interactions can be performed on Vlife software. 
This is a novel approach for lead optimization.

•	 PreADMET: Molecular descriptors calculation, drug-likeness prediction, ADME and toxicity 
prediction can be performed in latest version PreADMETver 2.0. This web-based application 
gives information about whether the given structure passes the CMC like rule, Lead like rule, 
Rule of 5 etc to identify drug likeness properteis. Besides, this ADME tool predicts Caucasian 
adeno carcinoma cell-2 permeability, Madin-Darby canine kidney cell (MDCK) permeability, 
blood brain barrier permeability, human intestinal absorption (HIA) permeability, plasma protein 
binding and skin permeability data. Various toxicity prediction tests like Ames test, carcinogenic-
ity prediction assay can also be performed using this software.

•	 MOE: SAR analysis molecular visualization can be performed using MOE software tool. 
Topological, physical and structural descriptors can be generated for a given structure using this 
software tool. Structure based design, fragment based design, and pharmacophore mapping can 
be performed using this tool. It is also used for protein and antibody modeling. The latest version 
of this software can build RNA and DNA structures.

•	 MOLGENQSPR: 708 descriptors are calculated using MOLGENQSPAR tool. It includes arith-
metical, topological and geometrical descriptors. Structural elucidation of a novel compound can 
be performed using this tool. In combinatorial chemistry structure generation, descriptor calcula-
tion and regression analysis can be performed using this software.

•	 Sybyl: This programme evaluates 3D QSAR, ligand based virtual screening and docking. Tripos 
is the force field used in Sybyl. This module includes Advanced Computation, BioPolymer, 
Composer, Triad, Dynamics, GeneFold, HQSAR, Receptor, StereoPlex, Advanced CoMFA, 
Distill, Ampac, Concord, FlexX, ProTable, CScore, LeapFrog, MM3, MOLCAD, UNITY, 
DISCO, FlexS, GASP, Selector, SiteID, CLogP/CMR, and QSAR w/CoMFA.

QSAR Parameters

The QSAR Parameters are Discussed Under Three Types:

•	 Hydrophobic descriptors
•	 Spatial descriptors
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•	 Electronic descriptors.

Hydrophobic Descriptors

Solubility

Solubility has a prominent contribution in selection of compounds for drug screening (
Gozalbes, & Pineda-Lucena 2010). Hundred years ago Crum Brown and Fraser correlated that bio-

logical activity is depended on aqueous solubility. Some softwares for finding solubility are ChemAxons 
solubility predictor, OPERA, PaDEL, MATLAB etc.

Partition Coefficient

Hansch established the correlation between partition coefficient and biological activity. Log P influ-
ences binding of ligand molecule to enzyme/receptor, aqueous solubilty of ligand, absorption through 
membrane, binding to blood/tissue protein.

logP= log (drug) octanol-log (drug) water.	

Partition coefficient determines how and what extent the drug dissociates and crosses the cellular 
barrier. In short, the partition coefficient determines the absorption ability of a drug. For good absorption 
the log P values lies between 1 and 3. A log p value greater than 6 or less than 1, indicates poor trans-
port characters. Softwares for calculating partition coefficient such as molinspiration, Osiris property 
predictor, PROLOGP- atomic, MOLCAD, Chemdraw etc. LogP is a component of Lipinski rule of 5.

Retardation Factor Rf

The amount that each component of a mixture travels can be quantified using retention factors (Rf). The 
retention factor of a particular material is the ratio of the distance travelled by component to the distance 
travelled by the solvent front. It is characteristic for drug molecule. So it is used in identification of drug 
molecule. CORAL is the software used to calculate Rf value for a given structure.

Distribution Coefficient log D

Log P describes the partition coefficient of neutral molecule whereas log D is the distribution constant 
descriptor of lipophilicity of a molecule that is ionisable at physiological pH (Małgorzata et al 2012). It 
is a pH dependent value. The determination of log D is similar to LogP but instead of using water, the 
aqueous phase is adjusted to a specific pH using a buffer. The pH at which log D is measured must be 
indicated. Some software used for solubility prediction are ChemAxons, Medchem Designer 3.0 etc.

Hydrophobic Constant π

The hydrophobicity of a molecule is measured in terms of hydrophobic constant. A positive value indi-
cates that molecule is more hydrophobic and negative value indicates that molecule is less hydrophobic. 
This value indicates which region of the molecule might interact with hydrophobic regions in the bind-
ing site. π identifies specific region in a molecule which may interact with hydrophobic regions in the 
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binding site. Some software for π determination is ACD/Labs Percepta Predictors—Software Modules, 
PLATINUM (Protein Ligand ATractions Investigation NUMmerically) etc.

Hydrophobic Fragment Constant

This parameter describes the absolute configuration of substituents and substructure contribution to total 
lipophilicity. It indicates constituent part of a structure to the total lipophilicity. Examples of software 
for calculating Hydrophobic fragment constant are ACD/Labs, PLATINUM, MULTICASE etc.

Electronic Parameters

Hammet Constant

This constant describes the effect of aromatic substitution on benzoic acid ionization. Hammet constant 
is determined by measuring contribution of substitution on acid dissociation constants of benzoic acid. 
The electron withdrawing or electron donating ability of substituent on aromatic benzene is described by 
this constant. The inductive and resonance effect, meta or para substituent affects the Hammet constant. 
Ortho values do not affect the hammet constant due to steric factors.

Taft Inductive Effect

The electrical effect of a substituent X bonded to SP2 hybridized atom is best represented by this con-
stant. It is a measure of inductive effect in an aliphatic series in direct comparison with aromatic σ value.

σ1=0.45×σ*	

Dipole Moment

Dipole moment is equal to the distance between the charges multiplied by the charge. Dipole moment 
is measure of polarity. Its unit is Debye.

µ=∑qiri
µ=Dipole moment
qi=magnitude of charge
ri=position of charge.

Dielectric Constant

The dielectric constant is the ratio of the permittivity of a substance to the permittivity of free space. It is 
an expression of the extent to which a material concentrates electric flux, and is the electrical equivalent 
of relative magnetic permeability.

Ionization Constant

An acid dissociation constant, Ka, (also known as acidity constant, or acid-ionization constant) indicates 
the strength of an acid in solution. It is the equilibrium constant for a chemical reaction known as dis-
sociation in the context of acid–base reactions.
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Electronic Field Effect

The electron withdrawing and electron releasing effect of substituent on biological activity is described 
by electronic field effect. This para meter unlike Hammet constant is not dependent on position of sub-
stituent group.

Resonance Effect

Resonance effect is a significant parameter in chemical compounds which contain double bond. Reso-
nance effect plays a pivotal role in molecules interaction with binding site.

NMR Chemical Shift

The chemical shift in absolute terms is defined by the frequency of the resonance expressed with refer-
ence to a standard compound which is defined to be at 0 ppm. The scale is expressed in parts per million 
(ppm) and is indepedent of the spectrometer frequency.

Steric Parameters

Molecular Weight

Lipinski rule states that molecular weight should be less than 500 for a molecule to be active as a drug. 
Molecular weight greatly influences the oral bioavailability. Increase in molecular weight may increase 
lipophilicity. This greatly increases target protein binding but it affects aqueous solubility of the molecule.

Taft Steric Constant

It is important for those substituents which interact sterically with the tetrahedral transition state for the 
reaction. But for substituents which interact with the transition state by resonance or hydrogen bond-
ing this parameter cannot be used. It may undervalue the steric effect of groups in an intermolecular 
process (i.e. a drug binding to a receptor). It is measured by rate of hydrolysis of substituted aliphatic 
ester against standard ester.

Es=log Kx-log ko	

Kx=rate of hydrolysis of substituted ester.	

Ko= rate of hydrolysis of parent ester.	

Molecular Surface Area

It describes the vanderWalls area of molecule and determines the extent to which a molecule exposes itself 
to experimental environment (Anderson & Yuji 1992). It is related to binding, transport and solubility.

Sterimol Parameter

It gives dimensions of substituents from standard bond angle, vanderWaals radii, bond length and pos-
sible conformations for the substituent. Unlike Taft steric parameter, this descriptor may be used for any 
substituent (Jo-Lena et al, 2007). This parameter defines the dimension of a molecule in five directions.
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Charton Steric Parameter

vanderWaals radius of any symmetrical substituent can be calculate from this parameter. Chaton introduced 
a corrected vanderWaals radius U, in which minimum value of vanderWaals radius of the substituent 
(r(v min) is corrected for corresponding radius for hydrogen (rvH). (Marvin, 1978)

U=r v(min)- rvH= r v(min)- 1.20	

VanderWaals Volume

The vanderWaals volume, Vw, also called atomic volume or molecular volume (Yuan et al 2003), is 
the atomic property most directly related to the vanderWaals radius. It is the volume occupied by an 
individual atom (or molecule).

Other Parameters

Molar Refractivity, MR

According to Lorentz-Lorentz equation: MR = (n2 - 1) M/(n2 + 2) Q (Pacák, 1989) Where n is the index 
of refraction, M is the molecular weight, and Q is the density. For QSAR studies, the value of MR is 
usually divided by 10 so that the range of typical MR values is similar to the range of logP and other 
typical descriptors. Molar refractivity of a compound can be measured using an Abbe’ refractometer. It 
is related not only to volume but also to London dispersive forces of molecule that act in drug receptor 
interaction.

Zagreb Index (Zagreb)

The Zagreb Indices is calculated simply as the sum of the squares of the number of non-hydrogen bonds 
formed by each heavy atom (Muhuo & Bolian 2010). This parameter is reported in QSAR and QSPR 
studies.

The Balaban J Index

The Balaban index (Hanyuan, 2011), also called the average distance sum connectivity index, and is 
computed as follows: the numbers of edges from atom i to all other atoms in a molecule are summed, 
and this procedure are repeated for all other atoms. The sums for adjacent atoms are then multiplied 
together, and the reciprocal square roots taken and summed. This number is then multiplied by (B/(C 
+ 1)), where B = number of bonds in the molecule and C = number of rings, to give the Balaban index 
J. Unlike other topological indices, it does not increase rapidly with molecular size. J did not correlate 
well with a range of physicochemical properties or with acute toxicity of ethers.

Kappa

Kier (Kunal, 2017) devised a numerical index (kappa, κ) of molecular shape from the hydrogen-suppressed 
graph of a molecule. It is based on the count of 2-bond fragments in a graph relative to the maximum 
number possible (if the molecule is star-shaped) and the minimum number in the isomeric linear graph.
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Radius of Gyration

It is a two dimensional descriptor. Radius of gyration is the distance of a point from the axis of rotation. 
(Gharaghani et al 2013).

Radius of gyration=√∑ (xi
2+yi

2+ zi
2)/N).	

It is mainly used to determine diffusion coefficient of different macro molecules. In addition, it de-
termines the compactness of the structure. A steady value of Rg indicates that protein folding is stable. 
If a protein unfolds, its Rg will change over time.”

E-State Parameter

This parameter combines both the electronic character and the topological environment of individual atom 
in a molecule (Roy & Mitra, 2012). It is a descriptor for an atom within a covalently bonded molecule. It 
describes the electronegativity, pi and lone pair electron content, topological status and the environment 
of an atom within the molecule.

Biological Activity

QSAR can be performed on any kind of biological value. The only requirement is a numerical value 
for biological activity. QSAR cannot be a qualitative results like Yes or No type answers for biological 
data. The values obtained in biological activity must be converted into logarithmic form for generating 
QSAR equation.

Generation of QSAR Equation

QSAR/QSPR is basically a statistical approach correlating the response property or activity data with 
descriptors encoding chemical information. Such correlation may be derived either in a regression-based 
approach (in cases where the response property is quantitative and available in a continuous scale) or 
a classification-based approach (in cases where the response property is graded or semi-quantitative). 
The most commonly used regression-based approaches are as follows:

•	 Multiple linear regression (MLR)
•	 Partial least squares (PLS)
•	 Linear discriminant analysis (LDA)
•	 Cluster analysis

Multiple Linear Regression

Multiple linear regression (MLR) is a statistical technique that uses several explanatory variables to 
predict the outcome of a response variable. The goal of multiple linear regression (MLR) is to model the 
relationship between the explanatory and response variables. The model for MLR, given in observations, is

yi = B0 + B1xi1 + B2xi2 + ... + Bpxip + Ei where i = 1,2, ..., n	
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This method requires at least as many molecules as independent variables. To produce reliable results, 
typically need 5 times as many molecules as independent variables.

Partial Least Squares (PLS)

Partial least square is a recent technique. It combines features from principal component analysis and 
multiple regressions. It is particularly useful to predict a set of dependent variables from a (very) large 
set of independent variables (i.e., predictors). It originated in the social sciences but became popular first 
in chemometrics (i.e., computational chemistry). PLS is a multivariate technique for non-experimental 
and experimental data alike.

Linear Discriminant Analysis (LDA)

This technique is used in the pre-processing step for pattern-classification and machine learning ap-
plications. The objective of LDA is to perform dimensionality reduction while getting as much of the 
class discriminatory information as possible. This statistical method maximizes the separation between 
multiple classes which cannot be performed in partial least square analysis.

Cluster Analysis

Cluster analysis is an exploratory data analysis tool for organizing observed data or cases into two more 
groups. Unlike LDA cluster analysis, requires no prior knowledge of which elements belong to which 
clusters. Cluster analysis maximizes the similarity of cases within each cluster while maximizing dis-
similarity between the groups that are initially unknown.

Validation of the QSAR Equation

QSAR model can lead to false prediction of biological activity if the developed QSAR model is not vali-
dated. So validation of QSAR models, after model development, is most important part in QSAR studies.

Two types of validation

1. 	 Internal validation.
2. 	 External validation

Least Square Fit (R2)

Determination coefficient (R2) is defined in the following manner:

R2 =1-Σ(Yobs-Ycal)2/Σ(Yobs-Y obs)2	

In the above equation, Yobs stands for the observed response value, while Ycalc is the model-derived 
calculated response and Yobs is the average of the observed response values. For the ideal model, the 
sum of squared residuals being 0, the value of R2 is 1. As the value of R2 deviates from 1, the fitting 
quality of the model deteriorates.
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Leave-One-Out (LOO) and Leave-Many-Out (LMO)

Some of the most popular validation techniques are the well-known Leave-one-out (LOO) and Leave-
many-out (LMO) cross-validation (CV) procedures.In its basic formulation, the LOO-CV procedure 
can be applied when a fixed set of descriptors is considered for a set of n molecules. For each molecule, 
a model is built considering the experimental property value of the n-1 remaining compounds and the 
respective descriptors. Then, this model is used to make a prediction for the molecule left out. The above 
primary algorithm is named here the kernel of the standard LOO-CV method.

To determine the LOO cross-validation, the training set is primarily modified by eliminating one 
compound from the set. The QSAR model is then rebuilt based on the remaining molecules of the train-
ing set using the descriptor combination originally selected, and the activity of the deleted compound 
is computed based on the resulting QSAR equation. This cycle is repeated until all the molecules of 
the training set have been deleted once, and the predicted activity data obtained for all the training set 
compounds are used for the calculation of various internal validation parameters. Finally, the model 
predictivity is judged using the predicted residual sum of squares (PRESS) and cross-validated R2 (Q2) for 
the model while the value of standard deviation of error of prediction (SDEP) is calculated from PRESS.

Leave-Many-Out (LMO) Cross-Validation

The fundamental principle of the LMO technique is that a specific section of the training set is held out 
and eliminated in each cycle. For each cycle, the model is constructed based on the remaining molecules 
(and using the originally selected descriptors) and then the activity of the deleted compounds is predicted 
using the developed model. After all the cycles have been completed, the predicted activity values of 
the compounds are used for the calculation of the LMO-Q2

When Can One Accept the Developed QSAR Model as Reliable and Predictive One?

•	 If correlation coefficient R ≥ 0.8 (for in vivo data).
•	 If coefficient of determination R2 ≥ 0.6
•	 If the standard deviations is not much larger than standard deviation of the biological data.
•	 If its F value indicate that overall significance level is better than 95%.
•	 If its confidence interval of all individual regression coefficients proves that they are justified at 

the 95% significance level.
•	 If cross-validated R2(Q2) ≥ 0.5
•	 If R2 for external test set, R2pred ≥ 0.6
•	 Randomized R2 value should be as low as to R2.
•	 Randomized Q2 value should be as low as to Q2 .
•	 (R2 – R20)/R2< 0.1and 0.85 < = k < = 1.15, or (R2 –r’2 0) / R2 < 0.1 and 0.85 < = k’ < = 1.15 

(for test set).
•	 r2 m (overall) and Rp 2 are ≥0.5 (or at least near 0.5).
•	 In addition, the biological data should cover a range of at least one, two or even more logarith-

mic units: they should be well distributed over whole distance. Also, physicochemical parameter 
should be spread over a certain range and should be more or less evenly distributed.
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Equation Has to Be Rejected

•	 If the above mentioned statistical measures are not satisfied
•	 If the number of the variables in the regression equation is unreasonably large.
•	 If standard deviation is smaller than error in the biological data.

Disadvantages of QSAR

•	 False correlation due to error in biological data
•	 Retro specific method. That is QSAR can be carried out only for those compounds reported with 

biological value.

Prediction of New Molecules

Based on the results of QSAR equation, new molecules can be developed by varying substituent groups 
which may increase or decrease a particular physicochemical property. The biological activity of the 
newly designed molecules may be predicted by substituting the parameters value in QSAR equation. 
The compounds can be synthesized and their actual biological value may be determined. It will have a 
better biological activity than the series of compounds which were taken for QSAR.

CONCLUSION

Insilco methods are highly advantageous in reducing time and cost involved in drug design process. 
Though QSAR is a retro specific methodology, it is an important tool in drug design. QSAR has come 
a long way from classical Hansch analysis to latest COMFA techniques. QSAR is an important tool in 
lead optimization. Apart from lead optimization, QSAR can be applied in understanding mechanism of 
action, virtual screening, combinatorial library generation, database searches etc.
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ABSTRACT

Virtual screening plays an important role in the modern drug discovery process. The pharma companies 
invest huge amounts of money and time in drug discovery and screening. However, at the final stage of 
clinical trials, several molecules fail, which results in a large financial loss. To overcome this, a virtual 
screening tool was developed with super predictive power. The virtual screening tool is not only restricted 
tool small molecules but also to macromolecules such as protein, enzyme, receptors, etc. This gives an 
insight into structure-based and Ligand-based drug design. VS gives reliable information to direct the 
process of drug discovery (e.g., when the 3D image of the receptor is known, structure-based drug de-
sign is recommended). The pharmacophore-based model is advisable when the information about the 
receptor or any macromolecule is unknown. In this ADME, parameters such as Log P, bioavailability, 
and QSAR can be used as filters. This chapter shows both models with various representative examples 
that facilitate the scientist to use computational screening tools in modern drug discovery processes.

INTRODUCTION

Lead discovery is the vital step in drug discovery programme. Advancements in genetics and compu-
tational biology boost up the modern drug discovery methods. The genetic scientists provide a lot of 
information about human genome along with gene requirement which codes for a particular protein that 
is prerequisite for the development of a particular organism. As a consequence, the targets for drugs and 
the mechanistic pathway can be traced with the support of genetic information. The drug targets may 
soon rise from 500 to 10,000 in future (Debouck C & Metcalf B, 2000).
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Meanwhile, the advent of combinational chemistry also revolutionised the basic research to provide 
an infinite number of compounds in a short span of time. The high throughput screening (HTS) played 
a very vital role to automate the conventional assay methods (Hertzberg RP & Pope AJ, 2000). There 
are various combinatorial methods is available to create a wide range of chemical libraries like peptides, 
non-peptide oligomers, peptidomimetics, small molecules, and natural product-like organic molecules. 
Each combinatorial approach possesses unique high-throughput screening and encoding strategy. But 
still, it is in the infant stage due to its exorbitant economic implications. The virtual screening came to 
the practice as a complementary approach that can analyse the large databases.

The computational screening is otherwise known as in silico screening since the screening is done by 
silicon graphics interface (Walters WP 1998; Lyne PD 2002; Schneider G & Böhm HJ, 2002). Virtual 
screening is based on knowledge of either ligand or receptor. The virtual screening methods yield the 
information of the receptor based on the input information. For example, the three-dimensional image 
of the receptor is known, the virtual screening will direct as to receptor-based Drug Design . When the 
information about receptor is known, the virtual screening directs to pharmacophore drug discovery 
considering ADME parameters as a filter. In the following sections, application of virtual screening in 
drug discovery process are described with schematic representation.

VIRTUAL DRUG SCREENING

A pharmacophore is an abstract description of molecular features that are necessary for molecular rec-
ognition of a ligand by biological macromolecules. Gund proposed the pharmacophores could be used 
to search the database based on similarity in structure (Gund P, 1977). It paves the way to develop and 
apply 3D databases pharmacophore to discover novel leads (Kurogi Y & Guner OF, 2001; Langer T & 
Hoffmann RD, 2001). There are two steps in pharmacophore-based screening: one is identification of 
pharmacophore model and the second step is 3-D search based on the specific constraints. The most 
benefit of VS is that it can be applied to large databases.

Pharmacophore models are generally used when the active lead is identified, but the 3D image of 
the target is unknown. The active molecules are considered as training set and used for pharmacophore 
identification which is atoms/groups interact with the receptor.

The pharmacophore generation poses some problems due to conformational flexibility of the molecule 
Catalyst (Accelrys, (http://www.accelrys.com) Discotech and GASP (Tripos, (http://www.tripos.com; 
Jones G et al., 1995) are commercially available programs for pharmacophore modeling. Conformational 
flexibility is the key feature to develop the algorithm which play pivotal role for the program development. 
These programs are based on the algorithms used for the alignment and the way in which conformational 
flexibility is handled. A pharmacophore model is obtained not only from active ligand but also from 
3D receptor. Such a structure of receptor or receptor/ligand complex provides information on possible 
and essential points of interactions between receptor and drug. The active binding site in 3D receptor 
is analyzed and the same information which can be used in 3-D database screening. For instance, when 
a drug-receptor complex is available, the atoms of ligand which interacts with receptor can be defined 
as features in a pharmacophore modeling. The protein backbone atoms are also used in pharmacophore 
model. The information of protein backbone atoms are merged with the feature points into a single 
pharmacophore. When three-dimensional image is only protein, multiple queries are needed in order to 
correlate and explore various possible binding modes. The programmes such as UNITY (Tripos, http://
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www.tripos.com) and CATALYST are available based on the structure of protein, since the preceptor 
structure is so complex it is important to trace the key feature to define the pharmacophore. The Drug 
Design module such as Cerius2 (Accelrys) is used for protein pharmacophore modeling and to design 
the ligand molecules (http://www.accelrys.com). The interaction map is generated from the active site 
of the receptor and analyzed for the parameters such as hydrophobicity, hydrogen donor and acceptor.

Virtual Screening Based Pharmacophore Model

Pharmacophore-based virtual screening is one of the advanced methods. Fox and Haaksma explained 
a computational process to identify ligands from the analysis of the 3-D structure of receptor (Fox T & 
Haaksma EEJ, 2000). These computational processes are explained into two stages. The first stage dealt 
with the specific interactions in the binding site with the program GRID (Goodford PJ, 1985). Some of 
the interactions types, typically including the hydrophobic, the alkyl hydroxyl group OH, organic halo-
gen (Br, Cl), water, amides and amidine etc. The favourable interactions between receptor and ligand 
are translated into a database query. 2-D queries are specified by chemical substructures that have to be 
matched in the resulting GRID energies. The local minima of the interactions maps and the corresponding 
distances are measured to act as the mutual constraints between these features. In the second stage, the 
active compounds are identified from 3D database using UNITY. This approach was demonstrated with 
thrombin as the target. A pharmacophore model containing three-point interactions sites, one positively 
charged centre and two hydrophobic site hp1 and hp2 is given in Figure 1.

Fox et al. used benzamidine compounds as test databases, as the positive centre the amidine carbon 
atom of benzamidine (C0) was used. The calculated 3-D flexible database search results shows the en-
riched hit lists with thrombin inhibitors compared to the total database. The Fox’s approach lacunae are 
that it cannot be fully automated as the success will critically depend on the identification of an anchor 
fragment. An anchor fragment is a minimal recognition of the structure essential for specific binding. 
These fragments recognition are accomplished using the de novo design program LUDI.

Hindle et al. investigated the pharmacophore model with molecular docking (Hindle SA et al., 2002). 
They proposed an advanced version of the flexible docking tool FlexX (Tripos, http://www.tripos.com), 
FlexX-PHARM, to study about the protein-ligand binding models into a docking calculation. This infor-
mation is introduced as a simple set of constraints derived from receptor-based pharmacophore features. 
In FlexX-PHARM the active site is defined by two different types of constraint: namely interaction 
constraint and spatial constraints. In former, Flex X calculation surface in the active site that takes part 

Figure 1. Pharmacophore model as derived from the GRID results and used in the UNITY database 
search; hp=hydrophobic center.
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in interaction with ligand. The latter involves the inclusion volume. An interacting group and interaction 
type must be specified to define the interaction constraints. FlexX-PHARM ensures that interaction is 
ascertained between the specified interacting group in the active site and the ligand in a valid docking 
solution. The spatial constraint can be used to restrict ligand position in the active site and consists of 
a sphere plus an associated element type. The maximum potential is gained from FlexX-PHARM, and 
pro-docking checks were performed to eliminate these ligands devoid of pharmcophore constraints. 
Figure 2 shows four pharmacophore constraints in the active site of carbonic anhydrase. Examples are 
given where FlexX-PHARM significantly improved the results of docking in several PDB complexes

It was also tested as a tool on a small dataset of molecules for three target proteins including carbonic 
anhydrase, thermolysin, and dihydrofolate reductase. In two cases, FlexX-PHARM missed one or two 
of the active molecules due to the constraint selected. The challenge is that the constraints must first be 
obtained and then introduced into FlexX-PHARM.

Recently, VS based on pharmacophore model has been applied to discover novel ligands, and some 
examples are given in Table 1. Brenk et al. studied crystal structures of two ligands complexed with 
TGT by least squares method. UNITY was used to define the hydrogen donor and acceptor by picking 
the appropriate atoms of ligands. The directionality of the hydrogen bonds and the corresponding sites 
are related to the neighbouring atoms of the protein and the interstitial water molecules. The centroid of 
the benzoic ring of a ligand is characterised as hydrophobic moiety (Figure 3).

COMBINATORIAL DRUG DESIGN

Rational Drug Design is an optimization process to find the best combination of molecular fragments 
which can be constituted into a whole ligand and well placed in the active site of the receptor. In opti-
mization process, the generated molecule should meet the given pharmacophoric features, which are 

Figure 2. A set of four phamacophore constraints in the active site of carbonic anhydrase. Constraint 1: 
essential metal interaction at the zinc ion. Constraint 2: essential spatial constraint for a carbon atom. 
Constraint 3: optional hydrogen donor interaction at the backbone nitrogen of residue Thr199, and 
constraint 4: optional hydrogen acceptor interaction at the gamma oxygen of residue Thr199
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represented by the crucial receptor-ligand interaction points. These interaction points are usually gener-
ated by 3D-structure of receptor analysis (Koide Y,2003).

Some examples of de novo design methods applied in Drug Design is given Table 2. The other ap-
proaches are developed before 2000 which have been reviewed in literature besides TOPAS and LEA 
(Murcko M,1997). The methods are divided into two categories: namely atom-based and fragment-based. 
The former techniques construct a molecule atom-by-atom, while later methods use sets of pre-defined 
molecular building blocks. Amongst them, fragment-based approaches are more advantageous appeal-
ing, because the virtual molecule can be constructed from combinatorial building blocks. In rational 
Drug Design methods shown in (Table 1), LUDI (Accelrys, http://www.accelrys.com), Leapfrog (Tripos, 
http://www.tripos.com) and SPROUT (SimBioSys, http://www.simbiosys.ca) (Gillet VJ et al., 1995 
Mata P et al., 1995) belong to fragment-based approaches. This approaches can be further divided into 
two subclasses: 1. sequential growth, 2. fragment-location and linking. The latter depends on a small 

Figure 3. Structure-based pharmacophore hypothesis

Table 1. Examples of bioactive molecules design using pharmacophore-based virtual screening
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number of well-placed fragments, can provide a significant binding affinity. Both of these two classes 
of methods bear inherit advantages and disadvantages. These two LUDI and Leapfrog approaches are 
generally used.

The problem of most rational design methods may be synthetic inaccessibility which can be solved by 
using the program CLIX, SEEDS, CAVEAT to search the Available Chemicals Directory for scaffolds that 
contain designed ligands. To discover novel inhibitors of Factor Xa and DNA gyrase, the scaffold-based 
approach was used (Table 3). The scaffold-based approach is almost similar to pharmacophore-based VS 
in much respect. These molecular fragments used as scaffolds can be considered as the pharmacophoric 
features in a pharmacophore model.

Applications of Combinatorial Drug Design

Genetic algorithm based Combinatorial Drug Design approaches are becoming important in this area. In 
(Table 2), both of TOPAS and LEA are based on genetic algorithm. In TOPAS (Schneider G et al., 2000) 
a set of 24,563 molecular fragments serves as the building blocks, which were obtained by a straightfor-

Table 2. Examples of denovo design methods

Method Description Ref.

CAVEAT Fragment-based, fragment-based 3-D database search Lauri G & Barlett PA, 1994.

CAVITY, FOUNDATION, 
DBMAKER, SPLICE

Fragment-based, generation of ligand by 3-D database 
search

Ho CMW & Marshall GR,1990; Ho CM. & 
Marshall GR,1993; Ho CM & Marshall GR,1995

CLIX Fragment-based, fragment-based 3-D database search Lawrence MC & Davis PC, 1992

CONCEPTS Atom-based, stochastic search, MD optimization Pearlman DA & Murcko MA.1993

CONCERTS Fragment-based, stochastic search Pearlman DA & Murcko MA 1996

DLD Atom-based, structural sampling by Monte Carlo Miranke A & Karplus M 1995

GenStar Atom-based, sequential growth Rotstein SH & Murcko MA 1993

GROW Peptide design, sequential growth Moon J & Howe W 1991

GrowMol Fragment based, sequential growth Bohacek RS & McMartin C 1994

HOOK Fragment-based linker search Eisen MB et al., 1994

LEA Fragment-based, genetic algorithm Douguet D et al., 2000

Leapfrog Fragment-based, combinatorial search LUDI (Accelrys, http://www.accelrys.com).

LEGEND Atom-based, sequential growth Nishibata Y & Itai A,1991

LUDI Fragment-based, sequential growth, combinatorial 
search Böhm HJ, 1992

MCDNLG Atom-based, stochastic search Gehlaar DK 1995

MCSS Fragment-based, multiple-copy simultaneous 
sampling Miranke A & Karplus M, 1991

NEWLEAD Fragment-based, connecting pharmacophoric pieces Tschinke V & Cohen NC, 1993

PRO_LIGAND Fragment-based, sequential growth, combinatorial 
search Clark DE et al., 1995

SMOG Fragment-based, sequential growth DeWitt R & SMOG,1997

SPROUT Fragment-based, sequential growth, combinatorial 
growth Gillet VJ et al., 1995
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ward fragmentation procedure from 36,000 known drugs. Several schemes were implemented for both 
fragmentation and building block assembly. This combination of drug assembly from building blocks and 
a restricted set of reaction schemes proved to be a key for the automation for novel structures. TOPAS 
is based on a simple evolutionary algorithm (EA), a (1, λ) evolution strategy. In optimization process, 
molecules were generated from a parent moiety by virtual synthesis and the best structure is selected as 
the parent for the subsequent TOPAS cycle. TOPAS was used to find the potential thrombin inhibitors. 
The first application of TOPAS was tried to develop molecules mimicking the NAPAP structure. The 
the fitness function was chosen asTanimoto index. After 12 optimization cycles the process converged at 
a high fitness level (0.86), and the best hit is similar to NAPAP (Figure 4). Moreover, it was used to the 
design of the peptide-analogues of the tripeptide D-Phe-Pro-Arg, an excellent natural thrombin substrate.

Compared with the other virtual screening approaches, the rational design methods do not show 
much progress in practical applications. However, it is used in lead generation methods. Recently, Ji et 
al. demonstrated several non-azole lead molecules by de novo design (http://www.molsoft.com.). All 
lead molecules exhibited potent inhibitory effects on CYP51 of Candida albicans. Table 3 shows the 
examples of bioactive molecules designed using de novo design.

VIRTUAL SCREENING BASED ON MOLECULAR DOCKING

Docking is defined as the fitting of ligands into exact position in receptor and applied as a very efficient 
way to study of protein-ligand interactions. The Structural information from ligand-receptor complex 
allowed us to trace the mechanism of molecular recognition, and to the predict binding affinities between 
receptor and ligands (Hou TJ et al., 1999). It gives a detailed and exact computational model to identify 
a receptor-focused database. There are many docking programs available for use in virtual screening, 
differing in the sampling algorithm, scoring functions, the treatment of ligand flexibility with the recep-
tor, and the docking time frame for a molecule to a given target. The commonly used docking programs 
are listed in (Table 4).

Figure 4. The structures afforded by (a) TOPAS (b) NAD NAPAP
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Table 3. Examples of bioactive molecules design using de novo design

Table 4. Commonly used docking programmes for virtual screening

Method Sampling method Scoring function Speed Ref.

DOCK Incremental build Force field, contact score, chemical 
complementary score Fast Ewing, TJ et al., 2001

eHiTS Exhaustive search Empirical score Fast Zsoldos Z et al., 2002

EUDOC Exhaustive search Force field Fast Pang YP et al., 2001

FlexX Incremental build Empirical score Fast Rarey M et al., 1996

LigandFit Monte Carlo Empirical score Fast Venkatachalam CM et al., 2003

Fred Conformational ensembles Shape complementarity, Gaussian score Fast www.tripos.com

Slide Conformational ensembles Empirical score Fast Schnecke V & Kuln LA 2000

Glide Exhaustive search Empirical score Slow www.schrodinger.com

Gold Genetic algorithm Empirical score Fast Jones G et al., 1997

QXP Monte Carlo Force field Slow McMartin C & Bohacek RS 
1997
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Molecular Docking and Successful Examples

In addition of traditional methods, such as DOCK, FlexX (Tripos, http://www.tripos.com), AutoDock, 
Gold (Cambridge Crystallographic Data Centre, http://www.ccdc.cam.ac.uk), ICM (MolSof, http://www.
molsoft.com), some advanced docking programs have been released recently, including EUDOC, LigandFit 
(Accelrys, http://www.accelrys.com) and eHiTS (SimBioSys, http://www.simbiosys.ca). The EUDOC 
program has versatile in nature. Initially, the molecular flexibility of ligand and receptor is considered 
into account via either conformation selection theory or conformation substitution theory. Second, the 
program computes the intermolecular interaction energies of biologically important metal ions such as 
Zn2+, Ca2+, and Mg2+ that mediate the binding of a ligand to the receptor using a cationic dummy atom 
approach. Third, the program applies “spatial decomposition” to achieve maximum parallelism in com-
puting. With the support of EUDOC program, the authors carried out a computational screening ACD 
(Available Chemicals Directory) database to identify prototypic inhibitors of FTase containing a zinc 
ion in the active site and found 21 compounds as potential inhibitor leads of FTase. Among these, 18 
compounds have inhibitory activities against Ftase in vitro at 500 uM; and 4 compounds with in vitro 
IC50 values from 25 to 100 uM. The most active inhibitor also has inhibitory activity in human lung 
cancer cells. Furthermore, this lead molecule identified with the support of the EUDOC program, is 
more active than the recognized most strong inhibitor lead, kurasoin A.

Ligand Fit designed by Venkatachalam et al. belongs to a method used cavity tracing algorithm for 
detecting invaginations in the protein as candidate active site regions (Figure 5a). Monte Carlo confor-
mational search with shape filter used for generating ligand poses consistently with the active site shape. 
The result is obtained after docking by alignment of the principal axes of the ligand to with receptor site 
(Figure 5b). Then the docking energy was used to as parameter to explore the best docking conformation 
of the drug. The docking energy is the sum of internal energy of the ligand and the interaction energy 
of ligand with the receptor. To minimize the errors from grid interpolation, a non-linear interpolation 
scheme was employed. The LigandFit was applied to 19 diverse protein-ligand complexes. The results are 
encouraging, reproducing the X-ray image ligand poses within an RMS of 2 Å in 14 out of 19 complexes. 
Moreover, HTP VS using LigandFit was applied to the thymidine kinase receptor. LigandFit yields out-
standing results for a ligand pool seeded with known biological activities when combined with LigScore.

Figure 5. (a) Schematic diagram of the grid system enclosing the protein (black boundary), and (b) four 
orientations of the ligand matches the shape correlation between the ligand and the site
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The eHiTs program was released by Sim Bio Sys, Inc. recently. In eHiTs, the algorithm applied is 
based on exhaustive graph matching that rapidly enumerates all possible mappings of interacting atoms 
between receptor and ligand. Then angles of rotatable bonds are computed as required by the positioning 
of the interacting groups. The optimal conformation can be found by using the algorithm. The scoring 
function is calculated by treatment of weak hydrogen bonds, aromatic -stacking and penalties for con-
flicting interactions. Alternatively, the target and its cavity details can be based on a pharmacophore 
model or a CoMFA study of overlaid lead compounds. A systematic and organized algorithm is used in 
eHiTs with no random, stochastic or evolutionary element and hence, it provides comprehensive search 
space coverage. eHiTs cut a ligand into rigid fragments which are docked in receptor and stores rigid 
fragment poses in Dock Table, a SQL database used to speed up the dockings by dynamically updating 
and retrieving molecular fragments.

All docking procedures suffer some methodological challenges: analysis of receptor-ligand confor-
mations and evaluation of receptor-ligand matrix. In docking studies, the ligand is carefully treated with 
different computational techniques, such as incremental build and conformational search in DOCK and 
FlexX, the genetic algorithm in AutoDock and GOLD and pseudo-Brownian sampling in ICM etc. But 
the receptor flexibility remains a major challenge. The conformational changes and receptor flexibility 
induced by a ligand play very vital role in docking studies. The docking results may be questionable if the 
receptor flexibility is not given importance. Hou et al. verified the binding pattern of Quinazoline Type 
inhibitor complexed with EGF-R. DOCK calculations failed to give the proper orientation of inhibitor 
in EGF-R since it avoided the flexibility of the protein. (Hou TJ, 2003).

The receptor structures from NMR and molecular dynamics simulations are generally used to incor-
porate receptor flexibility. Recently, AutoDock was used to study several strategies for incorporating 
protein flexibility using receptor to generate Boltzmann-weighted grids which create the docking func-
tion (Osterberg F, 2002)

The reference crystal structures were super imposed, mapped and the structure of the possible recep-
tor is generated. It is two-fold faster than explicit docking against all conformations when this assembly 
is used. (Claussen H et al., 2001). The construction of receptor structures is computationally expensive 
because the docking process should be performed to each receptor structure, with an aim to identify all 
ligands that can bind to at least one conformational part of the receptor.

Now-a-days VS based molecular docking in rational Drug Design are very successful (Table 5),

Fcoring Functions

Docking of small molecules into their respective receptors is a novel tool in drug discovery process. The 
credibility of docking is based on precise scoring functions. These functions are used to trace the binding 
affinity of a novel molecule on active site of the receptor. Recently Scoring functions are a very active 
and becoming popular research area, in modern drug research. Here, a brief introduction of statistically-
fit scoring functions, knowledge-based scoring functions, first-principle-based scoring functions and 
consensus scoring approach are given with suitable examples.

Statistically-fit scoring functions are widely used in molecular docking, and it assumes the total binding 
affinity of protein-ligand complexes to several empirical weighted-interaction terms, like metal-ligand 
interaction, hydrogen bonding, rotational entropy and hydrophobic interaction etc., (Gohlke H & Klebe 
G, 2002). The prime advantage of statistically-fit scoring functions are highly efficient and gives more 
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intuitionistic knowledge of which specific force contributing to binding free energies. Unfortunately, it 
is limited to the training set.

In recent years, knowledge-based potentials are popular. It applies the statistical tool to extract rules 
on preferred binding geometries. The pseudo-potential based rules, which can be applied to predict the 
ligand binding conformations. These knowledge-based potentials implicitly incorporate physical effects 
such as (de) solvation and polarization. The knowledge-based potentials are derived from experimental 
crystal structures. Some examples are include SMoG (Grzybowski BA et al., 2002; Ishchenko AV & 
Shakhnovich EI, 2002), PMF (Muegge I & Martin YC 1999), BLEEP (Mitchell JBO et al., 1999), Drug 
Score (Gohlke H Hendlich M & Klebe G, 2000) and others (Verkhiver G et al., 1995;Charifson PS,1999).

ΔWij(r) ∝ - In gij(r)/gref	

where gij(r) is the frequency or probability distribution of atom pairs of type i and j at a distance from 
each other, and gref corresponds to a reference distribution.

Table 5. Examples of drug molecules designed by Docking-Based Virtual Screening
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In these three knowledge-based potentials, Drug Score proposed by Gohlke et al. is the most practical 
one. The function used in Drug Score was developed by converting structural information for 1376 protein-
ligand complexes, extracted from Relibase (Hendlich M,1998), into distance-dependent pair-potentials 
and solvent-accessible surface-dependent singlet-potentials using 17 different atoms. The sum was used 
to score protein-ligand interactions. For two test sets of 91 and 68 complexes, Drug Score reevaluated 
the multiple solutions proposed by FlexX, and gave the best solution. Moreover, Gohlke et al. compared 
the DrugScore and DOCK 4.0, and found that DrugScore is superior and predictive. DrugScore yields 
slightly superior results in flexible docking compared to the AutoDock Scoring function (Sotriffer CA 
et al., 2002) and it is available in the SYBYL interface to FlexX.

Ishchenko reported SmolG2001 (Ischchenko AV et al., 2002), an advanced knowledge-based scoring 
function of SMoG. In the advanced version, reference state defined in such a way that it ensured proper 
normalization of contact probabilities (sum of all values over atom types is equal to 1) and introduced 
to distance intervals (“bins”) over which the contact statistics are computed. SMoG2001 reproduces 
the experimental binding constants with high accuracy and efficiency better than PMF and SCORE1 
in LUDI, and comparable to DrugScore. Its predictive power will reduce when the affinities of ligands 
with metal ions and ligands that is large and flexible.

As compared to statistically-fit scoring functions, first-principle-based approaches calculate the total 
binding affinities to individual terms and computed from physico-chemical concept. first-principle-
based approaches are theoretically rigorous as compared with scoring functions above, though they are 
relatively time-consuming and show more theoretical difficulties particularly entropy and de(solvation) 
effect. Kuntz groups have introduced PBSA (Possion-Boltzmann/surface area) and GBSA (Generalized 
Born/surface area) to evaluate de (solvation) contributions in molecular docking analysis (Zou X et al., 
1999). In First-principle-based approaches proposed by Kollman et al., is the ‘MM-PBSA’ approaches 
and play key role in this field (Kollman PA et al., 2000). Here the binding free energy of a noncovalent 
associating for a protein-ligand system can be computed as:

ΔGbind = Gcomplex - Gprotein - Gligand = ΔEMM + ΔGPB + ΔGNP - TΔS	 (2)

where GPB is the polar solvation energy in continuum solvent, usually computed using a finite-difference 
Poisson-Boltzmann (PB) model, and GNP is the nonpolar solvation energy, which is obtained from the 
solvent accessible surface area (SA). EMM refers the sum of molecular mechanical (MM) energies of the 
molecules from internal, electrostatic and van der Waals energies. In equation 2 the final term denotes the 
solute entropy and estimated by a classical statistical formulas and normal mode analysis. The thermal 
energy terms in equation 2 are obtained from the MD sampling. The MM/PBSA technique was applied 
recently by Wang’s et al., to determine the binding mode between HIV-1 RT and efavirenz. The binding 
free energies between HIV-1 RT and efavirenz were calculated for the five possible binding modes, and 
recognized the exact one. Dupont Pharmaceuticals recently solved the crystal structure, and the RMSD 
of the ligand and its surroundings is 1.0 angstrom. Hou et al., applied Molecular Dynamics simulations 
combined with MM-PBSA to determine the exact binding mode of the quinazoline inhibitor and EGF-R. 
The homology model of EGF-R was applied since the crystal structure of EGF-R is not available. When 
the crystal structure of quinazoline/EGF-R was reported, it is exciting to find that the best binding model 
predicted by MM-PBSA is very close to the structure (Hou TJ et al., 2003). The crystal water molecules 
crucial to ligand binding were produced by the predicted model. In future research, MM/PBSA should 
be advanced to represent the entropic effects precisely and quickly.
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In 1999, Charifson et al. used three scoring functions to classify the docked conformations (Charifson 
PS et al., 1999). As Compared to a single scoring function, the hit rates can be effectively improved. 
Recently, Tripos introduced a module CScore (Consensus Score) (Tripos, http://www.tripos.com) to 
integrate a number of scoring functions for ranking the affinity of ligands bound to the active site of 
a target. The CScore module uses the consensus score and applies, five different scoring functions, 
namely G_score (Jones, G et al., 1997), PMF_score(Muegge et al., 1999), D_score(Kuntz et al., 1982) 
and F_score, (Rarey et al., 1996). In C Score, the range of scores are determined, above these range, the 
cutoff threshold are considered “good”, and the consensus score is calculated by sum of the number of 
“good” results. The molecular docking can be improved by combining results from functions in CScore 
(Clark et al., 2002), a consensus docking approach (ConsDock) proposed by Paul and Rogan that takes 
advantage of three widely used docking tools (Dock, FlexX and Gold) (Paul et al., 2002). When applied 
to large data set it significantly does single docking with respect to the docking accuracy. Amongst all, 
ConsDock was able to predict the X-ray structure with 2 Å RMSD.

VIRTUAL SCREENING BASED ADME/TOX FILTERS

The failure of the Drug Design needs a predictive tool which eliminates the uncertainty factors. Almost 
the failures are resulting due to the complex uncertainty in pharmacokinetic properties. Hence compu-
tational screening should not be restricted only to binding affinity but also ADME/toxicity parameters.

In Silico Prediction of ADME Profiles

The “rule of 5” proposed by Lipinski et al. in 1997 played a vital role in tracking ADME profiles (Lipinski, 
CA 1997). Lipinski and coworkers analyzed a subset of 2245 drugs from the World Drug Index (WDI) and 
found that poor absorption and permeation are resulting in the conditions like a. the molecular weight is 
over 500, b. the octanol/water partition coefficient is over 5 (CLOGP) or 4.15 (MLOGP), c. The number 
of hydrogen-bond donors (OH and NH groups) is more than 5, and d. The number of hydrogen-bond 
acceptors (N and O atoms) is more than 10. The fast estimations of logP allow the “rule of 5” screening 
of library prior to enumeration. As per Lipinski, it is easier to optimize pharmacokinetic properties on 
early stage; therefore the receptor binding affinity can be optimized at a later stage (Lipinski CA, 2000).

ADME parameters are analyzed by many computational tools (Stenberg, P., et al. 2001; Chaturvedi 
PR et al., 2001; Ekins S et al., 2000). The properties like bioavailability, aqueous solubility, intestinal 
permeability, blood-brain barrier penetration, metabolism, drug-drug interactions, drug transport and 
toxicity are generally studied. The properties are predicted by two modeling methods: data modeling 
and molecular modeling. For molecular modeling, molecular mechanics, pharmacophore modeling, 
molecular docking, or quantum mechanics are used to explore the potential interactions between the 
small molecules and proteins in ADME processes. QSAR models ranging from simple multiple linear 
regression to modern multivariate analysis techniques or machine-leaning methods, such as partial 
least squares (PLS) (Cruciani G et al., 2000), genetic algorithm (GA) (Hou TJ & Xu XJ, 2002), neural 
networks (NN) (Doniger S et al., 2002), and support vector machines (SVM) are now being applied to 
analyze ADME data.
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The predictions of aqueous solubility, blood-brain barrier penetration and intestinal permeability are 
usually based on the QSAR approaches. Most of the old predictive models for intestinal permeability or 
blood-brain barrier penetration are based on multiple linear regressions, and many used physicochemi-
cal properties, such as polar surface area, logP, volume, and hydrogen bonding capacity (Stenberg P et 
al., 2001). Ghuloum et al. used a numerical molecular representation called molecular hashkey predict 
logP and intestinal absorption of a set of drugs (Ghuloum AM., 1999). In VolSurf, a 3D molecular field 
descriptor are transformed into a new set of descriptors, that was used as inputs for the construction of 
models for intestinal permeability, aqueous solubility, and blood-brain barrier penetration (van de et 
al., 2003).

The relationships between oral bioavailability and molecular structures have been studied recently 
(Yoshica F & Toplss JG, 2000). The oral bioavailability prediction is difficult since it is based on ab-
sorption and liver first-pass metabolism. Yoshida and Topliss constructed QSAR model with a range 
of physiochemical parameters. The predictive power of the bioavailability model was evaluated using a 
separate test set of 40 compounds, of which 60% were correctly classified. Andrews et al. also proposed 
a QSAR model based on 591 compounds and 85 structural descriptors (Andrews CW et al., 2000)

Moreover, compared with the Lipinski’s rule of 5, the false negative predictions were reduced sig-
nificantly. However, the predictability of these models is quite close to random, so it cannot be applied 
as a filter in virtual screening as the current form. Bans followed genetic programming to predict oral 
bioavailability (Bains W et al., 2002). A slight improvement was observed than the Yoshida’s results, 
although a direct comparison is difficult for four classes. Recently, Mandagere et al. proposed a graphi-
cal model for in vitro ADME data, such as Caco-2 permeability and metabolic stability in liver S9 or 
microsomes, to estimate %F into groups of low, medium, or high regions (Mandagere AK et al., 2002). 
This graphical model provides a tool to estimate human oral bioavailability from in vitro ADME data 
to large databases. But the inputs to this model depend on other ADME-concerned properties, such as 
permeability and metabolic clearance, and thus cannot be used as high throughput fashion in virtual 
screening.

Theoretical studies of transporter proteins, especially P-Glycoprotein (p-gp) are active in recently 
because transport proteins are found in most organs involved in the uptake and removal of endogenous 
compounds and xenobiotics, including drugs (Ayrton A & Morgan P,2001). QSAR and pharmacophore 
modeling was applied to study the characteristic features of p-gp substrate, the interactions between 
substrate and P-gp (Wiese M & Pajeva IK, 2001; Pajeva IK. & Wiese M 2002). From the obtained re-
sults, we can give some explanations to the broad structural variety of the P-gp substrates and inhibitors 
and derive predicted models for discrimination between substrate and non-substrate, but at present, the 
accuracy of those models is too limited to be applied in computational screening.

The metabolism studies are also popular in recent years, due to the extent and rate of metabolism 
affect clearance, whereas the implications of enzymes might lead to issues related to the polymorphic 
nature of some of these enzymes and drug–drug interactions. Ekins et al. proposed pharmacophore 
modeling based on 3D/4D QSAR and to investigate the common structural features of cytochrome P450 
(CYP) 2C9 inhibitors and interactions between competitive inhibitors and P4502C9 (Ekins S et al., 2000; 
Ekins S, 2001). The obtained results from models of CYP inhibition will be useful for future prediction 
of drug-drug interactions. Cruciani et al. proposed MetaSite program to identify potential substrate of 
cytochrome P450s (Cruciani G, 2002), this model is based on pharmacophore model obtained from 
interaction fields for the protein structure and a fingerprint for the potential substrate. A linear PLS-
based prediction system described by Zuegge for binary classification of drug-drug interaction liability 
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is caused by cytochrome P450 A4 inhibition. It can be used as a valid filter in virtual screening because 
of its predictive power up to 95% of the training data, and 90% of a semi-independent validation dataset 
(Zuegge J et al., 2002). Several approaches that use databases to predict metabolism are available or 
under development, including expert systems, such as MetabolExpert, META or Meteor and Metabolism 
(Langowski J & Long A, 2002; Ehrhardt PW,1999).

Overall, the number of ADME properties that can be predicted computationally is very limited. Due 
to the predictability of these approaches, properties including drug solubility, Caco-2 cell absorption, 
blood-brain barrier permeation, can be practically applied in rational screening. At present, the widely-
used programs for ADME predictions include VolSurf (tripos, http://www.tripos.com) C2.ADME (ac-
celrys, http://www.accelrys.com) and QikProp (schrödinger, http://www.schrödinger. com) .

VolSurf computes 3-D molecular interaction fields and uses image-processing methods to convert them 
into simple molecular descriptors that are easy to understand and interpret. These descriptors characterize 
the size, shape, polarity, and hydrophobicity of molecules, and the balance amongst them. Multivariate 
statistical methods within VolSurf also developed to relate its descriptors to biological properties. The 
ADME models included in VolSurf predict drug solubility, Caco-2 cell absorption, blood-brain barrier 
permeation, and drug distribution. These models have been developed from published experimental data 
from in vitro assays to correlate the in vivo behaviour of drugs. Recent studies have shown that models 
of membrane partitioning generated using VolSurf’s descriptors are significantly more predictive than 
those generated from other descriptors. C2·ADME can give predictions for several ADME properties 
including passive intestinal absorption, blood-brain barrier (BBB) penetration, and a water solubility at 
25°C. All three models are designed for analysis of combinatorial libraries, as well as individual mol-
ecules. The models were developed and validated using diverse compounds with data from the literature 
as well as data from Pharmacopeia Drug Discovery Services. C2·ADME overcome the necessity of 3-D 
structure generation which is laborious and time consuming.

Professor Bill Jorgensen has developed QikProp at Yale University; specifically, for drug discovery 
and results have been fitted to datasets of drug-like molecules, based on 2-D and 3-D descriptors reflect-
ing Monte Carlo simulation studies as well as experiment. The calculated features of QikProp include 
Solubility, Blood/Brain barrier permeability, Caco-2 Cell Permeability Boehringer, Caco-2 Cell Perme-
ability Affymax, MDCK Cell Permeability Affymax and Skin Permeability Coefficient.

In Silico Prediction of Toxicity

Toxicity is a key factor for many compounds failing to reach the market and for the withdrawal of a 
significant number of compounds from the market even after approved. The in silico prediction of toxic-
ity can be divided into two basic categories: knowledge-based and statistically-based (Greene N, 2002; 
Durham SK & Pearl GM, 2001). Knowledge-based approaches adopt the rules based on relationships 
between structure and biological activity that are derived from human expert opinion and interpreta-
tion of toxicological data to predict the potential toxicity. But statistically-based approaches use the 
structural connectivity and statistical methods to acquire mathematical relationships for a training set 
of non-congeneric compounds in an unbiased manner. Currently, several commercial tools of in silico 
prediction of toxicity are available, which include; DEREK (LHASA Limited, http://www.chem.leeds.
ac.uk), Hazard Expert, COMPACT, CASE and MCASE (MultiCASE, http://www.multicase.com), 
OncoLogic (LogiChem, http://www.logichem.com) and TOPKAT (accelrys, http://www.accelrys.com). 
The features, main strength and limitations of these programs have recently been reviewed . The primary 

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



116

Virtual Screening and Its Applications in Drug Discovery Process
﻿

emphasis of the current software packages is carcinogenicity and mutagenicity, teratogenicity, irritation, 
sensitization, immunotoxicology and neurotoxicity but the predictability of the commercial tools for 
toxicity prediction is quite limited. The National Toxicology Program has conducted several exercises 
to validate the predictability of the used programs. It analyzed 44 chemicals and the predictions made 
by Multi-CASE, TOPKAT, DEREK, and COMPACT were published in advance of the bioassays being 
performed. The predictions were then compared to the results from the experimental bioassays. The best 
prediction is given by DEREK, with a ratio of 59% and the predicted precision of the current programs 
should be promoted dramatically if necessary.

STRATEGIES FOR VIRTUAL SCREENING

If crystal structure of receptor and a prepared 3-D database are available, molecular docking can certainly 
be applied to obtain the best drug candidates. Usually, molecular docking is time-consuming, if the 
3-D database, like ACDSC database, is very large, expensive. Figure 6 represents a typical strategy in 
virtual screening. First, one can use several ADME-concerned filters to minimize the size of the initial 
database. Common filtering protocols include “drug-like” property, Lipinski’s rule or ADME properties. 
The rotatable bonds in molecules or polar surface areas can also be used as filters. Additional filters are 

Figure 6. Structure based virtual screening
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often applied to eliminate the compounds with poor chemical stability or toxicity. All of these filters 
can be applied to very large databases and are computationally inexpensive.

Second, if the inhibitors of a protein are available, then some computational tools can be used, such 
as FlexS (tripos, http://www.tripos.com) or ROCS (OpenEye, http://www.openeye.com), to reduce the 
database size by shape-similarity with known inhibitors. FlexS can rapidly overlay rigid ligands to the 
template molecule and screen large lists of ligands that make use of rapid rigid scoring, followed by 
flexible alignment of the best scoring ligands.

Then, the chemical characteristics of the binding site are analyzed to determine the functional group 
maps or hot spots for protein-ligand interactions, which can act as receptor-based pharmacophore model. 
This pharmacophore model combined with some steric constraints from receptor can be used as query 
of UNITY for 3-D database screening. After screening, only these compounds with appropriate chemi-
cal features complementary to the receptor-based pharmacophore model and suitable steric features 
survived. The receptor-based pharmacophore model is obtained from the analysis of the crystal complex 
structure or from computational programs such as GRID, MCSS, LUDI, Super Star. Virtual screening 
based on receptor-based pharmacophore model is slower than ligand-based screening, but much faster 
than molecular docking. After the above three stages of virtual screening, the size of the initial database 
was greatly reduced, and then processed through atom-based molecular docking screening.

The Maybridge (61,186 entries) and the Lead Quest (37, 841 entries) databases are used as a search 
engine. First, application of 5-rules reduced this initial set to 98,850 entries and then, UNITY search 
reduced to 5904 entries. In the next step, the favourable regions for protein-ligand interactions by using 
LUDI, GRID, Super Star and Drug Score are done. Flexible UNITY search were performed using the 
pharmacophore model based on the “hot spots” detected. Of the 5904 compounds, only 3314 entries 
satisfied the pharmacophore query. FlexS was used to superimpose all entries with two potent hCAII 
inhibitors and compute the similarity score concerning reference molecules. FlexS computed a superposi-
tion for 2237 compounds from selected 3314 compounds. In the final step, the 100 molecules from the 
FlexS filtering were docked into the binding pocket using FlexX. Visual inspection of binding modes of 
FlexX, together with the scoring values of FlexX, FlexS, and Drug Score, was used to select a small set 
of compounds for ordering and biological testing. Finally, 13 compounds were selected for biological 
assays, and 3 compounds have the inhibitory activities at the level of sub nanomolar, one is nanomolar, 
and rests are micromolar inhibitors.

Ultimately, virtual screening is knowledge-based, and we should apply a different strategy for a dif-
ferent problem in hand. It is recommended to use different combinations of virtual screening techniques 
and consider the subset of the database that satisfied the defined criteria. Certainly, the usage of whether 
this screening technique should be consistent with the available program and computational resources 
that can be used by researchers.

CONCLUSION

This chapter gives a summary of advanced technologies used in virtual screening, especially docking-
based screening, scoring functions and ADME-based virtual screening. Furthermore, successful examples 
of VS are provided, demonstrating that VS has become a vital tool to find new lead compounds for the 
pharmaceutical industry. The quality of the scoring functions and ADME/Tox are still needs improve-
ment. In molecular docking or de novo design approach, the scoring function is the central problem. all 
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docking programs and scoring functions suffer from a significant number of false positives. Although, 
this problem has been partially solved by using several scoring functions, but still quality of the scoring 
functions should be needed to progress this technology further. Current models used to predict ADME/
Tox are also very limited by low predictability. Further developments in virtual ADME/Tox are valuable 
for making this tool a reality and transforming more virtual molecules into real drugs. Hence it can be 
concluded that VS methods play a vital role in drug discovery programme and to intensify the research 
on various bio active molecules.
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ABSTRACT

Piperine is known for its versatile therapeutic activity. It has been used for various disease conditions (e.g., 
cold, cough, etc.). Piperine is an alkaloid found in black pepper. It possesses various pharmacological 
actions like anti-inflammatory, anti-oxidant, anti-cholinergic, and anti-cancerous. The above-mentioned 
properties will be studied by selecting target proteins COX-2 protein, angiotensin converting enzyme, 
acetylcholineesterases, and survivin using computational docking study. This chapter explains the inhi-
bition property of piperine against selected target protein from the results of docking studies. Based on 
the docking scores and protein-ligand interactions, piperine was found to bind well in the active site of 
the selected target proteins. It ensures the binding efficacy of piperine against selected target proteins. 
Docking scores and protein-ligand interactions plays an important role in its therapeutic activity.

INTRODUCTION TO PIPERINE

Piperine is an alkaloid widely present in the fruit of black pepper. Pepper is obtained from the medicinal 
plant, Piper nigerum and belongs to piperacea family (Figure 1) (Zoheir and Aftab, 2014). Piperine 
(Figure2) has wide therapeutic activity like anti-inflammatory, anti-oxidant property, antimicrobial activ-
ity, etc. (Vijaya kumar et al., 2014, Nisar ahmad et al., 2012). Many experimental studies revealed that 
it enhances oral bioavailability of certain drugs, nutrients and vaccines by inhibiting certain enzymes 
(Majeed and Prakash, 2000, Keith singletssry, 2010).
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STRUCTURE OF PIPERINE

The structure of piperine (Figure 3) consists of methylenedioxyphenyl ring, basic piperidine moiety at-
tached through a carbonyl amide linkage and side chain with conjugated double bond.

THERAPEUTIC ACTIVITY OF PIPERINE

Anti-inflammatory, Anti-oxidant, Anti-cholinergic, Anti-cancerous activity of piperine will be studied 
using selected protein targets which are as follows cyclooxygenase-2 enzyme(COX-2), Angiotensin 
converting enzyme, Acetylcholinesterase, Survivin.

Figure 1. Black pepper

Figure 2. Piperine extracted from black pepper
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TARGET PROTEINS

Anti-Inflammatory

Experimental studies shows that the piperine controls the prostaglandin synthesis thereby control the 
cause of fever and severe pain. COX-2enzyme stimulates the release of prostaglandin. COX enzyme was 
selected to study the anti-inflammatory action of piperine. COX enzymes convert archidonic acid into 
prostaglandins. By blocking or inhibiting this enzyme, the synthesis of prostaglandins is blocked, which 
in turn relieves some of the effects of pain and fever (Subbaramaiah et al., 2000, Dubois etal.,1998).

Cyclooxygenase Enzyme-2 (COX-2)

COX-2 is absent from most normal tissues and in some specific regions in the uterus, kidney and brain. 
Inflammatory cytokines such as Tumor Necrosis Factor (TNF) and interleukins (IL) induced the COX-
2 expression. Mutation in c-src, Ras, APC, p53 and STK11/Lkb1, also encourage COX-2 transcription 
(Christopher et al., 1999, Tsuji et al., 2001). Furthermore, COX-2 has been shown to be induced in re-
sponse to chemotherapy and radiotherapy (Steinauer et al., 2000, Subbaramaiah, et al., 2000). Increased 
synthesis of prostaglandins in found in neoplasic and inflamed tissues due to COX-2 expression (Dubois 
et al., 1998, Subbaramaiah & Dannenberg, 2003). In most human cancers, COX-2 expression has been 
documented (Koki et al., 2002). Tumor cells, activated stromal fibroblasts, tumor infiltrating inflamma-
tory cells and angiogenic endothelial cells can also express COX-2 (Masferrer et al., 2000)(Figure 4).

The α-helix represents in red color, yellow color represents β-sheets, and green color represents loops.

Antioxidant Activity

Angiotensin II receptor type-1(AT1) mediate the production of oxygen free radical through angiotensin-II 
(Sohn etal.,2000). Angiotensin II receptor type-2 subtype functionally antagonizes AT1 receptor induced 
production of oxygen free radical using tyrosine phosphatase pathway (Sohn etal., 2000). Production of 
nitric oxide and oxygen ions in response to angiotensin II simulation, has been recently demonstrated in 
vitro (Pueyo et al., 1998) as well as in humans (Dijkhorst-oei et al., 1999). It has been studied that the 
angiotensin II stimulate the formation of ONOO-, in cultured endothelial cells, indicated by the increase 
in luminal-dependent chemiluminescence and by the inhibitory effects of superoxide dismutase and nitric 
oxide synthase III inhibitors on chemiluminescence signals (Pueyo et al., 1998). Likewise, angiotensin 
II-induced vasoconstriction was greatly dilated in response to consequent treatment with vitamin C. 
(Dijkhorst-Oei et al., 1999; Chopra etal.,1992).

Figure 3. Piperine structure
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NAD(P)H oxidase activity is simulated by several growth factors and hormones including platelet-
derived growth factor, tumour necrosis factor-α and angiotensin-II. Angiotensin-II increases NAD(P)
H-related superoxide production in muscle cells and glomerular mesangial cells. Inhibition of Angio-
tensin converting enzyme controls the conversion of Angiotensin-II. There by, it controls free radical 
production through NAD(P)H oxidase enzyme (William, 2008).

Angiotensin Converting Enzyme (ACE)

Angiotensin-1 converting enzyme (ACE) is a metallopeptidase which consists of two catalytic domains 
namely N and C. Both domains have different substrate specificities. C-domain consists of somatic ACE 
which has no specific amyloid beta binding specificities. N terminal has selectivity for the amyloid pep-
tide conferred through THR358 residue. Disorder of the hinge region in the crystal structure suggests 
that the N-domain can accommodate larger substrates through movement of the N-terminal helices. 
(Larmuth et al., 2016) (Figure 5).

Anticholinergic Activity

Cholinergic is the term referred to acetylcholine. Neurologically, acetylcholine exclusively used to send 
messages is said to have cholinergic activity. During neurotransmission, acetylcholine is released from 
the presynaptic neuron into the synaptic cleft and binds to Acetylcholine receptors on the post synaptic 
membrane which rely on the signal from the nerve.

Figure 4. X-ray crystallographic structure of COX-2 with 1.9 Å resolution (PDB ID: 5f19)
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Acetylcholinesterase is an enzyme which prevents acetylcholine binding to its receptor by hydrolyz-
ing acetylcholine into acetate and choline (Figure 3). It terminates neurotransmission by breakdown the 
acetylcholine and other cholinesterase which serves as neurotransmitter. By inhibition, acetylcholines-
terase helps to restore the cholinergic activity which improves neurotransmission.

Acetyl Cholinesterase Enzyme

Human acetylcholinesterase enzyme with the length of 543 amino acids with a single chain A, it belongs 
to the carboxylesterase family (Figure 7). Carboxylesterase family classified into three types A,B and C 
on the different basis of inhibition pattern by organophosphatase. Serine, a glutamate or aspartate and 
a histidine are the catalytic triad for esterases in the case of lipases and serine proteases (Nachon et al., 
2005,Myres et al., 1988,Sussman et al., 1993,Chatonnet, etal.,1991).

Anticancer Activity

Survivin is a protein which is a member of Inhibitor Protein family. Inhibitor protein family inhibits 
caspase and blocks cell death. In the condition of abnormal cell proliferation, apoptosis is the process 
which helps to control cell proliferation. Survivin existence increases the chances of caspase dependent 
cell death. Caspase dependent cell death (Apoptosis) will proceed by inhibiting survivin protein (Figure 
8) (Olivier et al., 2003, Praveen Kumar et al., 2015, Xun chen et al., 2016).

Figure 5. X-ray crystallographic structure of Angiotensin converting enzyme with 1.9 Å resolution 
(PDB ID: 5am8). The α-helix represents in red color, yellow color represents β-sheets, and green color 
represents loops
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Figure 6. After signaling, acetylcholine is released from receptors and broken down by acetyl-cholines-
terase to be recycled in a continuous process(McGleenon et al., 1999)

Figure 7. X-ray crystallographic structure of human acetylcholinesterase enzyme with 2.9Å resolution(PDB 
ID: 4PQE). The α-helix represents in red color, yellow color represents β-sheets, and green color rep-
resents loops

Figure 8. Survivin blocks the apoptosis process. Inhibition of survivin helps to enhance apoptosis (Xun 
Chen, 2016)
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SURVIVIN

Survivin is a 16.5kDa protein which expressed during G2/M phase of the cell cycle and it inhibits a 
default apoptosis. Survivin consist of two domains, one is N terminal Zn2+ binding BIR domain linked to 
a 65 amino acids possess both hydrophilic and hydrophobic parts in C terminal alpha helix.. This crystal 
structure helps to understand that a basic amino acids acting as a sulfate phosphate-binding module, 
an acidic cluster projecting off the BIR domain and a solvent accessible hydrophobic surface residing 
on the C-terminal amphipathic helix, are suggestive of functional protein-protein interaction surfaces 
(Verdecia et al., 2000)(Figure 9).

COMPUTATIONAL DOCKING STUDY

AutoDock tool is employed to study the piperine inhibition activity against selected target protein.
AutoDock is a semi-empirical force that includes intramolecular terms, a full desolvation model, and 

also it considers directionality in hydrogen bonds. The sum of torsional degrees of freedom calculates the 
conformational entropy. Water molecules are not modeled explicitly though, but pair-wise atomic terms 
are used to estimate the water contribution (dispersion/repulsion, hydrogen bonding, electrostatics, and 
desolvation), where weights are added for calibration (based on experimental data). For evaluation, the 
energy of ligand and protein in the unbound state is calculated and the energy of the protein-ligand com-
plex is also calculated, then the difference between these two energies results in the net result of docking.

∆G V V V V Vbound
L L

unbound
L L

bound
P P

unbound
P P

bound= − + − +− − − −( ) ( ) ( PP L
unbound
P P

confV S− −− +∆ ) 	

Where P refers to the protein, L refers to the ligand, V are the pair-wise evaluations mentioned above, 
and ΔS~conf~ denotes the loss of conformational entropy upon binding (Huey et al., 2006).

Figure 9. X-ray crystallographic structure of human anti-apoptotic protein surviving with 2.58Å 
resolution(PDB ID: 1F3H). The α-helix represents in red color, yellow color represents β-sheets, and 
green color represents loops
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Protein Preparation

Protein structures were downloaded and prepared using autodock software, where kollman charges and 
polar hydrogen’s were added and converted the structure format to .pdbqt file format(Gasteiger and 
Marsili, 1980).

Ligand Preparation

Downloaded ligand was prepared by detecting the rotatable bonds, and set the aromatic criterian, and 
ligand structure format converted to .pdbqt format (Jakalian etal., 2002).

Grid Generation

Grid parameter file was prepared for docking study. Grid wasgenerated by selecting grid size before 
performing docking study. Grid size helps the ligand to identify its binding pocket.

Docking Parameter File Preparation

Docking parameter file was prepared for docking calculations by choosing macromolecule, as well as 
ligand file and finally, docking parameter file written using lamrickan algorithm.

Molecular Docking Studies

Cygwin terminal used to perform docking calculations, using the following command autodock4.exe –p 
a.dpf –l a.dlg&. Finally the .dlg file written inside the specified folder.

PROTEIN-LIGAND INTERACTIONS

Protein-ligand stability was studied based on protein-ligand interactions. Docked ligand piperine made 
hydrogen bond interactions with the amino acids which were present in the active site of the target 
proteins. Active site residues have the ability to inhibit/activate the corresponding protein. In this study, 
piperine wasselected to inhibit the target proteins to exhibit the following property which are as follows 
Anti-inflammation, Anti-oxidant, Anticholinergic, Anticancerous.

Cyclooxygenase-2 (COX-2): Piperine bound well in the active site of COX-2 enzyme based on the 
hydrogen bond interactions with the amino acids of active site. Piperine binds in the heme peroxidase 
domainof COX-2 enzyme. Hence, it has the ability to inhibit the COX-2 enzyme to reduce the pain and 
fever during inflammatory action(Tamatam etal., 2010)(Figure 10a).

Angiotensin Converting Enzyme (ACE): Piperine interactedtheamino acids,GLN582, GLN 586 found 
in catalytic center of ACE. Piperine interactionswith GLN 582, GLN586, LEU592 helps to inhibit the ACE 
there by control the conversion of Angiotensin I to AngiotensinII enzyme(Vukic etal.,2016)(Figure10b).

Acetylcholinesterase (AChE): According to AChE,VAL294 is a common residueinteracting with 
piperine. Piperine made hydrogen bond with carboxylesterase domain of acetylcholinesterase enzyme. It 
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ensures piperine alsohasthe ability to inhibit the acetylcholinesterase enzyme and exhibit anticholinergic 
activity(Jiansongfang etal.,2014) (Figure 10c).

Survivin:In Survivin, the C-terminaldomainfound to be a catalytic domain whichhelpsto inhibit the 
protein. Piperine made a hydrogen bond with TRP10 which is one among the C-terminal amino acid. It 
indicated that the survivin protein action will be inhibited due to the binding of piperine(Verdeciaetal.,2000) 
(Figure 10d). Table2explains the interacting residues of target proteins with piperine.

Table 1. Amino acids binding sites of piperine in target proteins

Drugs
PDBID 5F19 PDBID5AM8 PDBID4PQE PDBID1F3H

Cyclooxygenase-2 Angiotensin Converting Enzyme Acetylcholinesterase Survivin

Piperine
ASN375, 
ARG120, 
LEU145

ASN224, GLN582, GLN586, 
LEU592

PHE295, 
VAL294, 
ARG296

TRP10

Figure 10. Hydrogen bond interactions of piperine against its target protein

Table 2. Molecular docking score of selected target proteins and its selected ligand

S.No Protein Name Ligand Name Binding Energy 
kcal/mol

1 Cyclooxygenase-2(COX2)

Piperine

-7.67

2 Angiotensin converting enzyme -5.68

3 Acetycholinesterase -4.07

4 Survivin -6.39

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



136

Computational Investigation of Versatile Activity of Piperine
﻿

SCORING FUNCTIONS

According to docking score more negative score reflects more binding affinity towards its target protein. 
In this present investigation following docking scores were observed -7.67 kcal/mol, -5.68 kcal/mol, -4.07 
kcal/mol, -6.39 kcal/mol for piperine against its target proteins respectively cyclooxygenase-2 enzyme, 
angiotensin converting enzyme, acetylcholinesterase, survivin protein(Table 2). Table 2 discussed about 
the docking score of target proteins and its selected ligand piperine.

Based on the scores piperine has better binding affinity towards its target proteins.

CONCLUSION

Computational study is an attempt to strengthen and bring scientific evidence to prove its activity authen-
tically. Insilico tools are the best one to study their actions and mechanism of the chemical constituents 
present in herb. It also helps to identify putative new leads of drugs, and summarise and/or visualize the 
complex patterns embedded within the output generated through associated with genomics and proteomics 
studies. Insilico studies is an economic way exploring the problem landscape and they can thus aid in 
the formulation of appropriate hypotheses for subsequent testing (invivo and invitro) laboratory studies.

The use of computational methods for drug discovery in natural products has increased during the 
previous decade. It would give great insight about therapeutic activity of plant preparations. Neverthe-
less, scientists should consider the quality of the data and computational models used.

In this chapter, the author has discussed the effect of piperine ondofferent targets and its ability to 
inhibit the selected target proteins were studies using AUTODOCK software. More negative score favors 
more ligands binding affinity towards its target protein. Piperine made sufficient hydrogen bond made 
in the catalytic center of all the target proteins.

Therefore it is expected piperine might down regulating the levels of proteins such as COX-2, Angio-
tensin converting enzyme, Acetylcholinesterase and Survivin to exhibit anti-inflammatory, antioxidant, 
anticholinergic and anticancerous property respectively.
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ABSTRACT

Target identification has been considered as a chief parameter in drug discovery as it fully characterizes 
on-target and off-target effects of drug binding. Cell signaling receptors, structural proteins, and post-
translational modifications of histones by histone deacetylases are the most widespread targets that are 
progressively being explored. The FDA approved histone deacetylases inhibitors and the majority of 
HDACi in and out of clinical trials based on the activities of 11 isoforms of the enzyme in non-selective 
influence approach. Unfortunately, reported HDACi does not possess a high degree of structural 
specificity and ultimately lessens the therapeutic index with many dose limiting toxicities. This chapter 
illustrates how different approaches are incorporated into the novel inhibitors discovery that are truly 
isoform-selective and which are specifically involved in targeting only a particular isozyme. Further, it 
highlights the aspects relating to provide a wider therapeutic index with an improved toxicity profile of 
lead like epigenetic modulators.

INTRODUCTION TO CANCER

Cancer is a heterogeneous disease with a wide range of clinical profile and diverse underlying mecha-
nism. Cancer with ~14 million new cases and 8.2 million cancer-related deaths in 2012 is considered as 
the leading cause of morbidity and mortality worldwide. In the next two decades, the expected number 
of new cases of cancer is ~ 70% (Stewart & Wild, 2014).
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There has been a prolonged targeting approach for the development of new cancer therapies, distinc-
tive and appropriate for each individual. Surgery, intravenous cytotoxic chemotherapy and radiation are 
the major hallmark of treatment for cancer (David, 2008). These drugs target rapidly dividing cells in 
addition to certain normal tissues. Consequently, many patients get susceptible to therapy-related im-
mediate and long-term toxicities like gastrointestinal symptoms, alopecia and myelosuppression that 
are often dose limiting.

Anti cancer drugs fail in the clinic for two main reasons; the first is that they do not act and the 
second is that they are not safe. Hence, innovative medications are in demand for the management of 
severe therapeutic conditions including cancer, autoimmune, infectious and metabolic diseases. Now, 
patients diagnosed with cancer very frequently shift to newer and more personalized treatment strategies. 
A noteworthy progress in the treatment of cancer in the past decades is the recent concept of targeted 
therapies which have been very much supportive in channelizing the path “from the bench to the bed” 
(Yoh et al., 2012).

A drug candidate is not a one size-fits-all-diseases stratagem instead its pathway has to be identified 
and validated appropriately. Hence, a target-based strategy for the development of new drug through drug 
discovery is essential. For the last two decades, researchers of biotech and pharmaceutical organisations 
and universities work in the area of target-based drug discovery (Terstappen et al., 2007).

There is a need for drug discovery to move from the slow and too expensive trial and error approach. 
Over the last two to three decades, the shift in focusing towards target based discovery has been a fore-
most landmark in drug discovery research. Computational modelling and drug design forms significant 
constituents of new-age biology for the reason that they are crucial to understand the large-scale data 
produced by high-throughput screening experiments and to create hypotheses, which are in general 
recapitulated with experimental validation.

Target Therapies

A target is a broad terminology applied to a series of biological entities that includes proteins, genes, 
RNA, monoclonal antibodies, antibody fragments, recombinant fusion proteins and peptides. A good 
target desires to be efficacious, safe, satisfies clinical and commercial needs and, above all, it should 
be ‘druggable’. A ‘druggable’ target upon binding to either a small drug molecule or larger biological, 
produce a desired biological response that can be quantified both in vitro and in vivo techniques. The 
first stage in drug discovery process is to acquire the knowledge about the disease mechanism, utilize 
cellular and genetic approaches and finally identify potential drug targets either for a particular disease 
or phenotypes (e.g. HIV replication within T-cells). Subsequently, genomics and proteomics helps in 
providing gene sequence and gene expression data for disease tissues compared to normal tissues.

Generally, in a diseased condition genes as well as their protein products are highly expressed when 
compared to low expression in normal tissues and hence become apparent potential targets for therapy. 
The selected disease targets are modulated and behavioural changes of diseased cells are validated by in 
vitro research, usually cell-based and animal models proving themselves to prioritize for future research. 
Identification of good target and validation enables increased confidence in the relationship between 
disease and target and explore whether modulation in the target will direct to mechanism-based side 
effects (DiMasi et al., 2003). Targeted therapies pave a way to develop specific treatments for severe 
medical conditions however, concurrently ensuing little to no off-target toxicity. The goal in tumor 
therapies are aimed to stop the multiplication of the cancer cells by focussing at a particular tumor tar-
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get and, confidently, leading to desired treatment strategies with fewer side effects. The purpose of this 
chapter is to help the researchers to understand targeted therapies and what it really mean for. In cancer 
treatment, targeted therapies work in similar ways but some of the drugs produce more effect in certain 
subtypes of cancer.

Small molecules penetrate more easily through cell membrane and interact with targets available inside 
a cell. Generally, they are designed to block the target proteins enzymatic activity. Some examples of 
small molecules (Al-Hussaini, 2014) are imatinib (tyrosine kinase inhibitor), seliciclib (cyclin-dependent 
kinase inhibitor) and bortezomib (proteasome inhibitor). Many therapeutic proteins are significant in 
alleviating disease with high potential. Of the new anticancer drugs approved by the U.S. Food and Drug 
Administration (FDA) since 2000, 15 have been targeted therapies, compared with only five traditional 
chemotherapeutic agents (Centerwatch, 2007).

Target Identification Tools

Bio and Cheminformatics tools, plays a vital role in identifying target molecule which could be a po-
tential drug (Sreenivasa Reddy et al., 2011). Not all small molecules can be drugs, and not all proteins 
can be drug targets. A protein to which the small molecule binds must have a binding site that must be 
complementary to the druggable properties of the small molecule to fit in the pharmacophoric region 
of the protein. Chemoinformatic tools have become a remarkable potential tool to advance drug design 
and discovery through in silico techniques and to provide integration of information in different levels 
to improve the conformity of data outcomes. The success of the drug response depends on the compet-
ing ability for protein binding site with endogenous small molecule. The recent prevailing hypothesis 
in drug discovery seeks to identify a particular small molecule inhibitor to bind to a specific receptor, a 
macromolecular target by in silico research. However, discovery of the novel biological targets depends 
on the ability of efficient methods to manipulate organic small molecules. Several approaches and da-
tabases are applied for the discovery of existing and new drug targets.

One of the most important application of databases in the discovery of target is to deduce relative gene 
expression levels in a given cell or tissue. Gene expression levels are important because the phenotype 
is determined by the small portion of genes that are expressed at any given time in a cell or tissue type 
and gene expression changes can be associated with disease.

Thus, novel drug targets can be identified by in silico methods by comparing gene expression levels in 
normal and disease states. Proteins associated with metabolic pathways and specific to micro-organism 
are of particular interest. A drug interacting with such target is less likely to interact with a human 
homologue. A drug-discovery program typically starts with the suitable drug targets identification and 
ends with the production of new drug candidate and finally ends up with selling of the drug candidate 
in the market after successful get through in clinical trials.

Target identification can also be studied through network-based drug discovery, a field integrating 
different levels of information in drug-protein and protein-disease networks. This approach involves a 
highly mutual interaction between databases and its correlations across different factors like genomics, 
proteomics, metabolomics, transcriptomics, microbiome and pharmacogenomics. Target identification 
highly depends on the recent developments of pertinent computational and systems biology tools for the 
interpretation of data (Barabasi et al., 2011). Such approaches, for instance relating pharmacological and 
genomic spaces are used to develop computational frameworks for drug target identification (Zhao & 
Li, 2010). Another recent network-based application is the integration of large-scale structural genomics 
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and disease association studies, to generate three-dimensional human interactome, which results in the 
identification of candidate genes for unknown disease-to-gene associations with proposed molecular 
mechanisms (Wang et al., 2012). To facilitate gaining in-depth knowledge of disease mechanisms and/
or phenotypes, information technologies are greatly needed today more than ever (Buchan et al., 2011). 
In order to study the disease mechanisms and/or related phenotypes instead of investigating a particular 
gene or protein study, entire set of biomolecules is analyzed (Gentles & Gallahan, 2011).

Computer-Aided Drug Design

Computer modeling has played a significant role in understanding the enzyme-drug interactions, identifying 
potent inhibitors and obtaining quantitative structure activity relationships of potential lead molecules.

Traditionally, high-throughput screening (HTS) of libraries of compounds identified potential inhibi-
tors from about tens to hundreds of thousands of small molecules tested against a given assay in order 
to discover various novel drugs. However, this approach can be very expensive and resource intensive. 
Though high throughput screening identifies hit compounds, its success rate are often very low due to 
their failure rates during the testing of physicochemical parameters. Once effective target is identified, 
a panel of in silico tools can be used to initiate drug design process based on the nature of the target 
and available information on the system. In the past decade, computer aided drug design (CADD) has 
offered valuable tools in the identification of compounds, minimizing the risk of later rejection of lead 
compounds. CADD plays a vital role in high success rates of hit compound identification (Doman et 
al., 2002), as well as the precedence of HTS active compounds. One such example predicting the im-
portance of CADD compared to HTS was the identification of transforming growth factor-β 1 receptor 
kinase inhibitors.

A variety of computational techniques can help to reduce the size of chemical library by focusing on 
those compounds that are predicted to be most likely active by in silico modeling. The design of improved 
lead molecule for the drug target can be made using computational methods that are expected to play a 
crucial role in understanding the precise molecular recognition events of the target macromolecule with 
candidate hits (Shaikh et al., 2007). Generally, there are two diverse methods for computational drug 
design viz. structure based and ligand based (Figure 1). These two methods are solely dependent on 
the information available on the identified target. The information on the 3-D structure and active sites 
of the target protein can be retrieved from X-ray crystallography, nuclear magnetic resonance, or 3-D 
structure databases. The 3-D structure and active sites are then incorporated into a computer model and 
new compounds are designed and binding conformations are assessed for their proper fit to the target 
(Cavasotto & Phatak, 2009). This approach is known as “structure-based drug design (SBDD)”. Some of 
the techniques more often used in this approach are docking and molecular dynamics simulation (Ivanov 
et al., 2009). Docking software is used to screen potent ligands from molecule database (Chen, et al., 
2009). Two decades ago, Captopril was the first drug where X ray structural information was used as a 
guide for small molecule design. Although the template used for discovery of captopril was a homol-
ogy model derived from the X-ray structure of bovine carboxypeptidase A, the credit of this homology 
model was a milestone (Hardy et al., 2003). On the other hand, molecular dynamics simulations are used 
to determine the interaction of a molecule with target protein and other properties such as membrane 
permeability of the molecule (Wang et al., 2010; Bemporad et al., 2005). Alternatively, where appropri-
ate data of the 3-D structure of a target protein are not available, drug can be designed using the known 
ligands of a target protein. This approach is known as “ligand-based drug design (LBDD)”. Molecular 
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similarity approaches, quantitative structure-activity relationships (QSAR) and pharmacophore models 
are frequently used methods in the ligand-based drug design process (Tintori et al., 2010).

Generally, the most commonly used methods in hit compound identification rely on virtual screen-
ing techniques on the targets’ binding site. These methods depend on docking large libraries of small 
molecules such as ZINC (Irwin et al., 2012), or chemical information on known compounds such as 
Pubchem (Kim et al., 2015) using docking or pharmacophore modeling tools.

Ultimately, virtual screening of chemical libraries provides an alternative approach to finding active 
chemical entities and structural scaffolds for the development of novel cancer therapeutic agents. For the 
structural modification, computer-aided scaffold replacement method can be used wherein a portion of 
the molecule could be replaced, or a particular group might be added to accomplish a specific polar or 
steric interaction that might improve and enhance the binding affinity. The inexpensive virtual screening 
method employs either a target based or a ligand based approach.

DRUG TARGETS

The completion of the Human Genome Project had led to the identification of new targets for drug 
therapy (Figure 2) (Hopkins & Groom, 2002). It is now evident that only a segment of 30,000 proteins 
encoded for by the human genome are probable to the intervened by small drug molecule. The size of 
the human “druggable genome” (human genes encoding proteins are supposed to contain efficiently 
crucial binding pockets with appropriate structures for interactions with drug-like molecules) is more 
than 3000 target proteins (i.e., about 10% of the genome), of which, the most significant portion is the 
presence of enzymes (Hopkins & Groom, 2002).

Figure 1. Types of drug design and steps for identification of lead molecules
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The drug molecules undergo various conformations to electrostatic, stereochemical, hydrophobic, and 
other physiochemical properties so that the drug targets create binding pockets for these drug molecules 
that demonstrate structural and electronic complementarity. Accordingly a “druggable target” contains 
a “druggable binding pocket” as part of its 3-D structure, and the druggable binding pocket conforms 
to specific structural and chemical requirements (Andrew & Colin, 2002).

Drug binding pockets are referred to cavities or clefts along the protein surface, with small molecular 
volumes relative to that of the entire protein of around 1000 Å3 (Liang et al., 1998). On contrary to the 
drug molecules, ligand binding pockets often consists of specific loci for hydrogen bonding, salt bridge 
formation, and other noncovalent, electrostatic interactions between the binding partners. A considerable 
surface complexity in drug binding pockets occurs due to the combination of electrostatic determinants 
of binding, the general hydrophobicity of the pockets, and surface roughness (Hajduk et al., 2005).

Ligand binding pockets are composed of hydrophobic amino acids and usually designed excluding 
bulk solvent. Nevertheless, the pockets that contain highly ordered water molecules, incorporated as water 
molecules destruct the specific architectural pattern participating in ligand interactions. Ultimately, this 
exclusion favors the formation of stronger hydrogen bonds and other electrostatic interactions between 
the protein and the ligand. Druggable binding pockets on protein surfaces have largely evolved to bind 
physiologically relevant small molecular weight ligands, such as nucleotide analogs (e.g., ATP, GTP, 
NADH), amino acids, steroid hormones, metabolites, peptides, cofactors (e.g., flavins, hemes). The in-
teractions of these natural ligands with the protein binding site typically effect a change in the biological 
activity of the target protein often leading to post-translational modification of cytosolic domains of the 
receptor protein. These post-translational modifications lead to recruitment and/or activation of various 
proteins, thus initiating cellular signal transduction cascades that are critical for a number of cellular 
activities, such as cell proliferation, mobility, and programmed cell death (Copeland, 2013).

The most common drug targets of currently marketed drugs include:

•	 Membranes
•	 Nucleic acid

Figure 2. Distribution of marketed drugs by biochemical target class
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•	 RNA
•	 Enzymes
•	 G protein coupled receptors
•	 Ion channels
•	 Species-specific genes
•	 Proteins

Membranes as Drug Targets

Cell membrane proteins act as a barrier segregating everything that goes into and out of a cell via proteins 
and maintain the integrity of the cell. It tightly controls most of the nutrients, ions, waste products, and 
even DNA and proteins. Membrane proteins act as bestowed arena for an entire collection of cellular 
functions such as cell proliferation, adhesion, migration, and intracellular trafficking. Since, drugs nor-
mally target membrane proteins, they are considered for molecular recognition. Hence, an understanding 
of the structural and dynamic functions of the membranes (e.g., plasma membranes and intercellular 
membranes) may perhaps put in more information for a more rational design of drug molecules with 
superior permeation characteristics and specific membrane effects to cure diseases. Many general 
anesthetics, different classes of antibiotics, antifungals and toxins are believed to work on planar lipid 
bilayers causing transmembrane pores (Singh et al., 2006).

Nucleic Acid as Drug Targets

Nucleic acids are considered to be warehouse of genetic information. DNA itself has been shown to be 
the presumed target for many drugs clinically used in cancer and other diseases. Thus, they are used in 
chemotherapies as drug targets (Drews, 2000).

DNA binds with drugs, expresses/represses genes and creates protein and are thus considered a key 
target for the delivery of drugs. In fact, there are very few ways by which drugs bind to DNA. One key 
way is by controlling the transcription factors via special enzymes where the drugs target proteins that 
bind to the DNA. Sometimes, molecules bind to the double helix parts of DNA and interfere with the 
interactions between DNA and proteins. Telomerase inhibitors are one such type of target that is related 
to cancer treatment. Telomeres are present at chromosome ends and they protect the ends from damage 
and help to make sure DNA replication occurs as intended. Telomerase inhibitors inhibit the action of 
reverse transcriptase telomerase that helps tumour cells keep the telomere ends stable, and hence starts 
apoptosis by inhibiting its action.

DNA replication stands as an essential mechanism for the proliferation and survival of all living 
forms ranging from simple virus to more complex organisms including humans. The significance of 
DNA replication is frequently emphasized by various pathological states such as ataxia telangiectasia 
(Kulkarni & Wilson, 2008). The foremost objective in biomedical science is to develop therapeutic agents 
to combat these pathological states of hyperproliferative diseases such as cancer, autoimmune conditions, 
and viral/bacterial infections. There are several approaches currently used to inhibit DNA replication. 
DNA damaging agents, chemotherapeutic agents such as temozolomide and cisplatin mutate the entire 
composition and structure of DNA and inhibit DNA synthesis thus preventing cellular proliferation 
(Havelka et al., 2007). The second strategy is to alter the activity of individual enzymes involved in 
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DNA replication. Agents such as etoposide inhibit the activity of topoisomerase causing apoptosis by the 
breaking single and double-stranded DNA through disruption of DNA synthesis (Baldwin & Osheroff, 
2005). The third approach includes reducing the availability of dNTPs that are the building blocks for 
DNA synthesis. By inhibition of certain enzymes involved in nucleotide metabolism, anti-metabolites 
such as methotrexate decrease the number of nucleotide groups and somehow hamper DNA synthesis 
(Mc Guire, 2003). However, the use of nucleoside analogs that target the enzymatic reactions of DNA 
polymerase is the most appropriate method of direct targeting (Anderson & Perry, 2007).

DNA polymerase catalyses the addition of mononucleotides to a large polymer by taking the template 
of either DNA or RNA as a basis for each addition. Various mechanisms such as chemical modification, 
cross linking of DNA (cisplatin) or cleavage of the DNA (bleomycin) are involved for this enzymatic 
reaction. In addition, researchers have reported intercalation of a polyaromatic ring system into the 
double stranded helix (actinomycin D, ethidium) and binding to the major and minor grooves of DNA 
(e.g., netropsin) (Haq, 2002). DNA has been shown to be the target for chemotherapy with efforts to 
design sequence-specific reagents for gene therapy.

RNA as Drug Target

RNAs serve as the messenger between DNA and Proteins. They are considered to be potential targets 
for drugs that bind directly to RNA or RNA- protein complexes (Drews, 2000). RNA was thought to be 
an exclusively elastic molecule without noteworthy structural complexity.

Innovative technologies for the determination of the complex structure and function of RNA have 
created new opportunities extensively for the pharmaceutical industries to target RNA with small 
molecules. Perhaps more importantly, certain drugs bind to RNA in such a manner that they produce 
extraordinary effects that cannot be accomplished by the drugs that bind to proteins (Ecker & Griffey, 
1999). There are many proven records that reveal different classes of natural products binding to RNA or 
RNA-protein complexes. The binding sites on RNA are hydrophilic and relatively open as compared to 
proteins. The potential for small molecule recognition based on shape is enhanced by the deformability 
of RNA. The molecules bind to specific RNA targets can be verified by global conformation, charge 
distribution, aromaticity and hydrogen bonding groups. The major groove of RNA provides many sites 
for specific hydrogen bonding with a ligand. The rich structural and sequence diversity of RNA proves 
that ligands can be designed with high affinity and specificity for their target. Despite the role of RNA 
in the replication of bacteria, the rising problem of antibiotic resistance makes the search for novel RNA 
binders of crucial importance. Certain small molecules can bind and block essential functions of RNA.

Aminoglycoside antibiotics and drugs such as erythromycin bind to bacterial rRNA and releases 
peptidyl-tRNA and mRNA. These drugs produce their antibacterial effects by targeting specific sites in 
the bacterial ribosome.

On the other hand, structurally related antibiotics for example neamine, ribostamycin, neomycin B, 
and paromomycin, the binding site has been confined to the A-site of the prokaryotic 16S ribosomal 
decoding region RNA (Moazed & Noller, 1987). Binding of aminoglycosides to this RNA target hampers 
the conformation of mRNA translation and ends up in miscoding and truncation, consequently leading 
to the death of bacterial cell (Alper et al., 1998).
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Enzymes as Drug Target

Enzymes are the best targets as small molecules can be easily fitted in their pocket (Singh et al., 2006). 
Enzymes are a classic target for therapeutic intervention and numerous well-studied examples exist. 
The macromolecule accountable for the catalysis of biochemical reactions are an apparent target when 
a disease state is associated with production of a biologically active species.

Despite enzymes are very much essential for life, deregulated enzymatic activity pave way for causing 
diseased condition. A survey in the year 2000 reported that approximately 30% of all drugs in clinical use 
extend their therapeutic efficacy through enzymatic reactions (Drews, 2000). Later, Hopkins and Groom 
(2002) updated this survey by incorporating newly launched drugs and found that nearly half (47%) of 
all marketed drugs inhibit enzymes as their molecular target. The sale of small molecule drugs such as 
enzyme inhibitors crossed over 65 billion dollars in 2001 worldwide and this market was expected to 
grow to more than 200 billion dollars by 2020. Some contraction of the worldwide market has occurred 
due to withdrawal of several products since 2005.

Mutations in genes encoding enzymes can lead to abnormally high concentrations of the enzyme 
within a cell due to overexpression. Alternatively, point mutations can lead to an enhancement of the 
catalytic efficiency of the specific enzyme because of structural changes in the catalytically critical 
amino acid residues. These two mechanisms are responsible for irregular levels of the reaction product’s 
formation thus resulting in specific pathologies. Hence, human enzymes are also commonly targeted for 
pharmacological intervention in many diseases. Traditional medicinal chemistry enzyme targets include 
hydrolases, kinases, phosphodiesterases, proteases and phosphotases. In view of the fact that the target 
should be unique, no other pathway should be able to associate the function of the target and prevails 
the presence of the inhibitor through exploitation of the structural and biochemical differences between 
the normal and pathogenic forms. Undeniably, the target should be competent enough to inhibit small 
molecule binding.

G Protein Coupled Receptors (GPCRs)

G-protein-coupled receptors (GPCRs) are the signaling proteins responsible for various biological pro-
cesses like cell proliferation, inflammation, neurotransmission etc. It is obvious that they represent the 
most important target proteins in modern pharmacology and 50% of the drugs available on the market 
target them. GPCRs have been commonly targeted by antihypertensive and antiallergy drugs (Rask-
Andersen et al., 2011).

This may be due to their functional and stereochemical properties they mediate especially within 
brain and peripheral nervous system. Besides managing a great number of physiological processes, such 
as signal transduction (Davies et al., 2007; Lagerstrom & Schioth, 2008) ligand diversity and unique tis-
sue expression (Ma & Zemmel, 2002), GPCRs exist in majority and encompass the property of ‘‘ligand 
binding specificity’’ (Lagerstrom and Schioth, 2008). About 80% of hormones and neurotransmitters 
exert their pharmacological effects by interacting with GPCRs (Birnbaumer et al., 1990). Consequently, 
these properties make GPCRs as ideal therapeutic targets for various diseases.

Many pharmaceutical companies have identified agents that target GPCRs (Lagerstrom and Schioth, 
2008; Overington et al., 2006) and involved in exploring the factors that influence GPCRs’ activity 
(Ghanemi et al., 2013) during drug development. So far, quite a few drugs with an activity based on the 
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interaction with GPCR-related system includes opiates, antihistamines, α- and β-blockers, β agonists, 
dopamine receptor blockers, angiotensin receptor blockers, angiotensin – converting enzyme inhibitors 
and selective serotonin reuptake inhibitors have been investigated (Whalen et al., 2011).

Ion Channels

Ion channels are protein molecules that cross the cell membrane and switches to open and close states. 
They guard the entry or exit of specific ions across the cell membrane in their open state. Ion channels 
are gated and have particular triggers that allow for highly selective opening for the ions. There are two 
forms of gating – ligand gated ion channels, which are an intergral part of a receptor and are opened 
either by G-proteins directly, or downstream effector molecules such as cAMP. The second is the volt-
age gated ion channels which opens up in counter to differences in voltage across cell membrane. These 
channels open when the membrane becomes depolarized and is generally short lasting. Drugs bind 
directly within the ion channel and prevent the flow of ions. Sometimes, they bind to another place on 
the molecule and increase or decrease the probability of the channel opening in response to a change 
in voltage. Class I antiarrhythmic drugs (Vaughan-Williams, 1984) target the fast acting cardiac Na+ 
channels during phase 0.

These drugs act as Na+ channel blockers and inhibit the permeability of the membrane to Na+, in that 
way decrease rate/velocity/magnitude of the depolarization that arises in phase 0 of the cardiac action 
potential (Milne et al., 1984).

Species-Specific Genes as Drug Targets

Specific genes conserved in different genomes are very much essential as they are attractive targets for 
new therapeutics. Through genomic analysis, it is revealed that the most promising candidates for drug 
targets are the conserved genes. Species specific protein coding genes laid a strong platform for the de-
sign of drugs against a particular or narrow group of pathogens (Galperin & Koonin, 1999). Complete 
genome sequences available in the databases offer the first insights into drug discovery and development 
approaches in near future (Galperin & Koonin, 1999).

A remarkable advancement in the prediction of potential drug targets referred to as differential genome 
display has been proposed by Huynen and co-workers (Huynen et al., 1997).

This approach depends on the fact that genome of parasitic bacterium are normally much smaller 
and code for fewer proteins than the genomes of free-living organisms. The genes that are present in the 
genome of a parasitic microorganisms but missing in a closely related genome of free pathogenicity can 
be deemed to be potential drug targets. For an instance, an extensive assessment of H.influenzae and 
E.coli gene products resulted in the identification of 40 H. influenzae genes that have been exclusively 
found in pathogens and accordingly represent potential drug targets.

Proteins as Drug Targets

Proteins are continuously believed to have noteworthy consideration as important source of potential 
drug targets. Proteins afford a crucial link between genes and disease and are considered to be the key 
to understand the disease pathology, diagnosis, and treatment. In the year 2006, about 324 drug targets 
were recommended for all classes of approved therapeutic drugs (Overington, 2006). About 668 proteins 
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in the non-target set of 3573 small molecular weight chemical compound (SMOL) were identified to 
have target-like properties. Hence, these SMOL had the prospective of considering innovative targets 
(Bakheet and Doig 2009). Moreover, proteins are currently highly concentrated as major targets by the 
drug discovery and in the near future, nucleic acids might achieve foremost importance as drug targets 
(Peter et al., 2006; Davidson, 2011).

Currently, addressed target classes and the mode of action for therapeutics are summarized in Table 1.
Rask-Andersen et al. (2011) have identified 435 effect-mediating drug targets in the human genome 

after modulation of 989 unique drugs through 2242 drug–target interactions. Receptors constitute the 
largest group of drug targets with 193 proteins which constitutes for about for 44% of human drug targets 
(Rask-Andersen, 2011). The Drug target database (Table 2) is considered one of the most important 
sources of information for drugs and drug targets (Knox et al., 2011).

A lot of key target proteins are available in ample quantity to make them acquiescent not only to 
biological assays, NMR studies in solution and to crystallization for X-ray analysis. The number of 
protein structures solved using X ray or NMR has begun to rise sharply and more than 60,230 protein 
three dimensional structures have been deposited in the Protein Data Bank till date (Feb, 2018) (www.
rcsb.org/pdb/).

The target should be essential in such a way that in spite of its crucial role in cell cycle its elimina-
tion should lead to the pathogen’s death. Proteins (specifically histones) controlling epigenetic events 
are therefore of increasing interest in drug discovery and development aspects. Selective destruction of 
malignant tumour cells without damaging normal cells is a key goal for safer and more effective cancer 
chemotherapy (Glenn et al., 2004).

Table 1. Target classes addressed by SMOLs, BIOLs and nucleic acids and their modes of action

Drug Covered target classes Mode of action

Small molecular weight 
chemical compound 
(SMOL)

Enzymes Inhibitors, activators a

Receptors Agonists, antagonists, modulators, 
allosteric activators, sensitizers

Transcription factors Inhibitors, activators

Ion Channels Inhibitors, openers

Transport proteins Inhibitors

Protein-Protein interface Inhibitors of protein- protein interaction a

Nucleic acids Alkylation, Complexation, intercalation

Biologics (BIOL)

(Extracellular) Proteins Antibodies

Transmembrane receptors, extracellular proteins Recombinant proteins

Cell surface receptors Antibody-drug conjugates (ADCs)

Substrates and metabolites Enzyme cleavage

Nucleic acids RNA RNA interference
aNovel approaches
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Histone Deacetylases /Classification of HDAC Enzymes and Their Localization

A promising strategy to meet the objective of safer therapy is the use of differentiating agents such as 
Histone deacetylases inhibitors (HDACi) derived from amino acids which can differentiate cancer cells 
from normal cells (Kahnberg et al., 2006). Histone deacetylases (HDACs) are a new class of potential 
therapeutic agents, have attracted a great deal of interest for both research and clinical applications. So 
far, 18 genes were found to encode HDAC family, which are grouped according to class I to IV (Witt 
et al., 2009). Aberrant regulation of classic HDACs (class I, II, and IV) has been reported in various 
cancer types suggesting significance of HDAC in carcinogenesis. Increasing efforts have been focused 
on the discovery of HDAC inhibitors and some HDAC inhibitors have been approved as a new target 
for anti-cancer drug development for use in cancer therapy.

HDAC8 as Target for Cancer

Among them, HDAC8 belongs to the class I group. HDAC8 is differentially expressed and associated 
with various cancers. It was reported that HDAC8 is relevant in neuroblastoma (Oehme et al., 2009); its 
inhibition induces apoptosis in T-cell cancers such as leukemia (Gryder et al., 2012; Balasubramanian 
et al., 2008). The significant concentrations of HDAC8 found in colorectal, cervical, and gastric cancers 
cells (Song et al., 2005, Zhu et al., 2004) indicate that HDAC8 inhibitors may be chemotherapeutic 
agents for colon, cervical, and gastric cancers.

The HDAC8 enzyme contains 377 long amino acids and this isoform is ubiquitously found in the 
nucleus. This enzyme is with stand-alone deacetylase activity and a key participant in a growing number 
of biological processes and tumor cell lines (Buggy et al., 2000). The other functional HDACs are found 

Table 2. Drug target databases Websites (Yan-Fen & Xing-Ming, 2015)

Drug target databases Websites

DrugBank http://www.drugbank.ca/

STITCH http://stitch.embl.de/

ChEMBL https://www.ebi.ac.uk/chembldb/

Superdrug http://bioinformatics.charite.de/superdrug2/

DGIdb http://dgidb.genome.wustl.edu/

Binding DB http://www.bindingdb.org/bind/index.jsp

CLiBE http://xin.cz3.nus.edu.sg/group/clibe/clibe.asp

The TDR Targets database http://tdrtargets.org/

Comparative Toxicogenomics Database http://ctdbase.org/

IUPHAR-DB http://www.iuphar-db.org/index.jsp

PROMISCUOUS http://bioinformatics.charite.de/promiscuous/

KEGG BRITE http://www.genome.jp/kegg/brite.html

Potential Drug Target Database http://www.dddc.ac.cn/pdtd/

Therapeutic Target Database http://bidd.nus.edu.sg/group/ttd/ttd.asp
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as multimeric complexes of higher molecular weight whereas HDAC8 appears as single peptides. It 
was observed that most of the purified HDAC enzymes are functionally inactive (Vannini et al., 2007; 
Bolden et al., 2006). This enzyme is one of the regulatory components that enables the tight epigenetic 
control over the chromatin and has shown to regulate p53 levels (Yan et al., 2012). HDAC8 is involved 
in tumorigensis in some tissues as it regulates telomerase activity.

Moreover, an RNA interference study exhibited that HDAC8 is the only deacetylase found overex-
pressed than other HDACs (Waltregny et al., 2005). This protein binds with the leukemic inv (16) protein, 
an abnormal fusion protein formed during acute myeloid leukemia (Durst et al., 2003). By considering 
the drug discovery perspective, HDAC8 is deemed to be the preeminent target among other mammalian 
HDACs. HDACi are elating anticancer agents that stimulate tumour cell death, differentiation and/or 
cell-cycle arrest. In addition to their inherent special effects on tumour cells, HDACi acts by regulating 
host immune responses and tumour vasculature damage to control the survival of neoplastic tissues. A 
major advantage of HDACi is its resistance to normal cells (Burgess et al., 2004; Insinga et al., 2005; 
Ungerstedt et al., 2005) when compared to tumor cells. They are more sensitive and undergo growth 
arrest, inhibited differentiation and cell death. However, pan-HDAC inhibitors lack isotype selectivity, 
simultaneously inhibiting multiple HDAC isotypes.

Many clinical trials have assessed the efficacy of HDACi against individual isoforms from different 
classes. Disappointingly, very few inhibitors in clinical trials have shown a broadband inhibition profile, 
moderately selective for one HDAC class but not for a particular isotype. The prevalence of drug-induced 
side effects was also observed to be very high: constitutive (gastrointestinal (anorexia 81% and diarrhea 
56%), fatigue 62%, and hematologic (thrombocytopenia 50%) (Duvic et al., 2007).

Another limitation of current HDAC inhibitors is their tissue and drug specific action and relatively 
narrow therapeutic window for off- target effects. Many on target effects are dependent on still poorly 
understood host factors, and the mutual redundancy of individual HDACs needs further study. Many 
HDACi effects on biological targets require sustained dosing, as effects are reversible upon drug removal. 
In addition, the mechanisms of resistance to HDAC inhibitors need to be further explored in order to 
maximize clinical efficacy of the drugs in the market. (Zheng et al., 2017).

Despite the limited understanding of the mechanisms underpinning HDACi action, there is mounting 
clinical evidence demonstrating an acceptable toxicity profile for the most HDACi.

This leaves open a narrow window of speculation that the decreased therapeutic efficacy and observed 
side effects may be most likely due to non specific HDAC isoform inhibition. Further insight into the 
molecular mechanisms that govern the inhibition of HDACs could help to design more specific and 
potent drugs. Thus, the development of selective HDAC8 inhibitors is of high interest in the etiology 
and treatment of various cancers.

The proposed chapter is focused on the understanding of the molecular function of HDAC8 in cancer 
to find rationally targeted treatment combinations for clinical application of HDAC8-selective inhibitors. 
This chapter also will also demonstrate superiority of selective HDAC isozyme targeting versus pan-
HDAC inhibition in terms of reduced toxicity and with greater efficacy in a tumor that is dependent on 
HDAC8. By executing this approach, inhibition of the activity of HDAC8 specifically will pertain to 
yield full therapeutic potential restricting/ limiting side effects. Finally, HDAC8-selective targeting can 
be effective in cancer exhibiting HDAC8 isozyme-dependent tumor growth in vitro.
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Targets for HDAC8 on Adult T Cell Leukemia/Lymphoma

Even though HDAC8 was the first human HDAC to be crystallized with bound inhibitors, (Somoza et 
al., 2004; Vannini et al., 2007; Dowling et al., 2008). A few years later, startlingly very little information 
was recognized on the role of HDAC8 in physiology or pathophysiology. HDAC8 remains one of the 
least understood HDACs with no identified direct transcriptional target or corepressor partner (Delcuve 
et al., 2013; Mihaylova & Shaw, 2013). Other class I HDACs (1, 2 and 3) is predicted to associate with 
gene promoters in repressor complexes, but promoter interactions with HDAC8 have neither reported nor 
regulatory gene targets of HDAC8 clearly revealed (Delcuve et al., 2013). An activated fusion protein, 
PML-RAR by drafting in nuclear corepressor complexes has been shown to inhibit cellular differentia-
tion. Such complexes play vital role to maintain HDAC in various hematologic lineage specific gene 
promoters. This HDAC-dependent transcriptional repression emerges out as common pathway for the 
development of leukemia and embodies a crucial target for new therapeutic agents (Martinez-Mancilla 
et al., 2006).

Many inventors spot out their efforts for developing isoform specific and selective HDAC8i pretending 
to the verity that the enzyme HDAC8 is expressed at high levels in Jurkat, K562 and HuT78 cell lines 
(Ononye et al., 2012). Importantly, an HDAC8-specific inhibitor, PCI-34051 was reported to induce 
caspase-dependent apoptosis through activation of phospholipase 1 in T-cell lines derived from Adult 
T-cell leukemia/lymphoma (ATL) or CTCLs but not in other hematopoietic or solid tumor cell lines 
(Balasubramanian et al., 2008). The reason for such selective activity is not clear but may be related to 
the dominant expression of phospholipase C1 in T cells. Although PCI- 34051 have not been tested for 
ATL but, the results strongly suggested that PCI-34051 would be highly effective on ATL. In fact, a pan- 
HDAC inhibitor, 4 was shown to have a potent antiproliferative effect on ATL (Hasegawa et al., 2011).

Undeniably by considering the above facts, it is concluded that there is quest for the HDAC8 targets 
by which isoform selectivity and the mechanism responsible for its specificity could be targeted so as 
to design much more HDAC8 specific inhibitors, as it is ubiquitously expressed.

COMPUTATIONAL MAKE OF HDAC 8 INHIBITORS AND ITS 
VALIDATION BY IN VITRO STUDIES: A CASE STUDY

HDACi characteristically follow a structural motif comprised of a surface recognition cap moiety (a) 
that can tolerate extraordinary variability, a linker group (b) that traverses tunnel of the active site and 
a zinc binding group (ZBG (c) that chelates active site zinc ion (Gryder et al., 2012). By modifying 
these different pieces of pharmacophore, the structural basis for HDACi potency, isoform selectivity and 
efficacy against cancer can be explored. Modification of the linker group, with different chain length, 
saturated or unsaturated hydrocarbons, including cyclic hydrocarbons have also displaced variations 
in the inhibitory activity. It is a tough task to identify novel compounds that belong to these structural 
classes or to entirely new structural classes that can act as a therapeutic agent for cancer specifically 
by inhibiting the responsible HDAC8 activity. A slight modification of the zinc binding group (ZBG), 
linker and hydrophobic cap group has individually contributed to the selective inhibitory nature of the 
compounds. Eventually, such modifications have led to the class-selective rather than isoform-selective 
inhibitors (Krennhrubec et al., 2007; Estiu et al., 2010). The active site in HDAC8 has a long narrow 
tunnel that leads to the cavity of catalytic machinery. During the deacetylation reaction, the tunnel is 
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presumably dwelled by the four methylene groups of the acetylated lysine. The rim of the tunnel is 
formed by three conserved hydrophobic, Phe152, Phe208, and Met274 (Krennhrubec et al., 2007). These 
residues are conserved across the class I HDACs, whereas in other family members in lieu of Met274, 
Leu is placed (Somaza et al., 2004). In HDAC8, the Zn (II) that facilitates amide hydrolysis is found at 
the bottom of the tunnel.

The active site region of the isoenzymes of HDAC is significantly conserved among the family members. 
This makes the design of isoform-selective inhibitors very complicated. Literatures have reported that 
the exposed surface of the active site entrance is less conserved among HDAC isoforms and this region 
can be exploited for the design of isoform selective inhibitors (Estiu et al., 2010). The hydrophobic cap 
zone is predominantly accountable for selectivity. It is capable of binding to the HDAC besides other 
complex components available near the active site (Salisbury & Cravatt, 2007).

The three dimensional X-ray crystal structure of human HDAC8 was the first to be deposited in PDB. 
Presently, there are 14 human HDAC8 structures co-crystallized with different inhibitors with PDB codes 
1T64, 1T67, 1T69, 1VKG, 2W22, 2V5W, 2V5X, 3EW8, 3EWF, 3EZF, 3EZT, 3F06, 3F07 and 3FOR.

Depending on the type of inhibitor bound with HDAC8, the active site has revealed greater topologi-
cal differences. In addition, conformational flexibility mediated by the L1 and L2 active site loops have 
helped in sorting out unique features of HDAC8 for catalysis. These changes instigate from the existence 
of two profound pockets, one leading to the active site and the other adjacent to the active site lined by 
Tyr306 and Phe152 (Figure 3) (Source: Somaza et al., 2004, Structure, vol.12, no.7, pp. 1325-1334).

The second deep pocket is open in the structure 1T64 whereas it remains closed and well defined in 
the bulk of the protein in the SAHA-co-crystallized structure of 1T69 (Estiu et al., 2010). The opening 
of the second pocket is intervened by a movement of loop L1 (Somoza et al., 2004). This pocket is cre-
ated by movement of amino acid residue Phe152 away from its normal position packed against amino 

Figure 3. Complexes of HDAC8 with TSA, MS-344, SAHA and CRA-A
[Source: Somaza et al., 2004, Structure, vol.12, no.7, pp. 1325-1334]
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acid residue, Met274 of HDAC8 and forms the lip of the active site tunnel. Beeler et al. (2014) reasoned 
that this sub-pocket could be targeted by a new HDAC8i scaffold. If this pocket is accessible only to 
HDAC8, inhibitors that bind to it should be selective for HDAC8.

Further, it was proposed that the compounds which possess a ZBG linked to a moiety or group of 
moieties that are positioned to a hydrophilic subpocket between HDAC8 residues Met274 and Phe152 
near the active site Zn (II) may be selective for HDAC8.

Reported HDAC8 Inhibitors

Very few HDAC8 selective inhibitors have been designed adhoc and reported (Hu et al., 2003 & Tang et 
al., 2011). Previous reports of selective HDAC8i included short (1-3) (Suzuki et al. 2014) and linkerless 
hydroxamates (4-6) (Krennhrubec et al., 2007).

The highthroughput screening efforts by many researchers have produced libraries of small molecule 
HDACi with hydrazide aryl hydroxamic acids as a new linker motif (7 and 8) that exhibits selectivity 
for HDAC8 on contrary to the general pharmacophoric features (Tang et al., 2011).

Researchers from Novartis also reported two lead HDACi that have an (R)-α- amino-ketone moiety 
(9 and 10) as a unique ZBG. These compounds have recorded themselves as selective HDAC8i by an 
interaction with the acetate exit tunnel of HDAC8 (Whitehead et al., 2011).

Drugs in the clinical trial and their specificity under class I HDAC category are shown in table 3.
Estiu et al., (2010) stated that the exposed surface of active site entrance is less conserved among 

HDAC isoforms and this region can be exploited for the design of isoform selective inhibitors. The hy-
drophobic cap zone is predominantly accountable for selectivity. Salisbury & Cravatt (2007) reported 
that the cap group (a) is capable of binding to the HDAC besides other complex components available 
near the active site. Partial changes in the linker (b) distinguish HDAC8 from other classes that endow 
direct specificity by exact fit into the widened catalytic pocket of HDAC8 (Falkenberg & Johnstone 

Figure 4. Structures of HDAC8 inhibitors
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2014; Tessier et al., 2009). The literature on pharmacophoric features revealed that minor changes 
near the ZBG moiety (c) produces interruption in the existing catalysis due to high sequence similarity 
(Bieliauskas & Pflum, 2008).

Fortunately, HDAC8 exhibits a number of unique characteristics allowing the development of se-
lective inhibitors. One interesting feature in this regard is the formation of the foot pocket (also called 
acetate release channel). This subpocket is observed in class I HDACs (HDAC1, 2, 3 and 8), but not in 
class II isotypes (HDAC4 and 7) x-ray structures. Another very special characteristic structural feature 
of HDAC8 is the presence of the side pocket. Human HDAC8 demonstrate opening of this subpocket, 
while in other class I HDACs (1–3), it is not observed (Melesina et al., 2015). This pocket is created 
by movement of amino acid residue Phe152 away from its normal position packed against amino acid 
residue, Met274 of HDAC8 and forms the lip of the active site tunnel. Beeler et al., (2014) reasoned 
that inhibitors which bind to this pocket are exclusively selective for HDAC8 isoform alone. Further, the 
findings reported by Smil et al., (2009) suggest that HDAC isoform selectivity can be achieved by chiral 
specific molecules. The above findings were validated by Umamaheswari et al., (2015) using in silico 
approaches, and found that opening of adjacent pocket facilitated the HDA8 specificity while interacting 
with chiral molecules. Hence, this method can be used to achieve catalysis of designed inhibitors for 
isoform specific HDAC8 inhibitors for our proposed study.

Table 3. Specificity of Class I HDAC for drugs in clinical trials

Compound
Class I HDACs

Reference
HDAC 1 HDAC2 HDAC3 HDAC8

1 nia - nia 0.5 µM (Hu et al., (2003)

2 >100 µM - - 0.3 µM (Krennhrubec et al., (2007)

3 4.5 µM >20 µM 4.8 µM 5.7nM (Huang et al., (2012)

9 >30 µM >30 µM - 200nM (Whitehead et al., (2011)

11 12 µM 9 µM 23 µM 0.12 µM (Olson et al. (2013)

12 - 3.6 µM 15 µM 0.023 µM (Tang et al., (2011)

13 38 µM >100 µM 68 µM 0.070 µM (Suzuki et al., (2014)

14 >100 µM >100 µM >100 µM 0.053 µM (Suzuki et al., (2014)

15 4 µM >50 µM >50 µM 0.01 µM (Balasubramanian et al.,
(2008)

16 >1000 µM > 1000 µM >1000 µM 4.53 µM (Galletti et al., (2009)

J1038 23.6 µM - 12.3 µM 0.97 µM (Martin et al., (2013)

J1075 19.4 µM - 1.9 µM 3.1 µM (Martin et al., (2013)

Mercapto- 
acetamide - - - 200 µM (Stolfa et al., (2014)

SAHA 117 nM - 123.8nM 0.4 µM (Martin et al., (2013)
Stolfa et al., (2014)

M344 43.1nM - 17.62nM 2.9 µM (Martin et al., (2013)
Stolfa et al., (2014)

aAbbreviations: ni, no inhibition ;- values not reported.
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Pharmacophore Modeling

Structural elements responsible for selective binding of the therapeutically relevant HDAC8 isoforms 
are traced out by pharmacophore modeling. A three dimensional (3D) chemical feature based pharmaco-
phore model make available an efficient way to confer the isoform selective HDAC8i. It is the chemical 
features generated by the pharmacophoric modeling which might be responsible for the selectivity of 
HDAC8i in comparison with the classical pan-HDAC pharmacophore model. On the other hand, mo-
lecular docking is highlighted by the chemical interactions features of the ligand with the receptor. The 
best binding poses evaluated assists the identification of ligand properties and the amino acid residues 
in HDAC8 accountable for activity and selectivity (Ortore et al., 2009). The results of pharmacophore 
modeling and docking altogether contribute to the understanding of the chemical features and binding 
orientation underlying the selectivity of HDACi respectively. It also suggested a possible target region 
to design novel selective HDAC specific inhibitors (Zhu et al., 2010).

ADMET

ADMET descriptors make use of pre-built validated models for a broad range of critical pharmacological 
end points. These models provide an early assessment of compounds being investigated by calculat-
ing the predicted absorption, distribution, metabolism, excretion and toxicity (ADMET) properties for 
collections of molecules such as synthesised candidates, vendor libraries, and screening collections. It 
predicts aqueous solubility, Blood-Brain Barrier penetration, human intestinal absorption, hepatotoxicity, 
plasma protein binding and CYP2D6 binding for the molecules being investigated. The results obtained 
from these predictions helps to eliminate compounds with adverse ADMET characteristics. As a conse-
quence, helps to propose structural refinements in drug design with improved ADMET properties prior 
to synthesis (http://accelrys.com/).

TOPKAT

TOPKAT (TOxicity Prediction by Komputer Assisted Technology) is an established in-silico method 
for assessing toxicity prediction of organic compounds. TOPKAT can help to assess environmental fate, 
ecotoxicity, toxicity, mutagenicity, and reproductive/developmental toxicity of chemicals. It utilizes strong 
and cross-validated Quantitative Structure Toxicity Relationship (QSTR) models for evaluating a different 
range of measures of toxicity and utilizing the patented Optimal Predictive Space validation method to 
support in construing the results. The toxicological endpoints available are Ames mutagenicity - rodent 
carcinogenicity, weight of evidence carcinogenicity, carcinogenic potency TD50, developmental toxicity 
potential, rat oral LD50, rat maximum tolerated dose, rat inhalation toxicity LC50, rat chronic LOAEL, 
skin irritancy and sensitization, eye irritancy, aerobic biodegradability, fathead minnow LC50, daphnia 
magna EC50 and log P (http://accelrys.com/).

There is an assumption that analogues with multi-substituents in the diverse hydrophobic cap moiety 
would display more potent inhibition compared to single cap moiety in SAHA. Choi et al., (2011 & 
2012) illustrated that SAHA analogues with substituents adjacent to the capping group were potent nM 
inhibitors and more tolerant to HDAC proteins whereas, those close to the hydroxamic acid proved µM 
IC50 values. These facts suggested that any substitutions along the linker might tolerate well but the po-
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tency diminishes when positioned near the metal binding moiety. It was also noted that HDAC isoform 
selectivity can be achieved by using chiral specific molecules (Smil et al., 2009).

The US FDA guidelines necessitate that absolute stereochemistry be established early in drug devel-
opment (Brooks et al., 2011). Recent studies with various single enantiomers proved to be many fold 
therapeutically active with low doses and fewer adverse effects than its racemates (Sumithira & Sujatha 
2013; Slovakova & Hutt, 1999).

Ligand Preparation

There are now several drugs on the market that originated from this structure-based design approach; 
(Larry & Antony, 2003) list >40 compounds that have been discovered with the aid of structure-guided 
methods and that have entered clinical trials. The structure-based design methods used to optimize these 
leads into drugs are now often applied much earlier in the drug discovery process. Previous reports has 
shown the active site of HDAC8 with a stretched, tapered and hydrophobic tunnel produced by Gly151, 
Phe152, His180, Phe208, Met274 and Tyr306 (Vijayakumar et al., 2011). Based on the pharmacophore 
of HDAC8, a series of 52 chiral hydroxamic acid derivatives were designed by structure-based design 
approach (SBDD approach) and represented in Figure 5. Molecular interaction studies were carried out 
for the designed ligands. All the ligands designed were typed with CharmM force field (Brooks et al., 
1983) and subjected to energy minimization using smart minimizer. The unwanted forces present in the 
molecules were removed and the energy level of the molecules was lowered. The designed ligands were 
saved in .mol format.

Figure 5. Structures of Chiral hydroxamic acid derivatives designed by structure-based design approach
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Protein Preparation

To determine the binding of HDAC8 with the designed set of ligands, the X-ray crystal structure of hu-
man HDAC8 complexed with SAHA was recovered from Protein Data Bank (PDB: 1T69). This struc-
ture was saved as standard PDB file. The protocol sets the protein by incorporating the missing atoms, 
assigning correct bond orders and fixing of the charges. Redundant substances like water and ligand 
molecules are eliminated prior to minimization. After applying CharmM force field, macromolecule 
1T69 was assigned as receptor.

Molecular Docking

Molecular docking studies were performed with C DOCKER method. The target protein was loaded into 
the software and the active site was observed. A sphere of 8.3633Å radius around the bound inhibitor was 
selected as the active site sphere. And then, the designed ligands saved as.mol format were examined so 
as to generate the best pose by analyzing the binding interactions. The docking scores, hydrogen bond 
interactions, ligand atoms coordinating Zn (II) in the catalytic pocket were determined and their poses 
were saved for further studies. The top 12 scoring conformations of the ligands were considered for 
evaluating the hits. The final hits were selected based on the binding mode and molecular interactions 
observed at the active site.

Ligand receptor interactions reveal the binding mode of enzyme inhibitors and enzyme (Yuhong et 
al., 2012). In addition to the best pharmacophore model generated, molecular docking was used to en-
visage the binding orientations of the designed ligands and their interactions with the active site amino 
acid residues. The designed ligands along with SAHA were docked at the active site of the target and 
the pictorial representation of the docked ligand is shown in Figure 6.

Figure 6. Docked complex of the ligand with HDAC8
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The docking energy of the bound conformation was considered to be responsible for best binding 
orientation of the ligands at the active site. When compared to SAHA, all the ligands maintained six 
hydrogen bond interactions with the active site residues, namely, Lys 33 (HZ2), Tyr 306 (HH), Asp 101 
(OD1), His 142 (NE2), Asp178 (OD1) and Asp 101 (OD2). These ligands have shown hydrogen bond-
ing with Asp 101 which confirmed that the ligands were well fitted to the substrate and is responsible 
for HDAC8 specificity. Earlier reports revealed that the crystal structures of HDAC8 have shown an 
extremely conserved binding configuration with the amino acid residues, Tyr100 and Asp101, in that 
way allowing for interaction with different amino acid residues in the distal part of the L2 loop (Dowl-
ing et al., 2008).

On the other hand, the L1 loop located at the entrance to the catalytic site and directly above an in-
ternal cavity was supposed to play an active role in the catalytic mechanism (Haider et al., 2011). It was 
deemed to function as an exit tunnel for the acetate product after catalysis. The C position of Lys33 in 
this loop demonstrated the flexibility and ability to undergo more binding. Hence it was proved that, the 
L1 and L2 loops equally, were essential for catalytic function of HDAC8 (Kunze et al., 2013). Further, 
Vannini and his research group have shown that Asp101 had formed hydrogen bonds with the backbone 
of HDAC8 substrate by which, the substrate make itself positioned and stabilized for the deacetylation 
reaction (Vannini et al., 2007). The presence of chiral –NH2 in the designed inhibitor have shown hydro-
gen bonding with Asp101 side chain oxygen of the backbone amides which was considered important 
for inhibiting the deacetylation of HDAC8 (Dowling et al., 2008).

In our findings, the most promising scaffold seemed to be associated with chiral linker, which can fit 
into the open-groove conformation unique to HDAC8 enzyme. The huge miscellany in the heteroaromatic 
cap moiety connected by a chiral amine linker assisted in the opening of second pocket by displacement 
of Phe152 away from its normal position. Among the shortlisted compounds, CMP 9 has formed hydro-
gen bonding with Asp101, Tyr100 as well as Lys33 exhibiting a structurally highly conserved binding 
configuration and stabilizing the substrate for the acetylation reaction.

The hydroxamates ionize to form unique stable 5-membered ring chelates with Zn (II) (Holmes & 
Matthews, 1981). It has established hydrogen bonds with His142, His143 and Tyr306, and coordinated 
Zn (II) in a bidentate fashion, with one of the oxygen atoms replacing the active-site water molecule. 
The aliphatic linker present in different inhibitors complexed with the HDAC8 has shown several in-
teractions within the active site tunnel (Somaza et al., 2004; Vannini et al., 2004). The aliphatic linker 
present in the designed ligands occupies within the hydrophobic channel and makes apolar interactions 
with Met274, Cys153, Phe152 and Phe208. The binding of designed ligands at the active site is shown 
in Figure 7 and it is presumed that all other hydroxamic acid based inhibitors bind in the similar man-
ner as well. This suggested that a strong chelating interaction and stabilization of the compounds in the 
active site in addition to the hydrophobic and H-bond binding resulting in enhanced interaction of the 
molecule with the protein.

The docking analysis suggested that Asp101, His142, Tyr306, Asp178, Tyr100 and Lys33 are very 
important for HDAC8 inhibition. The significance of interaction of the inhibitor-bound structures de-
scribed above shows the startling performance of the conserved Asp101 residue not only for HDAC8 
substrate recognition, but a boon for the design of new HDAC8i as well. The results obtained from the 
docking report in Figure 6 prove that the above said distinctive features are deemed to justify the high 
affinity consequently resulting in antitumor effects of HDAC8i.
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HDAC8 Enzyme Inhibition

The influence of substitutions at the heteroaromatic ring of the synthesized compounds CMP 1e-5e 
on HDAC8 inhibition activity was examined. The results of the enzyme assays are shown in Table 4.

The results showed that CMP 1e and 5e inhibited HDAC8 much more significantly at 0.1 M concen-
tration when compared to the standard drug SAHA. The percentage of inhibition for all the compounds 
tested was found to be in the range of 56.3 -78.5%. Even though, greater steric tolerance existed at the 
HDAC8 active site near the entrance of the capping group than the metal binding moiety region, the 
pyridimine (CMP 1e, 2e & 4e) and pyridine analogues (CMP 5e) displayed the greatest inhibitory 
activity at IC50 0.1 µM. The polarity of the nitrogen atom and the inductive effect of the substituents 
might interact favorably in the binding area of the HDAC8 active site. Not surprisingly, similar trends 
are observed across the pyrimidines and pyridine nucleus.

Introduction of bromine at the m-poistion of the pyrimidine ring in CMP 1e enhanced its activity 
to 78.5% at 0.1 µM. This result was similar to the one reported in Dai et al., (2003) for the phenyl ring. 
Improved potency was observed when a -OCH3 group introduced to o- and p- position due to positive 
inductive effect (68.80% in CMP 2e). The position of substitution seems to have little impact on activity. 
This is exemplified by CMP 2e and 4e. Introduction of two -CH3 groups in CMP 3e exhibited potency 
equal to SAHA. However, replacement of the isoxazole nucleus (CMP 3e) with a pyrimidine nucleus 
led to a greater increase in potency. As a result, the selectivity was attained not only by the diversity of 
subsituents but also the polarity of the pyridylamino group (CMP 5e) of equal size to that of the pyrim-
idinyl group (CMP 1e, 2e & 4e) at IC50 0.1 µM.

These data suggested that the addition of diverse substituents at the cap position likely promotes 
interaction between the entrance area of HDAC8 active site and the inhibitor. The influence of the 
chiral amino group with bulky or polar groups near the capping group had allowed assessing the struc-

Figure 7. CMP 9 with Asp101 and Tyr100 exhibiting a structurally highly conserved binding configura-
tion in the HDAC8 substrate
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tural requirements of the inhibitors in detail. These data suggests that small geometric differences in 
heteroaryl rings and linker have an effect on HDAC8 inhibitory activity and its selectivity. Among the 
five compounds tested for selective inhibition, CMP 9 (CMP 1e) is considered predominant. Hence, 
the obtained results are on par with in silico and all the in vitro studies.

Based on our interesting results, it is concluded that the yield of compounds CMP 1e-5e obtained 
ranges between 63-76% by the assistance of MW. This MW approach is more eco-friendly compared 
to previous methods used. Further, it has been proved that the modifications carried out by varying the 
substitutions in the heteroaromatic cap region along with a decrease in linker length retained the selec-
tivity towards HDAC8 with increased potency.

A combination of computational modeling and MW synthesis served as a solution for drug design 
problem. This effort also provided some interesting insights of how small structural changes contribute 

Figure 8. Structures of the synthesized compounds

Table 4. Percentage of inhibition observed for CMP 1e - 5e by HDAC8 enzyme assay

Compound 0.025 µM 0.05 µM 0.1 µM

SAHA 34.07 ± 0.1764 43.20 ± 0.5196 56.47 ± 0.1764

CMP 1e 77.13 ± 0.1202 77.50 ± 0.1732 78.50 ± 0.3464

CMP 2e 60.07 ± 0.6386* 62.00 ± 0.5196* 65.13 ± 0.2603*

CMP 3e 56.37 ± 0.4410 57.20 ± 0.4619 58.00 ± 0.1732

CMP 4e 65.37 ± 0.2963 67.50 ± 0.2309 68.80 ± 0.5196

CMP 5e 75.03 ± 0.1764* 76.00 ± 0.05773* 78.20 ± 0.2082*

Blank - 1356.5, Total Activity – 4608
Values are expressed as mean ± SEM. Significant at *P value ≤ 0.05 as compared to the standard using Graphpad prism version 5.0.
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to isoform-selectivity. The ability of the chiral linker in inhibitor binding modes may be the reason for 
the creation of a novel HDAC8i.

Overall, the research findings reveal that all the synthesized compounds were effective towards all 
the screened activities. The structural features required to enhance the activity are also revealed. These 
novel analogs may be designed or predicted by taking our title compounds as a lead for future drug 
discovery and development process.

CONCLUSION

Targeted therapy offers the medical community and patients an opportunity to vastly improve treatment 
and potentially cure disease. Targeted therapies provide an exciting time to utilize compiled information 
of the human genome along with the number of novel drug discovery technologies in order to create 
innovative medicines. Drugs that can specifically bind to a disease target and suppress its associated 
pathway to relieve patients from morbidity and decrease disease-associated mortalities. The concept of 
targeted therapy has been around for > 2 decades yet the concept of understanding the potential benefits 
of targeted therapy have never been nearer. Computational methods are emerged as a powerful toolbox 
for target identification, discovery and optimization of drug candidate molecules.

Currently, in the discovery of molecular targeted therapies, treatment strategies depend on the ac-
curacy of molecular and genetic profiling of the cancer cells. Hence, it is very much essential to have 
precise knowledge of genes and underlying mechanistic pathways of a pathophysiological profile of a 
diseased condition to develop effective targeted therapeutics.

HDAC8 inhibitors are attractive candidates for a large number of diseases such as influenza (Yam-
auchi et al., 2011), helminth worm infections and alzheimer’s diseases (Martin et al., 2013; Stolfa et al., 
2014). In conclusion, computational approach will witness a boom of research in the future years with 
many novel roles of HDAC8 yet to be discovered.

Understanding targeted proteins in the milieu of their enzymatic and scaffolding functions in terms 
of their interactions in complexes with proteins delineates the outlook of epigenetic interventional 
therapies for cancer. Obviously, the biology of HDACs and HDAC-related proteins will continue to 
afford exhilarating opportunities for the study of enzyme structure-mechanism and structure-inhibition 
rapports for several years in near future.
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ABSTRACT

Molecular modelling uses theoretical and computational chemistry, which offers insight into the na-
ture of molecular systems. This chapter highlights the theoretical explanation of molecular modelling 
methods and describes the designing of novel tyrosine COX-2 inhibitors using molecular modelling as 
an example. As a first step, fragment-based drug design is used to design the novel tyrosine analogues 
and ligand-based drug design such as QSAR, and pharmacophore was used to identify the descriptors, 
ensemble of steric and electronic features, which is responsible for the selective COX-2 inhibition. The 
next step, structure-based drug design, was used to analyses intra- and intermolecular interactions in 
the drug receptor system to improve the binding affinity and pharmacokinetic properties. Finally, the 
pharmacokinetic and toxicity properties were predicted quantitatively using rationalization of observed 
structure-activity relationships and the results are reported.

INTRODUCTION

COX-2 Inhibitors

The design of new anti-inflammatory agents (COX-2 inhibitors) continues to be a tough task due to 
complexity of the inflammatory process. Production of prostaglandins, the inflammatory mediators de-
pend on the enzyme cyclooxygenases (COX-1 and COX-2). Cyclooxygenases catalyse the oxygenation 
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of biologically active C20 metabolites of arachidonic acid (AA) to produce inflammatory eicosanoids 
namely, prostaglandins and thromboxane. These key regulatory enzymes facilitate a range of physiologi-
cal and pathophysiological functions in variety of cells within the body (Blobaum & Marnett, 2007).

The discovery of nonsteroidal anti-inflammatory drugs (NSAIDs) inhibiting prostaglandin synthesis 
in guinea pig lung and human platelets established COX-1 as an inflammatory target for the ancient class 
of drugs (Vane, 1971; Smith &Willis, 1971; Ferreria et al. 1971). The subsequent discovery of COX-2 
in 1991 during inflammation, recommended that this form of the enzyme signifies the molecular target 
for the anti-inflammatory effects of NSAIDs (Xie et al., 1991; Fu et al. 1990; Kujubu et al. 1991; Patel et 
al. 2009). The primary form of COX-1 expressed in the gastrointestinal (GI) tract directed to the search 
for selective COX-2 inhibitors as potential anti-inflammatory drugs. The new finding of COX-2 inhibi-
tors unveil the reduced GI side effects when compared to gastric side effects exhibited by traditional 
NSAIDs (Kawai et al. 2005; Al-Hourani et al. 2011; Pairet et al., 1996). As a result, some highly selec-
tive COX-2 inhibitors were introduced in the market vizcelecoxib, rofecoxib, valdecoxib, etoricoxib, 
and lumiracoxib (Prasit & Riendeaue, 1997; Talley, 1999; Talley et al., 1999; Chan et al., 1999; Esser et 
al., 2005; Marnett et al., 2009). Later on, researchers in United States and Europe conducted long-term 
placebo-controlled studies that revealed the existence of cardiac side effects in the above cited COX-2 
inhibitors. It led to withdrawal of valdecoxib and rofecoxib from the market. These risks until now are 
assumed to be due to the presence of COX-2 in blood vessels. Later on, it was reported that COX-2 is in 
fact largely absent in major blood vessels (Ahmetaj-Shala et al., 2015; Hochstrasser, 20017; Liu et al., 
2012). This critical information on role of COX-2 in chronic inflammatory disease paved the way to the 
researchers for rational design of selective COX-2 inhibitors with devoid of cardiovascular and GI events.

On review of literature, abundant information on structural activity relationship of different COX-2 
inhibitors was studied. Sing et al. (2004) reported that substitution of methane sulfonamide at various 
positions of 1, 5-diaryl pyrazole influences the COX-2 inhibiting activity. In particular, introduction of 
4-methanesulfonamide group at position-4 of the C-5 phenyl ring of 1, 5-diaryl pyrazoles induced the 
COX-2 inhibitory activity. This report is on par with the studies of Penning et al., (1997), who found that 
the most effective COX-2 inhibitor, nimesulide possesses methane sulfonamide group at para position of 
phenyl ring. Further, Zargi et al (2011) have reported a series of 1,3-diaryl urea and it possess methane 
sulphonyl functional group at the para position of N-1 phenyl ring and addition of diverse substituents 
viz -H, -F, -Cl, -Me and -OMe at the para-position of N-3 phenyl ring which enhances COX-2 selective 
inhibition. During the search of literature, we excavated out that the majority of the research reported 
so far possess similar pharmacophores with enhanced COX-2 selectivity (Chaudhary et al, 2010; Bali 
et al, 2012).

The authors of this chapter have taken tyrosine as their core nucleus to design a series of selective 
COX-2 inhibitors. In this concern, an investigation was made on tyrosine scaffold from the natural 
sources, since it possesses sterically more complex structure and exhibit advanced binding characteristics 
compared with synthetic tyrosine compounds (Lahlou, 2013). These quite distinct structural characters 
may enhance the non-existence of cardiovascular side effects and direct towards COX-2 selectivity. It is 
found that the complex structures of bioactive dibromotyrosine derivatives obtained from natural sources 
have proven to possess anti-inflammatory activity (Peng & Hamann, 2005). Therefore, tyrosine scaffolds 
derived from natural sources are of great interest as candidate COX-2 inhibitor with negligible side effects.

This novel tyrosine skeleton is a proof of principle to be further developed by substituting methane 
sulphonyl group at p-position of tyrosine moiety along with electron donating groups for enhancing 
COX-2 inhibiting activity. It is understood from the literature that substitutions of different alkyl, aryl and 
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heteroaryl groups at –OH position of tyrosine nucleus inhibited angiogenesis, growth and development 
of malignant cells and their migration into the surrounding tissues with negligible toxicity on the living 
cells (Sallam et al, 2010). It is speculated that substitution of alkyl and aryl groups at –OH position of 
tyrosine nucleus may eliminate the cardiovascular problems exhibited by COX-2 inhibitors.

Herein, we report how we virtually improved the selectivity of designed tyrosine molecules towards 
the enzyme COX-2 in order to reduce the risk of cardiovascular events by computational molecular 
modelling approaches. The section 2 explains various methods adopted in our studies for designing a 
series of COX-2 inhibitors.

MOLECULAR MODELLING

Molecular modelling may be defined as simplified or idealised description of a system used to model 
or mimic the behaviour of molecules and molecular system (Andrew, 2001). These methods are applied 
to study molecular systems ranging from small molecules to large biological molecules and material 
assemblies. It is particularly applicable in the fields of computational chemistry, drug design, computa-
tional biology and materials science etc.

In this chapter, we have described three molecular modelling methods which are more essential to 
design and identify the novel drug molecules

1. 	 Fragment based drug design When the protein information only available this methoed is selected 
for design novel ligands

2. 	 Ligand based drug design Only ligand information known, this method is selected for activity 
pridiction studies

3. 	 Structure-based drug design This method selected when the 3D secondary structure and ligand 
information available

Fragment-Based Ligand Design: LUDI

De Novo ligand design (Ludi) identifies potential new ligands by analysing a library of small molecules 
to find those that are complementary to a target receptor. Complementarity is defined as an appropriate 
spatial orientation of hydrogen-bonding and hydrophobic functional groups. Molecules that cannot be 
mapped without suffering van der Waals clashes or electrostatic repulsions are screened out during the 
search process. De Novo methods uses the Ludi algorithm which works in three steps.

1. 	 Interaction sites within a defined search sphere inside the target receptor are calculated. Typically, 
the search sphere definition is based on the location of a set of known ligands which bind within 
the receptor cavity.

2. 	 Ludi-formatted libraries are examined for fragments that can map inside the binding site sphere 
while forming favourable interactions with the interaction sites.

3. 	 An alignment or linking for the fragments is proposed.

To generate the interaction map site, Ludi uses a some of non- bonded contact rules that are intended 
to cover the wide-ranging range of energetically favourable orientations for hydrophobic and hydrogen 
bonds interactions.
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Aligning Fragments With Partially Built Ligands

Ludi simply positions the fragment onto the active sites and simultaneously linking the fragments to a 
ligand link site. A link site is a hydrogen atom that can be replaced by a suggested fragment. The specific 
link site can be selected either manually or by allowing Ludi to assume that all the hydrogen atoms of 
the positioned ligand are link sites. It is notable that Ludi does not actually create the ligand-fragment 
bond(s). Ludi aligns the fragment to multiple link sites on the existing ligand for multiple links. If the 
partially built ligand is composed of multiple pieces, Ludi may allow fragments to connect the bridges. 
Figure 1a shows a partially built ligand and a fragment aligned at one link site. Figure 1b shows two-
link alignments and Figure 1c indicates three-link alignments. Merging and bonding the fragments and 
ligands is shown in the Figure 1.

Ligand-Based Drug Design

In the absence of receptor 3D information, lead identification and optimization depend on available 
pharmacologically relevant agents and their bioactivities (Stahura & Bajorath, 2004; Gunner et al., 
2004; Hansch et al., 2004). The computational approaches include QSAR, pharmacophore modelling, 
and database mining (Parvy, 2003; Langer &Wolber, 2004; Dror et al., 2004).

Figure 1. Schematic representation of one (a), two (b), and three (c) linksites in Ludi
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Pharmacophore Modelling

The concept of pharmacophore was introduced by Paul Ehrlich in the early 1900s while doing screening 
of biological activity of chemical dyes and other compounds for their corresponding chemotherapeutic 
activity. In the order of chromophores and toxophores, the term pharmacophore was developed by him 
to cite the molecular framework that carries (phoros) the essential features responsible to ensure the 
efficacy of the drug with a specific biological target and to trigger its biological response. Later on in 
1977, Peter Gund comes out with a widely accepted definition “a set of structural features in a molecule 
that is recognised at the receptor site and is responsible for that molecule’s biological activity”. In reality, 
the modern definition completely tends to give minimal response to cover only specific, noncovalent 
interactions between a molecule and receptor. Therefore, a pharmacophore model is not associated with 
binding that occurs solely as a consequence of short-lived surface-to-surface hydrophobic interactions, 
nor does binding that involve the formation of covalent bonds. In fact, Pharmacophore methods be com-
posed of a range of computer-aided approaches, including, but not limited to, automated pharmacophore 
perception, structure alignment (Perkin et al, 2003; Tropsha, 2001), identification and representation of 
sterically forbidden regions (Garg et al, 2003; Kier & Hall, 1993), 3D similarity based on pharmacophore 
fingerprints (Tetko et al, 1994; Ajay &Murcko, 1995; Bolis et al 1991; King et al 1992).

QSAR

Quantitative structure/ activity relationship (QSAR) modelling is a well-established method in the last 
fifty years of drug design and development research field. In the primary stages of drug design, when 
the geometry of the active site is not known, 3D-QSAR tends to be used for more accurate predictions of 
compound’s activity. The QSAR methodologies used at earlier 1963 were relatively simple, employing a 
small number of physical-chemical descriptors and statistical methods such as multiple linear regression.

Since the late 1980s, the field has changed dramatically and fuelled by changes in the size, complex-
ity, and availability of experimental data sets of biologically active compounds. These changes have 
been coincidental with the advances in chemometrics, resulting in a significant increase in the number 
of chemical descriptors as well as growing implementation of machine learning and advanced statistical 
modelling techniques available for QSAR studies.

3D-QSAR is a technique used to quantitatively predict the structural descriptors of a molecule and the 
pharmacological activity. The great advantage of 3D-QSAR is that the active site information of target 
receptor is not necessary to analyse the active compounds (David, 2009). It defines the properties of the 
active site without knowing the ligand’s structure using mathematical designs. QSAR mainly compute 
the electrostatic and steric interactions by placing imaginary probe atom at various positions on a grid 
around the known active compound. In some cases, other interactions such as hydrogen bonding is also 
be included. After the interaction calculation for multiple active compounds, a partial least squares al-
gorithm can be used to determine what spatial arrangement of features there could be in an active site 
that interacts with the known active molecules. In these two LBDD stages, pharmacophore searches 
tend to be more useful for quickly searching very large molecular structure databases, while 3D-QSAR 
tends to give more accurate activity predictions.
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ADMET

ADMET stands for “Adsorption, Distribution, Metabolism, Excretion, and Toxicity.” Recent years have 
seen a higher growth of computational ADMET prediction software tools and various methodologies. 
This is because of the majority of clinical trial failures have been due to ADMET issues, not from a 
lack of efficacy. The prediction of ADMET properties is incredibly very difficult task. As a compound 
moves from the digestive tract to the drug target, it will encounter tens of thousands of proteins, lipids, 
blood-borne compounds, etc. The present state of technology is not up to the task of predicting every 
potential interaction and the probability of that interaction occurring. Thus, most ADMET predictions 
are made by relatively simple data, such as compound size, lipophilicity, and functional groups pres-
ent. There are QSAR programs designed specifically for creating ADMET prediction models, such as 
ADMET Predictor from Simulations Plus. Most of the ADMET QSAR equations are developed using 
the standard practice of finding correlations between the property to predict and descriptor values. One 
program that takes a somewhat different approach is TOPKAT from ACCELRYS Discovery Studio. The 
ADMET predictions produced by COSMO therm, such as blood-brain barrier permeability, are generated 
from a linear combination of the terms that went into the chemical potential calculation.

This chapter explains the molecular modelling theory with the example of analysing lead compound 
to treat inflammation based on the active site of COX-2, COX-1 and hERG by fragment-based de novo 
design approach to increase efficiency and reduce the toxicity of novel anti-inflammatory agents. De 
Novo ligand design identifies potential novel ligands by screening a library of small molecules to find 
those that are appropriate spatial orientation of hydrogen-bonding and hydrophobic functional groups. 
This final lead molecules recognised by fragment-based design aided the further design of 184 novel 
tyrosine derivatives based on the structural relationship studies. Consequently, the comparative molecular 
field analysis, drug-receptor interaction studies and toxicity studies were performed. Toxicity studies 
were performed by quantitative structural properties relationship method to know the oral absorption, 
carcinogenicity, mutagenicity and development of toxicity potential of these fragment-based drug de-
signed molecules. CDOCKER was used to perform this study which is aCHARMm based interaction 
study tool (docking) using a rigid receptor and flexible ligand for docking.

Structure-Based Drug Design (SBDD)

SBDD has played as a most powerful tool in the drug lead discovery process (Reddy &Erion, 1998; 
Taylor et al., 2002). This approach requires knowledge of the three dimensional structure of the biologi-
cal target to assess affinity of its ligand pair during interaction. The design of new ligands is possible, 
if the target 3D structure is known (Kuntz, Meng&Shoichet, 1994). The protein structural information 
is acquired either from X-ray crystallography, NMR or homology modelling. SBDD approaches are 
responsible for evaluating the molecular complementarities and predicting the possible binding modes 
and ability to interact between small molecules and their macromolecular receptors. The great potentials 
and success of SBDD have been well documented (Hardy &Malikayil, 2003; Maryanoff, 2004) and 
the insilico approaches vary widely in methodology, performance, protocol and speed. This approach 
is either capable of providing accurate binding modes or more suitable for fast searching of large da-
tabases (Chan et al., 2009; Du-Cunyet al., 2009; Mahadevanet al, 2008; Moses et al 2009; Zanget al, 
2003). This is generally the preferred method of drug design where it has highest success rate. Success 
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rate of this approach is relied on clear understanding of how the drug works, and how to improve ef-
ficacy, specificity, pharmacokinetics, etc. Herein, we will focus on the most frequently used strategies: 
molecular docking and scoring.

Molecular Docking

Molecular docking is to find the best matches between a protein and a ligand. It involves the forecast 
of ligand conformations and orientations (or posing) within a binding site and tries to place the ligand 
into binding site in proper configurations and conformations appropriate for interacting with the recep-
tor (Kitchen et al., 2004). Docking methods can be divided into two categries such as matching and 
simulation studies. The former approach create a binding site model, typically including the favourable 
hydrogen binding and electostatic interactions, and then it attempt to dock the ligands into this model by 
geometrical conformations (Morris et al., 1999). Although early attempts of matching methods consider 
only the translational and orientational degrees of the ligand, most of newly developed approaches take 
into account the conformational flexibility of ligands and limited flexibility of the receptor (Halperin, 
Wolfson & Nussinoy, 2002). The examples of this class include C-Docker, DOCK (Makino & Kuntz, 
1997; Shoichet & Kuntz, 1991), FlexX (Kramer et al. 1999; Goodsell et al., 1996), etc. On the other 
hand, simulation methods place a molecule into a binding site by exploring the translations, orientations, 
and conformations until an ideal binding mode is obtained.

Scoring

All the ligand poses are assessed and prioritised according to the Dock Score function. Two types of 
score are calculated. One is based on a forcefield approximation, the another is Piecewise Linear Po-
tential function (PLP).

DockScore = - (ligand/receptor complex interaction energy + ligand internal energy)	 (1)

Dock Score (PLP) = - (PLP potential)	 (2)

Two energy terms are exposed in Equation 1, in Dock Score
The interaction energy is measured as the sum of the non-bonded interactions such as van der Waals 

energy and electrostatic energy. Here in, grid-based approximation of the ligand-receptor complex in-
teraction energy is employed to reduce the time required for calculation of interaction energy. The van 
der Waals energy typically displays a sharp rise at short interatomic distances, which have values in the 
context of ligand-receptor docking. In specific, the mixture of receptor structure as rigid and limitation 
of ligand conformational space tends to superimpose penalise poses with “mild” short contacts between 
the complex, due to the “static” nature of the van der and Waals potential in standard forcefields. This 
inclination can be overcome by submitting an unstiffened (soften) form of the van der Waals potential with 
function of the Dock Score. To sustain a proper equilibrium between electrostatics and van der Waals, 
the electrostatic energy is also converted as softened to prevent it from leading the van der Waals energy 
at short separations. The internal molecular energy of the ligand is totalled when using the forcefield 
to avoid ligand conformations with bad internal nonbond clashes. By default, only the standard van der 
Waals energy is used for calculation of internal ligand energy.
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MODELLING OF COX-2 INHIBITORS

Designing of Novel Tyrosine Derivatives

Structurally divergent 184 tyrosine-moieties have been designed based on the fragment-based drug de-
sign studies of COX-2 inhibitors. In this study, Ludi algorithm was used which formed interaction sites 
within a defined search sphere inside the target receptor. This algorithm uses the nature of active site 
amino acids spreading into account by creating an ensemble of interaction sites distributed around the 
area of suitable geometries. Molecules that cannot be fitted without incurring van der Waals clashes or 
electrostatic repulsions are withdrawn during the search process.

Eraser algorithm is used to define site sphere of the COX-2 enzyme and volume occupied by a known 
ligand poses already in an active site. Ludi models generate interaction sites from the functional group 
of COX-2 protein that can participate in a nonbonded contact (Figure 2). This set of interaction sites 
covers the range of appropriate positions for a ligand atom or functional group involved in the putative 
interaction. Initial fragment is grown to add interactions between the receptor and the ligand fragment. 
Further, tyrosine scaffolds are positioned in the target site and then theoretically connected to each other 
by linkers to produce a complete molecule that satisfies all the key interactions.

Ludi link identified the -SO2-CH3 and heterocyclic fragments that create the more affinity and geo-
metrically fit active site amino acids of COX-2 protein. Further, De novo evaluation protocol covalently 
fused the electronegative group substituted tyrosine skeleton to the Ludi fragments to produce a collec-
tion of molecule with higher binding interaction score.

Wherein, 184 tyrosine molecules were generated by substituting different electronegative groups 
such as -Cl, -Br, -F, -I and -OCH3 at R1 and R2 positions of tyrosine skeleton. In tyrosine moiety, each 
one hydrogen atom at R3and R4 positions were replaced by -SO2CH3 and diverse heterocyclic fragments 
respectively (Figure 3). These structures were drawn and the energies were minimised using ADS version 
2.5. The energy minimised ligands were saved in structural data (.sd) for further studies. Further, the 

Figure 2. Ludi hotspot generation and link fragment identification

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



181

Molecular Modelling Studies of Novel COX-2 Inhibitors
﻿

BEST / Flexible search method in Ligand Pharmacophore Mapping protocol was performed to identify 
hits that satisfy the chemical feature requirements and spatial orientation with corresponding features 
in the pharmacophoric query.

Pharmacophore Modelling

The pharmacophore models were developed with the most active training set compounds. 3D QSAR-
based pharmacophore methodology was used to forecast the activity of newly designed compounds. A 
set of five pharmacophore models called Hypogen was generated by a training set containing 17 known 
COX-2 inhibitors. The result revealed that the pharmacophore model 1 (hypo 1) is found to have four 
features viz. One hydrogen bond acceptor (HBA), two hydrophobic regions (Hy) and one aromatic ring 
(RA) feature (Figure 4a-4c). These chemical features are essential for COX-2 inhibition as identified 
from the literature but other models are lacking these features. Hence, Hypo1 has been chosen as best 
pharmacophore model for further studies.

The five pharmacophore models possess total cost values which are ranged from 96.85 to 126.73 
(Table 1). In principle, a best pharmacophore model should possess greater difference between null cost 
and total cost and it should be lesser between fixed cost and total cost values.

Hypo 1was developed with a fixed cost value of 107.15 and null cost value of 235.93 bits. Among the 
five pharmacophore models, Hypo 1 recorded the closest value (96.85) to the fixed cost value (107.15) 
than other models. The cost difference between total cost and null cost for the Hypo 1 was found to 
exhibit 139.08 bits. A cost difference value greater than 60 bits suggests that the pharmacophore model 
relates the predicted and experimental activity values more than 90%.

Figure 3. Pharmacophoric groups of (a) rofecoxib (b) celecoxib and (c) core tyrosine moiety with dif-
ferent substitution
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These five pharmacophore models were further evaluated by statistical methods viz. correlation 
coefficient and RMSD. The correlation values for the generated pharmacophore models were ranged 
between 0.893 - 0.941. Among the five models, Hypo 1 exposed the highest correlation coefficient value 
of 0.941. Moreover, RMSD values between the five pharmacophore models lie in the range of 1.15-1.86 
and 1.15 for Hypo 1 depicts the minor deviation between predicted activity values from the experimental 
value than other four models. The results proved that, Hypo 1 was developed with improved statistical 
values, such as higher correlation coefficient, superior cost difference and smaller RMSD. Statistical 
methods verified the capability of the pharmacophore model (Hypo 1) to predict the activity of the train-
ing set compounds. Regression parameters of Hypo 1, further predict the activity of each training set 
compound. Based on the experimental activity (IC50) values, training set and test set of 179 compounds 
were categorised in following three groups viz. Highly active (IC50< 4.51 µM), moderately active (IC50 

Figure 4. Comparative Pharmacophoric features map of standard drugs rofecoxib (a), celecoxib (b) and 
designed tyrosine core moiety (c)

Table 1. Statistical significance and cost values for the 5 Hypogen models

Hypogen 
No

Total Cost 
(Bits) Cost Differencea RMSb

(Å) Correlation Featuresb Max Fit

Hypo 1 96.85 139.08 1.15 0.941 1HBA,2Hy,1RA 10.92

Hypo 2 116.65 119.28 1.69 0.906 1HBA lipid, 2Hy, 1RA 9.01

Hypo 3 123.65 112.27 1.51 0.920 1HBA lipid, 1Hy, 1RA 11.02

Hypo 4 124.21 111.71 1.80 0.897 1HBA lipid, 1Hy, 2RA 5.20

Hypo 5 126.73 109.19 1.86 0.893 1HBA, 1Hy, 1RA 5.27

aCost difference between the null (235.925) and the total cost. bAbbreviation used for features: RMS, root mean square deviation; HBA, hydrogen bond acceptor; HBD, hydrogen bond donor, Hy, hydrophobic and RA, ring aromatic.
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< 26.40 µM) and less active (IC50< 78.25 µM). The pharmacophore mapping of high and low active 
compounds is shown in Figure5 (a-d). The most highly active compound (0.0036 µM) aligned all the 
features of Hypo 1 and the least active compound (67.62 µM) failed to notice hydrophobic and hydrogen 
bond acceptor features. The geometric fit values for every hit were determined by their map on the fea-
ture location. The greater activity of the most highly active compound articulates that the compound’s 
geometric fit is better and its features map on well with Hypo 1. If the geometric fit is less, the activity 
can be predicted to be lesser in that particular compound which may be due to their lack of similarity 
owing to their inability to attain an energetically favourable conformation like other active compounds. 
It is concluded from the analysis that Hypo 1 was able to predict the activity of compounds to a high 
degree of accuracy relative to their experimental IC50 values. The Fisher’s randomisation and test set are 
utilised to further validate the reliability and statistical significance of the best pharmacophore model.

Pharmacophore Model Validation

The rationale behind the evaluation of quantitative pharmacophore model is to determine its predictive 
ability to identify the active compounds. To explore the ability to estimate the activity of new com-
pounds, the pharmacophore models should be statistically significant and retrieve active compounds 
from the database. Here, the selected pharmacophore model was further internally validated by Fisher’s 
randomisation and externally cross-validated by test set method (Figure 5a - d).

For Fisher’s randomisation test, 95% confidence level was chosen, and the 19 random spread sheets 
were formed to produce the hypothesis. The formula S=(1-19+X)/Y) ×100 was used to estimate the 
significance level of hypothesis at 95% (S), where X and Y indicate the total number of hypothesis 

Figure 5. (a) and (b) Pharmacophore angle feature maps with most active and least active training set 
compounds. (c) and (d) Pharmacophore distance feature map with most active and least active training 
set compounds.

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



184

Molecular Modelling Studies of Novel COX-2 Inhibitors
﻿

having a total cost value lower than the original hypothesis and the total number of Hypogen runs re-
spectively. But, in this study, X = 0 and Y= (1+19), S can be calculated as (1- {(1+0) / (19+1)}) × 100. 
While comparing the total costs of 19 scrambled runs (118.93 - 381.49) with the best hypothesis, Hypo 
1 (96.85), the later found to contain greater quality than the other 19 hypotheses. On the other hand, 
the correlation coefficient values of 19 scrambled runs (0.272 - 0.938) were found to be lower than the 
Hypo 1 (0.941). It ultimately, evidenced that the best pharmacophore Hypo 1 was not created by chance. 
Hence, this Hypo 1 is considered as the best hypothesis that possesses all the necessary chemical features 
to inhibit COX-2 activity.

Test set containing 162 diverse compounds were used to cross validate the best pharmacophore 
model, Hypo 1. The test set was used to verify whether the Hypo 1 was able to select molecules with 
orders of magnitude of activity on par with the active training set and to determine the strength of Hypo 
1 in discriminating the potential COX-2 inhibitors from other compounds. Herein, Hypo 1 predicted 
good correlation coefficient of 0.921 between experimental and predicted COX-2 inhibitory activity of 
the test set, demonstrated remarkable consistency. Thus, we propose that generated Hypo 1 is able to 
estimate the activity of test set compounds to a high degree of accuracy relative to their experimental 
IC50 values (Figure 6).

Pharmacophore Mapping of Tyrosine Derivatives

The validated best predictive pharmacophore model, Hypo 1 was used as 3D structural search query 
to screen the designed 184 compounds in order to point out novel hit compounds. Search 3D Database 
protocol with Best search option was applied in database screening. The selected best model, Hypo 1, 
comprised of one HBA, two Hy and one RA with high a correlation value of 0.941. The results of search 

Figure 6. Graph of the correlation between experimental activity and estimated activity by Hypo1
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3D database protocol showed that 81 molecules were well aligned with the features of Hypo 1 with the 
fit value greater than 8. The Best/ Flexible search method revealed that the 3D constraints, features, 
shape and excluded volume of the 81 molecules (Figure 7). The resulted 81 well-mapped molecules 
were preferred for QSAR studies.

QSAR Model Generation

3D-QSAR studies emphasis on changes in 3D structural features like electrostatic distribution, hydro-
phobic distribution, hydrogen bond forming ability and impact of positioning of functional groups on 
biological activity predominantly. The Genetic Function Algorithm (GFA) uses a genetic algorithm to 
perform search for optimal QSAR models using LOF score to assess the fitness of each model. Table 
2 lists the QSAR models derived for the training set compounds using the reported biological activity. 
The descriptors which gave the best models for all the training set compounds are 2D structural, ther-
modynamic, 3D molecular fractional polar surface area properties and semi-empirical QM properties. 
Among the five developed models, the r2 value of models 1- 4 was found as 0.992 and model 5 exhibited 
0.991. On the other hand, r2(pred) values of generated models 1-5 were found to possess 0.794, 0.814, 
0.790, 0.811 and 0.784 respectively Table 3. It signifies that the model 2 has good predictive ability 
since its r2(pred) value is closer to r2 compared to other models. In this chapter, QSAR model equation 
symbolised graphically by point plots of the experimental activity against the predicted activity value 
(IC50) for the training set compounds as illustrated in Figure 8.

The best 3D-QSAR model (Model-2) developed to predict the COX-2 inhibiting activity of tyrosine 
analogues depicts a positive correlation with ALogP, Mean Polarizability, total energy and negative cor-
relation with H-bond acceptors, and Extended Connectivity Finger Prints (ECFP) as outlined in Table 2.

The generated equations in each model were analyzed for goodness of fit and their corresponding 
predictive capability. GFA Model 2 showed greater correlation coefficient (r2), lowest LOF and least 

Figure 7. One of the designed tyrosine molecule mapping with the Hypo1 features
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Figure 8. Experimental activity (X-axis) and predicted activity (Y-axis) values of training set compounds 
conferring to the QSAR equation

Table 2. Equations of generated 5 QSAR models

Generated GFA Model Equations

GFATempModel_1 = -0.5535 + 5.0595 × Count<ECFP 6:826878152> + 2.7496 × ALogP× Count<ECFP 6:-936157482> + 0.067192 
× Count<ECFP 6:-1758752087>× Mean Polarizability VAMP + 0.0017663 × Count<ECFP 6:-936157482>× Total Energy VAMP + 
1.0497 × <NumHAcceptors−6.122> + 0.70547 × <0.9464−Count<ECFP6:912478223>

GFATemp Model2 = - 0.4913 + 5.0706 Count < ECFP 6:826878152 > + 2.7572 × ALogP × Count <ECFP 6: -936157482> + 
0.063525 × Count <ECFP 6: -758752087> × Mean Polarizability VAMP + 0.0017817 × Count <ECFP6: -936157482> × Total Energy 
VAMP + 0.98576 × <Num H Acceptors − 6.122> + 0.76123 × <0.9464 – Count <ECFP6:912478223>

GFATempModel_3 = 0.087724 + 4.9017 × Count<ECFP 6:826878152> + 2.7243 × ALogP× Count<ECFP_6: -936157482> + 
0.067993 × Count<ECFP 6: -1758752087>× Mean Polarizability VAMP + 0.0018616 × Count<ECFP6: -936157482>× Total Energy 
VAMP + 1.0654 × <Num H Acceptors−6.122>

GFATempModel_4 = 0.21088 + 4.9002 × Count<ECFP6:826878152> + 2.7305 × ALogP× Count<ECFP6: -936157482> + 0.064062 
× Count<ECFP_6: -1758752087>× Mean Polarizability VAMP + 0.0018867 × Count<ECFP6: -936157482>× Total Energy VAMP + 
0.99699 × <NumHAcceptors−6.122

GFATempModel_5 = 0.23478 + 4.7448 × Count<ECFP 6:826878152> + 2.6756 × ALogP× Count<ECFP 6: -936157482> + 
0.068959 × Count<ECFP 6:-1758752087>× Mean Polarizability VAMP + 0.0017587 × Count<ECFP_6:-936157482>× Total Energy 
VAMP + 1.048 × <NumHAcceptors−6.122>

Table 3. Generated QSAR models and its prediction values

Model r2 r2(adj) r2(pred) Friedman L.O.F.

GFATempModel_1 0.992 0.984 0.794 439.6

GFATempModel_2 0.992 0.985 0.814 231.7

GFATempModel_3 0.992 0.985 0.791 293.4

GFATempModel_4 0.992 0.985 0.811 224.1

GFATempModel_5 0.991 0.984 0.785 209.0
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possible intervariable correlation comparatively was employed to estimate the activity. The predictive 
model thus obtained can readily be applied to large databases of drugs to identify active structures.

The structural descriptor viz. H-bonding acceptor is primarily an electrostatic interaction which 
depends on conformation. This was modelled by calculated atomic charges and molecular orbital ener-
gies. ECFP are circular topological fingerprints designed for molecular characterisation, similarity and 
structural activity modelling of training set compounds. It represents the molecule at different levels 
such as presence of a halogen and a large section of molecular structure.

Additional insight into the COX-2 inhibitory activity was obtained by visualising the QSAR model in 
the perspective of one or more ligands in the training set with varying activity. The most active (Figure 
9a) and least active (Figure 9b) training set compounds were chosen for this study. Structural analysis of 
those compounds articulated that the HBA (Green), HBD (pink), orbital energies (HOMO and LUMO) 
and polarizability variables vitally influences the selective COX-2 inhibitory activity. Reduction of the 
selective COX-2 inhibitory activity in Figure 9b may be owing to the presence of more number of HBD 
(pink) in the aromatic ring system.

The HBD groups substitution diminishes the HOMO energy and escalates the LUMO energy of the 
molecules thus may lead to unfavourable binding of molecules inside the hydrophobic tunnel of COX-2 
enzyme (Figure 10). In particular, the energy difference between the HOMO and LUMO is considered 
as an indicator of stability index. The most active training set molecule in this study contained the 
HOMO energy of -9.72787 and LUMO energy of -1.37253 kcal/mol. The energy gap between the orbit-
als of the most active molecule was found to be two-fold more (-8.3553) than the least active molecules 
(-4.6788) as indicated in Figure 9. It is evidenced that even the stable compounds can be predicted by 
the developed model 2.

Figure 9. (a) Structural surface view of most active training set compound F2 EJMC a6. (b) Lowest 
active training set compound F7 EJMC 3e.

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



188

Molecular Modelling Studies of Novel COX-2 Inhibitors
﻿

QSAR VALIDATION

Friedman’s LOF Measure

The incorporation of Friedman’s LOF error measure in GFA method estimates the most suitable number 
of features, resists overlay and allows control over the smoothness of fit. Such evolution of a population of 
randomly built models leads to the development of highly predictive QSARs. The Friedman’s lack-of-fit 
(LOF) score of the generated QSAR model is described in the Table 3. The model 2 contain relatively 
less LOF score (231.7) compared to the rest of the models that indicates GFA model will fit the data.

Cross-Validation Analysis

Generated QSAR GFA models were cross-validated with 43 test set compounds by the ‘leave one out’ 
(LOO) scheme to identify the predictive capability of the model. The results of test set validation show 
high correlation coefficient, r2(CV) of 0.982. The correlation point plot between experimental and 
predicted IC50 activity of test set is illustrated in Figure 11. It indicates that the developed model is an 
indicator of good external predictability as its value is larger than 0.525.

IC50 Prediction of Tyrosine Derivatives by GFA Model

In this study, the generated GFA model 2 was used to predict the probable COX-2 inhibitory activities 
(IC50) of selected 81 tyrosine derivatives resulted from the pharmacophore screening. As a consequence, 
55 molecules were selected based on their predicted IC50 values (Table 4) and the remaining molecules 
forecast as an outlier. Herein, the thermodynamic parameter, ALog P is considered to be an indication of 
bioavailability of the compounds which determines the amount of the compound that gets to the target 

Figure 10. Comparison of different descriptors and activity relationships of training set compounds
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Figure 11. Linear regression line between the predicted and experimental activity of the Test set com-
pounds by GFA model

Table 4. Predicted IC50 value of the screened 55 Tyrosine derivative hits

Designed Tyrosine Molecules Predicted IC50 Designed Tyrosine Molecules Predicted IC50 Designed Tyrosine Molecules Predicted IC50

Molecule 21 0.00114647 Molecule 144 0.0458897 Molecule 15 0.272933

Molecule 26 0.00219316 Molecule 152 0.0718502 Molecule 103 0.326176

Molecule 17 0.00270044 Molecule 57 0.0081972 Molecule 146 0.340769

Molecule 6 0.00389357 Molecule 142 0.0883014 Molecule 102 0.346229

Molecule 14 0.00507229 Molecule 116 0.125113 Molecule 52 0.366704

Molecule 7 0.00550285 Molecule 112 0.127005 Molecule 10 0.37001

Molecule 9 0.0056096 Molecule 118 0.140002 Molecule 11 0.425391

Molecule 110 0.00615055 Molecule 23 0.141630 Molecule 115 0.440686

Molecule 12 0.00750067 Molecule 58 0.004266 Molecule 51 0.506685

Molecule 151 0.00837356 Molecule 20 0.0158626 Molecule 114 0.612637

Molecule 8 0.00109263 Molecule 117 0.161607 Molecule 54 0.640833

Molecule 111 0.0121545 Molecule 60 0.176103 Molecule 159 0.644601

Molecule 100 0.0124557 Molecule 141 0.182021 Molecule 104 0.712928

Molecule 59 0.0141984 Molecule 50 0.190438 Molecule 13 0.810522

Molecule 98 0.0157464 Molecule 24 0.195007 Molecule 67 0.8399

Molecule 19 0.0175583 Molecule 150 0.195656 Molecule 101 0.869527

Molecule 105 0.0194731 Molecule 122 0.207464 Molecule 154 1.45545

Molecule 143 0.0350068 Molecule 25 0.209826

Molecule 107 0.0354119 Molecule 113 0.268979
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site. The Alog P value of selected 55 compounds are ranged between -2.05 and 4.366 reflecting a wide 
range of hydrophobicity that makes the tyrosine derivatives to pass through many membranes to reach 
the target site. One interpretation to account for the term polarizability is that highly polarizable mol-
ecules may enhance strong interaction with other molecules. The mean polarizability values relate the 
hydrophobicity and molar volume of the molecule with their corresponding biological activity. Herein, 
variations of anti-inflammatory activity among the 55 compounds were observed. This may owe to their 
bulk effects that can modify the structure of the COX-2 protein to which it is bound and thereby alter 
the nature of the substrate sites of the tyrosine derivatives on the protein. The binding affinity of the 
tyrosine analogues could be enhanced through charge transfer, possibly of an intramolecular nature and 
expected to perturb the structure of protein. The correlation of anti-inflammatory activity with electronic 
polarizability observed in this study tends to support suggestion that the bulky substituents on the 55 
tyrosine derivatives may facilitate their anti-inflammatory COX-2 molecular recognition through various 
binding energies. Further, structural analysis revealed that the selected molecules possessed high HOMO 
energy (> -7.39343 kcal/mol) and low LUMO energy (< -2.0808 kcal/mol) which is directly correlated 
to the ionization potential, exemplifies the susceptibility of the molecule and more interaction towards 
electrophiles present in the COX-2 active site rather than nucleophiles. Here, the energy gap between 
HOMO-LUMO orbitals was found to be more that indicates stability of the selected molecules. Further, 
the presence of structural features namely HBA, HBD, hydrophobic and number of aromatic rings in 
the selected tyrosine molecules may enhance the formation of stable conformation inside the COX-2 
catalytic site. It is postulated that selective COX-2 inhibitory activity of those compounds may be due 
to incorporation of heterocycles that confers various physical properties namely steric, electrostatic 
and hydrophobic parameters. This in turn fine-tunes chemical reactivity and plays a significant role in 
selective COX-2 inhibitory activity. These results confirm the utility of GFA Model 2 as a controlling 
tool in the search for new anti-inflammatory drugs.

COX-2 Interaction Studies

The docking results of COX-2 with tyrosine derivatives revealed that the selected 35 tyrosine deriva-
tives among 55 possessed better binding affinities(–C-Docker energy)related to the standard celecoxib. 
Evaluation of the interaction finger prints of tyrosine analogue make clear that the molecule 8 have 
higher affinity (-78.7003)with COX-2 active site related to celecoxib(17.3339). This interaction energy 
is because of the 24th oxygen atom of the carboxylic group in tyrosine moiety forming the two site point 
interactions with the amino hydrogen of the analogue (arachidonic acid) binding site residue Arg120 and 
one hydrogen bond with the aromatic ring –OH group in Tyr355 residue. The oxygen atom (25th)of the 
molecule created one ligand point interaction with Arg120 residue which allows key interaction impression 
of the tyrosine molecules on COX-2 protein active site. Besides, aromatic ring of the tyrosine skeleton 
makes π-cationic interaction with Arg120.

This interaction shaped stable conformation of the tyrosine molecule 8 in the hydrophobic active site 
of the COX-2 protein. The presence of hydrophobic canal in COX-2 is being the site of NSAIDS drug 
binding. Also, R1 and R2 bromine substitution had generated VDW interaction with Val523 and Phe518 that 
permitted the molecule 8 to access an extra side pocket amino acids which is more responsible for the 
COX-2 selectivity. The substitution of 1, 3-thiazole ring at R4 position of tyrosine tempted the VDW and 
electrostatic interactions with the binding site amino acids. It created favorable chemical environment 
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in the COX-2 binding site. Electronegative group substituted sulfonyl group at R3 position enhanced the 
binding potential of the molecule by networking with Ser353(Figure 12). It is inveterate from this study, 
the COX-2 specificity of the tyrosine analogue (molecule8) is higher than the standard celecoxib. The 
rest of 34 molecules were inspected and found to have more stability when compared to the standard.

Interaction studies of COX-1 protein explicated the COX-2 specificity of the 55 tyrosine derivatives. 
In this COX-1 docking study, the bulky nature of Ilu523 amino acid residue and non-polar moieties of the 
His513of designed tyrosine analogue had not allowed to form appropriate conformation within the active 
site of COX-1 enzyme. The VDW space of the tyrosine derivativies in COX-1enzyme active site clatters 
with the essential receptor volume. This clash creates steric repulsion between electron density cloud 
of COX-1amino acids side chain and designed molecules. It strongly demonstrated that there is drop 
in the attraction of the designed tyrosine analogue with COX-1 when compared to the standard drugs. 
These results exposed that the designed tyrosine derivatives are more selective on COX-2than COX-1.

Ulcerogenic Interaction Studies of Designed Molecules

The ulcerogenicity of coxib derivatives is due to the drug molecules binding with the COX-1 protein. 
The interaction among designed tyrosine moiety and COX-1 protein assisted to identify the ulcerogenic-
ity level of designed molecules. It was observed from the results of docking studies (C-Docker) that the 
designed tyrosine derivatives exhibited more binding energy which was in dissimilarity with the standard 
celecoxib. The standard drug formed one sigma-π, π-cationic and two hydrogen bond interactions with 
the Ile523, Arg120, Gln192 and Lue352 amino acids respectively. These bonds support the celecoxibto fit 
inside the cavity region of COX-1enzyme. On the other hand, the designed tyrosine derivatives formed 
hydrogen bonds with the Tyr385 and Ser530 (Figure 13) and there is no other additional interaction with 
the active site amino acids of COX-1 receptor. Also, the electronegative groups (-Br, -I) of the designed 
molecules forms intermolecular bumps which disfavors the binding capability of the molecules. This 
unstable conformation of the designed molecule proves their negligible ulcerogenic side effect.

Figure 12. Active site amino acids Interactions of molecule 8 with of COX-2
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hERGprotein Interaction Studies

The hERG is the most answerable network involved in drug-induced Torsade de Pointes (TdP) arrhyth-
mias. Extracellular application of standard celecoxib caused fast suppression of hERG channels which 
tempts the cardiac disturbances. Assessment of spatial orientation of the designed tyrosine scufold in-
teractions with the hERG protein measure the cardiotoxicity level of molecules. The results of docking 
studies exposed that among the 55 designed molecules, 52 molecules influenced higher interaction energy 
against the standard. It exposed that these molecules are having weak binding interaction to the active 
site residues of the hERG protein. In standard celecoxib, the benzyl ring creates π interaction with the 
Tyr652permitted to fit well into the hydrophobic pocket of COX-2 protein. On contrary, tyrosine derivatives 
did not form any π interactions and the electron density of the electronegative group substitutions in the 
R1 and R2 position which snub the tyrosine molecules to bind in the active site (Figure 14). Hence, the 
cardiotoxicity level of the designed molecules was lighter amount when compared to standard celecoxib.

Figure 13. Celecoxib interaction map with the COX-1 protein (a) 2D interaction showing non-bonded 
interactions (b) 3D interaction view

Figure 14. Tyrosine derivatives interaction map with the hERG protein (a) 2D interaction showing non-
bonded interactions (b) 3D interaction view hERG protein interaction
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The selected 35 tyrosine molecules proved higher COX-2 selectivity, less COX-1 (ulcerogenic) and 
hERG(cardiotoxicity) binding affinity. Further, these molecules were examined using ADMET descrip-
tors measurement and OSIRIS properties explorer to identify more safe molecule.

Docking Protocol Validation

The selected docking protocol was precisely distinguished the selective and nonselective COX-2 inhibitors. 
The docking results exhibited that C-Docker energy of selective COX-2 inhibitors found in the negative 
kcal/mol range and the nonselective drugs energies found in the range of positive kcal/mol. Further, 
the correlation result between the C-docker energy and the experimental IC50 value of the nonselective 
inhibitors was 0.835 (r2). This correlation study strongly signifying that the docking protocol possessed 
good energy and interaction predicting ability as well as it distinguishes the selective and nonselective 
COX-2 inhibitors precisely.

ADMET Descriptors Study

In the present work, ADMET descriptors were used to filter the undesired pharmacokinetic and toxic-
ity properties containing 35 selected tyrosine molecule. The six precalculated QSTR-ADMET models 
were used to predict pharmacokinetic properties of all the tyrosine molecules in ADS 2.5 software. The 
95% and 99% confidence ellipse for the Human Intestinal Absorption(HIA) and Blood Brain Barrier 
(BBB)models were generated in ADMET plot. This plot represents the zone of chemical space around 
the molecules having excellent absorption through cell membrane.

These selected tyrosine analogue as well as celecoxib drug fall in the 99% and 95% confidence el-
lipse for both HIA and BBB (Figure 15). The HIA of the tyrosine derivatives have ranged from good 
absorption (0) to moderate absorption (1) level. It highlights the good bioavailability of designed tyro-
sine molecules to produce desired therapeutic activity. BBB penetration of the designed molecules has 

Figure 15. The 95% and 99% confidence limit ellipses corresponding to the BBB and HIA models for 
tyrosine derivatives
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shown approximate low penetration, except the molecule 141 whereas celecoxib exhibited moderate 
penetration to the BBB. The aqueous solubility plays a dynamic role in the bioavailability of the drug. 
The Table 5referred designed tyrosine derivatives solubility in the range of 2 (low soluble) to 3 (soluble). 
The hepatotoxicity level displayed, the toxic liver nature of the molecule. Likewise, all the molecules 
were noninhibitors of the metabolic enzyme CYPD2D6, it suggested that the tyrosine derivatives are 
safe to develop as a drug molecule.

The Plasma Protein Binding (PPB) prediction denotes that selected molecules have binding affinity ≤ 
90%, clearly revealing that the molecules have good bioavailability and not likely bound to carrier proteins 
in the blood. Eventually, 19 designed tyrosine compounds which possessed safety profile and potency 
was chosen for synthesis and the Table 6 showed the structure of safe potent tyrosine COX-2 inhibitors.

Integrating Different Approaches and Future Directions

The use of molecular modelling and computational chemistry is extensive and continuing to expand 
spectrum) in drug discovery and development. There remain major deficiencies in understanding and 
ability to model certain processes well, but substantial progress is being made. The goal of drug repur-
posing is to expose new links between drugs and diseases, most commonly via targets. As illustrated 
in the previous segments, computational predictions followed by experimental assessment have been 
successfully used to identify new drug repurposing possibilities. All computational approach has its own 
advantages and boundaries. In fact none of these methods alone will be sufficiently able to unveil the 
complex interplay between drugs, targets and diseases. Therefore, we are left with using one or more 
computational approaches to “navigate” through the wealth of available information and “clues” are 
solid enough to rationalize a repurposing hypothesis worth of experimental investigation. The choice of 
the most suitable method(s) selection will depend on the nature of the problem to solve and quantity of 
information available about that problem in the literature or public or proprietary databases. Unfortunately, 
information is often fragmented, and reflects only a single or few aspects of a much more complicated 
story. Future efforts should be more systematically directed toward disclosing centers and relations of 
the complex network that relates drugs, targets and diseases. Assimilating the vast and heterogeneous 
volume of existing chemical, biological, and structural data into a unified workflow is obviously a chal-
lenging task. In this respect, the integration and usage of various insilico approaches, as revealed above, 
will provide valuable opportunities to extend the field of applicability of each technique exploit infor-
mation imminent from different sources. Likewise, this will greatly advantage from better combination 
of multidisciplinary work. Changes in the fields were observed, correlated with movements in charged 
residues on the rim of the active site. This or other ways of analysing the effects of molecular motions 
on molecular fields are an important area of future study. The improvement in understanding of the re-
lationship between chemical structure and biological activity, in which the analysis of molecular fields 
plays a major role, is responsible for the development of molecular modelling from being a primarily 
descriptive to an increasingly predictive activity. A network-based method built upon these considerations 
will likely provide new directions to navigate through all the potential links between drugs and diseases, 
thus making new chances for drug repurposing and drug discovery in general.
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Table 5. ADMET predictions of 35 tyrosine molecules and celecoxib

Name of the Molecule Absorption 
Level PSA 2D BBB 

Level
Solubility 

Level
Hepatotoxicity 

Level
CYP 
2D6

PPB 
Level

Molecule_6 0 109.513 4 2 0 0 0

Molecule_8 0 105.719 4 2 0 0 0

Molecule_9 0 118.273 4 3 1 0 0

Molecule_10 1 129.534 4 3 0 0 0

Molecule_11 0 120.689 4 2 0 0 0

Molecule_12 0 120.774 4 3 1 0 0

Molecule_13 0 118.273 4 2 1 0 0

Molecule_14 1 132.035 4 2 0 0 0

Molecule_15 0 94.458 3 2 1 0 0

Molecule_17 0 109.513 4 2 1 0 0

Molecule_20 0 118.273 4 3 0 0 0

Molecule_21 1 129.534 4 3 0 0 0

Molecule_23 0 120.774 4 2 0 0 0

Molecule_24 0 118.273 4 3 0 0 0

Molecule_25 1 132.035 4 3 0 0 0

Molecule_26 0 94.458 3 2 1 0 0

Molecule_50 0 105.719 4 3 0 0 0

Molecule_51 0 116.98 4 3 0 0 0

Molecule_54 0 116.198 4 3 0 0 0

Molecule_58 0 105.719 3 3 0 0 0

Molecule_67 0 116.98 4 3 0 0 0

Molecule_99 0 90.972 3 2 1 0 0

Molecule_102 0 108.662 3 3 1 0 0

Molecule_103 0 99.817 3 2 1 0 0

Molecule_113 0 108.662 3 3 1 0 0

Molecule_115 0 99.902 3 2 1 0 0

Molecule_117 0 111.163 4 3 1 0 0

Molecule_141 0 73.586 2 2 1 1 0

Molecule_146 0 95.326 3 3 1 0 0

Molecule_154 0 99.817 3 3 1 0 0

Molecule_7 0 120.774 4 2 0 0 0

Molecule_52 1 128.241 4 3 1 0 0

Molecule_57 0 94.458 3 2 0 0 0

Molecule_59 0 116.98 4 3 0 0 0

Molecule_60 1 128.241 4 3 1 0 0

Celecoxib 0 77.75 2 1 1 0 1

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



196

Molecular Modelling Studies of Novel COX-2 Inhibitors
﻿

CONCLUSION

This whole chapter explained the evidence based molecular modelling studies on novel tyrosine deriva-
tives against COX-2 enzyme by incorporating FBDD, LBDD and SBDD methodologies. It concludes 
that the3D pharmacophore and QSAR for substituted tyrosines as COX-2 inhibitors were studied through 
a ligand-based computational approach. The descriptors chosen for the model appeared to be comple-

Table 6. Selected 19 safe potent tyrosine COX-2 inhibitors
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mentary to the COX–2 enzyme topology. An effort has been made to advance hypothetical features of 
inhibitor and enzyme interactions. The designed COX-2 inhibitors, owing to their greater bulkiness occupy 
exact volume of COX–2 binding site as in the case of known COX–2 inhibitors but may have different 
interactions with the active site residues. It is proven that the existence of small polarizable functional 
groups improved the COX–2 inhibitory potency. The findings of this study afford significant insight 
into the structure-activity relationship for efficient designing and screening of tyrosine derivatives with 
anti-inflammatory activity. The model could be used to screen compounds with numerous structures in 
quest of potent COX–2 inhibitory activity.
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KEY TERMS AND DEFINITIONS

BBB: The blood-brain barrier is composed of high-density cells restricting passage of substances 
from the bloodstream much more than do the endothelial cells in capillaries elsewhere in the body.

Cyclo-Oxygenase: An enzyme that catalyzes the conversion of arachidonic acid to prostaglandins 
and that has two isoforms of which one is involved in the creation of prostaglandins which mediate 
inflammation and pain.

Hepatotoxicity: Implies chemical-driven liver damage. Drug-induced liver injury is a cause of acute 
and chronic liver disease. The liver plays a central role in transforming and clearing chemicals and is 
susceptible to the toxicity from these agents.

Molecular Descriptor: The molecular descriptor is the final result of a logic and mathematical pro-
cedure which transforms chemical information encoded within a symbolic representation of a molecule 
into a useful number or the result of some standardized experiment.
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Molecular Modelling: Molecular modelling is a technique for deriving, representing and manipu-
lating the structures and reactions of molecules, and those properties that are dependent on these three-
dimensional structures.

Pharmacophore: A set of structural features in a molecule that is recognized at the receptor site and 
is responsible for that molecule’s biological activity.

QSAR: Quantitative structure-activity relationship models are regression or classification models used 
in the chemical and biological sciences and engineering. Like other regression models, QSAR regres-
sion models relate a set of “predictor” variables(X) to the potency of the response variable (Y), while 
classification QSAR models relate the predictor variables to a categorical value of the response variable.

Solubility: Amount of a substance (called the solute) that dissolves in a unit volume of a liquid sub-
stance (called the solvent) to form a saturated solution under specified conditions of temperature and 
pressure. Solubility is usually expressed as moles of solute per 100 grams of solvent.
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ABSTRACT

Understanding the mechanisms of a disease is highly complicated due to the complex pathways involved 
in the disease progression. Despite several decades of research, the occurrence and prognosis of the 
diseases is not completely understood even with high throughput experiments like DNA microarray 
and next-generation sequencing. This is due to challenges in analysis of huge data sets. Systems biol-
ogy is one of the major divisions of bioinformatics and has laid cutting edge techniques for the better 
understanding of these pathways. Construction of protein-protein interaction network (PPIN) guides the 
modern scientists to identify vital proteins through protein-protein interaction network, which facilitates 
the identification of new drug target and associated proteins. The chapter is focused on PPI databases, 
construction of PPINs, and its analysis.
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INTRODUCTION

Several decades of research in analyzing the mechanism of a disease progression, still cannot unravel 
complete signaling pathways. This is due to complexity in the mechanism of signal transduction. Pro-
teins are the complex functional units that plays vital role in cellular metabolism. Proteins interact with 
other proteins to perform every task involved in cellular protection and death. Interaction of proteins 
determines the fate and acts molecular machines. Activity of proteins depends on its amino acid se-
quence, structure, chemical modifications, folding and active sites. All these together makes a protein 
to perform biochemical reactions and diverse functions based on the surrounding environmental milieu 
in both cellular and organ system levels. Physiochemical properties of proteins vary based on the levels 
of expression and localization.

Protein interactions stood for all the biological functions such as DNA replication, transcription, 
translation, cell division, growth and metabolism (Haque et al., 2018) . It is challenging to identify all 
the mechanisms and getting a clue about vital proteins that aggravates the pathogenesis of the disease 
either by in vivo or in vitro experiments as large set of proteins are involved. A critical step was laid in 
the field of bioinformatics to analyze large set of proteins by constructing Protein-Protein interaction 
network that helps in decoding molecular basis of a disease and molecular machinery of cells. Identifi-
cations of key proteins involved in a disease not only help in understanding disease mechanism but also 
play a best role in identifying best therapeutic targets for drug discovery with little or no side effects 
(Ashraf et al., 2018; Tsai et al., 2009).

Protein-Protein Interactions

How a cell decides its biological function? The decision made by cells depends on the coordination 
of protein interactions. Isolated protein is not functional but more than 80% of proteins interact with 
other to become functional (Keskin et al., 2016). The different regulatory behavior depends on different 
pathway interactions based on protein structure, dynamics and conformational change. The synthetic 
biology elucidates the different behaviors of protein in the complex system.

PPI are defined as the physical interactions between two or more proteins that help to process differ-
ent functions of the cell. The interactions are either stable or unstable and depend on the environment, 
signaling from other molecular complexes and time. The interactions of these proteins are either in subcel-
lular or extracellular regions. The complete set of PPI in a cell or an organism is known as interactome. 
Proteins in the interactome depend on the cell types as expressions of proteins vary in distinct cell types.

The interactions are said to be direct, if there is a molecular contact between two proteins and indirect, 
if two proteins interact by means of an intermediate (Zhang et al., 2015). Permanent PPI are strong and 
irreversible and transient PPI are either weak or strong based on oligomeric state (Perkins et al., 2010). 
Analyzing transient interactions is a challenging task as they are not stable. Fine-tuned technologies 
are required to analyze these as they have key role in biological network. PPI are not always seen in the 
same way as the presence of proteins vary based on cellular location, organ, cellular stage, environment, 
post translational modifications and protein folding. Alterations in these interactions cause disease or 
malfunction of the metabolic process.

PPI can be determined experimentally by yeast two-hybrid system, Nuclear Magnetic Resonance 
spectroscopy, co-immuno precipitation and phage display etc. (Rao et al., 2014) But computational 
analysis of the PPI network can analyze the huge data and helps to understand the role of proteins.
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PROTEIN-PROTEIN INTERACTION DATABASES

High throughput technologies made possibility in unraveling several protein-protein interactions and 
interactome scale is constantly increasing. For the complete understanding of protein pathways and their 
contribution in cellular function, several PPI databases that store the interaction information are cre-
ated to retrieve data for the easy access to the research community. They describe biological process of 
proteins that involved in various signaling pathways. But all the databases may not focus on similar kind 
of information, hence, cross validation is necessary to improve the efficiency and accuracy of analysis 
(Klingstrom and Plewczynski, 2011).

Database of Interacting Proteins (DIP)

Database of Interacting Proteins (DIP) is one of the biological databases that helps in identification and 
analysis of interacting proteins. It is operated from Howard Hughes Medical Institute, UCLA-DOE In-
stitute for Genomics and Proteomics, US. This database contains data from experimentally determined 
protein-protein interactions in biological processes collected from peer reviewed publications(Xenarios, 
2000). Apart from the computational data analysis, this database provides manual analysis and correction 
of the obtained results. They designed an algorithm, which judges whether the inputs are from biologi-
cally proven or system generated, provides larger correlation with experimentally confirmed results. 
DIP provides information of interacting proteins from many organisms. The database is maintained both 
manually by expert biologists and automatically using computational approaches. The input may be 
protein name, gene name, UniProt ID and GenBank accession number. Currently, DIP contains 28,826 
proteins, 81,762 interactions from 843 organisms(“DIP Home,” n.d.).

Molecular INTeraction Database (MINT)

MINT is a relational database, operated from University of Rome, Italy, and it provides experimentally 
validated protein interaction information in binary and complex representation. MINT also performs 
sequence similarity search (BLAST) to find homologous partners to the query sequence. Protein query 
can be given as protein/gene names or unique identifiers from, databases like UniProt, PDB Ensembl, 
FlyBase, SGD, WormBase, OMIM, HUGE, PubMed and Reactome (Chatr-aryamontri et al., 2007). It 

Figure 1. Various methods to analyze protein-protein interactions using in vivo, in vitro and in silico 
methods.
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provides species specific information. Currently MINT consists of 61,001 interactions, 15953 interac-
tors in 457 organisms (“The Molecular INTeraction Database – An ELIXIR Core Resource,” n.d.). 
MINT also has another incorporation called HomoMINT, a database representing the human protein 
interaction network where, interaction determined in model organisms are mapped to its corresponding 
human orthologs.

Human Protein Reference Database (HPRD)

HPRD is a diverse source of human protein-protein interactions, post translational modifications (PTM), 
enzyme/substrate relationships, disease associations, tissue expression, and subcellular localization (Goel 
et al., 2012). This is maintained by institute of Bioinformatics in Bangalore, India and the Pandey lab 
at Johns Hopkins University in Baltimore, USA. The data will be obtained manually through literature 
search and from unpublished data by skilled biologists. This is highly focused on interactive domains 
and provides complete information for the query protein. This also includes PhosphoMotif Finder and 
signaling pathway resource called NetPath to identify likely proteins. PhosphoMotif helps in searching 
for the presence of any phosphorylation-based motif for the query proteins and NetPath will provide 
information about protein interactions, catalytic reactions and protein translocation.

Biological General Repository for Interaction Datasets (BioGRID)

This database provides high quality information regarding protein-protein interactions. Compared to 
other databases, BioGRID not only provides PPI information, but also gene interactions, post transla-
tional modifications and chemical interactions. The entire data set can be downloaded and available in 
multiple formats (Stark, 2006). It provides function of the genes, localization and biological process it 
involved. BioGRID is a member of the International Molecular Exchange (IMEx) consortium which is 
a network of public databases.

Figure 2. Screen shot of DIP database and protein interaction information provided for NOTCH1
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Figure 3. Screen shot of MINT database and protein interaction information provided for NOTCH1 with 
interaction network

Figure 4. Screen shot of HPRD database and protein interaction information provided for NOTCH1 
with interacting domains and motifs
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HitPredict

In this database PPI from the other sources such as BioGRID, MINT, HPRD, DIP and IntAct were com-
bined and annotated. Input to HitPredict can be a keyword, Uniprot ID, Entrez ID or Ensembel ID. The 
reliability score, interaction score, annotation score, confidence, interactive proteins and gene ontology 
information is provided. The dataset contains, 3,98,696 physical interactions between 70,808 proteins 
from 105 species. Percentage of accuracy is high in this database as it provides statistical values (López 
et al., 2015). Since its introduction, HitPredict has been constantly updated and maintained.

IntAct

This database belongs to IMEx Consortium and maintains IMEx standards. It contains information of 
interactors, interactions, method of interaction analysis and also provides interaction network. The new 
protein interactions are frequently updated and maintained properly. The data can be downloaded in dif-
ferent file formats for further analyses (Hermjakob, 2004; Kerrien et al., 2012). The database contains 
simple URLs for the easy accession of protein interactions and their linked external resources. Cyto-
scape is also linked with IntAct for clear visualization of the networks. This provides 2,75,000 binary 
interactions from 10,000 curated experiments (“OpenHelix: IntAct protein interaction database,” n.d.)

Biomolecular Interaction Network Database (BIND)

BIND provides information regarding biomolecular interactions, complexes and pathways. It is operated 
by the University of Pittsburgh, Penisulveniya. It provides information regarding interactive domains, 
biochemical and genetic networks (Bader et al., 2003). Currently BIND is inactive.

Figure 5. Screen shot of BioGRID database and protein interaction information provided for NOTCH1.
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Figure 6. Screen shot of HitPredict database and protein interaction information provided for NOTCH1 
of homosapiens.

Figure 7. Screen shot of IntAct database and protein interaction information provided for NOTCH1.
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Kyoto Encyclopedia of Genes and Genomes (KEGG)

KEGG is one of the world’s largest and known database for the systems biology applications, it inte-
grates systemic and cellular functions. It provides mapping of large scale data, integration and analysis. 
It contains the gene catalogs for the species whose genome was completely sequenced. KEGG provides 
wider modules to analyse signaling pathway, metabolic pathway and disease pathway etc. [20, 21]. 
The main task of this is to discover best drug targets and therapeutics for a disease. KEGG provides 
various information such as pathway maps, hierarchies and tables, orthologs, genomic and proteomic 
information, compounds, biochemical reactions, enzyme nomenclature, disease related network, drugs 
and health information resource. It also supplements organism specific information. In addition to this 
KEGG provides various analysis tools such as KEGG Mapper, BLAST/FASTA for sequence similarity 
search and SIMCOMP for chemical structure similarity search etc.

REACTOME

This is a pathway database containing different pathway data of homosapiens. This helps in analysis 
of huge data such as microarray and provides information regarding protein localization and respective 
gene ontology, signaling pathways in which the query protein was involved and its analysis (Vastrik et 
al., 2007). The information is shared among the various databases. This is mainly used for visualization, 
interpretation and pathway enrichment analysis (“What is Reactome ? - Reactome Pathway Database,”). 
This includes 2,216 pathways, 11,754 reactions, 10,762 proteins and 1,867 molecules.

Though there are several PPI databases, few databases are not up to date or active. The data reported in 
all the PPI databases are not similar as it depends on the understanding of the curator(Lehne and Schlitt, 
2009). Hence, currently PPI databases are exchanging data in between them to maintain accuracy and 
to improve the quality and quantity of data.

PROTEIN-PROTEIN INTERACTION NETWORK 
CONSTRUCTION AND VISUALIZATION

Coordinated function of systematic proteins is responsible for most of the cellular function and the in-
teraction of proteins is highly regulated. Alterations in regular signaling pathways are the prime cause 
of disease initiation and progression. But analyzing the complex and huge data is very challenging. 
Hence, systems biology laid an approach to decipher the interrelationship between complex protein 
interactions, using computational loom by designing multifaceted biological networks. Transition of 
biology from molecular to system level provides better understanding of regulatory systems and gives 
novel opportunities for its application (Kitano, 2002).

Protein-Protein interaction network (PPIN) is a graphical representation of PPI. The interaction net-
works helps to draft biological function of a protein and its significance in signaling pathways at various 
environments. Interestingly, a single protein with limited active surface interacts with tons of proteins 
due to presence of more binding sites and conformational changes. Interacting partners are represented 
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Figure 8. Screen shot of KEGG database and protein interaction information provided for NOTCH1

Figure 9. Screen shot of Reactome database and protein interaction information provided for NOTCH1
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as nodes and each node in the network signifies all the protein products of a single gene and depicts 
the collection of proteins where the structural confirmations may vary (Halakou et al., 2017; Tsai et 
al., 2009). The highly interacting proteins in a PPI network are known as hubs(He and Zhang, 2006). 
These hubs will have vital role in signaling pathway and can act as best drug targets. The interactions 
are represented in the form of edges that connect nodes with lines (Koh et al., 2012).

Network Construction

Current research signifies that the signal transduction pathways are interconnected rather linear (Safari-
Alighiarloo et al., 2014). PPINs are scale free, few nodes have larger number of interactions and few 
have little. There are several platforms available to construct PPIN using data collected from various 
databases. Initial seed proteins can be collected either from literature or by text mining. These proteins 
can be used further to derive binary interactions using the PPI databases listed in the above section.

Step1: Collection of Proteins

The proteins can be collected from the review of literature by text mining and PubMed databases such 
as gene expression omnibus (GEO).

Step 2: Derivation of Interactions

Figure 11.

Step 3: Network Construction by Search Tool for the 
Retrieval of Interacting Genes/Proteins (STRING)

Functional associations of proteins can be determined widely using STRING (Szklarczyk et al., 2015). 
This derives the information from different databases and literature and increases reliability of protein 
interactions (Halakou et al., 2017). This also inspects interaction evidence from text mining, co-expression 
analyses, neighborhood, gene fusion and co-occurrence (Jensen et al., 2009).

Table 1. Details of protein-protein interaction and pathway databases and its websites

S.No. PPI database Website

1 Database of Interacting Proteins (DIP) http://dip.mbi.ucla.edu/dip/

2 Molecular INTeraction database (MINT) https://mint.bio.uniroma2.it/

3 Human Protein Reference Database (HPRD) http://www.hprd.org/

4 Biological General Repository for Interaction Datasets 
(BioGRID) https://thebiogrid.org/

5 HitPredict http://hintdb.hgc.jp/htp/

6 IntAct https://www.ebi.ac.uk/intact/

7 Kyoto Encyclopedia of Genes and Genomes (KEGG) http://www.genome.jp/kegg/

8 REACTOME https://reactome.org/
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Based on the level of confidence score from IntAct 10% of high priority proteins are selected and 
used as input in STRING version: 10.5 for the network construction. PPIN has to be constructed by 
selecting better confidence score. The network shows more the 1500 proteins with greater interactions. 
The data from STRING is downloaded in tab delimited format and can be further used to visualize and 
analyse the network using Cytoscape 3.6.1

Figure 10. Schematic representation of PPI network construction, visualization and analysis

Table 2. Details of seed or query proteins collected from literature, used to derive interactions

S.No Protein name Uni Prot ID Gene name

1 Fibroblast growth factor 12 P61328 FGF12

2 Vascular cell adhesion protein 1 P19320 VCAM1

3 Plasminogen activator inhibitor 1 P05121 SERPINE1

4 C-C motif chemokine 2 P13500 CCL2

5 Interleukin-8 P10145 CXCL8

6 C-C chemokine receptor type 2 P41597 CCR2

7 Macrophage colony-stimulating factor 1 receptor P07333 CSF1R

8 Granulocyte colony-stimulating factor receptor Q99062 CSF3R

9 Toll-like receptor 2 O60603 TLR2

10 Tumor necrosis factor P01375 TNF
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Figure 11. Screen shot of interactors and interactions derived from IntAct database

Figure 12. PPIN construction using STRING version 10.5 with the value of basic parameters
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Network Visualization

Visualization is very important for the clear understanding of the pathway or PPIN and also simpli-
fies the complexity of the pathway. Network can be visualized using Cytoscape with advanced version 
3.6.1.Cytoscape is an open source software for analysis of protein and gene interactions, data integration 
and generation of network. Cytoscape provides several plugins that can be used for various analyses 
such as gene enrichment, module detection Network can be validated based on closeness centrality, 
betweenness centrality and degree. Network can also be visualized in various forms such as tree layout, 
circular layout and hierarchy layout etc. (Agapito et al., 2013; Saito et al., 2012). Nodes and edges can 
be colored or edited based on the requirement.

Figure 13. Network visualization from Cytoscape depicting Toll-like receptor signaling pathway derived 
using seed proteins. Network is visualized bases on degree layout (highest interacting proteins are rep-
resented in bigger font size)
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Network Analysis

Using Cytoscape several parameters can be easily analyzed using different plugins. PPINs are highly 
complex and difficult to analyze and interpret. Network analysis is performed in the Cytoscape using 
network analyzer. The STRING data is given as input for the analysis. The statistical analysis of PPIN 
constructed in the STRING is as follows.

Figure 14. Network analysis: A) Basic statistical parameters analyzed in the Cytoscape for PPIN con-
structed in STRING; B) Graph represents betweenness centrality vs number of neighbors C) Graph 
represents closeness centrality vs number of neighbors D) Graph represents number of nodes vs degree
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CONCLUSION

The systems biology era has opened up the identification and analysis of larger protein interactions, which 
is not performed so far. The hub proteins are the vital proteins that have highest number of interactions 
which means that, they influence several signaling pathways. These are easily identified with the help 
of PPI networks. This information is nearly a milestone in the biological research, because, most of the 
disease mechanisms are connected with several upstream and downstream signaling. In few instances, 
drug discovery is executed without the prior knowledge of associated proteins of disease target, which 
may play a lethal role in the development of toxicity and hypersensitivity. These kinds of errors can 
be avoided by using the PPI networks, where most of the associated proteins and genes identified and 
analyzed for a stated disease. Experimental methods have limitation in analyzing huge set of proteins. It 
involves longer time, extensive expertise and highly expensive. Computational analysis of PPI network 
may not provide data with 100% accuracy, but gives better clue regarding where to start laboratory 
experiments and also provide the missing interactions. It is feasible for better understanding of disease 
mechanisms using PPINs. Identification of crucial proteins from the network will help in choosing best 
drug targets and further for drug discovery.
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ABSTRACT

Quality by design (QbD) is a systematic, scientific, risk-based approach to product development and 
manufacturing process to consistently deliver the quality product. In this chapter, application, benefits, 
opportunities, regulatory requirements involved in quality by design of pharmaceutical products are 
discussed. In quality by design approach, during development, the developer defines quality target 
product profile (QTPP) and identifies critical quality attributes (CQA). Critical process parameters 
(CPP) of unit operations which impacts critical quality attributes need to be identified to understand 
the impact of critical material attributes (CMA) on quality attributes of the drug product. Quality by 
design approach is defined in ICH guidelines Q8 – Pharmaceutical Development, Q9 – Quality Risk 
Management, Q10 – Pharmaceutical Quality System. This chapter describes the implementation of new 
concepts in quality by design like design of experiments to achieve design space, control strategy to 
consistently manufacture quality product throughout the product lifecycle.

INTRODUCTION

Quality by design is a systematic approach to product and process design, development that begins with 
predefined objectives and emphasizes product and process understanding and process control, based on 
sound science and quality risk management (ICH Q8(R2)).

FDA had provided detailed description to Quality by Design in 2004 via ‘pharmaceutical cGMPs for 
21st century – a risk based approach’

FDA faced issue of increase in number of regulatory variations to registered New Drug Applications 
(NDAs) and Abbreviated New Drug Applications (ANDA’s) in 2007. FDA had observed that, the ap-
plicants had focused more in chemistry section of dossier and least priority provided to manufacturing 
process and product development. Hence, FDA decided that, more controls were required on drug product 
manufacturing process and the qualitative, quantitative composition. In 2005 FDA had insisted the ap-
plicants to submit chemistry manufacturing control (CMC) section with an application of QbD as part 
of New Drug Application and Abbreviated New Drug Application (Patricia Van Arnum et al., 2007).
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IMPORTANCE OF QUALITY BY DESIGN APPROACH

Quality must be built in drug product development as well as during manufacturing process (ICH Q8(R2) 
2017; Robert A. Lionberger, Sau Lawrence Lee, LaiMing Lee, Andre Raw, and Lawrence X. Yu 2008). 
Quality can not be improved by testing finished product or by performing in-process tests. In traditional 
pharmaceutical manufacturing process, the manufacturing process controlled through fixed parameters 
or range with additional in-process testing at different process stages. Whereas Quality by Design ap-
proach defines design space and control strategy to maintain design space to ensure quality of finished 
product (Lan Zhang, Shirui Mao et. al., 2017; Jaiprakash N. Sangshetti Mrinmayee Deshpande Zahid 
Zaheer Devanand B.Shinde Rohidas Arote. et al., 2017). This infers that, QbD approach helps to develop 
quality product through consistent, robust process. The same is depicted in Figure 1.

QbD ultimately helps to implement ICH Q8, Q9 and Q10. ICH released ‘Q8(R2) Pharmaceutical 
Development’ in 2009, ‘Q9 Quality Risk Management’ in 2005 and ‘Q10 Pharmaceutical Quality Sys-
tem Guidelines’ in 2008 (Rathore et. al., 2009). ICH released Q8/Q9/Q10 Questions & Answers (R4) in 
2010 to emphasis details about design space, real-time release testing and control strategy (ICH Q&A 
2010). Now FDA has increased implementation of QbD concepts in drug product development made 
by the applicants from January 2013 (Jaiprakash N. Sangshetti Mrinmayee Deshpande Zahid Zaheer 
Devanand B.Shinde Rohidas Arote. et al., 2017).

ELEMENTS OF QUALITY BY DESIGN IN PHARMACEUTICAL DEVELOPMENT

Various elements of Quality by Design system (Vemuri Pavan Kumar, N. Vishal Gupta 2015; Jaiprakash 
N. Sangshetti Mrinmayee Deshpande Zahid Zaheer Devanand B.Shinde Rohidas Arote. et al., 2017; 
Lawrence X.Yu et. al., 2008) are listed below and the same is shown in Figure 2.

1. 	 QTPP: Identify the Quality Target Product Profile (QTPP) by defining desired drug product 
characteristics.

2. 	 CQA: Identify Critical Quality Attributes (CQA’s).
3. 	 CPP & CMA: Identify Critical Process Parameters (CPP’s) and Critical Material Attributes 

(CMA’s).
4. 	 Risk Assessment: Perform risk assessment by linking CMA’s and CPP’s to CQA’s to assess impact 

of these parameters on QTPP.

Figure 1. Traditional system Vs QbD approach
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5. 	 Control Strategy: Implement control strategy by controlling CMA’s and CPP’s through experi-
mental design.

6. 	 Design Space: Develop and assess design space to achieve finished product with desired QTPP.
7. 	 Continuous Improvement: Continually monitor and improve the manufacturing process throughout 

lifecycle of product to ensure consistent quality of finished product.

IMPLEMENTATION OF QUALITY BY DESIGN IN 
PHARMACEUTICAL DEVELOPMENT

Quality by design approach in Pharmaceutical development implemented by performing detailed as-
sessment of various elements of Quality by Design system as listed below.

Identification of Quality Target Product Profile (QTPP)

Quality Target Product Profile (QTPP) is “a prospective summary of the quality characteristics of a 
drug product that ideally will be achieved to ensure the desired quality of drug product, by considering 
safety and efficacy (ICH Q8(R2); QbD for ANDA’s An example of IR dosage forms & An example for 
MR dosage forms).”

Quality Target Product Profile describes the design criteria for the drug product and hence, provides 
the basis for defining Critical Quality Attributes (CQA’s), Critical Process Parameters (CPP’s), Critical 
Material Attributes (CMA’s) and control strategy (Delasko, J.M., Cocchetto, D.M., Burke. L.B., 2005).

The critical elements derived from the Quality Target Product Profile are assessed during development 
phase, and the Critical Quality Attributes (CQA’s) are identified. For a generic drug product develop-
ment, the Quality Target Product Profile (QTPP) were identified by reviewing the label, Summary of 
Product Characteristics (SPC’s) of reference product as well as by analysis of the reference product for 
quality characteristics like dissolution and other aspects of product quality (ICH Q8 (R2)).

Figure 2. Elements of quality by Design
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Target Product Profile (TPP) of drug product like oral, immediate release, tablet of specific strength, 
specific shelf life in particular container closure system is to ensure labelled use as well as to ensure 
safety and efficacy to patient.

As an example, QTPP for Warfarin 2mg Immediate Release Tablets is defined in Table 1.
Target Product Profile (TPP) can be further explained with an example by taking into consideration 

of one of the element of TPP – dosage strength.
An example of generic product development of Warfarin 2mg immediate release, oral solid tablets 

was considered. In this case, the labelled use is 2mg Warfarin tablets. In case the generic drug product 
is developed with higher dose of 5mg warfarin instead of 2mg Warfarin, that will be a deviation from 
product label. The same will be harmful for the safety of the patient, since the higher dose might exhibit 
toxic effects to the patient. Hence, the TPP element - dosage strength ensures safety and efficacy of 
drug product as labelled.

Quality Target Product Profile (QTPP) of drug product is to ensure safety and efficacy of drug product 
to patients by evaluating and controlling quality characteristics of drug product. Drug product quality 
characteristic parameter – Assay can ensure that, the drug product contains intended content of 2mg of 
Warfarin as mentioned in product label.

Analysing specific batches of drug product for quality characteristics like assay, related substances, 
dissolution, content uniformity etc., ensures the quality of drug product throughout it’s shelf life in spe-
cific container closure system, which ensures safety and efficacy of drug product to patient.

Table 1. Quality Target Product Profile (Vemuri Pavan Kumar, N. Vishal Gupta 2015; ICH Q8(R2); 
QbD for ANDA’s An example of IR dosage forms & An example for MR dosage forms)

QTPP elements Target Justification

Dosage form Tablet Same dosage form as per Pharmaceutical equivalence requirement

Dosage design Immediate release Same dosage design as per Pharmaceutical equivalence requirement

Route administration Oral Same route of administration as per Pharmaceutical equivalence requirement

Dosage strength 2mg Same strength as per Pharmaceutical equivalence requirement

Pharmacokinetics
Immediate release enabling Tmax occur about 1 to 
9 hours after oral administration; Bioequivalent to 
reference product

Bioequivalence requirement to meet rate and extent of in-vivo drug release 
similar to that of reference product to ensure efficacy and safety.

Stability At least 36 months shelf-life at room temperature Equivalent to or better than reference product shelf-life

Drug product quality 
attributes

Physical attributes

Pharmaceutical equivalence requirement: must meet the same compendial or 
other applicable (quality) standards (i.e., identity, assay, purity and quality).

Identification

Dissolution

Content uniformity

Assay

Related substances

Residual solvents

Microbial limits

Container closure 60CC HDPE bottle with 33mm child resistant 
closure and 1g silica gel canister

Needed to achieve the target shelf-life and to ensure tablet integrity during 
shipping

Administration/ 
concurrence with labelling Similar food effect as that of reference product Food affect prothrombin time

Alternative methods of 
administration None None are listed in the reference product label.
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Identification of Critical Quality Attributes (CQA’s)

Critical Quality Attribute (CQA) is a physical, chemical, biological or microbiological property or charac-
teristic that should be within appropriate limit, range or distribution to ensure the desired product quality 
(ICH Q8(R2); QbD for ANDA’s An example of IR dosage forms & An example for MR dosage forms).

During drug product development, list out all applicable quality attributes of drug product. Identify 
the Critical Quality Attribute (CQA) based on severity of harm to the patient safety and efficacy result-
ing from failure to meet that quality attribute.

Critical quality attributes (CQA’s) for an immediate capsule dosage form are assessed as depicted in 
Table 2 (ICH Q8(R2); QbD for ANDA’s An example of IR dosage forms & An example for MR dosage 
forms).

Identification of Critical Process Parameters (CPP’s)

A process parameter whose variability can have a impact on critical quality attribute of drug product 
and hence should be monitored or controlled to ensure that, the process produces the desired quality 
(HuiquanWu, Mobin Tawakkul Maury White Mansoor A.Khan 2009; QbD for ANDA’s An example 
of IR dosage forms).

Identify the drug product CQA (Example: Content uniformity), identify intermediate CQA (Example: 
Blend uniformity) for each process step (Example: Blending process) as applicable. Identify the process 
parameter that may affect the intermediate CQA of process steps.

Consider illustrative example of CPP elements of Blending time, number of revolutions of blender 
in blending process of low dose drug formulation and assess it’s impact on drug product CQA - Content 
Uniformity through intermediate CQA Blend uniformity.

As explained in above example, the Critical Process Parameters – Blending time and number of 
revolutions impacts the intermediate Critical Quality Attributes Blend uniformity and % RSD. Non 
uniform blend will lead to poor Uniformity of dosage unit of finished product, which is threat to patient 
safety and efficacy.

Identification of Critical Material Attributes (CMA’s)

A physical, chemical, biological or microbiological property or characteristic of an input material that 
should be within appropriate limit, range or distribution to ensure the desired quality of drug product 
(QbD for ANDA’s An example of IR dosage forms).

Identify the drug product CQA (Example: Content uniformity), identify intermediate CQA (Example: 
Blend uniformity) for each process step (Example: Blending process) as applicable. Identify the material 
attribute that may affect the intermediate CQA of process steps.

Consider illustrative example of CMA elements – Particle size distribution of drug substance as well 
as blend in low dose drug formulation and assess its impact on drug product CQA Content Uniformity 
through intermediate CQA Blend uniformity.

As mentioned in above example, the Critical Material Attributes – Particle size distribution of drug 
substance as well as Blend affects the intermediate Critical Quality Attribute Blend uniformity and % 
RSD. Non uniform blend will lead to poor Uniformity of dosage unit of finished product, which is threat 
to patient safety and efficacy.
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Table 2. Critical quality attributes (CQA’s) (ICH Q8(R2); QbD for ANDA’s An example of IR dosage 
forms & An example for MR dosage forms)

Drug Product Quality Attributes Target Is This 
Critical? Justification of Criticality

Physical 
attributes

Appearance (color and 
integrity) White opaque hard capsule Yes Integrity (cracking) of the capsule may affect.

Size Size 4 capsule No The size may not affect the safety and efficacy of the product.

Score configuration Not applicable No The formulation is a capsule dosage form so there is no score 
configuration.

Odour No unpleasant odour No

In general, a noticeable odour is not directly linked to safety 
and efficacy, but odour can affect patient acceptability. For this 
product, neither the drug substance nor the excipients have an 
unpleasant odor. No organic solvents will be used in the drug 
product manufacturing process.

Friability Not applicable No The formulation is a capsule dosage form there is no need for 
friability.

Weight variation NMT 10% m/m Yes

Flow of the final blend will influence the weight variation in the 
capsule. The formulation and process variables will influence the 
flow of the blend. Therefore, this CQA will be monitored during 
development.

Identification Positive for drug substance Yes

Though identification is critical for safety and efficacy, this CQA 
can be effectively controlled by the quality management system 
and will be monitored at drug product release. Formulation and 
process variables do not impact identity. Therefore, this CQA will 
not be discussed during formulation and process development. 
However, the CQA remains a target element of the drug product 
profile and should be addressed accordingly.

Assay 95.0% m/m to 105.0% m/m Yes

Assay variability will affect safety and efficacy. Product and 
Process variables may affect the assay of the drug product. 
Thus, assay will be evaluated throughout product and process 
development.

Related substances

Impurity 1 - Not more than 
0.50% m/m 
Impurity 2 - Not more than 
0.50% m/m 
Impurity 3 - Not more than 
0.50% m/m 
*Impurity 4 - Not more than 
1.00% m/m 
*Highest unknown impurity - 
Not more than 0.20% m/m 
Total impurities - Not more than 
1.50% m/m

Yes

Related substances can impact safety and must be controlled 
based on compendia / International Conference on Harmonisation 
(ICH) requirements or Reference product characterization to limit 
patient exposure. The limit for total impurities is also based on 
Reference product characterisation. The target for any unknown 
impurity is set according to the ICH Q3B identification threshold 
for this drug product. Formulation and process variables can 
impact degradation products. Therefore, degradation products will 
be assessed during product and process development.

Water content NMT 7.5% m/m Yes Water content in the formulation might increase the microbial 
growth and affect the safety to the patient.

Dissolution
NLT 80%(Q) at 30 minutes in 
900 mL of 0.1 N HCl with using 
USP apparatus 1 at 100 rpm

Yes

Failure to meet the dissolution specification can impact 
bioavailability. Both formulation and process variables affect the 
dissolution profile. This CQA will be investigated throughout 
formulation and process development.

Residual solvents USP <467> option 1 Yes*

Residual solvents can impact safety. However, no solvent is 
planned to use in drug product manufacturing process and the 
drug product complies with USP <467> Option 1. Therefore, 
formulation and process variables are unlikely to impact this 
CQA.

Content uniformity Ph. Eur. <2.9.40> Yes As the drug load in the formulation is low this CQA is critical.

Microbial limits Meets relevant pharmacopoeia 
criteria (Ph. Eur. 5.1.4) Yes

Non-compliance with microbial limits will impact patient safety. 
In this case, the risk of microbial growth is very high because 
water is utilized for this product. Therefore, this CQA will be 
monitored during development.
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RISK ASSESSMENT AND CONTROL STRATEGY

Risk assessment is commonly used tool in QbD. Other tools include Design of Experiments (DoE) and 
Process Analytical Technology (PAT). Quality risk management is a systematic process for the assess-
ment, control, communication and review of risks to the quality of the drug (medicinal) product across 
the product lifecycle (Patricia Van Arnum 2007; Vemuri Pavan Kumar, N. Vishal Gupta 2015).

CONTROL STRATEGY

Control strategy is determined set of controls derived from current understanding of product and process 
that assures process performance and product quality.

The control strategy are parameters and attributes related to material attributes like drug substance 
and other critical materials like functional materials, manufacturing facility, equipment operating pa-
rameters, in-process and finished product controls / specifications and analytical methods, frequency of 
monitoring and control (Woodcock J, 2004; Yu LX 2008;).

Steps in Risk Assessment

Steps in risk management is outlined in below diagram.

1. 	 Identification of potential sources of hazards using historical data, theoretical analysis, opinions 
etc.,

2. 	 Risk analysis, exposure of risk associated with those hazards
3. 	 Risk evaluation using quantitative or qualitative scale to determine the significance of risk
4. 	 Risk control to reduce and or accept risk to reduce the risk to an acceptable level
5. 	 Risk review by taking into account of new knowledge and experience.

Table 3. Critical Process Parameters assessment

Critical Process Parameters Intermediate CQA Remarks

Lubrication Blending time Number of revolutions of blender Blend uniformity result % RSD of blend uniformity

5 mins 10 RPM / minute 96 to 101% 2.8% Acceptable

5 mins 20 RPM / minute 88 to 112% 5.5% No satisfactory

10 mins 10 RPM / minute 90 to 112% 5.2% No satisfactory

Table 4. Critical Material Attributes assessment

Critical Material Attributes Intermediate CQA Remarks

Particle size distribution of drug 
substance Particle size distribution of blend Blend uniformity result % RSD of blend 

uniformity

D(90) – NMT 50 µm D(90) – NMT 100 µm 97 to 101% 2.0% Acceptable

D(90) – NMT 50 µm D(90) – NMT 500 µm 93 to 110% 4.5% No satisfactory

D(90) – NMT 50 µm D(90) – NMT 850 µm 88 to 112% 5.5% No satisfactory

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



228

Quality by Design in Pharmaceutical Formulation
﻿

ICH Q9 provides a non-exhaustive list of 9 common risk management tools as follows: (1) Basic 
risk management facilitation methods (Ishikawa fishbone diagram, flowcharts, check sheets, etc.); (2) 
Fault tree analysis; (3) Risk ranking and filtering; (4) Preliminary hazard analysis; (5) Hazard analysis 
and critical control points; (6) Failure mode and effects analysis (FMEA); (7) Failure mode, effects, and 
criticality analysis (FMECA); (8) Hazard operability analysis; (9) Supporting statistical tools (European 
Medicines Agency ICH guideline Q9 on Quality risk management, Sep 2015).

Among the tools listed above, Ishikawa fishbone diagram and FMEA are widely used approaches 
for risk assessment, either separately or in combination.

The FMEA method can be used to perform the quantitative risk assessment, identifying the CQAs that 
have the greatest chance of causing product failure. The outcome of an FMEA are risk priority numbers 
(RPN) for each combination of failure mode severity, occurrence probability, and likelihood of detection. 
Where Occurrence probability (O), Severity (S), and Detectability (D) are all expressed with scale 1–10.

Alternatively, qualitative risk assessment shall be performed by categorising the risk into broad cat-
egories of low risk, medium risk and high risk with different colour codes as explained below.

As per ICH Q9 Quality Risk Management, it is not mandatory to perform formal risk management 
process. Internal practice of risk management process is also acceptable.

At initial stage of product development, initial Quality Risk evaluation is performed based on sci-
entific knowledge with a rationale to ensure patient safety. Once the risk is identified, a formal risk 
analysis and risk evaluation performed and the risk output results are reviewed to reduce the risk level 
to acceptable range.

Figure 3. Quality Risk Management Process
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Risk Assessment and Control Strategy for Critical Material Attributes

Risk assessment to identify Critical Material Attributes is explained below by considering an example 
of drug product formulation.

Qualitative composition of drug product composition with the assumption that, the drug substance 
is of BCS class IV category with dose of 5mg in formulation. The grade and functionality details of 
materials are explained in below Table 6. Further risk assessment to identify the critical Material At-
tribute is explained in Table 7 followed by detailed of risk assessment evaluation.

Table 5. Qualitative Risk categories system

Risk Category Definition of Risk Category

Low (Green) Broadly acceptable risk. No further investigation required

Medium (Yellow) Risk is acceptable. Further investigation may be needed in order to reduce the risk

High (Red) Risk is unacceptable. Further investigation is needed to reduce the risk

Table 6. Qualitative composition of a formulation

Material Name Grade Functionality

Drug substance D(90) – NMT 50 µm Active Pharmaceutical ingredient

Microcrystalline Cellulose Avicel PH 102 Diluent

Crospovidone Polyplasdone XL 10 Super disintegrant

Sodium starch glycollate Type A Disintegrant

Colloidal silicon dioxide Aerosil 200 Glidant

Magnesium stearate Specific surface area of NMT 15m2/gm Lubricant

Detailed risk assessment of Critical Material Attribute and control strategy to mitigate the risk are discussed in detail in this section.

Table 7. Risk assessment to identify Critical Material Attributes (CMA’s)

Critical quality 
attributes

Drug substance 
particle size

Micro crystalline 
cellulose grade

Crospovidone 
grade

Crospovidone 
level

Sodium starch 
glycolate levels

Colloidal silicon 
dioxide levels

Magnesium 
stearate levels

Physical attributes Low Low Low Low Low Low High

Stability Low Low Low Low Low Low Low

Disintegration time Low Low High High High Low High

Dissolution High Low High High High Low High

Assay Medium Low Medium Medium Low High Low

Blend uniformity Medium Low Medium Medium Low High Low

Related substances Low Low Low Low Low Low Low
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Risk Assessment and Control Strategy for CMA: Drug 
Substance Particle Size Distribution (PSD)

Since, the drug substance is assumed as BCS class IV molecule with low solubility, finer particle size 
distribution of drug substance will have higher solubility, which in turn will have significant impact 
on dissolution of drug product. Hence, quality characteristic parameter of drug product – dissolution is 
considered as high risk and is identified as Critical Quality Attribute.

The proportion of over sized, under sized particles in drug substance will impact homogeneity of drug 
substance in the blend. Hence, quality characteristic of drug product like Assay and Blend uniformity 
are considered under medium risk.

During drug product development, different particle size distribution of drug substance will be 
evaluated to identify suitable particle size distribution of drug substance which will ensure desired dis-
solution of drug product consistently. Suitable screen size during sizing of dried granules to achieve 
desired particle size distribution of blend and the blending process with optimum blending time and 
number of revolutions will be evaluated during development to derive appropriate control. Based on 
these assessments, control strategy of three tier particle size distribution of drug substance as D(10), 
D(50) and D(90) with specification limit and blending time and number of revolutions of blender per 
minute for a specific blender size and occupancy of blend will be established and these parameters will 
be kept as control strategy.

Risk Assessment and Control Strategy for CMA: Grade, Level Disintegrants

Since, the drug substance is assumed as BCS class IV molecule with low solubility, the proportion of 
super disintegrant and disintegrant will impact disintegration time as well as in-vitro dissolution rate of 
drug product. The super disintegrant – crospovidone available in different grades as XL, XL10, Ultra, 
Ultra 10 with varying in particle size distribution and peroxide content.

By considering suitability of particle size distribution of input materials as well as by considering 
screen size for sizing of dried granules, suitable grade of super disintegrant and appropriate level of 
super disintegrant and disintegrant will be assessed during development. Suitable grade will be finalised 
accordingly. The CPP’s, Blending time, blender speed and screen size for sizing of granules etc., will 
be optimised during development.

Table 8. Control strategy for CMA – Particle size distribution of drug substance

CQA CMA Control Strategy

Dissolution

• Particle size 
distribution of 
drug substance

• Three tier particle size distribution of drug substance with defined specification limit as 
D(10), D(50) and D(90) 
• Optimised Blending time and RPM of blender for specific size of blender and occupancy 
of blend. Whenever there is change in batch size or equipments these parameters will be re-
assessed and optimised accordingly. 
• Defined screen size to size dried granules as established during development will be fixed.

Blend uniformity

Blend Assay

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



231

Quality by Design in Pharmaceutical Formulation
﻿

Risk Assessment and Control Strategy for CMA: Level of Glidant

The Glidant improves flowability of the blend. Inappropriate level of glidant will lead to poor flowability 
of blend, which might lead to poor assay, content uniformity of drug product.

During drug product development, appropriate level of Glidant will be evaluated and optimised.

Risk Assessment and Control Strategy for CMA: Level of Lubricant

Lubricants are hydrophobic in nature and imports hydrophobicity to the blend. Hence lubricant decreases 
the wettability of blend which retards the solubility of drug substance. This will delay the disintegration, 
in-vitro dissolution of drug product. Higher, the proportion of lubricant than that of optimum level will 
increase the disintegration time, delay the in-vitro dissolution and will lead to soft tablets.

During development, different levels of lubricant will be assessed and optimum quantity will be 
finalised based on comparative in-vitro dissolution of drug product with that of reference product.

Risk Assessment and Control Strategy for Critical Process Parameters

Risk assessment to identify Critical Process Parameters is explained below by considering an example 
of immediate release, uncoated, tablet formulation with 5mg dose, of BCS class IV drug substance made 
by High shear aqueous wet granulation process. Detailed risk assessment of Critical Process Parameter 
and control strategy to mitigate the risk are discussed below in detail.

Table 9. Control strategy for CMA – Grade, level of Disintegrants

CQA CMA Control Strategy

Disintegration time
• Grade of super 
disintegrant 
• Level of super dsintegrant 
• Level of disintegrant

• Grade of super disintegrant with specification limit for particle size distribution. 
• Optimised Blending time and RPM of blender for specific size of blender and occupancy of 
blend. Whenever there is change in batch size or equipments these parameters will be re-assessed 
and optimised accordingly. 
• Defined screen size to size granules as established during development will be fixed.

Dissolution

Blend uniformity

Blend Assay

Table 10. Control strategy for CMA – level of Glidant

CQA CMA Control Strategy

Blend uniformity • Level 
of 
Glidant

• Level of Glidant defined in quantitative composition of formulation. 
• Optimised Blending time and RPM of blender for specific size of blender and occupancy of blend. Whenever there is 
change in batch size or equipments these parameters will be re-assessed and optimised accordingly. 
• Defined screen size to size granules as established during development will be fixed.

Blend Assay

Table 11. Control strategy for CMA – level of Lubricant

CQA CMA Control Strategy

Physical attributes
• Level 
of 
lubricant

• Level of Lubricant defined in quantitative composition. 
• Optimised Blending time and RPM of blender for specific size of blender and occupancy of blend. Whenever there 
is change in batch size or equipments these parameters will be re-assessed and optimised accordingly. 
• Defined screen size to size granules as established during development will be fixed.

Disintegration time

Dissolution
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Risk Assessment and Control Strategy for CPP: 
Dry Mixing Process Parameters

Occupancy of dry mix materials in Rapid Mixer Granulator, Impeller Chopper speed of Rapid Mixer 
Granulator during dry mixing and dry mixing time are the key parameters of dry mixing process.

Based on binder quantity to be added, change in bulk density of wet mass during granulation process, 
in general, Pharmaceutical industries follows 30 to 75% occupancy of the Rapid Mixer granulator. Un-
der occupancy might lead to turbulent mixing and higher occupancy might lead to poor mixing. Hence 
optimum occupancy to be finalised by considering bulk density of material, validated capacity range 
established for the equipment.

In general, Chopper is not preferred during dry mixing, until unless it is specifically required for a 
product.

Table 12. Process Steps of a formulation

Process Steps Key Process Parameters Quality characteristic of drug product

Input materials Screening Screen size Physical appearance of blend

Dry mixing Dry mixing time & Speed Blend uniformity

Binder preparation Homogeneity of binder 
Binder quantity Physical appearance of binder

Wet granulation Binder addition time 
Granulation time Physical appearance of wet mass

Drying Drying time 
Drying temperature Loss on drying of granules

Sizing Screen size Physical appearance of sized granules

Blending Blend occupancy 
Blender speed & time Blend uniformity

Compression Compression force 
Speed of compression

Tablet Disintegration time 
Tablet Dissolution

Table 13. Risk assessment to identify Critical Process Parameters (CPP’s)

Critical quality attributes
Dry mixing 

process 
parameters

Wet granulation 
process 

parameters

Drying 
process 

parameters

Sizing process 
parameters

Blending 
process 

parameters

Compression 
Process 

parameters

Physical attributes Low Low High Medium Low High

Stability Low Low High Low Low Low

Disintegration time Low High High High Low High

Dissolution Low High High High Low High

Assay Low Low Medium High High Low

Blend uniformity High Low Medium High High N/A

Uniformity of dosage units N/A N/A N/A N/A N/A High

Related substances Low Low High Low Low Low
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Lower, Higher speed and time of impeller might lead to under mixing or over mixing of drug sub-
stance in the dry mix. Hence, mixing time, mixing speed, requirement of chopper etc., will be optimised 
during development and the optimum parameters will be defined in manufacturing process accordingly.

Based on optimisation of dry mixing process during drug product development, the critical process 
parameters like dry mixing time, impeller speed etc., will be finalised to achieve safe and efficient product 
manufactured consistently through valid manufacturing process. The control strategy will minimise the 
risk of non homogeneity of blend by achieving CQA – Blend uniformity.

Risk Assessment and Control Strategy for CPP: 
Wet Granulation Process Parameters

Quantity of Binder, Binder addition time, Impeller and chopper speed during binder addition and knead-
ing, kneading time after binder addition are the key process parameters of wet granulation process (Defne 
K.T. et al., 2013).

The above mentioned wet granulation process parameters will impact strength of granules, particle 
size distribution of granules etc., This will affect hardness of tablets, disintegration time and dissolution 
etc., during compression.

Based on optimisation of wet granulation process during drug product development, the critical 
process parameters like binder addition time, kneading time, impeller and chopper speed during binder 
addition and granulation etc., will be finalised to achieve safe and efficient product manufactured con-
sistently through valid manufacturing process. The control strategy will ensure to achieve desired CQA’s 
disintegration time, dissolution etc.,

Risk Assessment and Control Strategy for CPP: Drying Process Parameters

Product temperature, drying time, fluidisation air flow during drying, loss on drying of granules are the 
key parameters of drying process.

If the drug substance is sensitive to temperature, then drying of granules at higher temperature might 
lead to increase in degradation product. Drying at lower temperature might lead to improper drying, 

Table 14. Control strategy for CPP – Dry mixing Process Parameters

CPP CQA Control Strategy

• Dry mixing time 
• Impeller speed • Blend uniformity • Optimised impeller speed for dry mixing 

• Optimised dry mixing time

Table 15. Control strategy for CPP – Wet granulation Process Parameters

CPP CQA Control Strategy

• Binder quantity 
• Binder addition time 
• Impeller & chopper speed during binder addition 
• Kneading time 
• Impeller & chopper speed during kneading

• Tablet Disintegration time 
• Tablet dissolution

• Optimised binder quantity 
• Optimised impeller, chopper speed for binder 
addition and kneading. 
• Optimised binder addition time and kneading 
time
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which will affect the quality parameters like tablet appearance (sticking, picking), increase in degradation 
products etc., during release / stability. Improper air flow during drying will lead to erratic fluidisation 
of granules, which might lead to non uniform drying or more fines generation, which will affect the 
appearance of tablet surface etc.,

Based on optimisation of drying process during drug product development, the critical process 
parameters like product temperature for drying, loss on drying of granules, drying time etc., will be 
finalised to achieve safe and efficient product manufactured consistently through valid manufacturing 
process. The control strategy will ensure to achieve the CQA’s like related substances, stability, physical 
appearance etc.,

Risk Assessment and Control Strategy for CPP: Sizing Process Parameters

Sizing screen size, mill type, mill speed, sizing sieve size are the key parameters of sizing process.
If the dried granules were found hard, then it is preferred to use mills with knives like multi mill. If 

less fines are required, it is preferred to use knives forward and slow speed of mill etc., The screen size for 
milling to be selected to ensure that, the screened granules passes through sifting sieves. If the granules 
found to be more coarser, that might lead to rough surface of tablet, lower hardness, faster disintegration 
time and increased dissolution release rate.

Based on optimisation of sizing process during drug product development, the critical process pa-
rameters like milling screen size, mill speed, knife direction etc., will be finalised to achieve safe and 
efficient product manufactured consistently through valid manufacturing process. The control strategy 
will ensure to achieve desired CQA’s - disintegration time, dissolution, assay, blend uniformity etc.,

Risk Assessment and Control Strategy for CPP: Blending Process Parameters

Blender type, Occupancy of blender, revolutions per minute of blender, blending time are the key pa-
rameters of blending process.

By considering blend characteristics and available infrastructure, the blender type will be finalised. 
Based on validated capacity of blender and batch size requirement of product, the blender occupancy will 
be finalised. The blending time and speed of blender will be optimised during development. In general, 
higher the capacity of blender will have low revolutions per minute. Lower the capacity of blender will 
have higher revolutions per minute. The blending time will be evaluated and optimised accordingly.

Lower or higher blending time and speed than that of optimum blending time and speed will lead to 
under mixing or over mixing of blend which will lead to non uniform blend. The same can evaluated 
and optimised through quality characteristic of drug product – Blend uniformity.

Table 16. Control strategy for CPP – Drying Process Parameters

CPP CQA Control Strategy

• Product temperature during drying. 
• Fluidisation airflow during drying. 
• Loss on drying of granules.

• Physical appearance of tablet 
• Stability 
• Related substances

• Optimised product temperature for drying 
• Optimised fluidisation airflow for drying 
• Optimised Loss on drying of granules
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Based on optimisation of blending process during drug product development, the critical process 
parameters like blending time, blender speed etc., will be finalised to achieve safe and efficient product 
manufactured consistently through valid manufacturing process. The control strategy will ensure to 
achieve desired CQA’s – Blend Assay and Blend Uniformity etc.

Risk Assessment and Control Strategy for CPP: 
Compression Process Parameters

Compression force, Compression machine speed, force feeder speed are some of the key parameters of 
compression process.

Higher the compression force will lead to harder tablets which will increase disintegration time and 
will delay dissolution. Similarly lower compression will yield soft tablets which affects physical attributes 
of tablets. Force feeder speed to be optimised to synchronise to that of compression machine speed to 
avoid blend segregation during compression, which in turn will impact drug product CQA – Uniformity 
of dosage units.

Based on optimisation of compression process during drug product development, the critical process 
parameters like compression machine force, speed of compression machine and force feeder etc., will be 
finalised to achieve safe and efficient product manufactured consistently through valid manufacturing 
process. The control strategy will ensure to achieve desired CQA’s – physical attributes, disintegration 
time, dissolution and uniformity of dosage units etc.,

DESIGN SPACE

Design space is a multidimensional combination and interaction of input variables (material attributes) 
and process parameters that have been demonstrated to provide assurance of quality. As per ICH Q8, 
design space is defined as “the established range of process parameters that has been demonstrated to 
provide assurance of quality”. DOE helps to identify unclassified parameters. Efforts, experimentations 
are to be performed to remove non critical unclassified parameters out of design space. Critical unclassi-

Table 17. Control strategy for CPP – Sizing Process Parameters

CPP CQA Control Strategy

• Sizing screen size 
• Milling speed 
• Knives direction during milling

• Physical appearance of tablet 
• Blend uniformity 
• Blend assay 
• Tablet hardness, Disintegration time, 
Dissolution

• Optimised screen size 
• Optimised mill speed 
• Optimised knife direction

Table 18. Control strategy for CPP – Blending Process Parameters

CPP CQA Control Strategy

• Blending time 
• Revolutions per minute of blender

• Blend uniformity 
• Blend assay

• Optimised blending time 
• Optimised blender speed

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



236

Quality by Design in Pharmaceutical Formulation
﻿

fied parameters are identified to establish design space (Hlinak A. J., Kuriyan K., Morris K. R., Reklaitis 
G. W., Basu P. K. 2006; Naseem A.C., et al., 2012).

Methods for determination of design space:

1. 	 Mechanistic approach
2. 	 Non mechanistic – Empirical approach
3. 	 Scale up interpretations
4. 	 Risk analysis to determine significance of effects

CONTINUOUS IMPROVEMENT OF PRODUCT

Continuous improvement of product is implemented by trouble shooting and implementing corrective 
and preventive actions. Continuous improvement of product is established through input materials like 
CAPA, deviations, manufacturing experience, customer complains, material variabilities etc., (Lan 
Zhang, Shirui Mao et. al., 2017)

Validated process and approved facility helps to design and improve product quality.

Table 19. Control strategy for CPP – Blending Process Parameters

CPP CQA Control Strategy

• Compression machine speed Vs force feeder 
speed 
• Compression force

• Physical attribute 
• Disintegration time 
• Dissolution 
• Uniformity of dosage units

• Optimised compression machine speed 
and force feeder speed 
• Optimum compression force.

Figure 4. Design space
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CONCLUSION

Quality by design assures quality of drug product through improved product and process design, risk as-
sessment, monitoring, tracking of product and process, cost saving and more efficient quality of product. 
Assessment of tools like Quality Target Product Profile (QTPP), Critical Quality Attributes (CQA’s), 
Critical Material Attributes (CMA’s), Critical Process Parameters (CPP’s), establishing design space 
etc., helps to develop a quality product. Continuous improvement of product helps to further improve 
quality of drug product.
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ABSTRACT

Next-generation sequencing or massively parallel sequencing describe DNA sequencing, RNA sequenc-
ing, or methylation sequencing, which shows its great impact on the life sciences. The recent advances 
of these parallel sequencing for the generation of huge amounts of data in a very short period of time 
as well as reducing the computing cost for the same. It plays a major role in the gene expression profil-
ing, chromosome counting, finding out the epigenetic changes, and enabling the future of personalized 
medicine. Here the authors describe the NGS technologies and its application as well as applying dif-
ferent tools such as TopHat, Bowtie, Cufflinks, Cuffmerge, Cuffdiff for analyzing the high throughput 
RNA sequencing (RNA-Seq) data.

INTRODUCTION

The human genome contains too much complexity and diversity and shows its effects on health and 
diseases. The journey started with the discovery of the structure of DNA. A large number of innovations 
in reagents and the development in the instrumentation supported the Human Genome Project initiative 
(Mardis, 2013; Watson & Crick, 1953). The Human genome project completion shown a need for more 
advanced technologies for giving the answer of complex biological questions because of the high cost 
and limited throughput barriers. First high-throughput sequencing platform released in the mid-2000s 
and dropped the cost of human genome sequencing since the human genome project and lead to the 
next generation sequencing. Over the past decade, next generation sequencing continued to evolve. It 
showed advances in the read length and reducing the cost of sequencing. The next generation sequencing 
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technologies are more advanced than the previous technologies such as DNA microarray, NanoString, 
qPCR and Optical mapping. The DNA microarrays are used to identify common polymorphisms related 
to diseases, including cancer, cardiovascular disease and genome-wide association study (DeRisi et al., 
1996; Jia et al., 2010; Keating et al., 2008; Rhodes et al., 2004; Welter et al., 2013).

Different Types of NGS Technologies

There are different Next generation sequencing are available, some of the main sequencing technologies 
were explained below such as

1. 	 Illumina sequencing
2. 	 Roche 454 sequencing
3. 	 Ion PGM from Ion Torrent sequencing

Illumina Sequecning

Solexa released the Genome analyzer in 2006 and later in 2007, it was purchased by Illumina. It adopts 
the technology of, sequencing by synthesis (Mardis, 2008).

It has a few steps for the sequencing

•	 The input samples cleaved into short sections. The length of the sections depends on the sequenc-
ing machinery used.

•	 In Illumina sequencing 100 to 150bp reads are used for the sequencing. Fragments are ligated with 
generic adaptors and annealed to a slide using the adaptors.

•	 The PCR is used to amplify each read and creating a spot with so many copies of the same read 
and then separated into single strands to be sequenced.

•	 The Sequencing slide is filled with nucleotides and DNA polymerase. These all the nucleotides 
are fluorescently labelled and also have a terminator for adding one base at a time.

•	 An image is taken of the slide, At each read site, there will be a fluorescent signal which indicates 
the base that has been added.

•	 The slide goes for the next cycle, the process is repeated, at a time only one nucleotide added and 
imaging in between.

•	 Computers detect the base at each site in each image and construct a sequence.
•	 The overall Illumina sequencing technique was shown in Figure 1.

Roche 454 Sequencing

Roche 454 was the first successful next generation system which was commercially used. It uses a py-
rosequencing technology (Goodwin et al., 2016; Liu et al., 2012b; Margulies et al., 2005).

Few steps of the sequencing

•	 DNA or RNA is fragmented up to 1kb.
•	 The library DNAs with generic adaptors are added to the ends and annealed to beads.
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•	 The fragments were amplified by emulsion PCR using adaptor specific primers.
•	 The single well of the slide contains each bead, covered in many PCR copies of a single sequence. 

The well is also being full of DNA polymers as well as sequencing buffers.
•	 The slide is filled with one of the NTP species among four species. If the single base repeats, after 

that more will be added.
•	 Every time addition of each nucleotide generates visible light.
•	 Each cycle the different number of bases will be added and the sequencing determined 

computationally.
•	 The overall Roche 454 sequencing technique was shown in Figure 2.

Ion PGM From Ion Torrent Sequencing

Ion Torrent released Ion PGM at the end of 2010. It uses semiconductor sequencing technology (Flus-
berg et al., 2010).

Few steps of the sequencing

•	 The input DNA or RNA is fragmented.
•	 Adaptors are added, molecules are amplified on the bead by emulsion PCR.
•	 Addition of a DNTP to DNA polymer releases an H+ ion.
•	 The changes in PH are detected, PH change is used to determine the number of bases were added 

with each cycle.
•	 The overall Ion Torrent sequencing technique was shown in Figure 3.

Figure 1. Illumina sequencing technology
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NEXT GENERATION SEQUENCING DATA 
ANALYSIS (TOOLS AND TECHNIQUES)

RNA-Seq has become the most accepted technique of the next generation sequencing, used for gene 
expression analysis, which can estimate the nature and the quantity of expressing mRNAs by sequencing 
a complete transcriptome. RNA-Seq detect as well as quantify the expression profile for a large number 

Figure 2. Roche 454 sequencing technology

Figure 3. Ion Torrent sequencing technology
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of genes in specific pathological and physiological condition for understanding the biological process 
and its regulation (Conesa et al., 2016; Kukurba & Montgomery, 2015; Lea et al., 2011).

Several pipelines and tools were investigated for RNA-Seq data analysis.

1. 	 NGSQC toolkit
2. 	 Bowtie
3. 	 TopHat
4. 	 Cufflinks
5. 	 Cuffmerge
6. 	 Cuffdiff
7. 	 R language

NGSQC Toolkit

Next generation sequencing generates a large amount of data so there is need an efficient and fast process-
ing tool for quality control for meaningful downstream analysis of sequencing data. NGSQC toolkit is 
a standalone and open source application for quality check and filtering of high quality data. It is freely 
available and very user friendly application. A variety of additional tools has been incorporated in this 
toolkit such as QC (sequence format converter and trimming tools) and analysis (statistical tools) for 
Roche 454 and Illumina platforms generated data. This tool allows to filter out Low quality data and 
increase the overall quality of the dataset (Patel & Jain, 2012).

NGSQC Toolkit Applications

•	 Quality control: IllQC (Illumina data), 454QC (Roche 454 data).
•	 Trimming: Trimming Reads, HomoPloymer Trimming.
•	 Format Conversion: Fatsq to 454, Fastq to Fasta, SangerFastq to Illu Fastq, Solexa Fastq to 

IlluFastq.
•	 Statistics: Average Quality, N50Stat.

Bowtie

After checking the quality of the NGS submitted data, there is another step to detect the novel splicing 
events. So a spliced aligner is needed to map reads to the genome, across the introns. Bowtie package 
enables memory efficient and an ultrafast alignment of large sets of sequencing reads to a reference 
sequence. The Bowtie packages contain tools for building reference genome indexes for aligning short 
reads using an index. It uses FM index to align reads at a rate of tens of millions per CPU hour (Lang-
mead, 2010).

TopHat

TopHat is a fast splice junction mapper for RNA-Seq reads. It aligns RNA-Seq reads to reference genome 
using the Ultra high-throughput short read aligner Bowtie and analyzes the mapping results to identify 
splice junctions between exons (Trapnell et al., 2009).
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Cufflinks

Cufflinks assembles individual transcripts from RNA-Seq reads that have been aligned to the reference 
genome. After this assembly phase, Cufflinks quantifies the expression level of each tranfrag in the 
sample which filtered out the background or artificial tranfrags (Ghosh & Chan, 2016).

Cuffmerge

Cuffmerge is a meta-assembler. It treats the assembled transfrags the way cufflinks treats reads, merg-
ing them together parsimoniously. It can integrate the reference transcript into the merged assembly 
and produce a single annotation file for use in downstream differential analysis (Trapnell et al., 2012).

Cuffdiff

Cuffdiff calculates an expression in two or more samples and tests the statistical significance of each 
observed change in expression between them (Trapnell et al., 2012).

R Language

R is a language for statistical computing and graphs. It provides a wide number of statistics such as 
linear and nonlinear modelling, time-series analysis, classical statistical tests, classification, clustering 
and graphical techniques. It is a free software (“R Language,”).

RNA-SEQ ANALYSIS WORKFLOW

The next generation sequencing (RNA-Seq) data is very huge and for analyzing the sequencing data, 
different algorithms and computational tools were developed for read mapping, transcript reconstruc-
tion and expression quantification (Garber et al., 2011; Mortazavi et al., 2008). The RNA-Seq data 
analysis pipeline was shown in Figure 4. The different software and tools were used for analyzing the 
gene expression data. TopHat is a software tool which uses the Bowtie tool for aligning the reads to the 
reference genome for finding out the transcript splice sites. The Tophat and the Bowtie is freely available 
tools (Trapnell et al., 2009). After using the TopHat and bowtie the further analysis has been done using 
Cufflinks software suit. In which the mapped reads counting was performed using cufflinks, cuffmerge 
was used to merge the separate assembled transcript into cohesive set and in the last step, the Cuffdiff 
was used to find out the differential expressed transcript. R language and CuumeRbund are statistical 
analysis tools utilized for the heat map generation of the differential expression data (Trapnell et al., 
2012; Trapnell et al., 2010).

Therefore Next generation sequencing is very vital techniques for differential gene expression analy-
sis. In this chapter, we describe that these techniques are very crucial for finding out the Up-regulated, 
Down-regulated genes of the kidney tumor and the gene enrichment analysis was also being done for 
the same. The RNA-Seq data analysis workflow was illustrated in Figure 4.
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BACKGROUND AND MAIN FOCUS

We planned a step by step pipeline for searching out the up-regulated and down-regulated gene for further 
analysis and the further analysis goes for gene enrichment.

RNA-Seq Data Retrieval

The RNA-Seq raw data were retrieved from the SRA (Sequence Read Archive) which is under the NCBI 
(National Center for Biotechnology Information) http://www.ncbi.nlm.nih.gov/sra.

We have retrieved four sample runs

Normal 1 SRR2064424
Normal 2 SRR2064425
Tumor 1 SRR2064426
Tumor 2 SRR2064427

The Fastq file of the samples were downloaded using the accession number which were entered in 
the ebi site http://www.ebi.ac.uk/ena/data/view/ and clicked on the Fastq file. After clicking it download 
the Fastq file from the FTP site.

Figure 4. RNA-Seq data analysis workflow
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Normal 1 SRX1059892
Normal 2 SRX1059893
Normal 3 SRX1059894
Normal 4 SRX1059895

Normal 1 Sample

ftp://ftp.sra.ebi.ac.uk/vol1/fastq/SRR206/004/SRR2064424/SRR2064424.fastq.gz

Normal 2 Sample

ftp://ftp.sra.ebi.ac.uk/vol1/fastq/SRR206/005/SRR2064425/SRR2064425.fastq.gz

Tumor 1 Sample

ftp://ftp.sra.ebi.ac.uk/vol1/fastq/SRR206/006/SRR2064426/SRR2064426.fastq.gz

Tumor 2 Sample

ftp://ftp.sra.ebi.ac.uk/vol1/fastq/SRR206/007/SRR2064427/SRR2064427.fastq.gz

Raw Sample Quality Analysis/ Adapter Trimming/ Quality Trimming

The generated huge amount of data using the next generation technology contain numerous sequence 
artifact, contain read error, primer and poor quality reads as well as adapter contaminations. Therefore, 
checking the quality of the raw data, adapter trimming and the quality trimming is needed for extracting 
the meaningful information. For this purpose NGSQC toolkit was used which is an open source and 
standalone application available at http://www.nipgr.res.in/ngsqctoolkit.html. It contains different tools 
such as QC tools, trimming tools, format converter tools and the statistical tools for performing next 
generation sequencing data analysis.

NGSQC toolkit was used for quality checking and filtering the raw sequencing data which has been 
generated using Illumina technology (Patel & Jain, 2012).

Retrieval of the Reference Genome, Preparing 
Genome File and Mapping the Reads

The reference genome was downloaded form UCSC genome browser like first of all open the UCSC 
genome browser, then go to the download link, then genome data, human, The full data set and then 
click on the link

The link presented here for the human genome
(hg38.fa.gz)
(http://hgdownload.soe.ucsc.edu/goldenPath/hg38/bigZips/)
Like that .GTF file was also downloaded using the UCSC site.
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The read mapping was done using Bowtie and TopHat, Tophat was used for aligning the processed 
sequence reads to the reference human genome, with this purpose it uses Bowtie for the indexing (Lang-
mead & Salzberg, 2012; Li et al., 2009; Trapnell et al., 2009).

Bowtie perform the indexing and prepare the genome.fa file for the TopHat program for performing 
the alignment process.

Source of the Bowtie Program: http://bowtie-bio.sourceforge.net/index.shtml
Source of the TopHat Program: http://ccb.jhu.edu/software/tophat/index.shtml

Cufflinks/Cuffmerge/Cuffdiff Read Counting

The cufflink program was used for counting of the mapped reads and Cuffmerge program was used for 
merging the separate assembled transcript into a organized set and finally the differentially expressed 
transcript were identified using Cuffdiff program (Trapnell et al., 2012).

The Source of the Cufflink Program: http://cole-trapnell-lab.github.io/cufflinks/

Heat Map Generating Using the R Language and CummeRbund
The R language was used to generate the Heat map of the differentially expressed genes.

EXPERIMENTAL RESULT AND DISCUSSION

Quality Analysis of the Raw Data and Filtering

The kidney tumor raw data samples Normal 1, Normal 2, Tumor 1 and Tumor 2 were retrieved from 
NCBI SRA search and further downloaded form ebi site http://www.ebi.ac.uk/ena/data/view/

The NGSQC toolkit was used for checking the quality of the raw data, adapter trimming as well as 
quality trimming. The Perl script was used for running the NGSQC program through command prompt. 
The final quality checked and trimmed data with statistical analysis was found. The overall quality of 
the samples were presented in Figure 5.

The statistics for quality check and filtered data were generated in the text files and graphs. It repre-
sents the quality score at each base position as well as average quality distribution, base composition, 
GC content, input and filtered reads and showed the quality control analysis summary in the form of a 
pie chart. The overall analysis result was illustrated in Figure 5.

Normal vs. Tumor Sample: Differential Gene Expression Analysis

After performing all the quality checking and trimming, filtering, merging using Bowtie, Tophat, cuf-
flink, cuffmerge and cuffdiff.

The final Cuffdiff result file was opened into the excel sheet and the p-value has been kept <0.05 
for finding out the significant genes and fold change is kept > 0.8 for upregulated genes and < -0.8 for 
down regulated genes.
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Gene Ontology and Gene Enrichment Analysis

Gene set enrichment analysis is a method to identify the classes of protein and genes that are over-
represented in a huge set of genes or proteins and also may have the relation with disease phenotypes. 
After getting the result the cutoff was decided and further analysis was performed using DAVID (The 
database for annotation, visualization and integrated discovery) database and other source database. We 
have found the total number of genes are 26, 840 then further filtering was done and got 1,692 unique 
genes. The up-regulated genes were 742 and the down regulated genes were 764 has been recognized 
with full annotations. The gene enrichment analysis better describes the gene’s association with biologi-
cal process, cellular components and the molecular function. Talking about the Tumor 1 vs. Normal 

Figure 5. Quality analysis of the raw sequencing data of RNA-Seq using the NGSQC toolkit. Showing 
the average quality score at each base position, base position, average quality distribution and the sum-
mary of quality control analysis of the sample (a) Normal 1, (b) Normal 2, (c) Tumor 1, (d) Tumor 2

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



250

The Next Generation Sequencing Techniques and Application
﻿

up-regulated genes, the enrichment analysis shows that the lots of genes involve in regulation of tran-
scription, the cellular components are intrinsic to membrane and the molecular functions of the huge 
number of genes are ATP binding as well as Tumor 1 vs. Normal down-regulated genes, the enrichment 
analysis shows that a lot of genes involve in the regulation of transcription, The cellular components are 
intracellular non-membrane bounded organelle and the molecular function is related to ion-binding. The 
similar enrichment analysis was also being done for the Tumor 2 vs. Normal up-regulated genes, the 
enrichment analysis shows a huge number of genes involved in regulation of transcription, the cellular 
components are intrinsic to membrane and the molecular function is ion binding likewise the Tumor 2 vs. 
Normal down-regulated gene enrichment suggest that the huge number of genes involved in regulation 
of transcription, the cellular component is an intracellular non-membrane-bounded organelle and the 
molecular functions are ion-binding. The overall Results are presented in Table 1 and Figures 6, 7, 8 and 9.

Cluster Analysis by Heat Map

The differential expressed genes cluster was plotted by using R statistical language. The R code was run 
on the fold change value, the differential expressed genes plot of Tumor 1 vs. Normal and Tumor 2 vs. 
Normal is almost showing the similar expression patterns. The highly expressed genes were shown in 
red color, Average expressed genes were shown in yellow color and the green color presented the lower 
expressed genes respectively. The Heat map has been presented in Figure 10.

Table 1. Few genes are presented which involve in the regulation of the Transcription Process in the 
up-regulated and Down-regulated

S. No. Samples Some of the gene names among all Biological Process

1.

Tumor 1 
Vs Normal 
up-
regulated

ZNF664, VPS25, PTHLH, MCM3, RHOA, ZNF395, XRN2, ENO1, NR3C1, TGFB1, LBH, 
RAN, CALR, PRKAR1A, CSDE1, BACH1, UBC, EPAS1, SORBS3, NOTCH3, DNAJB6, 
PPP2R1A, YWHAB, SAP18, CIAO1, MEF2A, RUVBL1, LITAF, RPS3, CHMP1A, 
HMOX1, CREM, PUF60, ZHX2, CARHSP1, CTNNB1, TCEAL8, TP53, UBA52, CREG1, 
AEBP1

Regulation of the 
Transcription

2.

Tumor 1 
Vs Normal 
Down-
regulated

MLXIPL, DDIT3, SUPT5H, SUPT6H, NFX1, SRCAP, THRAP3, KDM6B, ERC1, 
KDM4C, HNF1B, KAT5, MTA1, ZNF274, HOXC6, ZGPAT, HOXB3, SF1, EWSR1, PNN, 
DNM2, AFF4, EP300, TSC22D2, CCAR1, TSPYL2, STAT6, ZNF133, FUBP1, TAF1, 
SPEN, ARHGEF10L, MZF1, CALCOCO1, SMAD3, FUBP3, SREBF2, PHF1, NFKBIZ

Regulation of the 
Transcription

3.

Tumor 2 
Vs Normal 
up-
regulated

PFDN5, HSBP1, MCM3, NOTCH3, CHMP1A, HNRNPAB, MAGED1, RPS3, CRK, 
ZNF395, CREG1, YWHAB, DNAJB6, TGIF2, CREM, XRN2, UBA52, HMOX1, BACH1, 
EPAS1, MED13L, S1PR1, TP53, UBB, CNOT1, MEF2A, PUF60, CARHSP1, PTHLH, 
VPS25, NDUFA13, YWHAH, EID1, TGFB1, LITAF, UBC, ENO1, ZNF664, CALR, 
DPF2, APP,LBH, VEGFA, SORBS3, XRCC6, RPL6, NR3C1, PRKAR1A, INSR, AEBP1, 
PKIG, ZHX2, CIAO1, CTNNB1, CREB3L2, ATP6AP1, RAN, RHOA, PPP2R1A, SAP18, 
NCOA4, NFE2L1, RUVBL1, MAF1, TCEAL8, CSDE1

Regulation of the 
Transcription

4.

Tumor 2 
Vs Normal 
Down-
regulated

SMARCA2, RSC1A1, BCL6, SF1, MOV10, SMARCA4, HDAC7, EHMT1, POLR2A, 
SRCAP, PNN, ELF3, CHD3, MZF1, KDM2B, AFF4, CXXC1, MTA1, GABPB2, NCOA1, 
ATN1, ARHGEF10L, EWSR1, SOX13, ZNF462, MED15, CHD2, HSF1, HIF1A, NRF1, 
ZBTB16, ZBTB37, DNM2, HOXC5, TAF1, MAFK, NRG1, PER3, PER1, KDM6B, AFF1, 
TCF25, SPEN, BRD8, ZGPAT, MBD1, PHF1, TSC22D2, MLLT6, NCOR1, SUPT6H, 
THRAP3, SALL1, RING1, DDIT3, EGR1, SMAD3, CCNL1, EYA3, DMTF1, RCOR3, 
KAT5, SLTM, LRCH4, SMARCC2, HNF4A, SAFB2, CRY2, PTOV1, FOS, EP300, 
SETDB1, ZNF274, NR2C1, CNOT3, SREBF2, CSRNP1, CALCOCO1, TRIB1, BDP1, 
CCNL2, BTAF1, SUPT5H, CCAR1, FUBP3, ATF3, TGIF1, NFKBIZ, SIN3B, ZNF224, 
NFKB2

Regulation of the 
Transcription

 EBSCOhost - printed on 2/10/2023 8:16 PM via . All use subject to https://www.ebsco.com/terms-of-use



251

The Next Generation Sequencing Techniques and Application
﻿

Figure 6. Tumor 1 vs. Normal Up-regulated genes-enrichment analysis has been shown using Pie chart

Figure 7. Tumor 1 vs. Normal down-regulated genes-enrichment analysis has been shown using Pie chart
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Figure 8. Tumor 2 vs. Normal Up-regulated genes-enrichment analysis has been shown using Pie chart

Figure 9. Tumor 2 vs. Normal down-regulated genes-enrichment analysis has been shown using Pie chart
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APPLICATION OF SEQUENCING TECHNOLOGIES

Next generation sequencing technologies shows reduction in costs and increased accuracy as well. 
Because of the less time sequencing more and more organism being sequenced and due to showing the 
progress in the genomics studies such as exomics, metagenomics, epigenomics as well as transcriptomics. 
It is also very crucial as therapeutic aspects for cancer and other complex diseases (Liu et al., 2012a).

Gene Expression Analysis

Earlier the Microarray technologies were used for the gene expression analysis but because of some 
drawback such as detection of low expressed genes was limited by background noise. Nowadays The 
Next generation sequencing is widely used in gene expression profiling. It has also been used to study 
miRNA expression, Transcriptome analysis, Ribosome profiling etc. (Andersson et al., 2014; Berezikov 
et al., 2006; Klerk et al., 2012; Ingolia et al., 2009; Lappalainen et al., 2013; Nolte-’t Hoen et al., 2012; 
Valen et al., 2009).

ChIP-Sequencing

ChIP-sequencing is also known as CHIP-seq, it is the another application of NGS technology. This 
method is used to analyze the protein binding sites in genomic DNA specially for transcription factor 
binding sites based on Chromatin Immunoprecipitation (Blat & Kleckner, 1999).

Figure 10. Differential expressed genes identified by using Heat Map, generated by using R
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De Novo Genome Sequencing

De novo sequencing is the main application of NGS technology. In this sequencing the complete char-
acterization of the entire genome of a particular organism were performed such as yeast, Drosophila, 
mouse, Arabidopsis etc. (Lie et al., 2010., Reich et al., 2010; Rohland et al., 2010).

Metagenomics

Next generation sequencing play a significant role in Metagenomics. Metagenomics is the analysis of 
DNA from microbial communities in environmental samples, does not need prior culturing of the organ-
ism (Ercolini et al., 2012; Venter et al., 2004).

Human Disease and Personalized Medicine

Next generation sequencing is very crucial for investigating the genetic variations in human and their 
roles in health and causing the disease. Therefore the personalized medicine provides the possibility to 
treat diseases which is based on the genetic makeup of the patient (Rabbani et al., 2016).

ALL THE COMMAND USED IN THIS CHAPTER 
FOR NGS (RNA-SEQ) DATA ANALYSIS

Command for Quality Analysis

          system(“perl NGSQCToolkit_v2.3.3/QC/IlluQC.pl -se Normal_1.fastq N A 

-o Normal_1  

          -t 2 -l 70 -s 20”); 

          system(“perl NGSQCToolkit_v2.3.3/QC/IlluQC.pl -se Normal_2.fastq N A 

-o Normal_2  

          -t 2 -l 70 -s 20”); 

          system(“perl NGSQCToolkit_v2.3.3/QC/IlluQC.pl -se Tumor_1.fastq N A -o 

Tumor_1 -t  

          2 -l 70 -s 20”); 

          system(“perl NGSQCToolkit_v2.3.3/QC/IlluQC.pl -se Tumor_2.fastq N A -o 

Tumor_2 -t  

          2 -l 70 -s 20”);

Command: Bowtie

system(“bowtie2-build genome.fa genome”);
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Command: TopHat

system(“tophat2 -p 4 -o Tophat_Normal_1 -G genome.gtf genome Normal_1.fastq_

filtered”); 

system(“tophat2 -p 4 -o Tophat_Normal_2 -G genome.gtf genome Normal_2.fastq_

filtered”); 

system(“tophat2 -p 4 -o Tophat_Tumor_1 -G genome.gtf genome Tumor_1.fastq_fil-

tered”); 

system(“tophat2 -p 4 -o Tophat_Tumor_2 -G genome.gtf genome Tumor_2.fastq_fil-

tered”);

Command: Cufflinks

$ cufflinks -o  cufflinks_Normal_1 -G genome.gtf /Tophat_Normal_1/accepted_

hits.bam 

$ cufflinks -o  cufflinks_Normal_2 -G genome.gtf /Tophat_Normal_2/accepted_

hits.bam 

$ cufflinks -o  cufflinks_Tumor_1 -G genome.gtf /Tophat_Tumor_1/accepted_hits.

bam 

$ cufflinks -o  cufflinks_Tumor_2 -G genome.gtf /Tophat_Tumor_2/accepted_hits.

bam

Command: Cuffmerge

$ cuffmerge -o cuffmerge_result -g genome.gtf -s genome.fa assembly.txt 

          assembly.txt file  

          ( 

           cufflinks_Normal_1/Transcripts.gtf 

          cufflinks_Normal_2/Transcripts.gtf 

           cufflinks_Tumor_1/Transcripts.gtf 

           cufflinks_Tumor_2/Transcripts.gtf 

          )

Command: Cuffdiff

$cuffdiff -o -cuffdiff_Normal_vs_Tumor_1 -u /cuffmerge_result /merged.gtf  /

Tophat_Normal_1/accepted_hits.bam, /Tophat_Normal_2/accepted_hits.bam Tophat_

Tumor_1/accepted_hits.bam 

$cuffdiff -o -cuffdiff_Normal_vs_Tumor_2 -u /cuffmerge_result /merged.gtf /

Tophat_Normal_1/accepted_hits.bam, /Tophat_Normal_2/accepted_hits.bam 

/Tophat_Tumor_2/accepted_hits.bam
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Command: Heat Map Generation

Library(“gdata”) 

library(“gplots”) 

setwd(“C:/rna_seq/Heatmap”) 

Normdata<-read.xls(“DEG_significant.xlsx”,sheet=1) 

drawimage = function(Normdata,file,colplot,colpval,cexcol,pval) 

{ 

   ind=which(Normdata[,colpval] <pval) 

 Normdata=as.matrix(Normdata[ind,colplot]) 

   heatmap.2(Normdata,Colv=T,trace=”none”,offsetRow=0,labRow=””,density.info=”

none”,srtCol=45,key=T,cexCol=cexcol,cexRow=cexcol,adjCol=c (0.5,3),col=colorRa

mpPalette(c(“green”, “yellow”, “red”))); 

   dev.print(jpeg,width = 550,height = 480,file) 

}  

drawimage(Normdata,”Normalized_HeatMap.jpeg”,2:3,4,1,0.05)

CONCLUSION

Nowadays the high-throughput sequencing technologies is very important to address increasing differ-
ent biological problems. In this chapter, differential gene expression analysis was done on the kidney 
tumor vs. normal sample using next generation sequencing data analysis. The gene enrichment analysis 
showed the genes involved in the cancer. The Up-regulated and the down-regulated genes were found 
which are showing their expressions in the cancer cells and these differential expressions are very es-
sential for finding out the novel drug against the target protein. Future research work is very significant 
for designing a drug against the death leading diseases. The NGS data analysis gives a better way for 
the development of personalized medicine.
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ABSTRACT

The ongoing rapid growth of diversity of data and their wide use to solve different complex tasks resulted 
in a significant number of semantic reference systems enriched with vocabularies, thesauri, terminolo-
gies, and ontologies. The extensive use of ontologies stemmed a new approach to build modern intel-
ligent systems in reusing and sharing pieces of declarative knowledge. A lot of effort has been made to 
produce standard ontologies for medical knowledge representation. This chapter brings an overview of 
semantic knowledge representation frameworks such as RDF and OWL for developing ontology-based 
medical systems. The chapter presents the state of the art in ontology resources/systems so that it could 
be useful for learners and researchers involved in interdisciplinary research areas that include medicine 
and information technology. Also, a clinical use case is illustrated highlighting the role of ontology in 
the medical domain.

INTRODUCTION

Knowledge representation plays a vital role in reasoning which is a part of the Decision Support Systems 
(DSS). Medical ontology can be a model of the information from a clinical domain that will contain all 
the relevant ideas related to the patient information, treatment, their medicine and clinical procedures. 
Ontology allows knowledge inference and reasoning. The benefits of applying ontology for information 
illustration are: information sharing, standardization of medical terms and support for automatic semantic 
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reasoning (Wang et al, 2004). In this manner, ontologies integrate descriptive, actionable and factual 
information and they can be populated using the PIKES approach. (Francesco et al, 2016)

In this chapter, our aim is to discuss different knowledge representation frameworks, manipulation of 
data and metadata and their storage (Petar, 2016). Representation and Inference must be the core of any 
knowledge representation systems. So here, we have two Ontology representation mechanisms – namely 
RDF and OWL Frameworks. Rules and query languages for handling such metadata repositories are 
discussed in the below sections.

RDF Metadata Framework

RDF is a W3C standard (RDF Working group, 2004) for describing metadata and modeling the resources 
in the Web. It is written in XML format. Any kind of knowledge available in RDF can be decomposed 
into triples. Semantics and rules can be applied to relate the knowledge based on their meanings (Chak-
karwar et al, 2016) and with their timestamps (Barbieri et al, 2010). RDF triples are a combination of 
three variables- Subject, Predicate and the Object. The objects are always literals and the subjects and 
predicates are resources. Resources are identified by Uniform Resource Identifiers (URI) when the data 
is from a Web repository and a set of statements when the data is from text or relational databases. For 
instance, <http://en.wikipedia.org/wiki/Dopamine#, http://en.wikipedia.org/wiki/Functions#, http://
en.wikipedia.org/wiki/Neurotransmitter#> is a triple communicating that the subject Dopamine func-
tions as a Neurotransmitter which is an object. URL (Uniform Resource Locator) has been utilized to 
find a Web page we need to get to. RDF uses two unique sorts of URI to recognize a given resource, in 
particular slash URI and hash URI. URI using slash is basically an ordinary URI that we all know and 
URI using hash is used as below:

Ordinary URI + # + fragment identifier	

URI using hash and slash to recognize a Sick person on the Web can be used as mentioned below.
http://www.clinic.org/Sickpersons/Sickperson1 
http://www.clinic.org/Sickpersons#Sickperson1
The ordinary URI for hash URI is given by http://www.clinic.org/Sickpersons/ Sickperson1and its 

fragment identity is given by # Sickperson1. An RDF file must have the below format.
The RDF root element is <rdf:RDF> which defines that an RDF document is referenced with a 

namespace xmlns. <rdf:Description> gives description about the resources to be stored in the RDF file.

<rdf:RDF 

xmlns:rdf=”http://www.w3.org/1999/02/22-rdf-syntax-ns#”> 

<rdf:Description 

  ...Description of resources

</rdf:Description> 

</rdf:RDF>

Example 1: A simple set of statements describing the hill station Kodaikanal is considered. The 
area of Kodaikanal is 21.45 sq-km. Its altitude is 2133 metres. The food crops in Kodaikanal are plums, 
peaches and pears. The locations (place of interest) of Kodaikanal are stored in URI http://www.hill-
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stations-india.com/kodaikanal/. Converting this statement into triples (Subject –Object –Predicate) will 
take the form as in Table 1.

The below statements gives the RDF representation for the above Example.

 <rdf:RDF 

  xmlns:rdf=’http://www.w3.org/1999/02/22-rdf-syntax-ns#’ 

  xmlns:NS=”http://tamilnadutourism.org/HillStation/HillStationMain.aspx” > 

 <rdf:Description  rdf:about =’Kodaikanal’> 

 <NS:Area> Area 21.45-sq-km </NS:Area> 

 <NS:Altitude> Altitude 2,133 metres  </NS:Altitude> 

 <NS:Foodcrop> peaches, plums, pears </NS:Foodcrop> 

 <NS:Location rdf:resource=”http://tamilnadutourism.org/HillStation/TNHillSta-

tions/HS_Kodaikkanal.aspx?catid=030101P01 “/> 

 </rdf:Description> 

 </rdf:RDF>

Representing the information in the Web using RDF in the above format will help the user group the 
information based on the subjects and predicates. BM25F ranking function for RDF data, can also be 
used in RDF searching and organizing data.(Blanco et al, 2011) To ensure that the RDF statements are 
valid, they can be validated through the W3C RDF validator. The results are shown in Figure 1.

RDF Container Classes

RDF Properties can occur as single or a group of elements. The group of elements can be represented 
using anyone of the following RDF containers

Bag – Which contain an unordered list of items, which can also have duplicates.
Sequence – Which contain the sequence of elements
Alternative – Provides alternative value for the group

BAG: BAG defines a set of unordered resources or literals. Bags convey that a property can have 
numerous values and no importance is considered for the order of given values. The below RDF example 
lists all the available physicians in a hospital.

Table 1. RDF triples

Subject Predicate Object

Kodaikanal Area “Area 21.45-sq-km”

Kodaikanal Altitude “Altitude 2,133 metres”

Kodaikanal Foodcrop “peaches, plums, pears ”

Kodaikanal Location ”http://tamilnadutourism.org/HillStation/TNHillStations/HS_Kodaikkanal.aspx?catid=030101P01”
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<?xml version=”1.0”?> 

<rdf:RDFxmlns:rdf=http://www.w3.org/1999/02/22-rdf-syntax-ns#> 

<xmlns:d=”http://www.hospital.org/doctors#”> 

<rdf:Description 

rdf:about=”http://www.hospital.org/doctors/general”> 

  <d:physicians> 

    <rdf:Bag> 

      <rdf:li>Dr.John</rdf:li> 

      <rdf:li>Dr.Paul</rdf:li> 

      <rdf:li>Dr.George</rdf:li> 

      <rdf:li>Dr.Ringo</rdf:li> 

    </rdf:Bag> 

  </d:physicians> 

</rdf:Description> 

</rdf:RDF>

Sequence: An unordered set of resources or literals. Sequence conveys that a property can have 
numerous values and values order is important. For instance, to demonstrate the pattern of temperature 
values of a patient based on time, sequence can be applied and here also duplicates are allowed.

Alternative: Property values can be chosen from a list of choices of resources or literals.

Figure 1. Validated RDF file
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RDF Schema

RDF has the most basic syntaxes. RDF Schema has few additional features to enhance the definition of 
the schema as shown in Figure 2 and the class hierarchy is depicted Figure 3. The vocabulary helps us 
to define classes, properties and relationship between them.

Given below is a simple example using the constructs of RDF schema.

<?xml version =”1.0”?> 

<rdf: RDF 

xmlns:rdf=’http://www.w3.org/1999/02/22-rdf-syntax-ns#’ 

xml:base:”http://hospital.org”> 

              <rdfs:Class rdf:about=”#WardBoy”> 

          <rdfs:subClassOf rdf:resource=”#Staff”/> 

</rdfs:Class> 

<rdf:Property rdf:ID=”MobileNumber”> 

                    <rdfs:domain rdf:resource=”#Staff”/> 

                    <rdfs:range rdf:resource=”#Literal”/> 

</rdf:Property> 

 <rdf:RDF>

Figure 2. Mapping of RDF to RDF Schema

Figure 3. RDFS Class Hierarchy
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RDF Serialization

RDF has several serialization formats. The encoding of resources varies from format to format. RDF/
XML is the first standard and official serialization format for RDF data.

Few of the common serialization formats are listed below

•	 Turtle: It is a very human-friendly and compact model
•	 N-Triples: It is a very simple line based format and east to parse
•	 JSON-LD: It is a java based serialization.
•	 N-Quads: It is a superset of N-Triples, for serializing multiple RDF graphs.
•	 N3 or Notation3:This format is very similar to Turtle, with but with extended features to define 

inference rules.

An example of RDF/XML format and its serialized version in turtle is given below.

RDF/XML Format: 

<?xml version=”1.0”?> 

<rdf:RDF xmlns:rdf=”http://www.w3.org/1999/02/22-rdf-syntax-ns#” 

 xmlns:ex=”http://hospital.org/”> 

 <rdf:Description rdf:about=”http://hospital.org/Alice”> 

<ex:age>19</ex:age> 

 </rdf:Description> 

 </rdf:RDF> 

Turtle Format: 

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>. 

@prefix ex: <http://hospital.org/”>. 

<http://hospital.org/Alice> ex:age “19”

SPARQL

Without a query language, the data representation model cannot be utilized in an efficient manner. This 
section gives an overview of the query pattern involved in retrieving data from the linked data sets. The 
Simple Protocol and RDF Query Language (SPARQL) is a standard query language for RDF. A SPARQL 
query is defined as a set of triples (subject, predicate and object) which consist of variables. Solutions to 
the query is identified by matching the triples of SPARQL query with the existing RDF triples . SPARQL 
1.0 only allows limited operations on matching results or solutions such as filter or duplicate elimina-
tion, ordering, projection and triple construction. We need to provide more flexible operations such as 
aggregates, grouping, and assignment and select expressions. SPARQL 1.1 provides all these features. 
In SPARQL, SELECT statement is used to give the subset of the selected data, WHERE clause defines 
the graph patterns through one of more triples to find a match in the query data set.
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SPARQL General Form

PREFIX (Namespace Prefixes)
e.g. PREFIX iot: < http://purl.org/IoT/iot#>
SELECT (Result Set)
e.g. SELECT ?sensorname
WHERE (Query Triple Pattern)
e.g. WHERE iot:?sensorname iot:location iot:?room1
ORDER BY(modifier)
e.g. ORDER BY ?sensorname

For example, consider the below query that lists the hospitals within 40 km of distance where cardiolo-
gists are available.

SELECT  ?clinic ?doctor 

WHERE { ?clinic rdf:value ?distance. 

                 ?doctor category ?cardiologist. 

                FILTER (?distance<=40). }

OWL-BASED METADATA FRAMEWORK

OWL is an extension of RDF which adds a rich semantic layer (Bechhofer, 2016).
Web Ontology Language is a description of knowledge and ontologies of a given domain such as

•	 Axioms/constraints capture knowledge about a given domain, e.g.,
◦◦ class(Patient), class(Person)
◦◦ Patient ⊆ Person

•	 Axioms/constraints are imposed on underlying RDF Graph instances
•	 URIs (URLs) are used as identifiers for: Resources, Properties, Values, Namespaces and 

Ontological Elements
•	 Namespaces contain:

◦◦ Tags for RDF and OWL languages
◦◦ Ontological elements (classes, properties) that are instantiated by these RDF Graphs
◦◦ Ontological elements or XML Schema data types that are dimensions of identifiers such as 

LSIDs

Figure 4 gives an overview of RDF and OWL vocabulary constructs.
Using these constructs, the Ontology developed can be defined as a collective vocabulary, a common 

appreciative for re-use of domain knowledge. And is an obvious explanation of a domain using concepts 
(classes, subclasses and super classes), properties and attributes of concepts, constraints on properties 
and attributes and Individuals.
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SWRL

This section explains the need for rules in inferring knowledge from the data representation models 
discussed in the previous sections. Rule languages are commonly used in most of the business applica-
tions. The main goal of the Semantic Web is to achieve the Interoperability. Expressing all relations 
using OWL 2 language is very difficult. By adding SWRL rules (Horrocks et al, 2004 and Edmond et al, 
2017) to ontology, the expressivity of OWL can be improved. SWRL is similar to rules in DATALOG 
or Prolog languages. SWRL allows users to write rules expressed in terms of OWL concepts to reason 
about OWL individuals (Lehmann, 2009). Figure 5 illustrates rules for a simple scenario.

Important and Relevant Biomedical Resources/Ontologies

As ontologies attract a significant amount of attention in different research communities, this section 
provides an overview of terminologies and ontologies in medicine. The content highlights the most 
attractive resources/systems for industry and academia in medical and biological terminologies, ontolo-
gies, resources/systems and tools. The section intends to give an informative and instructive overview of 
resources/systems that could be useful for newcomers in the multidisciplinary fields that include biology, 
medicine and information technology.

FMA

In the field of biomedical informatics, Foundational Model of Anatomy Ontology (FMA) is used as a 
computer-based knowledgebase. To represent phenotypic structure of the human body in a user under-
standable form classes and relationships are used. It is also traversable, parse-able and interpretable by 
machine-based systems. Structural Informatics Group at University of Washington is developed and 
maintaining the FMA ontology.

Figure 4. RDF and OWL vocabulary
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ICD-10

International Statistical Classification of Diseases and Related Health Problems (ICD) is a medical 
classification list and it is revised as ICD-10 by the World Health Organization (WHO, 2017). Unique 
codes are assigned for diseases, symptoms, signs, complaints, abnormal findings, social circumstances 
and external causes of injury or diseases. ICD-10 encompasses a set of codes that permits the tracking of 
symptoms through new diagnoses. These codes can be expanded by using optional sub-classifications.

RadLex

RadLex has more than 68000 terms to satisfy the needs of the software developers, radiology users 
and system vendors to fill the critical gaps in existing terminologies by adopting new terms from the 
best features of the variety of terminologies and standards in its existing terminology systems (RadLex, 
2015). To organize and retrieve the imaging report, the radiologists need a unified language with single 
lexicon that serves all of their requirements.

MFOEM

To describe affective phenomena influencing human behaviour an emotional ontology is being developed 
by the Swiss Centre for Affective Sciences, in collaboration with the University at Buffalo. Emotion 
ontology encompasses all important aspects of affective phenomena which includes the different types 
of emotions, moods etc. including their bearers. It also includes the degrees of variations in different 
parts of human body, human facial and vocal expressions that explains the role of emotions and affective 
phenomena influencing the human behaviour.

Figure 5. RDFS rules
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UMLS

US National Library of Medicine is developed a repository of biomedical vocabularies called Unified 
Medical Language System (UMLS) with 2.5 million names for 900,551 concepts from more than 60 
families of biomedical vocabularies and 12 million relations among these concepts. Ontologies integrated 
in the UMLS meta-thesaurus include the Medical Subject Headings (MeSH), the NCBI taxonomy, 
Gene Ontology (GO), Online Mendelian Inheritance in Man(OMIM), University of Washington Digital 
Anatomist symbolic knowledge base (UWDA) and Systematized Nomenclature of Medicine—Clinical 
Terms(SNOMED CT). Some of UMLS ontologies listed in the Table 2.

How It Supports Decision Making?

Reasoning of ontologies supports decision making which can be applied to any domain of interest. Per-
sonalized ontologies can be developed to store the fitness record of a sick person that can aid domain 
professionals to arrive at a decision and also to analyse and detect lack of accuracy in finding the physical 
condition of the patient (Linda et al, 2015). These lacks of precisions may severely impact the care and 
worth of the action that the patient is supposed to receive. In order to help minimize such irregularities, 
a decision support system can be integrated with the ontologies that enable the doctors to detect incor-
rect analyses, ignored comorbidities, partial descriptions of the patient illness, related sicknesses and 
avoidance.

Clinical Scenario

For a better understanding of the use of ontologies in health care domain, we have discussed a case 
study in this section. Here, a smart application is discussed which is developed to help patients for get-
ting possible suggestions for their medical requirements, be it medicine or any other aid in the form of 
medical devices, or physicians, or specialists they need for their treatment. The high level architecture 
of the semantic health care application is depicted in Figure 6.

Table 2. UMLS Ontologies

Name Creator Description Application

National Center for Biotechnology 
Information (NCBI)Taxonomy National Library of Medicine All of the organisms in public 

sequence database Identify organisms

University of Washington Digital 
Anatomist Source Information 
(UWDA1

University of Washington Structural 
Informatics Group

Symbolic models of the structures 
and relationships that constitute 
the human body.

Identify terms in 
anatomy

Gene Ontologv(G01 Gene Ontology Consortium Gene product characteristics and 
gene product annotation data

Gene product 
annotation

Medical Subject Headings 
(MeS1-11 National Library of Medicine Vocabulary thesaurus used for 

indexing articles for pubmed
Convert terms in 
biomedical literature

Online Mendelian Inheritance in 
Man(OMIM1

cMc Kusick-Nathans Institute of Genetic 
Medicine Johns Hopkins University

human genes and genetic 
phenotypes

Annotate human 
genes

Systematized Nomenclature of 
Medicine--Clinical Terms 
(SNOMED CT)

College of American Pathologists
Comprehensive, multi lingual 
clinical healthcare terminology 
in the world

Identify clinical 
terms
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The health care ontology for semantic layer of the application would be as in Figure 7.
The class and subclass hierarchy is depicted as below:

•	 Health_care
◦◦ Competences

▪▪ Care competences
▪▪ Cure competences
▪▪ Prevention competences
▪▪ Suppliers competences

Table 3. Biomedical ontologies

Web link Description

http://bioportal.bioontology.org/ The most comprehensive repository of biomedical ontologies

http://www.obofoundry.org/ Open Biomedical Ontologies is an umbrella web address for well-structured 
controlled vocabularies for shared use across different biological domains.

http://mged.sourceforge.net/ontologies/
MGEDontology.php

An ontology for microarray experiments in support of Micro Array Gene Expression 
Data (MGED) version 1.0

http://www.biopax.org/ Biological Pathway Exchange (BioPAX) is a standard language that aims to enable 
integration, exchange, visualization and analysis of biological pathway data.

https://www.nlm.nih.gov/research/umls/knowledge_
sources/metathesaurus/release/index.html Unified Medical Language System ontology by National Library of Medicine’s (US)

http://goat.man.ac.uk/ Gene Ontology Annotation Tool (GOAT). It helps the users in biomedical researchers, 
in the annotation of gene products with terms from the Gene Ontology.

http://www.cs.man.ac.uk/~stevensr/rash/ Reconcile and Share (RASH) aims to address the problem of semantic heterogeneity 
in bioinformatics resources.

http://www.hybrow.org/ HyBrow Computer aided hypothesis evaluation

Figure 6. Design of semantic application
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▪▪ Wellness competences
•	 Prevention
•	 Suppliers
•	 Wellness
•	 Competences development
•	 Competences warehouse
•	 Diseases

◦◦ Symptom

Using protégé tool, the ontology can be developed as in Figure 8.
As illustrated above, a smart healthcare application can be developed using the ontology in the 

semantic layer with inference capability using a reasoner that makes use of the defined rules and the 
application can be queried to get expected possible outcomes to help the patients. Consider the below 
example where the differently abled persons requirements are considered as inputs and their aids details 
are the expected output as depicted in Figure 9.

Input: help apparatus need for elderly or restricted persons

•	 Assistance for poor-vision or sightless persons
•	 Assistance for movement disabilities
•	 Hearing impaired persons
•	 Prolonged diseases
•	 Emergency service

Output:

Links of the apparatus with its description.

Figure 7. Health care ontology
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Benefits of Ontology-based applications:

•	 Healthcare applications can be designed more interoperable and powerful by enabling ontologies 
as their knowledge representation model.

•	 Patient data sharing, re-usage and transmission can be well supported by the inclusion of ontology 
based systems.

•	 Different statistical aggregations for various purposes can be provided by Ontologies.

Figure 8. Ontology development using protégé

Figure 9. Semantic applications that help differently abled people to find their device
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•	 The support for indispensable incorporation of knowledge and info is possibly the most important 
advantage that ontologies may bring to healthcare systems.
On the negative side:

•	 The upkeep of real-world healthcare information systems based on semantic technologies has got 
a skeptical impact about the design of domain ontologies.

SUMMARY

It is evident that the use of ontologies in medical domain and the tools and practices for semantic in-
teroperability can improve a healthcare system in the following ways: to improve accuracy of diagnoses, 
to construct more authoritative and more interoperable info systems in healthcare, to upkeep process to 
transmit, reuse and share patient data, to deliver semantic-based standards to offer different statistical 
combinations, and to support the necessary assimilation of knowledge and data. Having this in mind, 
they recommend the following necessary key points, a healthcare organization have to think through 
with Ontologies and Semantic Interoperability: Establishing a workgroup to identify requirements and/
or uses of medical ontologies, Detailed literature search and obtaining lessons learned from medical 
ontologies and semantic interoperability projects, Identifying potential organizations to collaborate with, 
Investigating changes in clinical and IT practices and concentrating on utilizing medical ontologies and 
semantic interoperability systems. Given the diversity and rapid, continuous development of biomedical 
ontologies, resources and tools, we tried in this chapter to present the current situation in this field. Our 
primary motivation was to highlight the relevant research efforts in medical and biological terminologies, 
ontologies, resources/systems and tools. We wanted to give an informative and instructive overview of 
resources/systems that could be useful for newcomers in the multidisciplinary fields that include biology, 
medicine, and information technology.
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