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Preface

In the first [241] and second [242] volumes of this book, we presented a fairly tradi-
tional view on relativistic quantum mechanics and quantum field theory (QFT, QED).
This approach proved itself well and achieved remarkable success in many important
areas of high-energy physics, in particular in the description of scattering processes.
At the same time, both QFT and QED have a number of serious problems. First of all,
there is the problem of ultraviolet divergences. The idea of self-acting bare particles
governed by a divergent Hamiltonian seems rather dubious. Such a Hamiltonian is
not suitable for describing the time evolution of wave functions and observables of
interacting particles.

Calling itself a fundamental theory of physics, QFT must describe phenomena in
the entire spectrumof energies, distances and time intervals, rather than confine itself
to a limited set of questions related to energies of stationary states or to the scattering
matrix.

In this third volume, we will offer solutions to these problems. Our research will
leadus to anew theory of electromagnetic phenomena,whichwe call relativistic quan-
tum dynamics or RQD and which differs from traditional approaches in two important
aspects: (i) the primary role of particles (rather than fields) and (ii) the dynamical char-
acter of boosts.

Modern quantumfield theories (such as renormalizedQED) encounter serious dif-
ficulties when trying to describe the temporal evolution of even the simplest physical
systems, such as the vacuum or free elementary particles. A formal application of the
QED time evolution operator to such states leads to the spontaneous production of
spurious (virtual) particles, which have not been observed in experiments. The prob-
lem lies in the fact that bare particles of QED have no relationship to the physically
observed electrons, protons, etc. We will solve this problem by using the “dressing”
formalism, which is the cornerstone of our RQD. The “dressed” RQD Hamiltonian is
obtained bymeans of a unitary transformation from the traditional QEDHamiltonian.
This transformation does not change the S-operator of QED; therefore, its excellent
agreement with the experimental data is preserved in our theory.

The RQD Hamiltonian describes electromagnetic phenomena in terms of physi-
cal particles (electrons, photons, etc.) interacting with each other directly, i. e., with-
out the mediation of fictitious virtual particles or fields. In this formulation, quantum
fields only play an auxiliary, technical role. Our theory will allow us to move beyond
the S-matrix and study the time evolution of systems of interacting particles. In ad-
dition, this theory can calculate not just energies, but also wave functions of bound
states. All RQD calculations are performed according to the rules of standard quantum
mechanics without ultraviolet divergences and without resorting to artificial cutoffs,
regularization and renormalization.

https://doi.org/10.1515/9783110493221-205
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XX | Preface

Of course, the idea of particles interacting instantaneously at a distance is not
new. The Newtonian theory of gravity had this form, and many approaches in mod-
ern physics use the idea of (quasi)particles. However, the established consensus is
that such approaches can be only approximate, since instantaneous interactions vio-
late the principles of relativistic invariance and causality. Textbooks are trying to con-
vince us that these principles can be reconciled with quantummechanics only within
a theory based on local (quantum) fields and retarded interactions. In our book, we
challenge this established misconception and intend to demonstrate that point parti-
cles interacting at a distance do not contradict the sacred principles of relativity and
causality.

Instantaneous forces acting between dressed particles imply a real possibility of
sending signals with superluminal speeds. Hence, our (obviously, relativistic!) the-
ory finds itself in conflict with the special theory of relativity, where the propaga-
tion of anything faster than the speed of light is absolutely forbidden. This paradox
prompts us to take a new look at the existing derivations of Lorentz transformations
for space–time coordinates of events, which (transformations) are the most funda-
mental relations of Einstein’s special theory. These formulas are usually derived for
elementary events, associated with either light signals or with free (noninteracting)
particles. Nevertheless, special relativity tacitly assumes that these formulas can be
extended to events with interacting particles, regardless of the forces acting between
them.Wewill show that this assumption is in fact wrong. In our studies we will be us-
ingWigner’s theory of unitary representations of the Poincaré group [269] and Dirac’s
approach to relativistic interactions [56]. We will show that boost transformations of
particle observables should depend on interactions between the particles. Thus, the
conventional universal formulas of special relativity are only approximations, and the
concept of the four-dimensional Minkowski space–time is neither rigorous nor exact.

The essence of our theory can be summarized in few phrases:

The physicalworld consists of point particles that obey the laws of quantummechanics and inter-
act with each other by instantaneous potentials, depending on distances between the particles
and on theirmomenta. Generally, these potentials can also lead to the creation and destruction of
particles. This picture does not at all contradict the principles of relativity and causality. Tounder-
stand this point one should take into account that boost transformations of particle observables
depend on forces acting between the particles and on the state of the system. Therefore, the usual
Lorentz transformation formulas are not accurate, and the standard “proof” of the impossibility
of superluminal propagation of interactions is not convincing.

Unlike the twoprevious “traditional” volumesof this book, in this third volumewewill
often contradict generally accepted views. This volume is opened by Chapter 1, Three
ways to look at QFT, where we discuss three approaches to QFT: the traditional “bare-
particles” approach, the “clothed-particles” approachofGreenberg andSchweber and
the “dressed-Hamiltonian” approach, which is the foundation of our RQD theory.
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Preface | XXI

In Chapter 2, Dressing, we critically evaluate the ideas of bare particles and renor-
malization in QFT. The main provisions of our corpuscular approach will be formu-
lated here. The Hamiltonian of the renormalized QED will be unitarily transformed
into the so-called “dressed” Hamiltonian, which is free from divergences and has a
transparent physical meaning. In other words, from the picture of all-pervasive, but
unobservable quantumfields, we turn to the picture of point particles interactingwith
each other by instantaneous potentials.

In Chapter 3, Coulomb potential and beyond, we derive the simplest dressed inter-
action potential between charged particles in the second order of perturbation theory.
This is the famous Coulomb–Darwin–Breit potential leading to the classical spectrum
of the hydrogen atomwith relativistic corrections. Our derivation will show that in the
dressed representation QFT is virtually indistinguishable from relativistic quantum
mechanics. The only fundamental difference is that quantum mechanics is not suit-
able for describingprocesseswith a variable number of particles. This gapwill be filled
in the next two chapters.

Chapter 4,Decays, will be devoted to the relativistic description of unstable quan-
tum systems. Special attention will be paid to decays of rapidly moving particles. We
will see that the usual Einstein “time dilation” formula cannot describe this process
accurately. In principle, deviations from the predictions of special relativity are ex-
perimentally observable. However, the required accuracy of measurements is beyond
reach for modern experimental equipment.

The mathematical formalism developed to describe decaying systems will be ap-
plied to radiative transitions in the hydrogen atom in Chapter 5, RQD in higher or-
ders. In this chapter, we will also discuss infrared divergences and their cancellation
in higher orders of perturbation theory. In particular, we will calculate the electron
anomalous magnetic moment and the Lamb shift in the hydrogen atom. This will
demonstrate that the corpuscular approachof RQD is equivalent to the standard renor-
malized QED in everything related to scattering cross sections and energy spectra.

We also want to apply our theory to the dynamics of charged particles and their
force fields. To demonstrate these possibilities, we turn to the macroscopic (classical)
limit. In Chapter 6, Classical electrodynamics, we will show how one can use RQD re-
sults to reformulate classical electrodynamics in the formof aHamiltonian theorywith
instantaneous interaction forces. These forces depend not only on the distances be-
tween charges, but also on their velocities and spin orientations. In our formulation,
electromagnetic fields, potentials andMaxwell’s equations are not present at all. This
will allow us to solve many theoretical paradoxes, inherent in classical electromag-
netic theory, and at the same time remain in agreement with experimental data.

We will continue our discussion of electromagnetic phenomena in Chapter 7, Ex-
perimental support of RQD, where we briefly describe several important experiments.
The famous Aharonov–Bohm effect will find its explanation as an effect of inter-
particle interactions on the phases of quantum wave packets. We will be especially
interested in experiments demonstrating superluminal propagation of the near-field
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XXII | Preface

electromagnetic radiation. Finally, we shall analyze experiments of Professor Pizzella
with relativistic electron beams [51, 53, 52]. We claim that these results give the most
clear confirmation of our conclusion about the instantaneous nature of electromag-
netic forces.

In Chapter 8, Particles and relativity, we will discuss real and imaginary para-
doxes associated with our corpuscular interpretation. In particular, we will need to
resolve the contradiction between the instantaneous interaction potentials and the
special-relativistic prohibition of superluminal signals. In this discussion, wewill rely
on Dirac’s approach to interactions from Volume 1. In particular, we will claim that
the presence of interaction operators in boost generators must be interpreted as the
inapplicability of Lorentz transformations to space–time coordinates of events in in-
teracting systems. By the same argument, Einstein’s ban of superluminal interactions
will be rejected as well. We will show that superluminal action-at-a-distance can co-
exist with causality, if we correctly understand the nature of relativistic invariance in
the presence of interactions. This is the main novelty of the theory presented in this
book.

The small Chapter 9, Conclusions, will sum up ourmain results and briefly outline
possible directions for future research.

Some useful mathematical facts and cumbersome calculations are collected in
Appendix.

In this volume we use notation and terminology from the two previous volumes.
References to these books will be prefixed by “1-” and “2-”. For example, (1-4.32) de-
notes formula (4.32) from Volume 1, and Section 2-2.4 is from the second volume.

Ironically, the development of our corpuscular theory did not require the intro-
duction of radically new physical ideas. All key components of this approach have
been known for a long time, but for one reason or another they did not attract the
well-deserved attention. For example, the fact that in addition to time translations,
some other inertial transformations (space translations, rotations or boosts) should
have a dynamical dependence on interactions was first established in Dirac’s work
[56]. These ideas were developed further in “direct interaction” theories of Bakamjian,
Thomas [12], Foldy [84], Sokolov [227, 229], Coester, Polyzou [35] and many others.

The clothed-particles approach was advanced by Greenberg and Schweber [101]
(see also [88, 89]). The first indications that this approach can solve the problem of ul-
traviolet divergences in QFT are contained in articles by Ruijgrok [202], Shirokov and
Vişinesku [216, 259]. The formulation of RQD presented in this book simply combined
all these good ideas into a single theory, which is intended to be a next step towards
a natural and consistent unification of quantum mechanics with the principle of rel-
ativity.

The new ideas presented in this book were partially published in eight articles
[233–240].
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1 Three ways to look at QFT
The first principle is that you must not fool yourself – and you are the easiest person to fool.
Richard Feynman

In this chapter, we continue our discussion of quantum electrodynamics (QED) – the
theory of charged particles and photons. At the end of the second volume, we found
out that the traditional QED has considerable difficulties in constructing the Hamil-
tonian and in describing the time evolution of interacting systems. In this volume
we would like to convince the reader that the QED formalism can be substantially
improved by discarding ideas of unobservable bare and virtual particles and radi-
cally changing the interaction Hamiltonian. We will call it the dressed Hamiltonian
approach, and in Chapter 2, wewill see how it can fix the divergence problems in QED.
In this chapter, we are going to prepare ourselves for this effort by giving a short sum-
mary of three points of viewonQFT: the renormalized bare theory, the clothed-particle
theory and the dressed-Hamiltonian theory.

We call the approach developed in Volume 2 the bare-particle theory, because it
was based on the same (bare) definitions of the vacuum and one-particle states as
the noninteracting theory.1 These bare states were eigenvectors of the noninteracting
mass operatorM0 = c−2√H2

0 − P
2
0c2 with experimentally measured masses, i. e.,

M0|vac⟩ = 0|vac⟩, (1.1)

M0a
†
p|vac⟩ = mea

†
p|vac⟩, (1.2)

M0d
†
p|vac⟩ = mpd

†
p|vac⟩. (1.3)

We immediately face a paradox, because these states are not eigenvectors of the full
QED Hamiltonian Hc and the corresponding mass operator Mc = c−2√(Hc)2 − P20c2.
This means that the bare electrons and protons experience self-interaction,2 and their
time evolutions involve troublesome “fluctuations” (see Subsection 1.1.2), which have
not been observed in experiments.

Would it not be more consistent to demand that the vacuum and single-particle
states are eigenstates of the full interactingHamiltonian?Yes, this canbedone.We call
this the clothed-particle formalism.3 The idea is to find zero-particle and one-particle

1 Recall that in Volume 2 we used the bare states a†p|vac⟩, d
†
p|vac⟩ to calculate matrix elements of the

S-operator, thus assuming that these are the correct asymptotic states of the colliding particles in the
remote past and the distant future.
2 Which is often described as emission and reabsorption of virtual photons.
3 One comment on terminology. In the literature, the names “clothed particles” and “dressed parti-
cles” were used interchangeably to describe physical particles in the Greenberg-Schweber approach
to QFT. Only the former expression will be used in our book. This will help us to distinguish the

https://doi.org/10.1515/9783110493221-001
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eigenvectors ofMc as linear combinations of bare states. For example, the clothed (or
physical) one-electron state is a complex linear combination, i. e.,4

|p⟩cl = C(1)(p)a†p|vac⟩ + ∫ dkC
(2)(p, k)a†p−kc

†
k |vac⟩

+ ∫ dkdhC(3)(p, k,h)a†p−k−ha
†
kb
†
h|vac⟩ + ⋅ ⋅ ⋅ . (1.4)

In the theory of clothed particles, this change of basis vectors is achieved by applying
a unitary transformation e−iΞ . . . eiΞ to the vacuum state and particle operators of the
bare theory (see Table 1.1). So, in terms of the new (clothed) definitions5 the lowest
eigenvalues of the QED mass operatorMc are as follows6:

Mc|vac⟩cl = 0|vac⟩cl, (1.5)
Mcacl†p |vac⟩

cl = mea
cl†
p |vac⟩

cl, (1.6)
Mcdcl†p |vac⟩

cl = mpd
cl†
p |vac⟩

cl. (1.7)

The huge benefit of this approach is that when the QED Hamiltonian Hc is expressed
through the new particle operators

Hc = ℱ(acl†, acl, . . .), (1.8)

it becomes finite and does not exhibit self-interaction.
The clothed-particle approach still requires us to imagine the vacuum as a “boil-

ing soup” and physical particles as surrounded by clouds of virtual photons and
electron–positron pairs. We believe that these “vacuum polarization” effects are just
theoretical artifacts, and not real phenomena.7 The distinction between bare and
physical particles looks totally artificial, and, clearly, there must be only one (physi-
cal) kind of particles in nature.

The distinction between bare and physical particles disappears in the dressed-
Hamiltonian theory, which will be the basis of our discussions in the rest of this book.
This theory uses the original (bare) definitions of the vacuum |vac⟩ and particle oper-
ators {a†, a, . . .}. The main difference with respect to the bare-particle theory is the re-
definition of the Hamiltonian. In particular, the dressed Hamiltonian Hd is expressed
by the same function of particle operators Hd = ℱ(a†, a, . . .) as the function (1.8) de-

Greenberg-Schweber “clothing” of particles from the “dressing” of the Hamiltonian, which is in the
center of our own modification of QFT. These two approaches are compared in Subsection (1.3.4).
4 Here the first term is the bare electron, the second term is electron+photon, the third term is
electron+(e− + e+) pair.
5 They are labeled by the superscript “cl.”
6 These relations will be proved at the end of this chapter.
7 It is sometimes claimed that these effects are real and they are responsible, in particular, for the
Casimir forces. However, we prefer a different interpretation [120] of these experiments.
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Table 1.1: Comparison of three approaches to QFT.

Bare-particle
theory

Clothed-particle
theory

Dressed-Hamiltonian
theory

vacuum |vac⟩ |vac⟩cl = e−iΞ|vac⟩ |vac⟩
e− creation op. a† acl† = e−iΞa†eiΞ a†

e− annih. op. a acl = e−iΞaeiΞ a
1-electron state |1⟩ = a†|vac⟩ |1⟩cl = acl†|vac⟩cl |1⟩ = a†|vac⟩
1-electron position r rcl = e−iΞreiΞ r
Hamiltonian Hc = H0 + V c Hc = H0 + V c Hd = eiΞHce−iΞ = H0 + Vd

Interaction V c = a†ac + ⋅ ⋅ ⋅ V c = acl†acl†aclacl + ⋅ ⋅ ⋅ Vd = a†a†aa + ⋅ ⋅ ⋅
Mass operator Mc = c−2√(Hc)2 − P20c

2 Mc = c−2√(Hc)2 − P20c
2 Md = c−2√(Hd)2 − P20c

2

vacuum mass Mc |vac⟩ ̸= const|vac⟩ Mc |vac⟩cl = 0 Md |vac⟩ = 0
1-electron mass Mc |1⟩ ̸= const|1⟩ Mc |1⟩cl = me|1⟩cl Md |1⟩ = me|1⟩
S-operator Sc Sc Sc

scribing the dependence of Hc on acl†, acl, . . . . So, the dressed theory also has a well-
defined finite Hamiltonian without self-interaction effects. In particular, bare (≡ phys-
ical) zero-particle and one-particle states are eigenstates of the dressedmass operator
Md = c−2√(Hd)2 − P20c2 with experimentally measured eigenvalues

Md|vac⟩ = 0|vac⟩, (1.9)
Mda†p|vac⟩ = mea

†
p|vac⟩, (1.10)

Mdd†p|vac⟩ = mpd
†
p|vac⟩. (1.11)

The physical equivalence of the clothed-particle theory and the dressed-Hamiltonian
theory will be demonstrated in Subsection 1.3.4.

Finally, we would like to stress that all three approaches to QFT produce exactly
the same scattering operator Sc, which agrees very well with experimental observa-
tions. However, we expect quite different predictions regarding the time evolution of
states and observables. In the rest of this chapter we will consider the relations be-
tween these three approaches in more detail; see Table 1.1.

1.1 Bare-particle theory

Let us briefly review thematerial of Chapter 2-4 and repeat the logic of renormalization
in QED. Recall that the renormalization was introduced as a transition from the naïve
interaction Hamiltonian Vn to the interaction with counterterms Vc.8

8 Our arguments in this chapter apply equally to QED formulations in the Coulomb and Feynman
gauges. In the latter case, the mentioned interaction operators are Vn ≡ V1 (2-3.30) and Vc ≡ V1 + Q
(2-4.44).
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4 | 1 Three ways to look at QFT

1.1.1 Once again about renormalization

The naïve Hamiltonian Hn = H0 + Vn was not acceptable, because it lead to incorrect
(even divergent) scattering amplitudes in high perturbation orders. The most damag-
ing was the presence of renorm terms in the scattering operators Φn and Σn.9 We can
trace the appearance of renorm terms in Φn to the presence of unphys terms in the
original interaction Vn. Indeed, according to Table 2-1.2, products or commutators10

of unphys potentials usually contain renorm terms.
The presence of unphys interactions is the most significant deviation of QFT from

all previous physical theories. These terms are responsible for self-interactions, which
are the reason why definitions of particles cannot be fixed in advance, but should be
corrected (renormalized) after introduction of the interaction. The self-interactions
are the source of divergence difficulties. We did not have these difficulties in ordi-
nary quantummechanics, where interactions were purely phys and did not affect one-
particle states.

The idea of renormalization offers a partial solution to this paradox: change the
interaction operator from Vn to Vc = Vn + Q by adding divergent unphys and renorm
counterterms Q. Two physical requirements (the no-self-scattering and charge renor-
malization conditions) are sufficient to uniquely determine all counterterms in Vc.
Then all renorm terms in the scattering operator cancel out, and (quite mysteriously),
the S-operator obtained with the new Hamiltonian,

Hc = Hn + Q = H0 + V
n + Q = H0 + V

c,

is in good agreement with experiments.
There are two important groups of experimental data associatedwith the S-opera-

tor and, therefore, directly comparable to QFT calculations: scattering cross sections
and energies of bound states.11 These experiments covermost of what can be observed
in themicroworld, so the renormalized S-operator formalism inQFT is very successful.

1.1.2 What is not calculable in QFT?

So, the renormalization did not change the unphys character of QFT interactions. The
renormalization simply suppressed the self-scattering of bare particles,12 but their

9 This violated the no-self-scattering condition (Statement 2-4.1).
10 Found in definitions of Φn and Σn.
11 Aswe know from Subsection 1-7.1.6, energies of bound states coincide with positions of poles of the
S-operator S(E) on the complex energy plane.
12 This means that renormalization suppressed the cumulative effect of self-interaction during the
infinite time interval (−∞, +∞).
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self-interaction at finite time intervals remained. As long as unphys self-interactions
are present, we will have to redefine (renormalize) the notions of the vacuum and par-
ticles.

Therefore, the renormalization program did not solve the problem of ultravio-
let divergences in QFT. The introduction of counterterms simply moved the problem
of divergences from one place to another. The divergences were removed from the
S-operator, but they surfaced in the Hamiltonian Hc in the form of infinite countert-
erms. The divergent Hamiltonian Hc = H0 + Vc can be used in S-matrix calculations,
since all divergences cancel out there. However, the use of this Hamiltonian for study-
ing bound states13 or the time evolution14 is very problematic.

In Section 2-1.1, we introduced vectors

|vac⟩, a†|vac⟩, d†|vac⟩ . . . , (1.12)

which were (bare) zero-particle and one-particle eigenstates of the noninteracting
Hamiltonian H0 and the mass operatorM0 (see (1.1)–(1.3)). However, these states are
not eigenvectors of the full interacting Hamiltonian Hc = H0 + Vn + Q, which makes
their properties quite peculiar. Let us forget for a moment that the counterterms in
Hc are infinite and apply the time evolution operator Uc(t ← 0) = exp(− iℏH

ct) to the
vacuum state |vac⟩. Expressing Vc in terms of creation and annihilation operators,
we get15

|vac(t)⟩ = e−
i
ℏH

ct |vac⟩ = (1 − it
ℏ
(H0 + V

c) + ⋅ ⋅ ⋅)|vac⟩

∝ |vac⟩ + ta†b†c†|vac⟩ + td†f †c†|vac⟩ + ⋅ ⋅ ⋅
∝ |vac⟩ + t|abc⟩ + t|dfc⟩ + ⋅ ⋅ ⋅ . (1.13)

We see that variousmultiparticle states (|abc⟩, |dfc⟩, etc.) appear from the vacuumdur-
ing the time evolution. So, in this interpretation the QED vacuum is not an empty state
without particles, as we might naïvely assume. It is full of “virtual” particles, antipar-
ticles and photons.

Likewise, the time evolution of the bare one-electron state a†|vac⟩ is accompa-
nied by the appearance and disappearance of multitudes of virtual particles [32]. Of
course, no one has ever seen such strange vacuum polarizations and virtual clouds in
experiments. If the theory is incapable of describing the time evolution of even such
simple states, then it has no chance with more complex (and important) multiparticle
systems.

13 By diagonalization of Hc.
14 By forming the time evolution operator exp(− iℏH

ct).
15 Here we focus on the presence of unphys interaction operators a†b†c† and d†f †c† in Vc (2-4.44).
We omitted all factors and coefficient functions that are not relevant to our arguments.
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6 | 1 Three ways to look at QFT

It is often argued that in scattering experiments, interactions occur almost instan-
taneously, so that a detailed experimental study of the interacting dynamics is prac-
tically impossible. Thus, the absence of a well-defined Hamiltonian and the inability
of the renormalized QED to describe the interacting regime are completely tolerable.

The more one thinks about this situation, the more one is led to the conclusion that one should
not insist on a detailed description of the system in time. From the physical point of view, this is
not so surprising, because in contrast to nonrelativistic quantummechanics, the time behavior of
a relativistic system with creation and annihilation of particles is unobservable. Essentially only
scattering experiments are possible, thereforewe retreat to scattering theory. One learnsmodesty
in field theory – G. Scharf [209].

But there is no doubt that time-dependent processes will sooner or later become avail-
able for study by advanced experimental methods.16 Moreover, the time evolution of
interacting systems is easily observed in our daily “macroscopic” life. Therefore, a
complete and consistent theory of subatomic phenomena is obliged to describe time-
dependent processes. The renormalized QED cannot do this, hence it cannot be re-
garded as a comprehensive theory of electromagnetism.

The fundamental problems of renormalization worried many outstanding physi-
cists, including Dirac and Landau. For example, Rohrlich wrote:

Thus, present quantumelectrodynamics is one of the strangest achievements of the humanmind.
No theory has been confirmedby experiment to higher precision; andno theory has beenplagued
by greatermathematical difficultieswhich havewithstood repeated attempts at their elimination.
There can be no doubt that the present agreement with experiments is not fortuitous. Neverthe-
less, the renormalization procedure can only be regarded as a temporary crutch which holds up
the present framework. It should be noted that, even if the renormalization constants were not
infinite, the theory would still be unsatisfactory, as long as the unphysical concept of “bare par-
ticle” plays a dominant role – F. Rohrlich [198].

1.1.3 Effective quantum field theory

Often one can hear arguments that the divergence of the renormalized Hamiltonian
Hc in the limit Λ → ∞ is not such a big problem. The idea is that, in fact, the large
momentum (or, equivalently, small distance) limit in loop integrals is unattainable,
because in this limit the fundamental premises of the local QFT17 lose their meanings.
There is hope that someyet unknowneffects at thePlanck scalewill establish anatural
cutoff in momentum integrals and hence ensure finite values of the renormalization
constants. This set of ideas is called the effective field theory [157]. In particular, this

16 See, for example, recent measurements of dynamics of nonstationary atomic wave functions with
attosecond time resolution [57, 153, 45].
17 Such as the locality of interactions or the continuity of space.
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1.2 Clothed-particle theory | 7

approach claims that QFT is just a low-energy approximation to some yet unknown
microscopic truly fundamental theory that will be free from divergences and contra-
dictions.18

There are various assumptions about thepossible content of this fundamental and
self-consistent theory that will one day replace the internally contradictory QFT. Some
think that the future theory will reveal a nontrivial – possibly discrete or noncommu-
tative – structure of space at distances comparable to the Planck length ≈ 10−33 cm.
Others hope that paradoxeswill be solved if extendedobjects, such as strings, are used
instead of point particles. However, so far these ideas have not raised above the level
of guesswork.

Speculations of this kind cannot be refuted, because nothing is known about the
physics at the Planck scale. However, the goodnews is that such speculations are com-
pletely unnecessary in the dressed-Hamiltonian approach, which we are going to de-
velop in this volume. The dressed Hamiltonian Hd remains finite even in the limit of
the infinite cutoff parameter Λ. Therefore, our RQD is a completely autonomous and
self-consistent theory, which is formally applicable throughout the entire range of dis-
tances, energies and momenta, even beyond the hypothetical Planck boundary.

1.2 Clothed-particle theory

As we already know, the time evolution of bare vacuum and one-particle states in-
volves unrealistic creation of virtual photons and electron–positron pairs, because
these bare states are not eigenstates of the full interacting Hamiltonian Hc. One fruit-
ful idea was that the virtual clouds are inherent parts of the physical vacuum and
particle states, so that we should focus on the dynamics of these linear combinations
as separate entities. In other words, we can redefine the notions of the zero-particle
and one-particle states, so that they coincide with eigenvectors of Hc. Then the entire
theory can be expressed in the language of the new “clothed” or “physical” particles.

We already know that in QFT this redefinition is necessary, because unphys terms
arepresent inevitably inQFT interactionoperators.19 ThusanyQFT is doomed to suffer

18 It should be noted that a similar situation takes place in nonrelativistic theories, for example, in
solid-state physics, where the continuous quantum field description is really approximate and only
workswithin the limits of lowenergies and largedistances. For example, the quantumfielddescription
of crystal lattice vibrations in terms of phonons is applicable only when deviations of atoms from their
equilibrium positions are much smaller than interatomic distances. The concept of renormalization
is also physically justified in these theories. For example, the polaron (= the electron moving through
the crystal while interacting with lattice vibrations) has a renormalized mass that differs from the
effectivemass of the electron in the conduction band of the “fixed” lattice. In this bookwe discuss only
fundamental relativistic quantum fields where such considerations and analogies are inapplicable.
19 Indeed, any quantumfield is a sumof creation and annihilation partsϕ ∝ (α†+α). In field theories,
interaction is built as a polynomial in quantumfields (see Section 2-3.1), and anyfieldmonomialwould
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8 | 1 Three ways to look at QFT

from renormalization problems. These problems are much deeper than just the diver-
gence of loop integrals. The redefinition of the vacuum and one-particle states would
be necessary even if all loop integrals were convergent.

1.2.1 A bit of history

The idea of clothed particles has a long history. Van Hove was the first to express his
thoughts about “persistent perturbations” in QFT [257, 258]. The first clear formula-
tion of the clothed-particle concept and its application to model QFTs is contained in
the excellent article by Greenberg and Schweber [101]. This formalism was extended
to various quantumfieldmodels, including the scalar-fieldmodel [265], the Leemodel
[73, 83, 54, 55, 6] and the Ruijgrok–Van Hove model [202, 159]. Faddeev [74] proposed
a method for constructing the Hamiltonian of clothed particles in the form of a per-
turbation series for a general QFT (see also [246, 208, 76]). This method was called the
“Faddeev construct” in [226]. Shirokov and coauthors [216, 259, 219, 220, 214] devel-
oped these approaches further and, in particular, discussed the removal of ultravio-
let divergences from the Hamiltonians of clothed particles. Such Hamiltonians have
found many fruitful applications in the theory of nuclear forces [149–151, 58].

1.2.2 Clothed (physical) particles

In the clothed-particle formalism, the definitions of zero-particle and one-particle
states are rather straightforward. For example, the clothed vacuum could be defined
as an eigenvector of the mass operator Mc ≡ c−2√(Hc)2 − P20c2 with the lowest possi-
ble eigenvalue. The set of states of the clothed electron (1.4) could be defined as an
eigensubspace ofMc with the lowest eigenvalue under the conditions that the lepton
number is one (L = 1), the baryon number is zero (B = 0) and the electric charge is
Q = −e.20 However, there is much less certainty when we want to define two-particle,
three-particle, etc. states, i. e., the full Fock structure of the clothed world. To solve
this problem, the clothed-particle theory makes three crucial assumptions:

necessarily contain unphys terms after normal ordering. For example, ϕ4 ∝ (α† + α)4 = α†α†α†α† +
⋅ ⋅ ⋅ + αααα [223].
20 In the literature one can find claims that due to Haag’s theorem [105, 61, 59], the physical vacuum,
physical particles and the entire Fock space of the interacting theory are orthogonal to the original
Fock space of bare particles. Indeed, all coefficients in expansions like (1.4) tend to zero. However, this
does not mean that the entire sum tends to zero as well. This is because the number of components
in the sum is infinite, which results in the uncertainty of the type 0 × ∞. We believe that both bare
and clothed states can be accommodated within one Fock space. Perhaps, a rigorous mathematical
formulation of this idea would require a more careful handling of infinitely small and infinitely large
numbers, as in nonstandard analysis [87]. See also [223].
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(1) There is a unitary operator e−iΞ that connects between bare, {|vac⟩, a†, a, . . .}, and
clothed,

|vac⟩cl = e−iΞ|vac⟩, (1.14)

acl† = e−iΞa†eiΞ, (1.15)

acl = e−iΞaeiΞ, (1.16)

ingredients of the two theories.
(2) After clothing, the interactionVc expressed as a function (1.8) of the new (clothed)

particle operators becomes purely phys.
(3) The scattering operator of the clothed particles is exactly the same (Sc) as in the

bare renormalized theory.

1.3 Dressed-Hamiltonian theory

The current wisdom is that electromagnetic interactions can be described only within
a QFT, such as QED. Three arguments are usually put forward to support this state-
ment:
(1) QED enjoys a phenomenal agreement with experiments.
(2) The structure of theQED (field-based)Hamiltonian is dictatedbyphysical features

of electromagnetic interactions and follows unambiguously from the application
of quantummechanics to Maxwell’s equations.

(3) QFT is the only possibility to combine quantummechanics with relativity.

Here we would like to challenge these arguments. First, as we mentioned above, all
successes of QEDare associatedwith the S-matrix, but fromSubsection 1-7.2.1we know
that one can always find an infinite number of Hamiltonians (thus, an infinite number
of physically nonequivalent theories) that yield exactly the same S-matrix. Some of
these theories may have a nonfield character.

The validity of item (2) is questionable as well. Renormalization and clothing are
good examples of how a naïve quantum field theory must be drastically modified in
order to complywith observations. The renormalization adds counterterms to the orig-
inal Hamiltonian. The clothing redefines the vacuum and single-particle states. Are
these steps really necessary? Perhaps, our problem was that we started from a wrong
place21 and then had to spend enormous efforts to correct this bad theory to make it
consistent with observations? Canwe do better and formulate a good (no infinities, no
internal contradictions) theory from the beginning?

21 That is, a local quantum field theory with the Hamiltonian Hn. In Subsection 1.3.1 we will briefly
analyze the ideas that historically lead to the choice of Vn as the interaction operator in QED.
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10 | 1 Three ways to look at QFT

Finally, argument (3) is not convincing either. For example, the clothed-particle
theory is not a field theory.22 Nevertheless, it is perfectly relativistic [213]. We will pro-
vide other examples of relativistic nonfield theories in Subsection 1.3.2.

In this section we will present a third approach, which we call the dressed Hamil-
tonian formalism. It is based on three ideas:
(1) Stopmaking the distinction between bare and physical states.We claim that there

is only one sort of particles in nature,23 andwewill use the original bare operators
{α†, α, . . .} to create and annihilate them.

(2) Drop the requirements that the interaction operator should be built as a polyno-
mial in field-like combinations (α† + α). Instead, we will demand that (like in the
clothed-particle theory) this operator is composed only of phys potentials. This
will guarantee the absence of vacuum and single-particle self-interaction effects
and, therefore, remove the divergences and the need for renormalization.

(3) Demand that the S-operator of the new theory is exactly the same as the scatter-
ing operator (Sc) of the renormalized QED, which has been thoroughly verified by
precision experiments.

1.3.1 On origins of QED interaction

Wehave already established that themain cause of problems in QED is the presence of
unphys terms in the interaction operator Vc. But where did this operator come from?
How strong is our confidence that the QED Hamiltonian was chosen correctly?

In Volume 2, we simply postulated the QED interaction operator (2-3.13)–(2-3.15)
and its renormalized version (2-4.44).What is the physical basis for these expressions?
Are there any physical principles that require this specific form of electromagnetic in-
teraction? In textbooks, one can find the standard answer that the deep reason for
the interaction between charged particles and photons is the principle of local gauge
invariance. It is usually postulated that the field Lagrangian of electromagnetic the-
ory must be invariant with respect to certain simultaneous “gauge” transformations
of the fermion (charged) fieldsψi(t, x) and the photon field𝒜μ(t, x). As it turns out, the
Lagrangian of the free theory does not satisfy this requirement, and the local gauge
invariance can be ensured only after some “minimal” interaction is added to the the-
ory. Many textbooks on QFT explain this idea,24 so we will not dwell on it. Suffice it to
say that the same principle of local gauge invariance was used to derive Lagrangians
of non-Abelian theories of electro-weak interactions and quantum chromodynamics.

22 The interaction operator Vc cannot be expressed as a polynomial in field-like combinations (αcl† +
αcl) of clothed operators.
23 That is, the physical particles with experimentally measured masses and charges.
24 See, for example, p. 343 in [266] and Section 15.1 in [183].
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Despite its wide acceptance in theoretical physics, the idea of gauge invariance is
rather vague. In its original form, this idea arose in Maxwell’s classical electrodynam-
ics. However, in Chapter 6 we will see that Maxwell’s theory can be replaced by an al-
ternative approach inwhich charges interact directly,while electromagnetic fields, po-
tentials and gauges play absolutely no role. Moreover, the physical meaning of quan-
tum fields is not clear, and the very necessity of using fields and electromagnetic po-
tentials for the formulation of physical theories raises questions.25 For these reasons,
in our book we reject the usual postulate that assigns fundamental roles to fields, po-
tentials and gauges.Wemaintain that the local gauge invariance should be considered
only as a heuristic device, whose remarkable efficiency still awaits its proper explana-
tion.

An alternative (or, rather, complementary) justification for the QED Hamiltonian
was put forward by Weinberg.26 He suggested that the interaction operator should be
a polynomial function of field components. Further, he empirically substantiated the
claim that this polynomial should be linear in the photon field 𝒜μ(t, x). Another im-
portant requirement is that the action integral should be invariantwith respect to iner-
tial transformations from the Lorentz subgroup. If𝒜μ were transformed as a 4-vector,
then the latter conditionwouldbe easily satisfiedby choosing the interactionHamilto-
nian density in the form∝ 𝒜μJμ, where Jμ is any 4-vector composed of fermion fields.
However, the Lorentz transformations of𝒜μ are different from the 4-vector law by the
presence of an additional 4-gradient term (2-C.34). This difficulty can be overcome if
we choose as Jμ a conserved fermionic 4-vector. Then the action integral turns out to
be a Lorentz scalar, even though𝒜μ is not a 4-vector. The simplest choice for Jμ is the
density of the fermionic current (2-D.1) jμ = −eψγμψ + eΨγμΨ. This line of reasoning
leads to the interaction (2-3.13)–(2-3.15), consistent with gauge invariance arguments.

Unfortunately, neither the local gauge invariance arguments nor Weinberg’s rea-
soning seems convincing, especially if we take into account the fact that the (unphys)
trilinear interaction density operator

V1(x̃) = 𝒜μj
μ = −e𝒜μψγ

μψ + e𝒜μΨγ
μΨ (1.17)

is not final. First, it has to be modified by adding renormalization counterterms, in-
cluding those of the renorm type. Then it should be unitarily transformed into the
clothed-particle (or dressed) representation.

So, we have to admit that the modern formulation of QED does not have a rigor-
ous theoretical justification. Quantum fields and gauges are only heuristic tools, and
the whole construction is supported rather by a successful agreement of results with
experiments than by reliance on well-understood physical principles.

25 We will discuss these questions in more detail in Section 8.6.
26 See, for example, Section 8.1 in [266].
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1.3.2 Earlier attempts at construction of nonfield theories

We also do not agree with the claim that QFT is the only way to combine quantum
theory with the principle of relativity. Usually this statement is formulated as a self-
evident postulate that does not require a proof. In this respect Weinberg was not so
categorical, when he wrote the following:

There have been many attempts to formulate a relativistically invariant theory that would not be
a local field theory, and it is indeed possible to construct theories that are not field theories and
yet yield a Lorentz-invariant S-matrix for two-particle scattering [12], but such efforts have always
run into trouble in sectors with more than two particles: either the three particle S-matrix is not
Lorentz-invariant, or else it violates the cluster decomposition principle – S. Weinberg [266].

But what were these attempts at constructing nonfield theories that Weinberg men-
tioned? Could these theories fulfill the three conditions (relativistic invariance, clus-
ter separability and a variable number of particles), formulated in the preface to Vol-
ume 2?What problems did they encounter? Perhaps these problems are solvable, and
it would make sense to take a second look at these nonfield models?

An important class of nonfield theories, mentioned by Weinberg, constitute
“direct-interaction” models.27 Two-particle models of this kind were first constructed
by Bakamjian and Thomas [12]. Later, Sokolov and Shatnii [227, 229], Coester and
Polyzou [35] and Mutze [172] showed how this approach can be extended to multi-
particle systems, while satisfying the principle of cluster separability. We also note
more recent attempts [189] to apply this formalism to systems with a variable number
of particles. Despite these achievements, the “direct-interaction” theory is currently
applicable only to model systems. One of the reasons is that the important condition
of cluster separability has a very complex formulation in this approach. This mathe-
matical difficulty was obvious when we discussed the simplest nontrivial example of
a three-particle system in Subsection 1-6.4.6.

In direct interaction theories, interparticle potentials were formulated as func-
tions of dynamical particle variables, i. e., particle positions and momenta. However,
this approach seems to be not optimal. It turns out that it is more convenient to write
interactions in the form of polynomials (2-1.57)–(2-1.58) in creation and annihilation
operators in the Fock space. In this case, cluster separability is satisfied as soon as co-
efficient functions of interaction potentials depend smoothly on particles’ momenta
(Theorem 2-2.5). Moreover, in this approach there are no difficulties in constructing
potentials that change the number of particles in the system.

For interacting theories in the Fock space, the most difficult part is to ensure their
relativistic invariance, i. e., the commutation relations of the Poincaré Lie algebra.

27 We discussed them in Sections 6.3 and 6.4 of Volume 1.
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One solution to this problem was developed in the works of Kita28 [143–145, 147, 146,
148] and Kazes [128] (see also [212]). These models were not based on the rigid frame-
work of quantum fields, so it was possible to avoid difficulties associated with diver-
gences and renormalization. Coefficient functions of interaction potentials were de-
termined by solving a system of differential equations resulting from Poincaré com-
mutators (1-6.26)–(1-6.30). Kita and Kazes demonstrated that such systems have an
infinite number of solutions and considered few nontrivial examples. Unfortunately,
this approach is not yet applicable to realistic physical systems.

Another fruitful idea was to fit nonfield “effective” particle interactions to repro-
duceQFT scattering amplitudes and/or energy spectra. Such approaches can be found
in a variety of works, starting from classic articles of Tamm [245], Dancoff [46] and
Okubo [176] and continuing to more recent studies [112, 184, 185, 103, 104, 77]. In the-
oretical nuclear physics, an entire industry has been developed for producing inter-
nuclear potentials from quantum field models [67, 58]. The difference of our dressed
approach from these works is philosophical rather than fundamental. We do not con-
sider quantum fields as fundamental physical objects and do not regard effective po-
tentials simply as approximations to the “rigorous” field-based description. For us,
the idea of particles interacting directly through dressed potentials Vd is the most ad-
equate way of describing nature. We think that QFT is just one intermediate step on
the way to achieve this description. We will try to go beyond this step.

1.3.3 Dressed interactions

In the dressed-Hamiltonian approach we simply pretend that the bare states |vac⟩,
|1⟩, etc. are not different from the physical states that we want to study. So, we will use
the same set of creation and annihilation operators {a†, a, . . .} as in the bare-particle
theory (see Table 1.1). The only difference between the two theories lies in their Hamil-
tonians.29 We will obtain the dressed Hamiltonian Hd by applying to Hc the (reverse)
unitary transformation that was used in the clothed-particlemethod (1.14)–(1.16), i. e.,

Hd ≡ H0 + V
d = eiΞHce−iΞ. (1.18)

By doing that we will ensure that the dressed interaction is a phys-type polynomial in
the particle operators {a†, a, . . .}. This will also guarantee the desirable property that
the vacuum and single particles do not experience self-interactions, so there will be
no need for state redefinitions and renormalization. Other desirable features are that
the interactionVd is finite30 and the S-operator calculated with Vd is exactly the same
as the well-tested Sc.

28 I am thankful to Dr. M. I. Shirokov for drawing my attention to Kita’s works.
29 And interacting boost operators.
30 That is, independent of the ultraviolet cutoff Λ.
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1.3.4 Comparison with clothed-particle theory

In the dressed-Hamiltonian approach, the unitary transformation eiΞ is applied to
the field-theoretic Hamiltonian Hc of QED, while creation and annihilation operators
{a†, a, . . .} of (bare) particles do not change. This means that the same function ℱ ex-
presses the dependence of the dressed HamiltonianHd on the bare-particle operators
Hd = ℱ(a†, a, . . .) as the function expressing the dependence of Hc on the clothed-
particle operators Hc = ℱ(acl†, acl, . . .). Indeed, from (1.15), (1.16) and (1.18) we ob-
tain (1.8)

Hc = e−iΞHdeiΞ = e−iΞℱ(a†, a, . . .)eiΞ = ℱ(e−iΞa†e−iΞ, e−iΞaeiΞ, . . .)

= ℱ(acl†, acl, . . .). (1.19)

Therefore, these two approaches are mathematically equivalent.
Let us confirm this equivalence by a simple example. Suppose that we are inter-

ested in the trajectory (= the time dependence of the expectation value of the position
operator) of a physical electron in a two-particle (electron + proton) system. In the
dressed-Hamiltonian approach, the initial state of the system has two particles,

|Ψ⟩ = a†d†|vac⟩,

and the expectation value of the electron position r is given by the Heisenberg picture
formula

⟨r(t)⟩ = ⟨Ψ|r(t)|Ψ⟩ = ⟨vac|da(e
i
ℏH

dtre−
i
ℏH

dt)a†d†|vac⟩, (1.20)

where the time evolution is governed by the dressed Hamiltonian Hd.
However, we can also rewrite (1.20) in the following form, which is characteristic

of the clothed-particle formalism:

⟨r(t)⟩ = ⟨vac|da(eiΞe
i
ℏH

cte−iΞ)r(eiΞe−
i
ℏH

cte−iΞ)a†d†|vac⟩

= ⟨vac|eiΞ(e−iΞdaeiΞ)e
i
ℏH

ct(e−iΞreiΞ)

× e−
i
ℏH

ct(e−iΞa†d†eiΞ)e−iΞ|vac⟩

=cl ⟨vac|dclacl(e
i
ℏH

ctrcle−
i
ℏH

ct)acl†dcl†|vac⟩cl. (1.21)

In this case, the time evolution is generated by the original renormalized Hamiltonian
Hc of QED, while “clothed” definitions are used for the vacuum vector, particle oper-
ators and the position observable (see Table 1.1).

Despite differing formalisms, physical predictions of the two theories coincide. So,
the choice between them is a matter of convenience. From the author’s point of view,
it seems more economical and physically transparent to perceive dressing simply as
a change of the Hamiltonian (1.18) and use a single (bare ≡ physical) type of particles
throughout the formalism. Hence, we choose the dressed-Hamiltonian approach.
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1.4 Effective potential in toy model

In Chapter 2 we will apply the dressed-Hamiltonian theory to QED. Before moving to
these nontrivial calculations, we would like to discuss this approach with a simpler
example of the toymodel from Section 2-2.1. This will give us the opportunity to clarify
important principles without being distracted by purely computational issues.

Recall that our toy model describes systems of interacting electrons and photons
with the bare-particle Hamiltonian (2-2.35)

Hc = H0 + V1 + Q, (1.22)

where

V1 =
eℏc
(2πℏ)3/2

∫ dpdk
√2εk

a†pc
†
kap+k +

eℏc
(2πℏ)3/2

∫ dpdk
√2εk

a†pap−kck (1.23)

is the naïve interaction operator and Q combines all divergent renormalization coun-
terterms. In this model, we calculated the S-operator for nonrelativistic electron–
electron scattering in the second order (2-2.23)

Sc2[a
†a†aa] ≈ ie2

8π2ℏ
∫ dpdqdk

δ(ωp−k + ωq+k − ωq − ωp)
λ2c2 + k2

a†p−ka
†
q+kaqap. (1.24)

Now recall that in Section 1-7.2 we found out that one and the same scattering
matrix can be obtained from many different Hamiltonians with different interaction
operators. Here we want to illustrate this idea by defining a second-order effective in-
teraction between our toy electrons,

Vee
2eff = ∫ dpdkdp

󸀠D(k)a†p󸀠−ka
†
p+kapap󸀠 , (1.25)

with the coefficient function

D(k) = − e2

2(2π)3ℏ(λ2c2 + k2)
. (1.26)

Indeed, if we calculate the second-order S-operator by substituting interaction (1.25)
instead of V1 in (2-2.8), we get31

S2eff[a
†a†aa] = Vee

2eff⏟⏟⏟⏟⏟⏟⏟,

i. e., exactly the same result as in (1.24). The two S-operators Sc2 and S2eff coincide de-
spite the fact that the new effectiveHamiltonianH0 +Vee

2eff is completely different from

31 Since operator (1.25) is already of the second order, we should be interested only in the second term
of the expansion (2-2.8).
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the original Hamiltonian (1.22). In particular, the interaction (1.25) is phys, while (1.23)
is unphys + renorm. Replacing the renormalized (divergent) unphys + renorm interac-
tion of field theories by a scattering-equivalent finite phys potential is the central idea
of our dressed approach to QFT.32

We have already met the potential (1.25) in equation (2-1.88). We also found that
in the position representation this potential multiplies two-electron wave functions
by the Yukawa potential (2-1.89), which depends on the interparticle distance (r ≡
|r1 − r2|), i. e.,

Vee
2eff(r) =

e2

4πr
e−λcr/ℏ. (1.27)

In the limit of zero photon mass λ → 0 it transforms into pure Coulomb repulsion,
i. e.,

Vee
2eff(r)|λ→0 =

e2

4πr
. (1.28)

Similarly, we can derive an effective electron–photon potential a†c†ac, by fitting
it to the Compton scattering (S2[a†c†ac]) part of the field-theoretical S-operator. Thus,
the total second-order effective potential is a sum (Yukawa + Compton), i. e.,

V2eff ∝ a†a†aa + a†c†ac, (1.29)

and our toy quantum field model can be replaced in a reasonable approximation by
the elementary quantum-mechanical Hamiltonian H0 + V2eff.

1.4.1 Higher orders of perturbation theory

It is not difficult to extend this approach to higher orders of perturbation theory. In
particular, in the third order of the field-based Sc-operator we expect to obtain contri-
butions

Sc3 ∝ a†a†c†aa + a†a†aac + a†c†c†ac + a†c†acc (1.30)

that describe absorption and emission of a photon in electron–electron and electron–
photon collisions, i. e.,

e−e− ↔ e−e−γ, (1.31)
e−γ ↔ e−γγ. (1.32)

32 Note that the coefficient function (1.26) of the effective interaction can be obtained from the co-
efficient function of the S-operator (1.24) in two steps: (i) discarding the energy delta function and
(ii) dividing by (−2πi). In the rest of this book, we will often use this rule to fit an effective (=dressed)
interaction to the known S-operator.
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In the effective theory, these processes can be described by third-order phys potentials
having the same operator structures,

V3eff ∝ a†a†c†aa + a†a†aac + a†c†c†ac + a†c†acc. (1.33)

Their coefficient functions should be adjusted so that S-operator contributions (1.30)
are consistent with the formula Sc3 = V3eff⏟⏟⏟⏟⏟⏟⏟. The third-order interactions are much
weaker than the Yukawa + Compton potential, so they could be regarded as small cor-
rections to (1.29).

Later we shall see that this fitting procedure can be continued in higher perturba-
tion orders. Ideally, this should lead to the construction of an effective phys Hamilto-
nian that accurately reproduces the field theory scattering matrix in all orders.

1.4.2 Interactions preserving numbers of particles

Let us now analyze what we have achieved in the two preceding subsections. We are
going to compare the action of three Hamiltonians, i. e.,

Hd
2 = H0 + V2eff, (1.34)

Hd
2+3 = H0 + V2eff + V3eff, (1.35)
Hc = H0 + V1 + Q, (1.36)

in the bare Fock space, which is shown schematically in Figure 1.1. Sectors with fixed
particle numbers are indicated by squares in the plane. Each square/sector is labeled
by two numbers: Nph is the number of photons and Nel is the number of electrons.

We already know that from the point of view of scattering, the Hamiltonian Hd
2

(and especially Hd
2+3) is very close to the quantum field Hamiltonian Hc. However,

there are striking differences in how these theories describe the time evolution of
states. First we turn to the time evolution exp(− iℏH

d
2 t) generated by the second-order

effective Hamiltonian (1.34). As shown by the arrows in Figure 1.1 (a), this evolution

Figure 1.1: Time evolution in
our toy Fock space. (a) Ordinary
quantum mechanics. (b) Reason-
able expectations from a theory
with a variable number of parti-
cles. (c) A theory with the field
Hamiltonian (1.22).
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does not affect the number of particles: it leaves all sectors invariant.33 There is no
direct or indirect photon–photon interaction in our model, so the time evolution is
noninteracting in all sectors without electrons (Nel = 0, Nph ≥ 0). The single-electron
sector (Nel = 1, Nph = 0) is also noninteracting due to the phys character of the
dressed potential V2eff. Time evolutions in these noninteracting sectors are shown by
gray arrows in Figure 1.1. The nontrivial dynamics in other sectors is generated by
the interaction (1.29). This description is a quite reasonable approximation for the
behavior of real charges when they move with low accelerations, so that radiation
effects are suppressed. Thus, our simplest effective potential (1.29) copes quite well
with its duties and provides a fairly realistic model of interacting charged particles.

1.4.3 Interactions changing numbers of particles

Of course, the above description is approximate, primarily because it does not take
into account the possibility of emission and absorption of photons. In an effective in-
teraction model, this problem is solved by adding the third-order potential V3eff as
in (1.35).

With this more accurate Hamiltonian Hd
2+3, the time evolution in the Fock space

is depicted in Figure 1.1 (b), where the additional processes (1.31)–(1.32) that change
the numbers of photons and connect different Fock sectors are shown by thin dashed
arrows.Asbefore, the renormalization condition is satisfied. There is no self-scattering
in the vacuum and in one-particle states. Obviously, this desirable property follows
from the fact that interaction potentials (1.29) and (1.33) were chosen to be phys.

A physically transparent and realistic approach with the Hamiltonian Hd
2+3 is in

stark contrast with the description of dynamics by the field-based Hamiltonian (1.36).
The quantum field interaction V1 (1.23) consists of trilinear (unphys) terms,

e− ↔ e−γ, (1.37)

which do not correspond to any real physical process. In addition, the presence of di-
vergent counterterms Q does not add realism to this picture. The dynamics generated
by the interactionV1+Q is shown schematically in Figure 1.1 (c). It is completely differ-
ent from the physically justified dynamics like in Figures 1.1 (a) and (b). One-electron
states a†|vac⟩ are not eigenstates of the Hamiltonian Hc. This can be interpreted as a
self-interaction of the free electron.

This simple example explains why we decided to abandon the quantum field de-
scription of electrodynamics (Hc) in favor of the dressed-interaction theory (Hd).

33 This is equivalent to ordinary particle number-preserving quantum mechanics being applied in
each Fock sector separately.
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1.4.4 Energy–momentum spectra

The dressed Hamiltonian Hd can be diagonalized to obtain energies and wave func-
tions of bound states. Let us discuss the results of such a diagonalization at a qualita-
tive level. For simplicity, here we restrict ourselves only to multielectron states, ignor-
ing the presence of photons.

In Figure 1.2 (a) we showed the energy–momentum spectrum of our theory in
the absence of interaction (compare with Figure 1-6.2 (a)). The no-electron state
(vacuum) has zero energy and momentum. One-electron states have energies E =
√(mec2)2 + P2c2, shown in the figure by the hyperbola “1”. The energies of two-
electron states depend not only on the total momentum of the system, but also on
the relative momentum of its parts. This relative momentum can be arbitrarily large,
so the energy is not bounded from above for each value of P, and the two-electron
states occupy an infinite (hatched) region in Figure 1.2 (a), bounded from below by the
hyperbola “2” (E = √(2mec2)2 + P2c2). Similarly, the energymomenta of three-electron
states form a region (with double hatching) bounded from below by the hyperbola “3”
(E = √(3mec2)2 + P2c2), etc.

Figure 1.2: Typical energy–
momentum spectrum of
(a) noninteracting theory and
(b) interacting dressed theory.

In Figure 1.2 (b)we showedhow the energy–momentum spectrumchanges in the pres-
ence of an effective phys interaction V2eff. We know that this interaction has no effect
on zero-electron and one-electron states, so that the corresponding energies “0” and
“1” do not change. However, this interaction affects states with two or more electrons.
In particular, if the attractive potential in V2eff is not too strong, then we can expect
the splitting of bound-state hyperbolas under the main regions of n-electron spectra
with n = 2, 3, . . ..34 In Section 3.2 we will illustrate the formation of such bound states
in the case of the hydrogen atom.

Interactions in higher perturbation orders can be regarded as small corrections
to the strong potential V2eff. They can be taken into account by means of perturba-
tion theory from Subsection 1-6.5.2 and decay theory from Chapter 4. In particular, the

34 Compare with Figure 1-6.2 (b). For the purposes of this discussion we assumed that electrons at-
tract each other and multielectron bound states can be formed.
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third-order potentials (1.33) are responsible for the instability of excited bound states.
These levels have finite lifetimes: they experience spontaneous radiative transitions
with the emission of photons, and their energies acquire some uncertainty (spread).
We will have detailed discussions of these effects in Chapters 4 and 5.

From the above discussion we conclude that the dressed Hamiltonian Hd pro-
vides a physically satisfactory description of both scattering properties and energy–
momentum spectra in multiparticle systems.

Let us now turn to the field Hamiltonian Hc. We already know that (by defini-
tion) the zero-particle and one-electron eigenvectors of Hc are |vac⟩cl and acl†|vac⟩cl.
But what can we say about the corresponding eigenvalues? The answer is surprisingly
simple if we recall the unitary relationship (1.18) between Hc and Hd. This relation-
ship guarantees that both operators have the same spectrum.35 In particular, for zero-
particle, one-electron and one-photon states this means

Hc|vac⟩cl = 0|vac⟩cl,

Hc(acl†p |vac⟩
cl) = √m2

ec4 + p2c2(a
cl†
p |vac⟩

cl),

Hc(c†p|vac⟩
cl) = √λ2c4 + p2c2(c†p|vac⟩

cl).

The spectra of clothed multiparticle states should also coincide with those shown in
Figure 1.2 (b), but this conclusion is not at all obvious from the form of the field Hamil-
tonian, because direct diagonalization of the divergent Hc seems almost impossible
[160, 161].

35 See Lemma 1-G.6.
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2 Dressing
This work contains many things which are new and interesting. Unfortunately, everything that is
new is not interesting, and everything which is interesting, is not new.
Lev D. Landau

In this chapter we will construct a finite “dressed” QEDHamiltonianHd, which, in ad-
dition to exact scattering amplitudes, provides a gooddescriptionof both the time evo-
lution and bound states. We call this approach relativistic quantum dynamics (RQD).
We use here the word “dynamics,” because, unlike traditional QFT, concerned with
calculations of the time-independent S-matrix and energy spectra, RQD emphasizes
the dynamical, i. e., time-dependent, nature of physical processes.

2.1 Dressing approach to QED

In Section 1.4, we saw that our toy fieldmodel can be reformulated in terms of effective
phys interactions. As a result, the Hamiltonian of the theory acquires a more clear
physical meaning, while all scattering characteristics do not change.

This approach is applicable also to the QED interaction, which basically has the
same trilinear structure V1 = a†c†a + a†ac + ⋅ ⋅ ⋅ as our toy potential (1.23). Our goal in
this chapter is to apply the effective interaction idea to QED. We will try to construct
an effective (dressed) Hamiltonian Hd that replaces the renormalized quantum field
Hamiltonian Hc.

As in Section 1.4, here we will use the S-operator as a link between the Hamilto-
nians Hc and Hd. We know that the S-operator Sc, calculated in the framework of the
renormalized QED, reproduces experimental results very accurately. We do not want
to destroy this perfect agreement in any way. In other words, we require that our new
Hamiltonian Hd leads exactly to the same S-matrix as Hc. As we noted in Chapter 1,
QFT deals exclusively with S-matrix properties. So, by replacing the Hamiltonian we
are not going to lose anything in terms of the correspondence theory↔ experiment.
But if our new Hamiltonian Hd succeeds in avoiding the paradoxes and divergences
characteristic of QED, then we will acquire a lot. This is the idea of our approach.

We assume that all involved operators can be expanded in perturbation series,
and that all relevant series converge, i. e.,1

Hc = H0 + V
c
1 + V

c
2 + ⋅ ⋅ ⋅ , (2.1)

Sc = 1 + Sc2 + S
c
3 + S

c
4 + ⋅ ⋅ ⋅ , (2.2)

Hd = H0 + V
d = H0 + V

d
2 + V

d
3 + ⋅ ⋅ ⋅ . (2.3)

1 In (2.3) we already take into account that Vd
1 = 0; see Subsection 2.3.2.

https://doi.org/10.1515/9783110493221-002
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22 | 2 Dressing

As usual, the subscript denotes the degree of the coupling constant e (= the perturba-
tion order).

2.1.1 No-self-interaction condition

In Chapter 1 we saw that the presence of unphys and renorm terms in the interaction
operator Vc is the direct cause of many troubles in QFT, such as the need for renor-
malization and the lack of a well-defined time evolution. One simple possibility to get
rid of these problems is to demand that the true interaction operator Vd contains only
phys potentials, i. e.,2

Vd = α†α†αα + α†α†ααα + α†α†α†αα + ⋅ ⋅ ⋅ . (2.4)

In particular, this means that operator Vd yields zero when applied to zero-particle
and one-particle states (see Theorem 2-1.4), i. e.,

Vd|vac⟩ = 0,

Vdα†|vac⟩ = 0.

According to Table 2-1.2, commutators of phys potentials can be only phys. Thus, when
we calculate the scattering phase operator Φd, by substituting phys Vd in the Magnus
formula (1-7.19), only phys terms will arise in each perturbation order. Therefore, the
operator Φd is also phys and we have

Φd|vac⟩ = 0,

Φdα†|vac⟩ = 0.

This agrees with the renormalization condition 2-4.1, which demands the absence of
self-scattering. So, in our dressed theory, this condition would be satisfied automati-
cally, and there would be no need for themass renormalization. Moreover, interacting
time evolutions of the vacuumandone-particle state vectorswould coincidewith their
noninteracting counterparts, i. e.,

󵄨󵄨󵄨󵄨vac(t)⟩ = e
− iℏH

dt |vac⟩ = (1 − it
ℏ
(H0 + V

d) + ⋅ ⋅ ⋅)|vac⟩

= (1 − it
ℏ
H0 + ⋅ ⋅ ⋅)|vac⟩ = e

− iℏH0t |vac⟩, (2.5)

2 Generally, an acceptable interaction can also include decay and oscillation potentials. However, as
we have established in Subsection 2-1.2.3, such interactions are absent in QED. Therefore, we do not
consider them here.
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󵄨󵄨󵄨󵄨α(t)⟩ = e
− iℏH

dtα†|vac⟩ = (1 − it
ℏ
(H0 + V

d) + ⋅ ⋅ ⋅)α†|vac⟩

= (1 − it
ℏ
H0 + ⋅ ⋅ ⋅)α

†|vac⟩ = e−
i
ℏH0t |α⟩, (2.6)

as one can expect from simple physical considerations. This means that our dressed
interaction (2.4) also removes any self -interaction in these states. All these properties
look very attractive to us, so wewill base our search for the dressed interaction in RQD
on the following postulate.

Postulate 2.1 (the absence of self-interaction). The vacuum and one-particle states
should not experience self-interaction. In particular, time evolutions of these states
should be free from the influence of interaction and described by the free Hamilto-
nian, as in (2.5)–(2.6). In other words, the potential energyVdmust be a phys operator.

2.1.2 Requirements for dressed interactions

Summarizing discussions from various parts of our book, we can now formulate an
(incomplete) list of conditions that any realistic interaction operator Vd must satisfy.

Postulate 2.2 (properties of dressed interactions).
(A) Poincaré invariance (Statement 1-3.2).
(B) Instant form of dynamics (Postulate 1-6.3).
(C) Cluster separability (Postulate 1-6.5 and Theorem 2-2.5).
(D) The phys type of the operator Vd (Postulate 2.1).
(E) Finiteness: coefficient functions of potentials inVd tend tofinite values in the limit

Λ→∞.
(F) Asymptotic decay: Coefficient functions of Vd rapidly tend to zero as their argu-

ments (particle momenta) move away from the energy shell.3

(G) Scattering equivalence: The scattering operator Sd in our dressed theory remains
exactly the same as the operator Sc of the renormalized QED. This condition also
implies (see Subsection 1-7.1.6.) that energies of bound states coincide in the two
theories.

Our condition (D) practically excludes from consideration all usual field-theoretic
Hamiltonians (see footnote 17 on page 7). In addition, theHamiltonianHc of the renor-
malized QED diverges in the ultraviolet limit Λ→∞, thus violating our condition (E).
The main question is whether there are nontrivial interactions having all the required

3 According to Theorem 2-2.4, this requirement guarantees the convergence of all loop integrals in-
volving vertices Vd. We believe that true physical potentials must have this property.
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properties (A)–(G)? Our answer to this question is yes. In the rest of this chapter we
are going to justify this answer.

2.1.3 Two approaches to dressing

Our search for the dressedHamiltonianHd will be based on the scattering equivalence
condition (G). We have two options to proceed. One possibility is to use the fact (see
Subsection 1-7.2.1) that scattering equivalence of theHamiltoniansHd andHc implies a
unitary connection between them. This “unitary dressing transformation” approach
will be considered in Section 2.3. In Section 2.2 we will explore an alternative way,
namely, a simple fit of Vd to the known S-operator.

2.2 Fitting dressed Hamiltonian to S-operator

We take into account the fact that the scattering operator Sc of the renormalized QED
iswell studied even in high orders of perturbation theory. This information is obtained
not only from precision experiments, but also from very accurate – and now already
routine – QED calculations within the Feynman diagram technique. We can take ad-
vantage of this vast amount of knowledge accumulated over many decades of theo-
retical research and simply fit the desired components Vd

i of the dressed Hamiltonian
(2.3) to the known operators Sci , as we did in our toy model in Section 1.4.

2.2.1 System of equations

On the one hand, traditional QED gives us the following Dyson series for the S-opera-
tor:

Sc = 1 + Sc2 + S
c
3 + S

c
4 + ⋅ ⋅ ⋅ = 1 + Σc2⏟⏟⏟⏟⏟⏟⏟ + Σ

c
3⏟⏟⏟⏟⏟⏟⏟ + Σ

c
4⏟⏟⏟⏟⏟⏟⏟ + ⋅ ⋅ ⋅ . (2.7)

On the other hand, in the dressed theory with the Hamiltonian (2.3), the S-operator
has the form4

Sd = 1 + Vd
2⏟⏟⏟⏟⏟⏟⏟ + V

d
3⏟⏟⏟⏟⏟⏟⏟ + V

d
4⏟⏟⏟⏟⏟⏟⏟ +V

d
2 V

d
2⏟⏟⏟⏟⏟⏟⏟⏟⏟ . . . . (2.8)

According to condition (G), these two operators must coincide in each order, i. e.,

Sdi = S
c
i , i = 2, 3, 4, . . . . (2.9)

4 We substituted the dressed interaction Vd from (2.3) into formulas (1-7.14) and (1-7.15).
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Thus, we obtain the following system of relations between Vd
i and Σci on the energy

shell5:

Vd
2⏟⏟⏟⏟⏟⏟⏟ = Σc2⏟⏟⏟⏟⏟⏟⏟, (2.10)

Vd
3⏟⏟⏟⏟⏟⏟⏟ = Σc3⏟⏟⏟⏟⏟⏟⏟, (2.11)

Vd
4⏟⏟⏟⏟⏟⏟⏟ = Σc4⏟⏟⏟⏟⏟⏟⏟ −V

d
2 V

d
2⏟⏟⏟⏟⏟⏟⏟⏟⏟, (2.12)

Vd
i⏟⏟⏟⏟⏟⏟⏟ = Σci⏟⏟⏟⏟⏟⏟⏟ + Yi⏟⏟⏟⏟⏟⏟⏟, i > 4, (2.13)

where Yi denotes sums of products of dressed interactions Vd
j from lower orders (2 ≤

j ≤ i − 2).6 Equations (2.10)–(2.13) are independent of the ultraviolet cutoff Λ, so they
remain valid also in the limit Λ → ∞. In this limit, operators Σci on the right-hand
sides are finite, Λ-independent and assumed to be known on the energy shell from
standard QED calculations. Our goal is to solve the system of equations (2.10)–(2.13),
i. e., to find operators Vd

i that satisfy conditions (A)–(F).

2.2.2 Dressed potentials in second order

According to the no-self-scattering condition in Subsection 2-4.1.1, the operator on the
right-hand side of (2.10) is phys. Using equations (2-1.68) and (2-3.19), we obtain

(Σc2)
phys

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ = (Σ
n
2 )

phys
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ = V2⏟⏟⏟⏟⏟⏟⏟ + (V1V1)

phys
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ = V2⏟⏟⏟⏟⏟⏟⏟ − (V1V1)

phys
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

= V2⏟⏟⏟⏟⏟⏟⏟ −
1
2
[V1,V1]

phys
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ = (Φ

n
2 )

phys
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ .

Then from (2.10) it follows that on the energy shell

Vd
2 = (Φ

n
2 )

phys
. (2.14)

Recall that the part of (Φn
2 )
phys responsible for the electron–proton scattering was

already calculated in Subsections 2-3.2.1 and 2-3.2.2. So, from (2.10) we immediately
obtain the corresponding dressed potential on the energy shell. However, we cannot
say anything about the behavior of coefficient functions ofVd

2 outside the energy shell.
We can still satisfy condition (G) by choosing any off-shell behavior that we like. Of
course, when making this choice we should also satisfy conditions (А), (B), (C), (E)
and (F). But, as wewill see in Section 2.3, this is not a difficult task. As a result, we can

5 In (2-1.66) we have shown that for regular operators the “underbrace” symbol means V⏟⏟⏟⏟⏟⏟⏟ = −2πiV ∘
δ(ℰV ). Thus, equations (2.10)–(2.13) have nontrivial meaning only on energy shells where ℰV = 0.
6 In our book we do not go beyond the fourth perturbation order, so we will not need explicit expres-
sions for Yi, where i > 4.
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get awide selection of operators {Vd
2 }, agreeingwith all our conditions. The coefficient

functions of all these operators coincide on their energy shells, but their behaviors
outside energy shells can vary a lot.

Thismeans that our conditions (A)–(G) arenot sufficient for finding theuniqueVd.
Complete determination of Vd in the entire momentum space (on and off the energy
shell) requires a combination of various hard-to-get pieces of information that go be-
yond the elementary two-particle S-matrix: experimental data frommultiparticle and
multichannel scattering, wave functions of bound states, the time evolution of inter-
acting systems, etc. We will keep this ambiguity in mind when deriving dressed inter-
actions Vd in subsequent sections.

Even without complete knowledge of off-shell coefficient functions, we can learn
a lot about the operator structure of various terms in the potential energy Vd. Some
examples of potentials in Vd

i (i = 2, 3, 4, 5, 6, . . .) are shown in Table 2.1. We divide them
into two groups: elastic potentials and inelastic potentials.

Elastic potentials do not change the numbers of particles in the system and their
types: in these potentials, annihilation and creation operators are balanced, i. e.,
created particles exactly match those annihilated. Therefore, elastic potentials corre-
spond to interactions familiar to us from ordinary nonrelativistic quantummechanics
and classical physics.7 In Chapter 3, we will be especially interested in the proton–
electron elastic potential Vd

2 [d
†a†da].

Inelastic potentials change numbers of particles and/or their types. In the second
perturbation order there are three types of inelastic processes/potentials: particle–
antiparticle pair creation, particle–antiparticle pair annihilation and two types of pair
conversions.

Table 2.1: Examples of interaction operators in RQD.

Potential Physical meaning Perturbation orders

Elastic potentials
a†a†aa e− + e− potential 2,4,6, . . .
d†a†da e− + p+ potential 2,4,6, . . .
a†c†ac e− + γ potential (Compton scattering) 2,4,6, . . .
a†a†a†aaa e− + e− + e− 3-electron potential 4,6, . . .

Inelastic potentials
a†b†cc e− + e+ pair creation 2,4,6, . . .
c†c†ab e− + e+ annihilation 2,4,6, . . .
d†f †ab conversion of e− + e+ into p− + p+ 2,4,6, . . .
a†b†df conversion of p− + p+ into e− + e+ 2,4,6, . . .
d†a†c†da e− + p+ bremsstrahlung 3,5, . . .
d†a†dac absorption of photon in e− + p+ scattering 3,5, . . .
a†a†a†b†aa pair creation in e− + e− scattering 4,6, . . .

7 See examples in Subsections 2-1.2.7 and 2-1.2.8.
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2.2.3 Dressed potentials in third order

Similar to the second order discussed above, third-order interactions Vd
3 near the en-

ergy shell can be found from (2.11). We have

Vd
3 ≈ (Σ

c
3)
phys
= (Σn3)

phys
. (2.15)

All third-order potentials are inelastic. Two of them are shown in Table 2.1. The
bremsstrahlung potential d†a†c†da describes the production of a photon in an elec-
tron–proton collision.8 The Hermitian conjugate term d†a†dac describes the inverse
effect – the absorption of a photon by a colliding pair of charged particles.

Just as in the second order, all third-order dressed potentials remain largely un-
determined outside their energy shells.

2.2.4 Dressed potentials in fourth and higher orders

Let us now turn to the fourth-order operatorVd
4 in (2.12). According to the renormalized

QED, the Σc4⏟⏟⏟⏟⏟⏟⏟ term is well known on the energy shell, but what can we say about the

other term, −Vd
2 V

d
2⏟⏟⏟⏟⏟⏟⏟⏟⏟?

As we explained in Section 2-2.3, diagrams for the product Vd
2 V

d
2 should be con-

structed from the vertices Vd
2 and Vd

2 by contracting some external lines of the fac-
tors and converting them into internal lines and loops. As follows from Table 2.1, all
second-order vertices in Vd

2 have two incoming and two outgoing external lines. For
us, only one vertex Vd

2 [d
†a†da] is of interest. It is shown in Figure 2.1 (a). The diagram

for the product Vd
2 V

d
2 (see Figure 2.1 (b)) has a loop with unlimited integration mo-

mentum. Therefore, this product depends on the behavior of the coefficient function
of the potential Vd

2 [d
†a†da] in the entire momentum space – on and off the energy

shell. Nowwe can appreciate the meaning of condition (F) in Postulate 2.2. If the coef-

Figure 2.1: Examples of diagrams in the dressed theory.
(а) Interaction vertex Vd

2 [d
†a†da]. (b) A diagram in the

product Vd
2 V

d
2 drawn by the rules from Section 2-2.3.

8 In the language of classical electrodynamics, this can be interpreted as radiation caused by accel-
eration of charged particles. A more detailed analysis of this effect is postponed to Section 5.1.
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ficient functions of Vd
2 [d
†a†da] did not have the rapidly decreasing asymptotics, then

by Theorem 2-2.4 the loop integral in Vd
2 V

d
2 could diverge and we would not be able to

define a finite potential Vd
4 .

So, due to the (supposed) convergence of the loop integrals inVd
2 V

d
2 ,

9weconclude
that both terms on the right-hand side of (2.12) are known and finite on the energy
shell. Then, the dressed potential Vd

4 is well-defined and finite on the energy shell.
We can repeat these arguments for solving equations (2.13) and finding Vd

i in higher
orders i of perturbation theory, thus completing our constructionof thedressedHamil-
tonian Hd = H0 + Vd

2 + V
d
3 + V

d
4 + ⋅ ⋅ ⋅, which is free from ultraviolet divergences.

2.2.5 What are advantages of dressed Hamiltonian?

Summing up our qualitative reasoning in this section, it is time to mention several
important differences between the initial QED interaction Vc and the dressed poten-
tial Vd. Due to the renormalizability property (see Subsection 2-4.3.5), the complete
interaction Vc (in all orders of perturbation theory) consisted of only several terms
and could be represented in a closed analytical form (2-4.44). On the other hand, the
dressed interaction Vd is not representable in a closed form. The higher the pertur-
bation order i, the more different, increasingly complex types of interactions are con-
tained in Vd

i . However, to the credit of RQD, all these operators are finite, do not de-
pend on the ultraviolet cutoff parameter Λ and directly correspond to actual interac-
tions and processes in nature.

Now, when we want to calculate scattering amplitudes, we can directly substi-
tute our newly found potential Vd in the perturbation theory series (2.8). Of course, in
these calculations we will encounter loop integrals, but they are guaranteed to con-
verge because of the rapidly damped asymptotic behavior of the coefficient functions
of the potentials Vd

i (= condition (F)). Hence, the dressed theory contains ultraviolet
divergences neither in the Hamiltonian nor in the S-operator.

2.3 Unitary dressing transformation in QED

In the preceding section, we defined the dressed interaction by a straightforward fit to
the known S-operator. We required that the Hamiltonians Hd and Hc have the same
spectra and identical scattering matrices. Hence it is natural to conclude that these
Hamiltonians are related to each other by a unitary transformation. This is the cen-
tral idea of the “unitary dressing transformation” method, which we consider in the
present section.

9 The diagram shown in Figure 2.1 will be evaluated approximately in Subsection 5.2.1.

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



2.3 Unitary dressing transformation in QED | 29

2.3.1 System of equations

So, we guess that the Hamiltonians Hd and Hc are related by a unitary dressing trans-
formation,

Hd ≡ H0 + V
d = eiΞHce−iΞ (2.16)

≡ eiΞ(H0 + V
c)e−iΞ

= (H0 + V
c) + i[Ξ, (H0 + V

c)] −
1
2!
[Ξ, [Ξ, (H0 + V

c)]] + ⋅ ⋅ ⋅ , (2.17)

whose generator Ξ is assumed to be Hermitian. Let us rewrite equation (2.17) as a per-
turbation series, with the help of expansions (2.1), (2.3) and

Ξ = Ξ1 + Ξ2 + ⋅ ⋅ ⋅ . (2.18)

Collecting terms of equal orders, we obtain a linked chain of equations for deter-
mination of the operators Ξi, i. e.,10

Vd
1 = V

c
1 + i[Ξ1,H0], (2.19)

Vd
2 = V

c
2 + i[Ξ2,H0] + i[Ξ1,V

c
1 ] −

1
2!
[Ξ1, [Ξ1,H0]], (2.20)

Vd
3 = V

c
3 + i[Ξ3,H0] + i[Ξ2,V

c
1 ] + i[Ξ1,V

c
2 ],

−
1
2!
[Ξ2, [Ξ1,H0]] −

1
2!
[Ξ1, [Ξ2,H0]] −

1
2!
[Ξ1, [Ξ1,V

c
1 ]]

−
i
3!
[Ξ1, [Ξ1, [Ξ1,H0]]] (2.21)

. . . .

Next, following the plan outlined in Subsection 2-4.1.5, we introduce the infrared
(λ) and ultraviolet (Λ) cutoffs, which will guarantee that the counterterms in Vc

i are
not singular and finite11 in all perturbation orders. Moreover, these cutoffs will ensure
the convergence of all loop integrals in products and commutators of the potentials
Vc
i . Of course, in order to get a self-consistent and accurate theory, we should get rid

of the artificial cutoffs λ and Λ at the end of our calculations. Physically meaningful
quantities should tend to finite values in these limits. We will analyze the ultraviolet
limit Λ→∞ in Subsection 2.3.5. The infrared limit λ → 0will be handled in Chapter 5.

10 For the operator Vc we have in mind the QED interaction (2-3.14) + (2-3.15) in the Coulomb gauge
plus required renormalization counterterms: Vc = V1 + V2 + Q. Strictly speaking, we have derived
counterterms Q only in the Feynman gauge (see Section 2-4.2). However, this gap is not going to stop
us, because our calculations in this sectionwill have a formal character, and the explicit form ofQwill
not be needed. Our choice of the Coulomb gauge is explained by the desire to have a simple proof of
the relativistic invariance in Subsection 2.3.6.
11 Though they depend on the parameters λ and Λ.
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Nowwe should solve equations (2.19)–(2.21) order by order, i. e., choose operators
Ξi = Ξ

phys
i + Ξ

unp
i so that interaction terms Vd

i on the left-hand sides satisfy conditions
(С)–(G) from Postulate 2.2.12

2.3.2 Unitary dressing in first order

Let us start from the first-order equation (2.19). In the renormalizedQED, the first-order
interaction operator Vc

1 = V1 is unphys (2-D.9). According to condition (D) of Postu-
late 2.2, this term on the right-hand side of (2.19) should be completely canceled. This
can be achieved if we choose13

Ξunp1 = iV1, (2.22)

Ξphys1 = 0.

With this choice, not just the unphys part of Vd
1 turns to zero, but the entire first-order

potential vanishes, i. e., Vd
1 = 0, so that conditions (С)–(F) are trivially satisfied.

14

The coefficient function of V1 is nonsingular, and this unphys operator does not
have an energy shell. By Theorem B.2 this means that the operator Ξunp1 in (2.22) is
smooth, and by Theorem B.1 the presence of this term in the dressing transformation
eiΞ has no effect on the S-operator, which agrees with our condition (G). So, we have
managed to fulfill all requirements for the dressing in the first perturbation order.

2.3.3 Unitary dressing in second order

Now we can substitute the above operator Ξ1 into equation (2.20) and obtain an ex-
pression for the second-order dressed potential

Vd
2 = V

c
2 + i[Ξ2,H0] − [V1,V1] +

1
2!
[V1,V1]

= Vc
2 + i[Ξ2,H0] −

1
2
[V1,V1]. (2.23)

12 Note that in our definition we set Ξreni = 0. This is necessary, because according to Theorem B.1
any admixture of renorm terms in Ξ would destroy the desired scattering equivalence of Hd and Hc

(= condition (G)). The relativistic invariance conditions (A) and (B) will be considered separately in
Subsection 2.3.6.
13 In (2.22) we used formula (2-1.81) to solve the commutator equation i[Ξunp1 ,H0] = −V1.
14 Generally speaking, for Ξphys1 we could choose any smooth phys operator that vanishes on its en-
ergy shell. Then we would have a phys interaction Vd

1 = i[Ξ
phys
1 ,H0] not contributing to the S-operator

(see TheoremB.1). This freedomof choice is directly related to the uncertainty ofVd, explained in Sub-
sections 2.2.2–2.2.4. Nevertheless, we decided to choose Ξphys1 = 0 and V

d
1 = 0, because we presume

that dressed interactions should be at least quadratic in the coupling constant.
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Itwill be convenient towrite separately theunphys,phys and renormparts of this equa-
tion, i. e.,

(Vd
2 )

unp
= (Vc

2 )
unp
+ i[Ξunp2 ,H0] −

1
2
[V1,V1]

unp, (2.24)

(Vd
2 )

phys
= (Vc

2 )
phys
+ i[Ξphys2 ,H0] −

1
2
[V1,V1]

phys, (2.25)

(Vd
2 )

ren
= (Vc

2 )
ren
−
1
2
[V1,V1]

ren. (2.26)

All components on the right-hand sides of (2.24)–(2.26) (except terms containing Ξunp2
andΞphys2 ) are already known to us: The operator (Vc

2 )
ren comes fromelectron and pho-

ton self-energy counterterms described in Section 2-4.2. The operator (Vc
2 )

unp has con-
tributions fromVunp

2 in (2-D.13). The calculation of the commutator [V1,V1]phys was ex-
plained in Subsection 2-3.2.1. Commutators [V1,V1]unp and [V1,V1]ren can be obtained
in a similar way.

Now, our goal is to choose operators Ξphys2 and Ξunp2 , so that dressed potentials on
the left-hand sides of (2.24)–(2.26) satisfy our conditions (С)–(G).

From the condition (D) it follows that the operator (Vd
2 )

unp should turn to zero. To
achieve that, we choose

Ξunp2 = i(V
c
2 )

unp
−
i
2
[V1,V1]

unp. (2.27)

The operatorsV1 and (Vc
2 )

unp are smooth. Hence, by Theorems B.2 and 2-2.7, the opera-
torsV1, [V1,V1]unp, (Vc

2 )
unp and Ξunp2 are also smooth, and by TheoremB.1 the presence

of the smooth Ξunp2 in the transformation eiΞ does not change the S-operator. This is
exactly what we need to satisfy condition (G).

The simplest solution for the phys part of the transformation would be to set

Ξphys2 = 0 (2.28)

in the second term on the right-hand side of (2.25). Two other terms there are known
smooth operators.15 Then, due to Theorem 2-2.5, we would decide that the second-
order dressed interaction

(Vd
2 )

phys
= (Vc

2 )
phys
−
1
2
[V1,V1]

phys (2.29)

is cluster-separable and satisfies condition (C). Indeed, the choice (2.28)–(2.29) is
made in many works on clothing/dressing in QFT [226, 214].

15 In QED (Vc
2 )

phys is equal to the operator Vphys
2 from formula (2-D.12), because there are no phys

counterterms in the second order.
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In our work we will also make the choice (2.28). However, we would like to note
that this choice is not fully justified, because it (i) is arbitrary and (ii) does not guaran-
tee the fulfillment of (F).16 In a more general approach, we could choose for Ξphys2 any
smooth phys operator which vanishes on its energy shell. This would not affect the
energy shell behavior of (Vd

2 )
phys, still preserve the S-operator and give the necessary

flexibility for fulfilling condition (F).17 This flexibility of Ξphys2 and (Vd
2 )

phys outside the
energy shell is fully consistent with the general off-shell ambiguity of Vd described in
Subsections 2.2.2–2.2.4.

So, our choice of the operators Ξunp2 and Ξphys2 guarantees that the S-operator does
not change in the second perturbation order Sd2 = S

c
2 . In particular, this means that

Φd
2 = Φ

c
2 and, according to (2-4.5),

(Vd
2 )

ren
= (Φd

2 )
ren
= 0.

This implies that two terms on the right-hand side of (2.26) must cancel each other.
In other words, formula (2-2.27) for the mass renormalization counterterm (Vc

2 )
ren =

1
2 [V1,V1]

ren = −(V1V1)ren can be derived as the self-consistency condition for the dress-
ing procedure [150].

2.3.4 Unitary dressing in higher orders

Thus, we have succeeded in proving conditions (C)–(G) up to the second perturbation
order. For higher orders, i > 2, the logic of choosing operators Ξi and the proofs of
conditions (C)–(G) are basically the same as in the preceding subsection. The defining
equation for Vd

i can be written in the general form (compare with (2.23))

Vd
i = V

c
i + i[Ξi,H0] + Θi, (2.30)

where Θi is a sum of multiple commutators and t-integrals involving potentials Vc
j

from lower orders (1 ≤ j < i). This equation is solved by the following operator18:

Ξi = iΞ
unp
i + Ξ

phys
i ,

16 That is, from (2.29) it does not follow that coefficient functions of (Vd
2 )

phys decay sufficiently rapidly
away from the energy shell.
17 In other words, we can always adjust the off-shell behavior of Ξphys2 in such a way that coefficient
functions of (Vd

2 )
phys rapidly tend to zero away from the energy shell. This will guarantee the conver-

gence of all loop integrals involving vertices (Vd
2 )

phys.
18 Compare with (2.27)–(2.28). As we explained in Subsection 2.3.3, there is a considerable freedom
of choosing Ξphysi outside the energy shell. This freedom can be used to fulfill condition (F). Therefore,
we do not regard (2.31) as a rigorous equality. We also assume that (just as in the second order) all
renorm terms on the right-hand side of (2.30) cancel automatically.
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Ξunpi = iΘ
unp
i + i(V

c
i )

unp
,

Ξphysi = 0. (2.31)

Just as in the second order, operators Ξi are smooth, so that conditions (C) and (G) are
valid and (Vd

i )
ren = (Vd

i )
unp = 0.

Solving equations (2.30) order by order, we finally obtain the complete dressed
Hamiltonian,

Hd = eiΞHce−iΞ = H0 + V
d
2 + V

d
3 + V

d
4 + ⋅ ⋅ ⋅ , (2.32)

which has all desired properties (С)–(G), as promised.

2.3.5 Limit of infinite ultraviolet cutoff

Up to now, in our calculations we used a finite cutoff parameter Λ. This allowed us
to avoid ultraviolet divergences in all loop integrals. In the final theory, of course, we
must get to the limit Λ →∞. Our approach will only make sense if we can verify that
all physicallymeaningful dressed operators remain finite and independent of Λ in this
limit.

Obviously, conditions (C), (D) and (F) do not depend on the cutoff Λ. Therefore,
they remain valid in the limit Λ → ∞. However, how can we guarantee that in this
limit condition (E) is fulfilled as well, i. e., that coefficient functions of our dressed po-
tentials Vd

i do not diverge? The simplest way to verify this is by referring to the system
of equations (2.10)–(2.13), which follow from the proved preservation of the S-operator
(condition (G)).

The S-operator components Σci are Λ-independent.
19 This immediately implies the

Λ-independence of the potentials Vd
2 and V

d
3 . In the case of the potential V

d
4 , we need

to establish additionally the convergence of the product Vd
2 V

d
2 . This fact follows from

the rapidly damped asymptotics of Vd
2 outside the energy shell (condition (F)) and

Theorem 2-2.4, which guarantees the convergence of loop integrals. Similarly, we can
prove the finiteness of Vd

i in higher orders.
So, in the limit Λ→∞, we obtained a finite and Λ-independent dressed Hamilto-

nianHd (2.32). Ultraviolet divergences inherent inHc havemigrated into the generator
Ξ of the unitary dressing transformation. However, this generator does not correspond
to anyobservable quantity, so there is nothing shameful in the fact that Ξdoesnot have
a well-defined limit at Λ→∞.

As we have already mentioned, the unitary dressing described here is equivalent
to the straightforward fitting of Hd to Sc explained in Section 2.2. Both methods have

19 This property is the main achievement of the traditional renormalization procedure in QED.
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their advantages and disadvantages. Let us first point out the main drawback of the
unitary dressingmethod. In accordancewith condition (D), themain task of the trans-
formation (2.17) is the extraction ofphys components of the operatorVd. So,wehave to
solve individual equations for unphys and phys parts in each perturbation order. This
also means that the original QED interaction Vc cannot be left in the convenient form
of a polynomial in field operators (2-4.44), where unphys, phys and renorms are mixed
together. For unitary dressing purposes interactions should be represented as poly-
nomials in creation and annihilation operators, as we did in Appendix 2-D. In high
orders of perturbation theory, the number of different terms and their commutators
grows very rapidly, so that calculations become extremely cumbersome. On the other
hand, the S-matrix components required in the fitting approach of Section 2.2 could
be evaluated in the compact field notation with the help of convenient Feynman dia-
grams. Thus, the unitary transformation method loses to the fitting method in terms
of the simplicity of computations.

2.3.6 Poincaré invariance of dressed theory

The important advantage of the unitary transformation method is that it permits a
simple proof of the relativistic invariance (= conditions (A) and (B)). For this proof
we have to establish that there is a dressed operator Kd, such that the 10 operators
{P0, J0,Kd,Hd} satisfy commutators of thePoincaré Lie algebra.Having at our disposal
the dressing operator exp(iΞ) constructed above and the boost operatorKc of the orig-
inal renormalized QED,20 this problem has a simple solution [213]. If we choose the
dressing transformation exp(iΞ) commuting with P0, J0 and define Kd ≡ eiΞKce−iΞ,
then the complete set of dressed Poincaré generators is obtained as follows:

{P0, J0,K
d,Hd} = eiΞ{P0, J0,K

c,Hc}e−iΞ.

The unitarity of exp(iΞ) guarantees the preservation of commutation relations (condi-
tion (A)), while commutators [Ξ,P0] = [Ξ, J0] = 0 ensure the instant form of dynamics
(condition (B)).

20 Recall that in Subsection 2-4.2.8 we decided not to construct this operator explicitly, although we
assumed that suchanoperator exists and ensures the relativistic invariance of the renormalized theory
{P0, J0,Kc ,Hc}.
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I’ve got all the medals I need. What could I lose? So that’s why I’m prepared to take a gamble that
a young researcher wouldn’t be prepared to take.
Roger Penrose

In Chapter 2 we derived general formulas of the dressed theory. Our next goal is to
demonstrate that this method is really useful for solving specific problems.Wewill do
this in the next few chapters according to the following plan. In this chapter we will
derive the dressed electron–proton interaction in the second perturbation order. We
are going to get the famous Coulomb–Darwin–Breit potential, which yields a rather
accurate energy spectrumof the hydrogen atom. The next step is to extend the dressed
theory to higher orders of perturbation theory. In particular, in the third order, we
expect to see the instability of excited atomic levels. To analyze this effect, we will
discuss quantummechanics of unstable states inChapter 4. InChapter 5,wewill apply
this theory, together with fourth-order radiative corrections, to derive two classical
QED results – the anomalous magnetic moment of the electron and the Lamb shift in
the hydrogen atom.

3.1 Coulomb–Darwin–Breit Hamiltonian

Here we want to demonstrate how the dressed second-order interaction (2.14) can
be written in a form suitable for concrete calculations, i. e., expressed through cre-
ation and annihilation operators of particles. Wewill see that in the (v/c)2 approxima-
tion, the pair interaction between protons and electrons has the form of the Coulomb–
Darwin–Breit potential.1 Its main part is the usual Coulomb interaction. In addition,
there are relativistic corrections responsible for the magnetic, contact, spin–orbit,
spin–spin and other interactions, well known in calculations of atomic and molec-
ular systems.

3.1.1 Electron–proton potential in momentum representation

Here we are going to apply the general dressing theory developed in Chapter 2 to the
specific case of interaction between two electric charges – an electron and a proton.
For this we use equation (2.14), i. e.,

Vd
2 = (Φ

n
2 )

phys
= (V2 −

1
2
[V1,V1])

phys
,

1 Our calculations of the electron–proton potential in this section can be compared with § 83 in [14]
and with [115].

https://doi.org/10.1515/9783110493221-003
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and extract from this formula only terms having the operator structure Vd
2 [d
†a†da].

The corresponding expression has been calculated already in (2-3.24)–(2-3.25).
The operator Vd

2 [d
†a†da] acts nontrivially in all sectors of the Fock space contain-

ing at least one electron and one proton. Here, for simplicity, we will restrict our at-
tention to the subspace “1 proton + 1 electron,” which we denote by the symbolHpe ≡
H (1,0, 1,0,0). If Ψ(pτ;qσ) is thewave function of a two-particle state inHpe, then the
potential energy operator Vd

2 [d
†a†da] transforms Ψ(pτ;qσ) by formula (2-1.84), i. e.,

Ψ󸀠(pτ,qσ) = Vd
2 [d
†a†da]Ψ(pτ,qσ)

= ∑
τ󸀠σ󸀠
∫ dkv2[p

󸀠τ󸀠,q󸀠σ󸀠; (p − k)τ, (q + k)σ]Ψ((p − k)τ󸀠, (q + k)σ󸀠), (3.1)

where v2 is the coefficient function of Vd
2 [d
†a†da] ≡ (Φn

2 )
phys[d†a†da]. This function

has been calculated in (2-G.2) already; we have2

v2[p
󸀠τ󸀠,q󸀠σ󸀠;pτ,qσ] = ϕ2(p

󸀠τ󸀠,q󸀠σ󸀠;pτ,qσ)

=
e2ℏ2

(2πℏ)3
χ(el)†σ󸀠 χ(pr)†τ󸀠 (−

1
k2
+

1
8m2

pc2
+

1
8m2

ec2
+

p ⋅ q
mpmec2k2

−
(p ⋅ k)(q ⋅ k)
mpmec2k4

+
iσpr ⋅ [k × p]
4m2

pc2k2
−
iσel ⋅ [k × q]
4m2

ec2k2
−
iσpr ⋅ [k × q]
2mpmec2k2

+
iσel ⋅ [k × p]
2mpmec2k2

+
(σpr ⋅ σel)
4mpmec2

−
(σpr ⋅ k)(σel ⋅ k)
4mpmec2k2

)χ(el)σ χ(pr)τ . (3.2)

3.1.2 Electron–proton potential in position representation

The physical meaning of the interaction (3.1)–(3.2) becomes more transparent in the
position representation, which is obtained by (i) replacing the variables p and q by
differentiation operators p̂ = −iℏ(d/dx), q̂ = −iℏ(d/dy) and (ii) performing the Fourier
transform3

V̂d
2 [d
†a†da]Ψ(xπ, yϵ)

= ∑
τ󸀠 ,σ󸀠
∫ dke

i
ℏ k⋅(y−x)v2[p̂

󸀠τ󸀠, q̂󸀠σ󸀠; (p̂ − k)τ, (q̂ + k)σ]Ψ(xτ󸀠, yσ󸀠)

=
e2ℏ2

(2πℏ)3
∫ dke

i
ℏ k⋅(y−x)(−

1
k2
+

1
8m2

pc2
+

1
8m2

ec2
+

p̂ ⋅ q̂
mpmec2k2

−
(p̂ ⋅ k)(q̂ ⋅ k)
mpmec2k4

+
iσpr ⋅ [k × p̂]
4m2

pc2k2
−
iσel ⋅ [k × q̂]
4m2

ec2k2
−
iσpr ⋅ [k × q̂]
2mpmec2k2

2 The transferred momentum is k ≡ q󸀠 − q = p − p󸀠.
3 See Subsection 2-1.2.8. Here x is the proton position, y is the electron position and r ≡ y − x.
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3.1 Coulomb–Darwin–Breit Hamiltonian | 37

+
iσel ⋅ [k × p̂]
2mpmec2k2

+
(σpr ⋅ σel)
4mpmec2

−
(σpr ⋅ k)(σel ⋅ k)
4mpmec2k2

)Ψ(xτ; yσ).

Using formulas (2-1.89), (1-A.1) and (2-A.3)–(2-A.6), we obtain the following position–
space potential4:

V̂d
2 [d
†a†da] = − e

2

4πr
+
e2ℏ2

8c2
(

1
m2
p
+

1
m2
e
)δ(r)

+
e2

8πmpmec2r
[p̂ ⋅ q̂ + (r ⋅ p̂)(r ⋅ q̂)

r2
] −

e2[r × p̂] ⋅ spr
8πm2

pc2r3

+
e2[r × q̂] ⋅ sel
8πm2

ec2r3
+
e2[r × q̂] ⋅ spr
4πmpmec2r3

−
e2[r × p̂] ⋅ sel
4πmpmec2r3

+
e2

mpmec2
(−

spr ⋅ sel
4πr3
+ 3
(spr ⋅ r)(sel ⋅ r)

4πr5
+
2
3
(spr ⋅ sel)δ(r)). (3.3)

With the (v/c)2 accuracy, the free Hamiltonian H0 has the form

Ĥ0 = √m2
pc4 + p̂2c2 + √m2

ec4 + q̂2c2

= mpc
2 +mec

2 +
p̂2

2mp
+

q̂2

2me
−

p̂4

8m3
pc2
−

q̂4

8m3
ec2
+ O(1/c4). (3.4)

The first two terms are simply constants (rest energies of the particles) that can be
eliminated by a suitable choice of zero on the energy scale. So, finally, the second-
order RQD energy of the electron + proton interacting pair takes the form of the so-
called Coulomb–Darwin–Breit Hamiltonian, i. e.,

Ĥd = Ĥ0 + V̂
d
2 (p̂, q̂, r, ŝel, ŝpr) + ⋅ ⋅ ⋅

=
p̂2

2mp
+

q̂2

2me
+ V̂Coulomb + V̂orbit + V̂spin–orbit + V̂spin–spin + ⋅ ⋅ ⋅ . (3.5)

This is similar to the familiar nonrelativistic Hamiltonian, where p̂2/(2mp) + q̂2/(2me)
is regarded as the kinetic energy operator and V̂Coulomb is the usual Coulomb potential
between two charged particles,

V̂Coulomb = −
e2

4πr
. (3.6)

4 We noticed that Pauli matrices are proportional to spin operators (2-B.1): ŝel = (ℏ/2)σel, ŝpr =
(ℏ/2)σpr . Some of the interaction terms are non-Hermitian due to the noncommutativity of r and p, q.
This inconvenience canbe easily overcomeby symmetrizing theproducts of noncommutingoperators,
i. e., replacing AB→ (AB + BA)/2.
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Here V̂orbit is the spin-independent relativistic correction to the Coulomb potential

V̂orbit = −
p̂4

8m3
pc2
−

q̂4

8m3
ec2
+
e2ℏ2

8c2
(

1
m2
p
+

1
m2
e
)δ(r)

+
e2

8πmpmec2r
[p̂ ⋅ q̂ + (r ⋅ p̂)(r ⋅ q̂)

r2
]. (3.7)

The first two terms should be interpreted as relativistic corrections to one-particle en-
ergies. The third (contact interaction) term can be ignored in the classical limit ℏ → 0.
Keeping the accuracy of (v/c)2 andmaking substitutions p̂/mp → v̂pr and q̂/me → v̂el,
we obtain the remaining term in the more familiar form of the Darwin potential [21],
i. e.,

V̂Darwin =
e2

8πc2r
[v̂pr ⋅ v̂el +

(r ⋅ v̂pr)(r ⋅ v̂el)
r2

], (3.8)

which describes the velocity-dependent (magnetic) interaction between charged par-
ticles.

The two remaining terms in (3.5) are the spin–orbit and the spin–spin potentials,
which depend on particle spins, i. e.,

V̂spin–orbit = −
e2[r × p̂] ⋅ ŝpr
8πm2

pc2r3
+
e2[r × q̂] ⋅ ŝel
8πm2

ec2r3
+
e2[r × q̂] ⋅ ŝpr
4πmpmec2r3

−
e2[r × p̂] ⋅ ŝel
4πmpmec2r3

, (3.9)

V̂spin–spin =
e2

mpmec2
(−

ŝpr ⋅ ŝel
4πr3
+
3(ŝpr ⋅ r)(ŝel ⋅ r)

4πr5
−
1
3
(ŝpr ⋅ ŝel)δ(r)). (3.10)

Since our dressing transformation preserves commutation relations of the Poin-
caré Lie algebra (see Subsection 2.3.6),we canbe sure that the Coulomb–Darwin–Breit
Hamiltonian is relativistically invariant, at least up to the order (v/c)2. In Appendix E,
we double-checked this fact by a direct calculation.

The Coulomb–Darwin–Breit Hamiltonian (3.5) has been successfully applied to
various problems in the physics of electromagnetic phenomena, such as fine and hy-
perfine structures of the atomic spectra [14, 21], superconductivity and properties of
plasma [71, 68–70, 72]. In Chapter 6 wewill see that in the classical limit this potential
reproduces all basic results of classical electrodynamics very well.

3.2 Hydrogen atom

In the preceding section, we derived the electron–proton interaction potential in the
second perturbation order. It can be used to study bound states of these two particles,
i. e., the hydrogen atom. In particular, we are interested in energies and wave func-
tions of these bound states. In the dressed approach, this requires solving the station-
ary Schrödinger equation (1-6.79) in the electron–proton sectorHpe of the Fock space.
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3.2 Hydrogen atom | 39

In other words, we just need to diagonalize the dressed Hamiltonian (3.5). So, unlike
the traditional QFT [266], our description of bound states is not different from nonrel-
ativistic quantummechanics.

3.2.1 Nonrelativistic Schrödinger equation

In order to solve the two-particle Schrödinger equation,we use the fact that theHamil-
tonian (3.5) commutes with the total momentum operator P0 = p + q and therefore
leaves invariant the zero momentum subspace in Hpe. Restricting ourselves to this
subspace, we can set Q̂ ≡ q̂ = −p̂ on the right-hand side of equation (3.5) and regard
Q̂ as the operator of differentiation with respect to the relative position r, so we have

Q̂ = −iℏ 𝜕
𝜕r
.

If we make these substitutions in (3.5), then the first two terms can be rewritten as

p̂2

2mp
+

q̂2

2me
=
(me +mp)Q̂2

2memp
=
Q̂2

2μ
, (3.11)

where μ = memp/(me +mp) is the reduced mass. The accuracy of our approach would
not suffer much if we take into account the large proton mass (mp/me ≈ 1 837) and set
μ ≈ me, Q̂ ≈ q̂.5

Energies ε andwave functionsΨε(r,π, ϵ) of bound states of the hydrogen atom are
solutions of the stationary Schrödinger equation

Ĥd(−iℏ 𝜕
𝜕r
, r, sel, spr)Ψε(r,π, ϵ) = εΨε(r,π, ϵ). (3.12)

An analytical solution is impossible. The best we can do is to apply perturbation the-
ory from Subsection 1-6.5.2. For that, we first divide Ĥd in (3.5) into the zero-order
Hamiltonian Ĥe+p and the perturbation operator V̂pert, so that

Ĥd = Ĥe+p + V̂pert.

As the zero-order Hamiltonian we choose the first three terms in (3.5), which include
the Coulomb interaction potential. We have

Ĥe+p =
q̂2

2me
−

e2

4πr
. (3.13)

5 Thus, we simplified our problem to the level of one electron moving in an external potential.

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use
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All remaining terms in (3.5) will be regarded as perturbation, i. e.,

V̂pert ≡ V̂orbit + V̂spin–orbit + V̂spin–spin. (3.14)

In the zeroth approximation, the Schrödinger equation

Ĥe+pΨε(r,π, ϵ) = (
q̂2

2me
−

e2

4πr
)Ψε(r,π, ϵ) = εΨε(r,π, ϵ) (3.15)

does not depend on spin variables π, ϵ, so wave functions can be written as products
of orbital and spin parts, so we have

Ψε(r,π, ϵ) = ψε(r)χ(π, ϵ).

Eigenvalues ε do not depend on the spin functions χ(π, ϵ), which can be chosen as
arbitrary sets of four complex numbers satisfying the normalization condition

|χ(↑↑)|2 + |χ(↓↑)|2 + |χ(↑↓)|2 + |χ(↓↓)|2 = 1.

The orbital parts are subject to the eigenvalue equation

(−
ℏ2

2me

𝜕2

𝜕r2
−

e2

4πr
)ψε(r) = εψε(r), (3.16)

which is more convenient to write in spherical coordinates:

−
ℏ2

2me
(
1
r2
𝜕
𝜕r
[r2 𝜕
𝜕r
] +

1
r2 sin θ

𝜕
𝜕θ
[sin θ 𝜕
𝜕θ
] +

1
r2 sin2 θ

𝜕2

𝜕φ2)

× ψε(r, θ,φ) −
e2

4πr
ψε(r, θ,φ) = εψε(r, θ,φ).

The analytical solution of this equation can be found in any quantummechanics text-
book [13, 154]. The eigenstates are marked by the principal (n = 1, 2, 3, . . .), orbital
(l = 0, 1, . . . ,n − 1) and magnetic (m = −l, −l + 1, . . . , l − 1, l) quantum numbers. En-
ergy eigenvalues are degenerate with respect to l andm, i. e.,

ε(n, l,m) = −mec2α2

2n2
. (3.17)

Several low-energy solutions are shown in Table 3.1, where

a0 ≡
4πℏ2

mee2
=
ℏ

αmec

denotes the Bohr radius and

α ≡ e2

4πℏc
≈ 1/137

is the fine-structure constant.
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Table 3.1: Normalized nonrelativistic solutions for lowest levels of the hydrogen atom.

State(n, l,m) Wave function
ψε(r, θ,φ) Energy

(ε)

1S(1,0,0) 1
√πa30

e−r/a0 −mec2α2/2 = −13.6 eV

2S(2,0,0) 1
4√2πa30
(2 − r

a0
)e−r/(2a0) −mec2α2/8 = −3.4 eV

2P(2,1,0) r
4a0√2πa30

e−r/(2a0) cosθ −mec2α2/8 = −3.4 eV

2P(2,1, −1) r
8a0√πa30

e−r/(2a0) sinθe−iφ −mec2α2/8 = −3.4 eV

2P(2,1,1) r
8a0√πa30

e−r/(2a0) sinθeiφ −mec2α2/8 = −3.4 eV

For further calculations, we will need expectation values of the inverse powers of r in
these states. For example,

⟨r−1⟩(2S) ≡ ∫ drψ∗2S(r)
1
r
ψ2S(r) =

1
8a30

∞

∫
0

drr(2 − r
a0
)
2
e−r/a0

=
1

8a30
(4
∞

∫
0

drre−r/a0 − 4
a0

∞

∫
0

drr2e−r/a0 + 1
a20

∞

∫
0

drr3e−r/a0)

=
1

8a30
(4a20 − 8a

2
0 + 6a

2
0) =

1
4a0
.

These results are presented in Table 3.2 together with probability densities |ψ(0)|2 for
finding the electron at the proton.

Table 3.2: Properties of nonrelativistic wave functions of the hydrogen atom.

State |ψ(0)|2 ⟨r−1⟩ ⟨r−2⟩ ⟨r−3⟩
1S 1/(πa30) 1/(a0) 2/(a20)
2S 1/(8πa30) 1/(4a0) 1/(4a20)
2P 0 1/(4a0) 1/(12a20) 1/(24a30)

3.2.2 Perturbation theory in hydrogen atom

In thepreceding subsection,wewere able tofind the entire spectrumof eigenfunctions
Ψε andeigenvalues ε of the zero-orderHamiltonian Ĥe+p. In accordancewithperturba-
tion theory, we will seek corrections to these results caused by the small perturbation
V̂pert (3.14). In the first order this perturbation does not change wave functions, but

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



42 | 3 Coulomb potential and beyond

Figure 3.1: Lowest energy levels of the hydrogen atom. (a) With the nonrelativistic Coulomb potential
(3.6). (b) Plus the fine structure due to orbital (3.7) and spin–orbit (3.9) corrections. (c) Plus the
Lamb shift described in Section 5.4. (d) Plus the superfine structure due to spin–spin correction
(3.10). Not to scale.

shifts energies of states according to formula (1-6.80), i. e.,

Δε = ⟨Ψε|V̂pert|Ψε⟩. (3.18)

In our approximation (mp ≫ me), only two perturbations V̂orbit and V̂spin–orbit are
left. They are responsible for the so-called fine structure of the atomic spectrum (see
Figure 3.1 (b)),

V̂pert ≈ V̂orbit + V̂spin–orbit = V̂relat + V̂contact + V̂spin–orbit,

V̂relat = −
q̂4

8m3
ec2
, (3.19)

V̂contact =
e2ℏ2

8m2
ec2

δ(r), (3.20)

V̂spin–orbit =
e2[r × q̂] ⋅ ŝel
8πm2

ec2r3
=

e2L̂ ⋅ ŝel
8πm2

ec2r3
, (3.21)

where L̂ = [r × q̂] is the electron orbital angular momentum.

3.2.3 Relativistic energy corrections (orbital)

The relativistic perturbation (3.19) gives the following energy correction:

Δεrelat = −
1

8m3
ec2
∫ drψ∗q̂4ψ. (3.22)
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If ψε is an eigenfunction of Ĥe+p with eigenvalue ε, then6

q̂4ψε = q̂
2q̂2ψε = 2meq̂

2(ε + e2

4πr
)ψε = −2meℏ

2 𝜕
𝜕r
⋅ [ε𝜕ψε
𝜕r
+
𝜕
𝜕r
(
e2

4πr
ψε)]

= −2meℏ
2[ε𝜕

2ψε
𝜕r2
+
e2

4π
(
𝜕2

𝜕r2
1
r
)ψε +

e2

2π
(
𝜕
𝜕r

1
r
⋅
𝜕ψε
𝜕r
) +

e2

4πr
𝜕2ψε
𝜕r2
]

= −2meℏ
2[−

2m
ℏ2
(ε + e2

4πr
)
2
ψε − e

2δ(r)ψε +
e2

2π
(
𝜕
𝜕r

1
r
⋅
𝜕ψε
𝜕r
)].

Substituting this result in (3.22) and using the expression for the gradient in spherical
coordinates7

𝜕f (r, θ,φ)
𝜕r
=
𝜕f
𝜕r
̂r + θ̂

r sinφ
𝜕f
𝜕θ
+
φ̂
r
𝜕f
𝜕φ
,

we obtain

Δεrelat =
ℏ2

4m2
ec2
∫ drψ∗ε [−

2me
ℏ2
(ε + e2

4πr
)
2
ψε − e

2δ(r)ψε −
e2

2πr2
𝜕ψε
𝜕r
]. (3.23)

The last term in square brackets,8

−
e2

2π
∫ drψ∗ε

1
r2
𝜕ψε
𝜕r
= −

e2

2π

2π

∫
0

dφ
π

∫
0

sin θdθ
∞

∫
0

drψ∗ε
𝜕ψε
𝜕r

= −
e2

4π

2π

∫
0

dφ
π

∫
0

sin θdθ
∞

∫
0

dr 𝜕|ψε|
2

𝜕r
=

e2

4π

2π

∫
0

dφ
π

∫
0

sin θdθ|ψε(0)|
2

= e2|ψε(0)|
2, (3.24)

cancels with the second term in square brackets

−e2 ∫ drψ∗ε δ(r)ψε = −e
2|ψε(0)|

2.

Therefore, the final contribution from the relativistic correction is

Δεrelat = −
1

2mec2
∫ drψ∗ε(ε

2 +
e2ε
2πr
+

e4

16π2r2
)ψε

= −
1

2mec2
(ε2 + e

2ε
2π
⟨r−1⟩ + e4

16π2
⟨r−2⟩). (3.25)

6 Here we used (3.15) and (1-A.2).
7 Here ̂r ≡ r/r, θ̂, φ̂ are unit vectors pointing along the directions of growth of the corresponding
coordinates.
8 Here we took into account that ψε(r, θ,φ) → 0, when r →∞.
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The energy correction due to the contact potential (3.20) is

Δεcontact =
e2ℏ2

8m2
ec2
∫ drδ(r)|ψε(r)|

2 =
e2ℏ2

8m2
ec2
|ψε(0)|

2. (3.26)

Using data from Table 3.2, we obtain numerical values of Δεrelat and Δεcontact for differ-
ent states. They are shown in Table 3.3.

Table 3.3: Second-order corrections to the energies of lowest levels of the hydrogen atom.

Energy level 1S1/2 2S1/2 2P1/2 2P3/2
nonrelativistic energy (3.17) −mec2α2

2 −mec2α2
8 −mec2α2

8 −mec2α2
8

Corrections:
relativistic (3.25) − 5mec2α4

8 − 13mec2α4
128 − 7mec2α4

384 − 7mec2α4
384

contact (3.26) mec2α4
2

mec2α4
16 0 0

spin–orbit (3.27), (3.28) 0 0 −mec2α4
48

mec2α4
96

Full correction −mec2α4
8 − 5mec2α4

128 − 5mec2α4
128 −mec2α4

128

3.2.4 Relativistic energy corrections (spin–orbit)

Nowconsider the energy shifts due to the spin–orbit interaction (3.21). This interaction
does not affect S-states, which are eigenstates of the operator L̂2 with eigenvalue l = 0.
Let us then turn to 2P-states, where l = 1.

In total, the 2P level contains six states with different combinations of the mag-
netic quantum numberm = −1,0, 1 and the electron spin projections sz = −1/2, 1/2.9

In these states, the total angularmomentum ̂J = L̂+ŝel canbe either jℏ = (1−1/2)ℏ = ℏ/2
or jℏ = (1 + 1/2)ℏ = 3ℏ/2. Hence, the six states separate into two groups. One group of
two states has j = 1/2; it is denoted 2P1/2. The second group of four states has j = 3/2
and is denoted 2P3/2. The unperturbed Hamiltonian (3.13) commutes with the orbital
angular momentum L̂, with the electron spin ŝel and with the total angular momen-
tum ̂J. So all six 2P states have the same unperturbed energy. In other words, they are
degenerate with respect to the Hamiltonian (3.13).

On the other hand, the full Hamiltonian (3.5) does not commute with L̂ and ŝel
separately, but commutes only with their sum ̂J. Therefore, total energies of the two
groups of states 2P1/2 and 2P3/2 can differ. In our approximation, only the spin–orbit

9 We do not consider different orientations of the proton spin, because in our approximation (mp ≫
me) they have no effect on the energy. Therefore, we set spr = 0.
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potential (3.21) contributes to this difference. To calculate its effect on the 2P1/2 level,
we use the formula

̂J2 = (L̂ + ŝel)
2 = L̂2 + ̂s2el + 2(L̂ ⋅ ŝel).

Then

̂J2ψ2P1/2 = ℏ
2j(j + 1)ψ2P1/2 = 3/4ℏ

2ψ2P1/2 ,

L̂2ψ2P1/2 = ℏ
2l(l + 1)ψ2P1/2 = 2ℏ

2ψ2P1/2 ,

̂s2elψ2P1/2 = ℏ
2s(s + 1)ψ2P1/2 = 3/4ℏ

2ψ2P1/2 ,

(L̂ ⋅ ŝel)ψ2P1/2 = 1/2( ̂J
2 − L̂2 − ̂s2el)ψ2P1/2

=
(3/4 − 2 − 3/4)ℏ2

2
ψ2P1/2 = −ℏ

2ψ2P1/2 .

Substituting this result in (3.21) and (3.18), we obtain

Δεspin–orbit(2P
1/2) =

e2

8πm2
ec2
∫ drψ∗2P1/2

L̂ ⋅ ŝel
r3

ψ2P1/2 = −
e2ℏ2

8πm2
ec2
⟨r−3⟩

= −
mec2α4

48
. (3.27)

A similar calculation yields the spin–orbit correction to the 2P3/2 energy, i. e.,

(L̂ ⋅ ŝel)ψ2P3/2 =
(15/4 − 2 − 3/4)ℏ2

2
ψ2P3/2 =

ℏ2

2
ψ2P3/2 ,

Δεspin–orbit(2P
3/2) =

mec2α4

96
; (3.28)

see Table 3.3. In particular, it follows from this table that complete second-order cor-
rections to the energies of the states 2S1/2 and 2P1/2 coincide. Hence these two levels
remain degenerate in our approximation, so we have

ε(2S1/2) = ε(2P1/2). (3.29)

In Chapter 5 we will take into account higher perturbation orders in RQD and find a
tiny gap between the levels 2S1/2 and 2P1/2, which is called the Lamb shift.
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4 Decays
Many things are incomprehensible to us not because our comprehension is weak, but because those
things are not within the frames of our comprehension.
Kozma Prutkov

Our formulation of quantum theory in the Fock space with a variable number of parti-
clesmakes it possible todescribenot only interparticle interactions, but alsoprocesses
in which particles are created and destroyed. The simplest example of such a process
is the decay of an unstable particle. This is the topic of the present chapter.

The unstable particle is interesting for several reasons. First, it is a rare example
of an interacting quantum system whose time evolution can be observed relatively
easily. This time evolution is quite simple, because in many cases it can be described
with only one time-dependent parameter – the nondecay probability ϒ(t). Second,
a mathematically rigorous description of such a system is possible in a small part of
the Fock space, composed of only two sectors: the sector of the particle itself and the
sector of its decay products. Therefore, a fairly accurate solution of this dynamical
problem can be obtained in an analytical form.

In Sections 4.1 and 4.2 we will discuss the decay law of an unstable system at rest.
These results will be useful to us in Chapter 5, when we discuss the spectrum of the
hydrogen atom in higher perturbation orders. In Section 4.3 we will be interested in
the decay law seen from a moving frame of reference. In Section 4.4, we will show
that Einstein’s “time dilation” formula, strictly speaking, is not applicable to decays,
although the deviations are too small to be observable in modern experiments.

4.1 Unstable particle at rest

4.1.1 Quantum mechanics of particle decays

Mathematically, the decay of particles is described by the nondecay probability ϒ,
which has the following definition. Suppose we have a piece of radioactivematerial in
which N unstable nuclei were prepared simultaneously at the time t = 0. Let Nu(t) be
the number of nuclei that remain undecayed at the time t > 0. Then at each moment
of time our radioactive material can be described by the ratio Nu(t)/N ≤ 1.

In the spirit of quantummechanics, wewill regard theN unstable nuclei as an en-
semble of equally prepared systems and consider the ratio Nu(t)/N as the property of
an individual particle – the probability to find this particle in the initial (nondecayed)
state. Then the nondecay probability ϒ(t) is defined as the large N limit

ϒ(t) = lim
N→∞

Nu(t)/N . (4.1)

The function ϒ(t) is also called the decay law of the particle (nucleus).

https://doi.org/10.1515/9783110493221-004
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Let us now turn to the description of an isolated unstable system from the point
of view of quantum theory. We consider amodel theory with three particles α, β and γ.
The particle α is massive and unstable. To simplify calculations, we assume that this
particle has zero spin and only one decay channel α → β + γ. The decay products β
and γ are assumed to be stable, and their masses satisfy the inequality

mα > mβ +mγ , (4.2)

which makes the decay α→ β + γ energetically possible.
Observation performed on an unstable particle can lead to one of two results: ei-

ther the α particle will be detected in the undecayed state, or its decay products (β+ γ)
will be registered. Therefore, it makes sense to describe this system in only two sectors
of the Fock space1:

H = Hα ⊕Hβγ , (4.3)

where Hα is the space of states of the unstable particle α and Hβγ ≡ Hβ ⊗Hγ is the
orthogonal subspace of the decay products.

Nowwe can introduce the Hermitian operator T corresponding to the experimen-
tal proposition “the particle α exists.” This operator is completely determined by its
eigenvalues and eigensubspaces.When ameasurement finds the system in a state cor-
responding to the particle α, then the value of T is 1. In the case when the β + γ decay
products are observed, the value of T is 0. Obviously, T is a projection onto the sub-
space Hα. For each normalized state vector |Ψ⟩ ∈ H , the probability of finding the
unstable particle α is given by the expectation value of this operator

ϒ = ⟨Ψ|T|Ψ⟩. (4.4)

In other words, we can say that the nondecay probability ϒ is the square of the projec-
tion T|Ψ⟩, i. e.,

ϒ = ⟨Ψ|TT|Ψ⟩ = ‖T|Ψ⟩‖2, (4.5)

where we used the property T2 = T from Theorem 1-H.1.
Each vector |Ψ⟩ ∈ Hα describes a state in which the particle α is found with 100%

certainty.We shall assume that the unstable systemwas prepared in one of such states
|Ψ(0)⟩ at the time instant t = 0, so that

ϒ(0) = ⟨Ψ(0)󵄨󵄨󵄨󵄨T
󵄨󵄨󵄨󵄨Ψ(0)⟩ = 1, (4.6)

and ask how this probability changes over time.

1 This is, of course, an approximation in which the interaction between decay products β and γ (and
the possibility of creation of new particles due to this interaction) is ignored. However, experience
shows that this approximation is rather good.
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In order to obtain the time evolution, we need to know the total Hamiltonian
H = H0 + V in the Hilbert space H . The free part of this Hamiltonian H0 can be eas-
ily constructed by the usual rules from Subsection 2-1.1.3. In the subspace Hα, this
operator is

H0|Hα
= √m2

αc4 + p2c2, (4.7)

while in the decay products subspace

H0|Hβγ
= √m2

βc
4 + p2c2 + √m2

γc4 + p2c2. (4.8)

For the interaction we choose the simplest operator that can be responsible for
the process α↔ β + γ, i. e.,2

V = ∫ dpdq(V(p,q)α†p+qβpγq + V∗(p,q)γ†qβ†pαp+q). (4.9)

This operator leaves invariant the sector H = Hα ⊕Hβγ of the full Fock space.
Then the time evolution of the initial state |Ψ(0)⟩ is given by equation (1-6.88)3:

|Ψ(t)⟩ = e−
iℏHt |Ψ(0)⟩, (4.10)

which leads to the following decay law:

ϒ(t) = ⟨Ψ(0)󵄨󵄨󵄨󵄨e
iℏHtTe− iℏHt 󵄨󵄨󵄨󵄨Ψ(0)⟩. (4.11)

Clearly, the interaction V should not commute with the projection T, i. e.,

[H ,T] ̸= 0. (4.12)

Then the subspace Hα of the particle α is not invariant with respect to time transla-
tions, and the decay law (4.11) is a nontrivial function of time.

Figure 4.1 is a schematic visualization of the decay time evolution in the Hilbert
space. The full Hilbert space H is represented as the direct sum of two orthogonal
subspaces Hα and Hβγ. We have assumed that the initial state vector |Ψ(0)⟩ at time
t = 0 lies entirely in the subspace Hα, so that the nondecay probability ϒ(0) is equal

2 For Hermiticity, the interaction operator along with the term γ†β†α, responsible for the decay, must
contain also the term α†βγ describing the inverse process β + γ → α. Due to relation (4.2), these
two terms have nontrivial energy surfaces. Therefore, in accordance with our classification in Sub-
section 2-1.2.3, they are of the decay type. We know that there are no decay-type interaction operators
in QED. Therefore, within QED, results of this chapter can be applicable only to decays of bound mul-
tiparticle states; see Section 5.1.
3 In this chapter, we are working in the Schrödinger picture.
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Figure 4.1: Time evolution of the state vector |Ψ(t)⟩ of an unstable
system.

to 1, as in (4.6). At later times, t > 0, the state vector |Ψ(t)⟩ = e−
iℏHt |Ψ(0)⟩ acquires

a component4 lying in the subspace of decay products Hβγ. So, the nondecay proba-
bility ϒ(t) decreases monotonically with time, while the probability (1 − ϒ(t)) to find
the decay products increases. We will see later that under very general assumptions
the decay law has a universal exponential form ϒ(t) ≈ e−Γt, where the decay rate Γ is
proportional to the strength of the decay interaction V .

Before calculating the decay law (4.11), we have to do some preparatory work. In
the next two subsections we are going to build two useful bases. The first one is the
basis |p⟩ of eigenvectors of the total momentum operator P0 in the subspace Hα. The
second one is the basis |p,m⟩ of common eigenvectors of P0 and the interacting mass
M = √H2 − P20c2/c

2 in the entire Hilbert space H .

4.1.2 Noninteracting representation of Poincaré group

Let us first consider the simplest case, when the interaction responsible for the decay
is “turned off,” i. e., we set V(p,q) = 0 in (4.9). In this case the system’s dynamics is
governed by the noninteracting representation U0

g of the Poincaré group in H . This
representation is constructed in accordance with the Hilbert space structure (4.3) as
follows:

U0
g ≡ U

α
g ⊕ (U

β
g ⊗ U

γ
g ), (4.13)

where Uα
g , U

β
g and Uγ

g are unitary irreducible representations of the Poincaré group
associated with the particles α, β and γ, respectively. We will denote the generators of
this representation as {P0, J0,K0,H0}. In particular, the energy operator H0 is defined
by formulas (4.7) and (4.8). In agreement with (4.2), the noninteractingmass operator

M0 = +
1
c2
√H2

0 − P
2
0c2

4 Shown by the dashed arrow in the figure.
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has a continuous spectrum in the interval [mβ + mγ ,∞) and a discrete point mα em-
bedded in this interval.

From the definition (4.13) it is clear that subspacesHα andHβγ are invariant with
respect to U0

g . Moreover, the projection T commutes with noninteracting generators,
i. e.,

[T ,P0] = [T , J0] = [T ,K0] = [T ,H0] = 0. (4.14)

Similar to Subsection 1-5.1.3, we can use the noninteracting representation U0
g for

building the basis |p⟩ of eigenvectors of the total momentum operator P0 in the sub-
space of the unstable particle Hα. Then any state |Ψ⟩ ∈ Hα can be represented as a
linear combination (integral) of these basis vectors,

|Ψ⟩ = ∫ dpψ(p)|p⟩, (4.15)

and the projection T can be written as (1-5.22)

T = ∫ dp|p⟩⟨p|. (4.16)

Denote R0 the Newton–Wigner position operator (1-4.31), corresponding to the
representation (4.13). Then, in agreement with (1-5.38), the exponent e

iℏ R̂0 ⋅b acts as a
translation operator in the momentum space, i. e., e

iℏ R̂0 ⋅bψ(p) = ψ(p−b). This implies
the following representation for the momentum eigenvectors:

|p⟩ = e
iℏR0 ⋅p|0⟩, (4.17)

which will be helpful later in this chapter.

4.1.3 Normalized eigenvectors of momentum

The improper (nonnormalizable) state vectors |p⟩ are convenient for writing arbitrary
states |Ψ⟩ ∈ Ha in the form of integrals (4.15). However, these vectors themselves are
not precise representatives of quantum states because they are not normalized. For
example, the wave function of the vector |q⟩ in the momentum representation is the
delta function

ψq(p) = ⟨p|q⟩ = δ(p − q) (4.18)

and the corresponding “probability” of finding the particle is infinite, i. e.,

∫ dp|ψq(p)|
2 = ∫ dp|δ(p − q)|2 = ∞.
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Therefore, for reliable calculations of probabilities we need other (normalized) sharp-
momentum state vectors, for which we introduce a special notation |q≫. In order to
satisfy the normalization condition,

∫ dp|ϕq(p)|
2 = 1,

the wave function ϕq(p) of the state |q≫ should be formally represented by a square
root of the Dirac delta function,5

ϕq(p) = √δ(p − q), (4.19)

∫ dp|ϕq(p)|
2 = ∫ dp|√δ(p − q)|2 = ∫ dpδ(p − q) = 1.

4.1.4 Interacting representation of Poincaré group

Let us now “switch on” the interaction (4.9) responsible for the decay and discuss the
interacting representation Ug of the Poincaré group with generators {P, J ,K ,H}. As
usual,weprefer towork inDirac’s instant formof dynamics,where generators of space
translations and rotations are interaction-free:

P = P0,

J = J0,

while generators of time translations and boosts contain interaction terms:

H = H0 + V ,
K = K0 + Z.

Besides, to simplify calculations, we will suppose that the interacting representation
Ug belongs to the Bakamjian–Thomas form of dynamics,6 where the mass operator

M ≡ 1
c2
√H2 − P20c2

5 As an alternative way to achieve the same goal we could try to keep momentum eigenfunctions as
delta functions ϕq(p) = Nδ(p − q), but use the normalization factor N = (∫ dp|ϕq(p)|2)−1/2 that is
formally equal to zero. This would result in the uncertainty of the type 0 ×∞. Probably, such manip-
ulations with infinitely large and infinitesimally small quantities can be justified within nonstandard
analysis [87].
6 See Subsection 1-6.3.2. A description of decays in other forms of dynamics will be discussed in Sub-
section 4.4.4.
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commutes with the noninteracting Newton–Wigner position, i. e.,

[R0,M] = 0. (4.20)

Our next task is to define the basis of the common eigenvectors of |p,m⟩ of the
commuting operators P0 andM in H .7 These eigenvectors satisfy the conditions

P0|p,m⟩ = p|p,m⟩, (4.21)
M|p,m⟩ = m|p,m⟩. (4.22)

Here we make an approximation that the decay interaction is rather weak and
does not perturb the mass spectrum. So, we assume that the spectrum of M remains
continuous in the intervalm ∈ [mβ +mγ ,∞).

The vectors |p,m⟩ are also eigenvectors of the interacting Hamiltonian H =
√M2c4 + P20c2, i. e.,

H|p,m⟩ = ωp|p,m⟩,

whereωp ≡ √m2c4 + c2p2. The zero-momentum subspace contains a part of our basis.
We have

P0|0,m⟩ = 0.
M|0,m⟩ = m|0,m⟩.

The basis |p,m⟩ in the entire space H is constructed by the formula8

|p,m⟩ = √mc
2

ωp
e−

icℏ K ⋅ϑ|0,m⟩,
where the rapidity vector ϑ is related to the momentum by the formula

p = ϑ
ϑ
mc sinh ϑ.

Basis vectors are normalized to the delta function, i. e.,

⟨q,m󵄨󵄨󵄨󵄨p,m
󸀠⟩ = δ(q − p)δ(m −m󸀠). (4.23)

7 Complete sets of mutually commuting operators containing P0 andM have other independent ob-
servables as well, such as, for example, the square of the total angular momentum J20 and its compo-
nent J0z . Therefore, anunambiguous labeling of basis vectors should include their eigenvalues aswell,
i. e., |p,m, j2, jz , . . .⟩. However, these additional quantum numbers are not relevant to our description
of the decay, so we omit them.
8 Compare with (1-5.5) and (1-5.29). Here K is the interacting boost operator whose explicit form will
not be needed.
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The action of inertial transformations on these states canbe found in the samemanner
as in Sections 1-5.1 and 1-5.2. In particular, for time translations and boosts along the
x-axis we have9

e−
iℏHt |p,m⟩ = e− iℏωpt |p,m⟩, (4.24)

e
icℏ Kxθ|p,m⟩ = √ωθ−1p

ωp
|θ−1p,m⟩, (4.25)

ωp = √m2c4 + p2c2,

θ−1p ≡ (px cosh θ −
ωp

c
sinh θ, py , pz). (4.26)

Next we notice that due to equations (1-4.25) and (4.20), vectors e
iℏR0 ⋅p|0,m⟩ also sat-

isfy eigenvalue equations (4.21)–(4.22), because

P0(e
iℏR0 ⋅p|0,m⟩) = e

iℏR0 ⋅p(e−
iℏR0 ⋅pP0e

iℏR0 ⋅p)|0,m⟩

= e
iℏR0 ⋅p(P0 + p)|0,m⟩ = p(e

iℏR0 ⋅p|0,m⟩),

M(e
iℏR0 ⋅p|0,m⟩) = e

iℏR0 ⋅pM|0,m⟩ = m(e
iℏR0 ⋅p|0,m⟩),

So, these vectors should be proportional to the basis vectors |p,m⟩ and we can write

e
iℏR0 ⋅p|0,m⟩ = ν(p,m)|p,m⟩, (4.27)

where ν(p,m) is a unimodular factor, i. e.,

|ν(p,m)| = 1. (4.28)

In contrast to (4.17), here we cannot conclude that ν(p,m) = 1. However, we assume
that our interaction is not pathological and that the factor ν(p,m) is smooth, i. e., with-
out rapid oscillations.

Obviously, the vector |0⟩ from the noninteracting basis (4.17) can be expressed as
a linear combination of the interacting basis vectors |0,m⟩ with zero momentum. So,
we can write

|0⟩ =
∞

∫
mβ+mγ

dmμ(m)|0,m⟩, (4.29)

where μ(m) is a yet unknown function that depends on the choice of the interaction
Hamiltonian V and has the following properties:

μ(m) = ⟨0,m|0⟩, (4.30)

9 Compare with equations (1-5.9), (1-5.30) and (1-5.11).
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∞

∫
mβ+mγ

dm|μ(m)|2 = 1.

The physical meaning of |μ(m)|2 is the probability density for finding the eigenvalue
m of the interacting mass M in the initial unstable state |0⟩ ∈ Hα. We shall call this
function themass distribution of the unstable particle.

Next we use equations (4.17) and (4.27) to expand vectors |p⟩ ∈ Hα in the basis
|p,m⟩, and obtain10

|p⟩ = e
iℏR0 ⋅p|0⟩ = e

iℏR0 ⋅p
∞

∫
mb+mc

dmμ(m)|0,m⟩ =
∞

∫
mb+mc

dmμ(m)ν(p,m)|p,m⟩. (4.31)

Hence, any state vector from the subspace Hα can be written as

|Ψ⟩ = ∫ dpψ(p)|p⟩ (4.32)

= ∫ dp
∞

∫
mβ+mγ

dmμ(m)ν(p,m)ψ(p)|p,m⟩. (4.33)

From (4.23) we also obtain the following useful result:

⟨q|p,m⟩ =
∞

∫
mβ+mγ

dm󸀠μ∗(m󸀠)ν∗(q,m󸀠)⟨q,m󸀠󵄨󵄨󵄨󵄨p,m⟩ = ν
∗(p,m)μ∗(m)δ(q − p). (4.34)

4.1.5 Decay law

Now we are ready to find the time evolution of the state vector (4.32) prepared at t = 0
inside the subspace Hα. Applying equations (4.10), (4.31) and (4.24), we obtain

|Ψ(t)⟩ = ∫ dpψ(p)e−
iℏHt |p⟩

= ∫ dpψ(p)
∞

∫
mβ+mγ

dmμ(m)ν(p,m)e−
iℏHt |p,m⟩

= ∫ dpψ(p)
∞

∫
mβ+mγ

dmμ(m)ν(p,m)e−
iℏωpt |p,m⟩.

10 Note that this simple equality is possible only in the Bakamjian–Thomas dynamics, where the
commutator (4.20) holds.
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From (4.34) we get the following inner product of this vector with |q⟩:

⟨q󵄨󵄨󵄨󵄨Ψ(t)⟩ = ∫ dpψ(p)
∞

∫
mβ+mγ

dmμ(m)ν(p,m)e−
iℏωpt⟨q|p,m⟩

= ∫ dpψ(p)
∞

∫
mβ+mγ

dm|μ(m)|2ν(p,m)ν∗(p,m)e−
iℏωptδ(q − p)

= ψ(q)
∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωqt . (4.35)

Now, the decay law is obtained by substituting (4.16) in equation (4.11) and applying
(4.35). We have

ϒ(t) = ∫ dq⟨Ψ(t)󵄨󵄨󵄨󵄨q⟩⟨q
󵄨󵄨󵄨󵄨Ψ(t)⟩ = ∫ dq

󵄨󵄨󵄨󵄨⟨q
󵄨󵄨󵄨󵄨Ψ(t)⟩
󵄨󵄨󵄨󵄨
2

= ∫ dq|ψ(q)|2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωqt
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
. (4.36)

This formula makes sense only if the state |Ψ⟩ ∈ Hα is normalized. For example, ac-
cording to Subsection 4.1.3, a particle at rest can be described by a zero-momentum
state |0≫, whose wave function is the “square root of the delta function.” We have

ψ0(q) ≈ √δ(q), (4.37)

∫ dq|ψ0(q)|
2 ≈ ∫ dqδ(q) = 1.

Then the decay law of the particle at rest,11

ϒ|0≫(t) ≈
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏmc2t 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
, (4.38)

is fully determined by the mass distribution |μ(m)|2. In the next section, we will con-
sider an exactly solvable decay model, in which the functions |μ(m)|2 and ϒ(t) can be
calculated analytically.

4.2 Breit–Wigner formula

Herewewould like to derive a beautiful result due to Breit andWigner, which explains
why the decay law ϒ(t) is almost always exponential.

11 Compare, for example, with equation (3.8) in [85].
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4.2.1 Schrödinger equation

In this section, we are dealing with the decay of a particle at rest. Therefore, it suffices
to restrict ourselves to the subspace H0 ⊆ H of states having zero momentum. This
subspace can be decomposed into a direct sum,

H0 = Hα0 ⊕H(βγ)0,

where

Hα0 = H0 ∩Hα

is the one-dimensional subspace that includes the zero-momentum state |0⟩ of the
particle α and

H(βγ)0 = H0 ∩ (Hβ ⊗Hγ)

is the subspaceof thedecayproductswith vanishing totalmomentumP0 = pβ+pγ = 0.
Hence, vectors of the two-particle basis |ρ⟩ in H(βγ)0 can be labeled by eigenvalues of
the relative momentum,

ρ = pβ = −pγ ,

and each state |Ψ⟩ ∈ H0 can be expanded in the above basis {|0⟩, |ρ⟩}, i. e.,

|Ψ⟩ = μ∗|0⟩ + ∫ dρζ (ρ)|ρ⟩.

The coefficients of this expansionwill be represented as an infinite columnvector, i. e.,

|Ψ⟩ =
[[[[[[

[

μ∗

ζ (ρ1)
ζ (ρ2)
ζ (ρ3)
. . .

]]]]]]

]

.

The zeroth component is a complex number μ∗ ≡ ⟨0|Ψ⟩, and other components rep-
resent the complex function ζ (ρ) ≡ ⟨ρ|Ψ⟩ at different values of the relative momen-
tum ρ.12 For brevity, we will also use the following notation:

|Ψ⟩ = [ μ
∗

ζ (ρ)
] . (4.39)

12 Of course, the spectrum of ρ is continuous and, strictly speaking, cannot be described by the set of
discrete values ρi. However, we can justify our approximation by the usual trick of placing the system
inside a finite box. Then the momentum spectrum becomes discrete, and in the limit of infinite box
size we return to the familiar situation of the continuous spectrum.
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The wave function of the normalized state vector |Ψ⟩ satisfies the condition

|μ|2 + ∫ dρ|ζ (ρ)|2 = 1. (4.40)

The probability that a measurement performed on the state |Ψ⟩will find the unstable
particle α is

ϒ = |μ|2.

According to our assumption, in the initial state

|Ψ(0)⟩ = |0⟩ = [1
0
] (4.41)

this particle is found with 100% probability.
Next we can get representations of different operators in the basis {|0⟩, |ρ⟩}. The

matrix of the free Hamiltonian is diagonal. We have

H0 =

[[[[[[[[

[

mαc2 0 0 0 . . .
0 ηρ1c

2 0 0 . . .
0 0 ηρ2c

2 0 . . .
0 0 0 ηρ3c

2 . . .

. . . . . . . . . . . .
. . .

]]]]]]]]

]

≡ [
mαc2 0
0 ηρc2

] ,

where

ηρ =
1
c2
(√m2

βc
4 + c2ρ2 + √m2

γc4 + c2ρ2) (4.42)

is the mass of the two-particle system (β + γ) expressed as a function of the relative
momentum ρ. In the subspace H0, the interaction operator (4.9) takes the form

V = ∫ dρ[V(ρ, −ρ)α†0βργ−ρ + V
∗(ρ, −ρ)γ†−ρβ

†
ρα0]

≡ ∫ dρ[g(ρ)α†0βργ−ρ + g
∗(ρ)γ†−ρβ

†
ρα0].

In our basis, it is represented by the following matrix13:

V =

[[[[[[[[

[

0 g(ρ1) g(ρ2) g(ρ3) . . .
g∗(ρ1) 0 0 0 . . .
g∗(ρ2) 0 0 0 . . .
g∗(ρ3) 0 0 0 . . .

. . . . . . . . . . . .
. . .

]]]]]]]]

]

13 Here g(ρ) ≡ V(ρ, −ρ), and the symbol ∫ dqg(q) . . . denotes a linear functional that yields a number
∫ dqg(q)ζ (q) when acting on an arbitrary test function ζ (q).
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≡ [
0 ∫ dqg(q) . . .

g∗(ρ) 0
] ,

where g(ρ) is thematrix element of the interaction operator taken between states |0⟩ ≡
α†0|vac⟩ and |ρ⟩ ≡ γ

†
−ρβ
†
ρ|vac⟩, i. e.,

g(ρ) = ⟨0|V |ρ⟩. (4.43)

Therefore, the full Hamiltonian H = H0 + V acts on vectors (4.39) as follows:

H [ μ
∗

ζ (ρ)
] =

[[[[[[[[

[

mαc2 g(ρ1) g(ρ2) g(ρ3) . . .
g∗(ρ1) ηρ1c

2 0 0 . . .
g∗(ρ2) 0 ηρ2c

2 0 . . .
g∗(ρ3) 0 0 ηρ3c

2 . . .

. . . . . . . . . . . .
. . .

]]]]]]]]

]

[[[[[[

[

μ∗

ζ (ρ1)
ζ (ρ2)
ζ (ρ3)
. . .

]]]]]]

]

=

[[[[[[[

[

mαc2μ∗ + ∫ dqg(q)ζ (q)
g∗(ρ1)μ

∗ + ηρ1ζ (ρ1)c
2

g∗(ρ2)μ
∗ + ηρ2ζ (ρ2)c

2

g∗(ρ3)μ
∗ + ηρ3ζ (ρ3)c

2

. . .

]]]]]]]

]

≡ [
mαc2μ∗ + ∫ dqg(q)ζ (q)
g∗(ρ)μ∗ + ηρζ (ρ)c2

] .

The next step is to find eigenvalues14 and eigenvectors

|0,mi⟩ ≡ [
μ∗(mi)
ζmi
(ρ)
] (4.44)

of the full Hamiltonian H = Mc2, i. e.,

H|0,mi⟩ = mic
2|0,mi⟩. (4.45)

In the infinite box limit, these eigenvalues coalesce into the continuous spectrum
m ∈ [mβ+mγ ,∞) of the interactingmass operator. Then thematrix problem presented
above is equivalent to solving the following system of equations:

mαc
2μ∗(m) + ∫ dqg(q)ζm(q) = mc

2μ∗(m), (4.46)

g∗(ρ)μ∗(m) + ηρc
2ζm(ρ) = mc

2ζm(ρ). (4.47)

14 Weare denoting the discrete eigenvalues ofM bymic2, where index i runs through all integers from
1 to∞.
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Equation (4.47) implies

ζm(ρ) =
g∗(ρ)μ∗(m)
mc2 − ηρc2

. (4.48)

Inserting this result in (4.46), we obtain a nonlinear equation, determining the spec-
trum of eigenvaluesmi. We have

m −mα =
1
c4
∫ dρ |g(ρ)|

2

m − ηρ
. (4.49)

To ensure conservation of the angular momentum, the function |g(ρ)| must depend
only on the modulus (ρ) of its argument. So, we rewrite equation (4.49) in the form

m −mα = F(m), (4.50)

where we introduce the notation

F(m) ≡
∞

∫
0

dρ G(ρ)
m − ηρ
, (4.51)

G(ρ) ≡ 4πρ
2

c4
|g(ρ)|2. (4.52)

From the normalization condition (4.40)

|μ(m)|2 + ∫ dρ|ζm(ρ)|
2 = 1 (4.53)

and equation (4.48), we finally obtain the following formula for themass distribution:

|μ(m)|2(1 + ∫ dρ G(ρ)
(m − ηρ)2

) = 1,

which implies

|μ(m)|2 = 1
1 − F󸀠(m)

, (4.54)

where F󸀠(m) is the derivative of (4.51). Thismeans that in order to calculate the desired
decay law (4.38), we have to find the derivatives F󸀠(m) at points m of the interacting
mass spectrum.15 In the next subsection, we consider in detail the solution of this
nontrivial problem.

15 That is, the points that are solutions of the nonlinear equation (4.49).
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4.2.2 Discrete approximation

Now return to the discrete approximation where equation (4.49) takes the form

m −mα =
∞

∑
i=1

G(ρi)
m −mi
. (4.55)

Let us turn to its graphical solution in Figure 4.2. On the mass axis (m), the points of
the spectrum (mi ≡ ηρi ) of the noninteracting mass operatorM0 are shown by hollow
circles. The lowest (threshold) eigenvalue is denoted by m1 = mβ + mγ = η0. The
function F(m) on the right-hand side of (4.55) is shown by a bold solid line. It has
singularities at the pointsmi.

Figure 4.2: Graphical solution of equa-
tion (4.55). Hollow circles mark the
spectrum of the operator H0/c2 = M0.
Filled circles mark the spectrum of the
operator H/c2 = M.

According to equation (4.55), the spectrum of the interacting mass consists of points
where the line m − mα intersects the graph of F(m). These points mi (i = 1, 2, 3, . . .)
are shown by filled circles in the figure. This means that the derivatives required in
equation (4.54) are the slopes of the function F(m) at the pointsm1,m2,m3, . . . .16

We will solve this problem separately below the threshold m1 = mβ + mγ and
above it.

In the former region (−∞,mβ+mγ), F(m) is a continuous smooth function. It tends
to zero in the limit m → −∞ and decreases monotonously with increasing m. More-
over, this functions tends to a well-defined shape in the large box limit. Thus, the
graphical solutionof equation (4.55) in this region is obtainedas the intersectionof the
linem−mα and the graph of the function F(m). The corresponding valuem1 < mβ +mγ
is a discrete eigenvalue of the interacting mass operator. The related eigenstate is a
superposition of the unstable particle α and its decay products β + γ.

16 Note that these derivatives are negative. This is consistent with the fact that on the right-hand side
of (4.54) we expect to have a strictly positive quantity.
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In the latter region (mβ + mγ , +∞), the situation is less certain, because in the
large box limit, the distances between the neighboring poles mi (and points mi) tend
to zero, the function F(m) oscillates wildly and its derivative tends to (minus) infinity
everywhere.

To overcome this difficulty, let us first return temporarily to the continuous spec-
trum of ρ and change the integration variable in (4.51). We start with

z = ηρ ≡
1
c2
(√m2

βc
4 + ρ2c2 + √m2

γc4 + ρ2c2),

so that the inverse function

ρ = η−1(z)

expresses the relativemomentum ρ as a function of the total mass z of the decay prod-
ucts. Then, denoting

Γ(z) ≡ 2π dη
−1(z)
dz

G(η−1(z)) (4.56)

and choosing a point of interestm from the interval (mβ+mγ ,∞), we obtain from (4.51)
the desired function near this point. We have

F(m) =
∞

∫
mβ+mγ

dz
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

dρ
dz

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

G(η−1(z))
m − z

=
∞

∫
mβ+mγ

dz Γ(z)
2π(m − z)

=
m−Δ

∫
mβ+mγ

dz Γ(z)
2π(m − z)

+
m+Δ

∫
m−Δ

dz Γ(z)
2π(m − z)

+
∞

∫
m+Δ

dz Γ(z)
2π(m − z)

. (4.57)

Here we divided the integration interval [mβ + mγ , +∞) into three segments. When
Δ → 0, the sum of the first and the third terms on the right-hand side of (4.57) gives
the principal value integral that we denoted 𝒫(m). We have

m−Δ

∫
mβ+mγ

dz Γ(z)
2π(m − z)

+
∞

∫
m+Δ

dz Γ(z)
2π(m − z)

Δ→0
󳨀󳨀󳨀󳨀→ P

∞

∫
mβ+mγ

dz Γ(z)
2π(m − z)

≡ 𝒫(m). (4.58)

Next we take a closer look at the second integral on the right-hand side of (4.57). If
the parameter Δ is sufficiently small,17 then the function Γ(z) can be regarded as being
constant, i. e., Γ(z) = Γ(m), in the interval [m − Δ,m + Δ].

In the discrete approximation, the density of the spectrumpointsmj in the interval
[m − Δ,m + Δ] also can be regarded as a constant. So, the poles of the function F(m)

17 But still much larger than the separation between neighboring points mj and mj+1 of the discrete
mass spectrum.
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Figure 4.3: To the derivation of formula
(4.60).

divide this interval into 2N small equal segments (see Figure 4.3), i. e.,

mj = m0 + j
Δ
N
, (4.59)

wherem0 = m, the index j runs from −N to N and the integral is approximated by the
partial sum

m+Δ

∫
m−Δ

dz Γ(z)
2π(m − z)

≈
Γ(m)
2π

m+Δ

∫
m−Δ

dz 1
m − z
≈
Γ(m)
2π

N
∑
j=−N

Δ/N
m −m0 − j

Δ
N

. (4.60)

In the limits Δ → 0 and N → ∞, the index j runs through all values from −∞ to∞.
Then the right-hand side of (4.60) defines some analytical function whose poles are
spread uniformly (4.59) on the real axis and have equal residues

Γ(m)Δ
2πN
. (4.61)

Since any analytical function is determined uniquely by its poles and residues, we
conclude that the integral (4.60) has the following representation:

m+Δ

∫
m−Δ

dz Γ(z)
2π(m − z)

≈
Γ(m)
2

cot(πN
Δ
(m −m0)). (4.62)

Indeed, the cotangent function on the right-hand side of (4.62) also has poles located
at (4.59) with the same residues (4.61). Now we can combine our results (4.58) and
(4.62) to write for all values ofm ∈ (mβ +mγ , +∞)

F(m) = 𝒫(m) + Γ(m)
2

cot(πNm
Δ
).

Next, using

cot(ax)󸀠 = −a(1 + cot2(ax))
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and neglecting derivatives of smooth functions 𝒫(m) and Γ(m), we obtain

F󸀠(m) ≈ −πΓ(m)N
2Δ
(1 + cot2(πNm

Δ
)). (4.63)

As we said already, in the desired limitN →∞ the density of the poles grows, and the
function F(m) oscillates wildly between −∞ and∞. However, our task is simplified
by the fact that for (4.54) we only need derivatives F󸀠(m) at very specific points, which
are solutions of the equation

F(m) = m −mα.

At these points we have

m −mα = 𝒫(m) +
Γ(m)
2

cot(πNm
Δ
),

cot(πNm
Δ
) =

2(m −mα − 𝒫(m))
Γ(m)

,

cot2(πNm
Δ
) =

4(m −mα − 𝒫(m))2

Γ2(m)
.

Substituting this result in equations (4.63) and (4.54), we get the desired answer:

F󸀠(m) = −π Γ(m)N
2Δ
(1 + 4(m −mα − 𝒫(m))2

Γ2(m)
),

|μ(m)|2 = 1
1 + πΓ(m)N/(2Δ)(1 + 4(mα + 𝒫(m) −m)2/Γ2(m))

(4.64)

≈
Γ(m)Δ/(2πN)

Γ2(m)/4 + (mα + 𝒫(m) −m)2
, (4.65)

where in the denominator of (4.64) we neglected the unity in comparison with the
much greater term∝ N/Δ.

4.2.3 Mass distribution

Equation (4.65) gives the probability of finding the particle α at each point of the dis-
crete mass spectrum m2,m3,m4, . . . . Naturally, these probabilities tend to zero when
the box’s size is growing and the density of mass eigenvalues NΔ−1 goes to infinity.
However, in this continuous limit, we are not interested in the (vanishing) probability
at each point of the spectrum. The more important quantity is the probability den-
sity, which can be obtained bymultiplying the right-hand side of (4.65) by the number
(NΔ−1) ofmass eigenvalues in the unit interval. Then, in the continuous limit, themass
distribution of the unstable particle converges to the famous Breit–Wigner formula

|μ(m)|2 = Γ(m)/(2π)
Γ2(m)/4 + (mα + 𝒫(m) −m)2

. (4.66)
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Figure 4.4:Mass distribution of a typical unstable particle.

This resonance distribution is shown in Figure 4.4. It describes an unstable particle
with the expectation value of mass (= center of the resonance)mA ≡ mα + 𝒫(mA) and
the width of the resonance Δm ≈ Γ(mA).

For unstable particle whose decays are sufficiently slow, so that their time depen-
dence can be observed in experiments, the resonance in Figure 4.4 is very narrow, so
we can replace functions Γ(m) and𝒫(m) by their values (constants) at the center of the
resonance: Γ ≡ Γ(mA) and 𝒫 ≡ 𝒫(mA). We will also neglect a small contribution from
the isolated point m1 < mβ + mγ of the mass spectrum.18 Then the mass distribution
vanishes below the threshold (m < mβ +mγ), while above the threshold (m > mβ +mγ)
we get our final formula:

|μ(m)|2 ≈ Γ/(2π)
Γ2/4 + (mA −m)2

. (4.67)

4.2.4 Exponential decay law

To conclude our discussion of the unstable particle at rest, we are going to calculate
its decay law. The dynamics of the initial state (4.41) (= pure particle α) is described by
the time evolution operator

|0, t⟩ = e−
iℏHt |0⟩.

To evaluate this expression, it will be convenient to use expansion (4.29) for the vector
|0⟩. Then, from (4.44), (4.45) and (4.48) we obtain

e−
iℏHt |0⟩ = ∞∫

mβ+mγ

dmμ(m)e−
iℏHt |0,m⟩ = ∞∫

mβ+mγ

dmμ(m)e−
iℏmc2t |0,m⟩

=
∞

∫
mβ+mγ

dme−
iℏmc2t |μ(m)|2 [ 1

g∗(ρ)/(mc2 − ηρc2)
]

≡ [
I(t)
J(ρ, t)
] . (4.68)

18 See the beginning of Subsection 4.2.2.
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In accordance with (4.38), the integral I(t) defines the probability of finding the par-
ticle α at time t, i. e., the decay law of this particle.19 Inserting (4.67) in the integrand,
we obtain

ϒ|0≫(t) = |I(t)|
2 ≈

1
4π2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm Γe−
iℏmc2t

Γ2/4 + (mA −m)2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

. (4.69)

For most unstable particles,20

Γ ≪ mA − (mβ +mγ), (4.70)

so the integrand is well localized near the value m ≈ mA, and we can introduce an
additional approximation by setting the low integration limit in (4.69) equal to −∞.
Then, the integral is calculated by the method from Appendix C (by setting p = 0
there), and the decay law takes the familiar exponential form

ϒ(t) ≈ 1
4π2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−2πe−

iℏmAc2t exp(−Γc
2t

2ℏ
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
= exp(−Γc

2t
ℏ
) = exp(− t

τ0
), (4.71)

where

τ0 =
ℏ
Γc2

(4.72)

is the lifetime of the unstable particle at rest. The nondecay probability drops from 1
to 1/e during the lifetime.

With the help of equations (4.43), (4.52) and (4.56) we also see that the decay rate

1
τ0
=
Γc2

ℏ
=
2πc2

ℏ
G(η−1(z))dη

−1(z)
dz

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=mA

=
8π2η2(z)

c2ℏ
󵄨󵄨󵄨󵄨⟨0|V
󵄨󵄨󵄨󵄨η
−1(z)⟩󵄨󵄨󵄨󵄨

2 dη−1(z)
dz

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=mA

(4.73)

is proportional to the square of the matrix element of perturbation V , taken between
the initial andfinal states of the system. It is also proportional to the kinematical factor
dη−1(z)/dz|z=mA

,which is fully determinedby the three involvedmassesmA,mβ andmγ
(see equation (4.42)).

19 The second integral J(ρ, t) in (4.68) describes the evolution of the wave function of the decay prod-
ucts β and γ. We are not going to discuss it here.
20 Approximation (4.70) can be violated for particles (or resonances) decaying due to strong nuclear
forces. In these cases, the parameter Γ is comparable with the particle mass and the lifetime is very
short (τ0 ≈ 10−23 s), so that the time dependence of the decay law cannot be studied experimentally.
Such short-lived particles are identified by resonance behavior of scattering cross sections.
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Formulas (4.67), (4.71) and (4.73) are important, because they were derived from
very general premises. In our derivation we did not employ the perturbation theory.
In fact, the only significant approximation was the assumption about the weakness of
the decay interaction V . This condition is satisfied for most known decays, so it is not
surprising that the exponential decay law is applicable to diverse unstable systems.

4.3 Decay law of moving particle

Formula (4.36) is the decay law ϒ(0, t), observed from the reference frame O at rest.
In this section, we will be interested in the decay law ϒ(θ, t󸀠) seen from the moving
frameO󸀠.21 Particular cases of this formula for stateswith sharpmomentumor velocity
will be considered in Subsections 4.3.2 and 4.3.4, respectively.

4.3.1 General formula for decay law

Suppose that an observer O at rest describes the initial state (at t = 0) by the vector
|Ψ⟩ in the Hilbert space. Then the observer O󸀠 moving along the axis x describes the
same state by the vector22

|Ψ(θ,0)⟩ = e
icℏ Kxθ|Ψ⟩.

The time dependence of this state is given by the formula23

󵄨󵄨󵄨󵄨Ψ(θ, t
󸀠)⟩ = e−

iℏHt󸀠e icℏ Kxθ|Ψ⟩. (4.74)

According to our result (4.5), the decay law from the point of view of O󸀠 is

ϒ(θ, t󸀠) = ⟨Ψ(θ, t󸀠)󵄨󵄨󵄨󵄨T
󵄨󵄨󵄨󵄨Ψ(θ, t

󸀠)⟩ (4.75)

= 󵄩󵄩󵄩󵄩T
󵄨󵄨󵄨󵄨Ψ(θ, t

󸀠)⟩󵄩󵄩󵄩󵄩
2

= ⟨Ψ|e−
icℏ Kxθe iℏHt󸀠Te− iℏHt󸀠e icℏ Kxθ|Ψ⟩. (4.76)

Next we expand vector |Ψ⟩ in the basis (4.33) and use equations (4.74), (4.25) and
(4.24) to obtain

󵄨󵄨󵄨󵄨Ψ(θ, t
󸀠)⟩ = ∫ dpψ(p)e−

iℏHt󸀠e icℏ Kxθ|p⟩
21 As usual, θ is the observer’s rapidity, which is related to its speed v by the formula v = c tanh θ,
and t󸀠 is time measured by the moving observer’s clock.
22 See formula (1-5.54) for passive transformations of state vectors. We work in the Schrödinger rep-
resentation, where operators of observables are the same in all frames of reference.
23 Here t󸀠 is time measured by the moving observer O󸀠.
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= ∫ dpψ(p)
∞

∫
mβ+mγ

dmμ(m)ν(p,m)e−
iℏHt󸀠e icℏ Kxθ|p,m⟩

= ∫ dpψ(p)
∞

∫
mβ+mγ

dmμ(m)ν(p,m)e−
iℏωθ−1pt󸀠√ωθ−1p

ωp
|θ−1p,m⟩.

The inner product of this vector with |q⟩ can be found with the help of (4.34),
(1-5.31) and the introduction of a new integration variable y = θ−1p ≡ (px cosh θ −
(ωp/c) sinh θ, py , pz). We have

⟨q󵄨󵄨󵄨󵄨Ψ(θ, t
󸀠)⟩ = ∫ dpψ(p)

∞

∫
mβ+mγ

dmμ(m)ν(p,m)e−
iℏωθ−1pt󸀠⟨q󵄨󵄨󵄨󵄨θ−1p,m⟩√ωθ−1p

ωp

= ∫ dpψ(p)
∞

∫
mβ+mγ

dm|μ(m)|2ν(p,m)ν∗(θ−1p,m)e−
iℏωθ−1pt󸀠

× δ(q − θ−1p)√
ωθ−1p
ωp

=
∞

∫
mβ+mγ

dm∫ dy
ωθy

ωy
√
ωy

ωθy
ψ(θy)ν(θy,m)ν∗(y,m)|μ(m)|2e−

iℏωy t󸀠δ(q − y)
=
∞

∫
mβ+mγ

dm√
ωθq

ωq
ψ(θq)ν(θq,m)ν∗(q,m)|μ(m)|2e−

iℏωqt󸀠 .
The decay law in the frameO󸀠 for all values of θ and t󸀠 is now obtained by substituting
(4.16) into equation (4.75). We have

ϒ(θ, t󸀠) = ∫ dq⟨Ψ(θ, t󸀠)󵄨󵄨󵄨󵄨q⟩⟨q
󵄨󵄨󵄨󵄨Ψ(θ, t

󸀠)⟩ = ∫ dq󵄨󵄨󵄨󵄨⟨q
󵄨󵄨󵄨󵄨Ψ(θ, t

󸀠)⟩󵄨󵄨󵄨󵄨
2

= ∫ dq
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm√
ωθq

ωq
ψ(θq)ν(θq,m)ν∗(q,m)|μ(m)|2e−

iℏωqt󸀠 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2
. (4.77)

This general and exact expression is not very convenient in actual calculations.
So, in the following subsections we will consider specific situations where equation
(4.77) can be simplified.

4.3.2 Decays of states with definite momentum

In the rest frame (θ = 0), formula (4.77) coincides exactly with our previous result
(4.36):

ϒ(0, t) = ∫ dq|ψ(q)|2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωqt
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
. (4.78)
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In Section 4.2 we used this formula to calculate the decay law for a particle with zero
momentum. Here we are going to consider an unstable particle with nonzero momen-
tum p, whose state is described by the normalized vector |p≫ ∈ Hα and whose wave
function is given by the square root of the delta function (4.37),

ψ(q) = √δ(q − p). (4.79)

Substitution into (4.78) yields the following decay law:

ϒ|p≫(0, t) =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωpt
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
. (4.80)

In a number of works [233, 131, 221, 253, 92] it was noticed that this result does not
agree with Einstein’s “time dilation” formula. Indeed, if we interpret |p≫ as a state of
a particle moving with definite velocity

v = c2p
√m2

Ac4 + p2c2
= c tanh θ,

then the decay law (4.80) is not connected with the decay law at rest (4.38) by Ein-
stein’s formula (A.11), i. e.,

ϒ|p≫(0, t) ̸= ϒ|0≫(0, t/ cosh θ) (4.81)

This observation caused some doubts [233, 131, 221] regarding the applicability of spe-
cial relativity to particle decays. However, at a closer inspection it appears that this
result by itself does not contradict the “time dilation” formula (A.11). Equation (4.81)
compares decay laws of two momentum eigenstates |0≫ and |p≫, observed from the
same reference frame. This is not the same as formula (A.11), which compares obser-
vations made on the same particle by two different observers.

If observer O sees a particle α described by the zero-momentum, zero-velocity
state vector |0≫, then from the point of view of O󸀠, this particle is described by a state

e
icℏ K ⋅θ|0≫, (4.82)

which is not an eigenstate of the total momentum P0. So, strictly speaking, equa-
tion (4.80) is not applicable to this state. However, one can easily see that (4.82) is
an eigenstate of the velocity operator [222]. Indeed, taking into account Vx|0≫ = 0
and equation (1-4.7), we see that

Vx(e
icℏ Kxθ|0≫) = e icℏ Kxθe− icℏ KxθVxe icℏ Kxθ|0≫ = e icℏ Kxθ Vx − c tanh θ

1 − Vx tanh θ
c

|0≫

≈ −c tanh θ(e
icℏ Kxθ|0≫). (4.83)

Therefore, a fair comparison with Einstein’s formula (A.11) requires consideration of
unstable states having sharp velocity values for both observers.Wewill do this in Sub-
section 4.3.4.
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4.3.3 Approximate decay law

Before we consider decay laws for states with definite velocity, let us introduce a few
realistic approximations and simplify a bit our general formula (4.77). First, we can
notice that in real situations the initial state of the decaying particle |Ψ(0)⟩ ∈ Hα is
not an exact eigenstate of the total momentum operator: the wave function of the un-
stable particle cannot be localized at one point of the momentum space24; the wave
function should have a spread (or uncertainty) ofmomentum |Δp|, which corresponds
to the position uncertainty |Δr| ≈ ℏ/|Δp|. Second, the state |Ψ(0)⟩ ∈ Hα is also not an
eigenstate of the mass operatorM. Real states of unstable particles are characterized
by the mass uncertainty Γ (see Figure 4.4), which is related to the particle lifetime τ0
by equation (4.72). It is important to note that in all cases of practical interest themen-
tioned uncertainties are related by the following inequalities

|Δp| ≫ Γc, (4.84)

|Δr| ≈ ℏ
|Δp|
≪ cτ0. (4.85)

In particular, the last inequality means that position uncertainty is much smaller
than the distance traveled by light during particle lifetime.25 Thus, we can safely
assume that the factor |μ(m)|2 in (4.77) has a sharp peak near m = mA. The factor
√ωθqωqψ(θq)ν(θq,m)ν∗(q,m) there is relatively smooth,26 so we can move its value
(constant) at the pointm = mA outside the integral sign. Using also (1-5.31), we obtain

ϒ(θ, t󸀠) ≈ ∫ dq
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
√
Ωϑq

Ωq
ψ(ϑq)ν(ϑq,mA)ν

∗(q,mA)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωqt󸀠 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

= ∫ dq
Ωϑq

Ωq
|ψ(ϑq)|2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωqt󸀠 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

= ∫ dp|ψ(p)|2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωϑ−1pt󸀠 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
. (4.86)

Here we use the notation

ωp ≡ √m2c4 + p2c2,

24 As we assumed, for example, in (4.79).
25 For example, in the case of a muon τ0 ≈ 2.2 × 10−6 s, so, according to (4.85), the spread of the
position wave function must be less than 600m, which seems realistic. This approximation can be
violated for particles (resonances) decaying due to strong nuclear forces. For them τ0 ≈ 10−23 s and
the wave function should be localized better than |Δr| ≈ 3× 10−15m, which seems problematic for our
approach.However, in these cases, experimentalmeasurements of such short lifetimes are impossible.
26 See the discussion after equation (4.27).
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Ωp ≡ √m2
Ac4 + p2c2,

θp ≡ (px cosh θ +
ωp

c
sinh θ, py , pz),

ϑp ≡ (px cosh θ +
Ωp

c
sinh θ, py , pz),

ωϑ−1p = √m2c4 + (ϑ−1p)2c2.

4.3.4 Decays of states with definite velocity

Next we consider an initial state in which the particle α is at rest with respect to the
observer O. The wave function of this state is localized near zero momentum p = 0.
Therefore, in equation (4.86) we can set27

|ψ(p)|2 ≈ δ(p), (4.87)

ϑ−1p = (−mAc sinh θ,0,0),

ωϑ−1p = √m2c4 +m2
Ac4 sinh

2 θ

and obtain the decay law of this particle seen by the moving observer28:

ϒ|0≫(θ, t
󸀠) ≈
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
it󸀠ℏ √m2c4+m2

Ac
4 sinh2 θ
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
. (4.88)

If we approximately identify −mAc sinh θwith the particlemomentum px measured by
the moving observer O󸀠, then we get

ϒ|0≫(θ, t
󸀠) ≈
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2e−
iℏωpt󸀠 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
. (4.89)

In this approximation, the decay law (4.89) in the frame O󸀠 with velocity c tanh θ
is exactly the same as the decay law (4.80) of a particle having momentum px =
−mAc sinh θ with respect to the stationary observer O.29 This means that deviations
from Einstein’s “time dilation” formula, mentioned in Subsection 4.3.2, are a real
effect, which requires serious attention.

27 Aswe noted in Subsection 4.3.3, real particle states are not eigenstates of themomentum (or veloc-
ity). However, their wave functions are localized in the p-space much better than the slowly varying
second factor in the integrand (4.86). Therefore, approximation (4.87) is justified.
28 Or, equivalently, the decay law of a particle moving relative to the observer with the speed
−c tanh ϑ.
29 Note that this result is quite different from the work [222], which predicted acceleration(!) of the
decay in the moving frame.
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4.4 “Time dilation” in decays

In this section, we will consider a specific example of a moving unstable particle, per-
form numerical calculations of its decay law and explicitly demonstrate deviations
from the prediction (A.11) of special relativity (see also [253]).

In addition, we will be interested in decays caused by boosts (Subsection 4.4.3)
and decays in non-Bakamjian–Thomas forms of dynamics (Subsection 4.4.4).

4.4.1 Decays in moving frame

Let us now perform an approximate calculation of the decay law in amoving frame by
formula (4.89). For simplicity, we assume that the inequality (4.70) holds:

Γ ≪ mA, (mβ +mγ), (mA −mβ −mγ), (4.90)

and that the mass distribution |μ(m)|2 of the unstable particle has the Breit–Wigner
form (4.67) on the entire mass axism ∈ (−∞,∞). As we saw in Subsection 4.2.4, these
fairly accurate approximations guarantee the pure exponential character of the decay
law. Then30

ϒ|0≫(θ, t) =
Γ2|I(θ, t)|2

4π2
, (4.91)

where the integral I is calculated in (C.2) for high values of θ:

I(θ, t) =
∞

∫
−∞

dm
Γ2/4 + (m −mA)2

e−
itℏ√m2c4+p2c2 (4.92)

≈
2π
Γ
e−

itℏ√p2c2+(mA−iΓ/2)2c4 +
πc
p
J1(

pct
ℏ
).

Here p ≡ mAc sinh θ ≫ mAc is the particlemomentum seen by themoving observerO󸀠.
Using the smallness of the parameter Γ and the relation √p2c2 +m2

Ac4/(mAc2) =
cosh θ, we rewrite the square root in the exponent

√p2c2 + (mA − iΓ/2)2c4 ≈ √p2c2 +m2
Ac4√1 −

imAΓc4

p2c2 +m2
Ac4

≈ √p2c2 +m2
Ac4 −

iΓc2

2 cosh θ
.

30 For brevity, we drop the prime that usually marks time t󸀠 measured by the clock of the moving
observer O󸀠.

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.4 “Time dilation” in decays | 73

Substituting these results in equation (4.91), we obtain the decay law31

ϒ|0≫(θ, t) ≈
Γ2

4π2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2π
Γ
e−

itℏ√p2c2+m2
Ac

4−tΓc2/(2ℏ cosh θ) +
πc
p
J1(

pct
ℏ
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

≈ e−t/(τ0 cosh θ) + Γc
p
e−t/(2τ0 cosh θ)J1(

pct
ℏ
) cos( tmAc2 cosh θ

ℏ
), (4.93)

where τ0 ≡ ℏ/(Γc2) is the lifetime (4.72) of the particle at rest.

4.4.2 Numerical results

In this subsection we would like to calculate the difference between the quantum
mechanical result (4.93) and the special-relativistic formula (A.11), which in our case
takes a particularly simple form,

ϒSR(θ, t) = ϒ(0, t
cosh θ
) = e−t/(τ0 cosh θ). (4.94)

The desired difference is

Δϒ ≡ ϒ|0≫(θ, t) − ϒ
SR(θ, t)

≈
Γ

mA sinh θ
e−t/(2τ0 cosh θ)J1(

tmAc2 sinh θ
ℏ
) cos( tmAc2 cosh θ

ℏ
). (4.95)

It is convenient to rewrite this expression using dimensionless parameters ε ≡ Γ/mA
and χ ≡ t/τ0, i. e.,

Δϒ ≈ ε
sinh θ

e−χ/(2 cosh θ)J1(
χ sinh θ

ε
) cos(χ cosh θ

ε
). (4.96)

This correction is plotted in Figure 4.5 for three combinations of the parameters ε
and θ. The bold line shows the case ε = 0.02, θ = 2. The maximal value of the cor-
rection is ≈ 0.2%, which, seemingly, corresponds to the best accuracy obtained in
measurements of decays of relativistic muons [11, 75].

However, we have no hope that this prediction will be verified in experiments
anytime soon. Fact is that our selected value ε = 0.02 is unrealistically large for
observed unstable particles and states.32 For example, muons have parameters Γ ≈

31 The term containing the Bessel function is a small correction to the exponential term, so we ne-
glected the square of this function.
32 This large value is characteristic for particles and resonances that decay due to strong nuclear
forces. But such systems are very short-lived (τ0 ≈ 10−23 s), and their time-dependent decay laws can-
not be measured.
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Figure 4.5: Corrections Δϒ to Einstein’s formula (4.94) for the decay law of a particle moving with
velocity v = c tanhθ. Parameter χ is time measured in the units of the lifetime τ0; ε = Γ/mA.

2×10−9 eV/c2,mA ≈ 105MeV/c2, which correspond to the value ε = Γ/mA ≈ 0.02×10−15

that is many orders of magnitude smaller than ours. The maximum value of the cor-
rection Δϒ is roughly proportional to ε [221]. Therefore, its measurement in muons,
just as in any other realistic unstable system, is practically impossible.

As the observer’s speed increases, the magnitude of the correction decreases, as
shown by the broken line in Figure 4.5 for ε = 0.02, θ = 3. So, would deviations from
the Einstein decay law become more noticeable at low speeds? Unfortunately, this is
not true. At low observer speeds, we have to use equation (C.3), which leads to the
correction

Δϒ ≈ −ε sinh θe−χ(2 cosh θ)J1(
χ sinh θ

ε
) cos(χ cosh θ

ε
)

that tends to zero for θ → 0.
Thus, our decay theory, based on unitary representations of the Poincaré group in

the instant form of dynamics, predicts not only the slowdown of the decay observed
from moving frames, but also deviations from Einstein’s formula (4.94) commonly
used in such situations. Unfortunately, in real unstable systems these deviations are
so small that their experimental detection is not possible at the present stage.

4.4.3 Decays caused by boosts

According to Postulate 1-6.3, we are working in Dirac’s instant form of dynamics,
where spatial translations and rotations are considered kinematical (= interaction-
independent), while time translations and boosts are dynamical (= interaction-
dependent). As we know (see also Section 8.3), kinematical transformations trivially
change the appearance of an object without affecting its internal state. Description
of kinematical transformations is a purely geometric exercise that does not require
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knowledge of interactions in the physical system. This conclusion is supported by
observations of unstable particles: for two observers at different positions or with
different orientations in space, the nondecay probability appears the same.

On the other hand, dynamical transformations depend on interactions and in-
fluence the internal structure of the observed system. The dynamical effect of time
translations is obvious: the unstable particle decays over time. But what about boost
transformations? Does the nondecay probability depend on the speed of the observer?
The special theory of relativity replies: “No. There is no such a relationship” (see Ap-
pendix A.3), and this answer is often regarded as self-evident:

Any event that is “seen” in one inertial system is “seen” in all others. For example if observer in
one system “sees” an explosion on a rocket then so do all other observers – R. Polishchuk [187].

Applying this (dubious) statement to decaying particles, we could expect that at the
time t = 0

ϒ(θ,0) = 1 (4.97)

for all θ. Here we would like to prove that this expectation is wrong.
Suppose that equation (4.97) is true, i. e., for any |Ψ⟩ ∈ Hα and any θ > 0, the

boost leaves the state vector of the particle inside its own subspace:

e
icℏ Kxθ|Ψ⟩ ∈ Hα.

Hence it can be concluded that the subspace Hα is invariant with respect to inter-
acting boosts and that the operator Kx commutes with the projection T (4.16) on this
subspace. Then commutators (1-3.54), [T ,P0x] = 0 and the Jacobi identity imply

[T ,H] = − ic
2

ℏ
[T , [Kx ,P0x]] =

ic2

ℏ
[Kx , [P0x ,T]] +

ic2

ℏ
[P0x , [T ,Kx]] = 0,

which contradicts the fundamental property (4.12) of unstable particles. To resolve
this contradiction, we have to admit that the state e

icℏ Kxθ|Ψ⟩ does not correspond to
the particle α with 100% probability. This state must contain an admixture of decay
products even at the initial time t = 0, so we have

e
icℏ Kxθ|Ψ⟩ ∉ Hα, (4.98)
ϒ(θ,0) < 1, for θ ̸= 0. (4.99)

This is the “decay caused by boost,” which means, among other things, that special-
relativistic formulas (4.94) and (4.97) are inaccurate and that boosts have a nontrivial
effect on the internal state of the unstable particle. In other words, the composition of
an unstable system is not a relativistic invariant.
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In spite of its fundamental importance, this effect is rather weak. For example, in
our rather good approximation (4.86), boosts did not cause decays. Indeed, at t󸀠 = 0
this formula predicted

ϒ(θ,0) = ∫ dp|ψ(p)|2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∫
mβ+mγ

dm|μ(m)|2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
= 1

instead of the expected (4.99).

4.4.4 Particle decays in different forms of dynamics

Throughout this chapter, we assumed that the interaction responsible for the decay
belongs to the Bakamjian–Thomas instant form of dynamics. However, as we saw in
Subsection 1-6.4.4, this form does not tolerate cluster-separable interactions, so most
likely it is not realized in nature. It would be interesting to calculate decay laws of
movingparticles also innon-Bakamjian–Thomas instant formsof dynamics. Although
such calculations are not known to us, we can say with certainty that there is no such
form of decay interaction in which Einstein’s “time dilation” formula (4.94) would be
exactly correct. This follows, for example, from the fact that in any instant form rep-
resentation boost operators contain interaction terms. Therefore, decays caused by
boosts (4.98)–(4.99) are always present.

Andwhat if the decay interaction does not belong to the instant formof dynamics?
Is there a form where Einstein’s formula (4.94) is valid? Our answer to this question is
“no.” Consider, for example, the point form (whose particular case was discussed in
Subsection 1-7.2.2). In this case, the subspace Hα of the unstable particle is invariant
with respect to boosts ([K0x ,T] = 0), so that decays caused by boosts are absent. How-
ever, we obtain the following relationship between decay laws of a particle observed
from frames in relative motion33:

ϒ(θ, t) = ⟨0|e−
icℏ K0xθe iℏHtTe− iℏHte icℏ K0xθ|0⟩

= ⟨0|e−
icℏ K0xθe iℏHte icℏ K0xθe− icℏ K0xθTe icℏ K0xθe− icℏ K0xθe− iℏHte icℏ K0xθ|0⟩

= ⟨0|e−
icℏ K0xθe iℏHte icℏ K0xθTe− icℏ K0xθe− iℏHte icℏ K0xθ|0⟩

= ⟨0|e
itℏ (H cosh θ−cPx sinh θ)Te−

itℏ (H cosh θ−cPx sinh θ)|0⟩

= ⟨0|e
itℏH cosh θTe−

itℏH cosh θ|0⟩
= ϒ(0, t cosh θ),

33 Here we used (4.76), (1-4.4) and assumed that the initial state |0⟩ has zero interacting momentum,
i. e., P|0⟩ = 0.
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where the last equality follows from comparison with the decay law at rest (4.11). This
result means that the decay rate in the moving frame is cosh θ times faster(!) than in
the frame at rest. This is in direct contradiction with the experiment.34

The point form of the decay interaction is unacceptable for yet another reason.
Indeed, since the momentum operator P is interaction-dependent, in the point form
we should see decays caused by ordinary spatial translations, i. e.,

e
iℏ Pxa|Ψ⟩ ∉ Hα, for a ≠ 0 and |Ψ⟩ ∈ Hα. (4.100)

Decays caused by spatial translations and/or rotations are expected in all forms of
dynamics, except for the instant one. Such decays contradict our experience, telling
that these kinematical transformations cannot affect the internal makeup of the un-
stable particle. Therefore, only the instant form is suitable for describing decays. This
conclusion gives additional support to our instant-form Postulate 1-6.3; see also Sec-
tion 8.3.

34 Note that decay laws of moving particles are different in the instant and point forms, despite the
scattering equivalence of these forms (see Subsection 1-7.2.4). As was shown in [233], these two state-
ments do not contradict each other.
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5 RQD in higher orders
Let a hundred flowers bloom, let a hundred schools of thought contend.
Mao Zedong

In Chapter 2 we analyzed formula (2.10) for the dressed interaction potential Vd
2 in

the second perturbation order. In this chapter we are going to extend this approach to
higher orders. For example, in the third and fourth orders, the dressed potentials Vd

3
and Vd

4 near their energy shells are given by (see equations (2.11)–(2.12))

Vd
3 ≈ (Σ

c
3)
phys, (5.1)

Vd
4 ≈ (Σ

c
4)

phys − Vd
2 V

d
2 . (5.2)

In Section 5.1 we will use equation (5.1) to calculate the dressed interaction poten-
tialVd

3 . This interaction is responsible for lifetimes and energy shifts of hydrogen atom
levels. In Section 5.2 we will use (5.2) to derive the fourth-order electron–proton po-
tential Vd

4 . From these calculations we will get the famous QED radiative corrections:
the Lamb shift and the electron anomalous magnetic moment.

5.1 Spontaneous radiative transitions

In Chapter 4, we discussed only general properties of the decay process. In particular,
we were not interested in the composition of the unstable system and in the precise
expression for the decay interaction V . So we left the formula for the decay rate in an
unprocessed form (4.73). In this section, we want to fill this gap and perform a full
calculation of the decay rate in a realistic system – an excited state of the hydrogen
atom.

The simplest interaction responsible for the spontaneous emission of a photon
from the excited state of the hydrogen atomhas the structure d†a†c†da.1 In the dressed
Hamiltonian Hd, such terms first appear in the third order of perturbation theory (see
Table 2.1). Therefore, our plan in this section will be as follows. In Subsection 5.1.1 we
are going to find a third-order contribution to the S-operator of QED, which has the
desired structure d†a†c†da. Then, in Subsection 5.1.2 we will get the dressed potential
Vd
3 [d
†a†c†da] near the energy shell. In Subsections 5.1.3–5.1.4, we will apply methods

developed inChapter 4 to calculate the rates of radiative transitions betweenhydrogen
levels.

1 The two annihilation operators da destroy the electron and the proton in the initial state. The cre-
ation operators d†a†c† restore the two charges and add a photon in the final state.

https://doi.org/10.1515/9783110493221-005
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5.1.1 Bremsstrahlung

When two charged particles collide, there is a probability of a photon creation. The
photon carries away a part of the energy of the colliding charges, so the charges are
decelerated. In RQD, this bremsstrahlung effect is described, for example, by the in-
teraction operator d†a†c†da.

In order to find the bremsstrahlung part of the S-operator in the third order, we
use the time-ordered perturbation series (1-7.17) with the interaction operator V1 from
(2-3.30). The renormalized QED Hamiltonian Hc does not have phys counterterms in
the third order.2 This means that (Σc3)

phys = (Σn3)
phys and3

Sc3 ≡ (Σ
c
3)
phys

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟ = (Σ
n
3)

phys
⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

= i
3!ℏ3

+∞

∫
−∞

dt1dt2dt3T[V1(t1)V1(t2)V1(t3)]

= i
3!ℏ3
∫ d4x1d

4x2d
4x3T[V1(x̃1)V1(x̃2)V1(x̃3)]

= i
3!ℏ3
∫ d4x1d

4x2d
4x3T[(j

μ
ep(x̃1)𝒜μ(x̃1) + j

μ
pa(x̃1)𝒜μ(x̃1))

× (jνep(x̃2)𝒜ν(x̃2) + j
ν
pa(x̃2)𝒜ν(x̃2))(j

λ
ep(x̃3)𝒜λ(x̃3) + j

λ
pa(x̃3)𝒜λ(x̃3))], (5.3)

where j
μ
ep and j

μ
pa are operators of the electron–positron and proton–antiproton

currents, respectively. They were defined in Appendix 2-D.1. Expanding the three
parentheses, we obtain eight terms under the T-ordering sign. Not all these terms
are of interest to us. The term jepjepjep cannot contribute to the electron–proton
bremsstrahlung, because it lacks the proton component. Similarly, the term jpajpajpa
does not contribute and should be dropped. Now consider the sum jepjepjpa+jepjpajep+
jpajepjep. The order of factors under the T-ordering sign is irrelevant, so these three
terms are equal. Their contribution to the coefficient function of the S-operator is

seep3 (p
󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

= 3i
3!ℏ3
∫ d4x1d

4x2d
4x3

× ⟨vac|aqτdpσT[j
μ
ep(x̃1)𝒜μ(x̃1)j

ν
ep(x̃2)𝒜ν(x̃2)j

λ
pa(x̃3)𝒜λ(x̃3)]d

†
p󸀠σ󸀠a
†
q󸀠τ󸀠c
†
sκ|vac⟩

= ie3

2ℏ3
∫ d4x1d

4x2d
4x3

× ⟨vac|aqτdpσT[(ψ(x̃1)γ
μψ(x̃1)𝒜μ(x̃1))(ψ(x̃2)γ

νψ(x̃2)𝒜ν(x̃2))

× (Ψ(x̃3)γ
λΨ(x̃3)𝒜λ(x̃3))]d

†
p󸀠σ󸀠a
†
q󸀠τ󸀠c
†
sκ|vac⟩.

2 The only third-order counterterm (2-4.42) is unphys.
3 We assumed summation over repeated indices μ, ν, λ = 0, 1, 2, 3.
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Figure 5.1: Third-order Feynman diagrams describ-
ing the photon emission in an electron–proton
collision.

Next, the product of operators sandwiched between vacuum vectors ⟨vac| . . . |vac⟩
should be brought to the normal order. Only the purely numerical term contributes to
the matrix element. The easiest way to extract this term is by building two Feynman
diagrams shown in Figure 5.1 and translating them into algebraic form according to
the rules from Subsection 2-3.2.4. We have

seep3 (p
󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

= ie3c5/2

4π2(2πℏ)3/2√2s
mpmec4

√ωqωq󸀠ΩpΩp󸀠
δ4(q̃ + p̃ − p̃󸀠 − q̃󸀠 − ̃s) 1

(p̃ − p̃󸀠)2

× ua(q
󸀠, τ󸀠)( e̸ab(s, κ)

(/q󸀠 + /s +mec2)bc
(q̃󸀠 + ̃s)2 −m2

ec4
/𝒲cd(p

󸀠σ󸀠,pσ)

+ /𝒲ab(p
󸀠σ󸀠,pσ)

(/q − /s +mec2)bc
(q̃ − ̃s)2 −m2

ec4
e̸cd(s, κ))ud(q, τ).

Similarly, one can build two diagrams, corresponding to the terms jepjpajpa +
jpajepjpa + jpajpajep in equation (5.3). In contrast to Figure 5.1, these two diagrams
have external photon lines originating from the proton lines. In our approximation
(me ≪ mp), these terms can be neglected.

Nowwe assume that both the proton and the electron are nonrelativistic and sim-
plify the expression for seep3 . We recall that all involved particles are on their mass
shells, i. e.,

q̃2 = (q̃󸀠)2 = m2
ec

4,

p̃2 = (p̃󸀠)2 = m2
pc

4,

̃s2 = 0.

Using approximations from Appendix 2-B.9 and the formulas

(p̃ − p̃󸀠)2 ≈ −c2(p − p󸀠)2,

( ̃s + q̃󸀠)2 −m2
ec

4 = 2 ̃s ⋅ q̃󸀠,

(q̃ − ̃s)2 −m2
ec

4 = −2 ̃s ⋅ q̃,
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𝒲0(p󸀠σ󸀠,pσ) ≈ δσσ󸀠 ,
𝒲(p󸀠σ󸀠,pσ) ≈ 0,

√ωqωq󸀠ΩpΩp󸀠 ≈ mpmec
4,

we obtain

seep3 (p
󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

≈ − ie3c1/2

4π2(2πℏ)3/2√2s
δ4(q̃ + p̃ − p̃󸀠 − q̃󸀠 − ̃s)δσσ󸀠

(p − p󸀠)2

× ua(q
󸀠, τ󸀠)(/eab(s, κ)

(/q󸀠 + /s +mec2)bc
2q̃󸀠 ⋅ ̃s

γ0cd − γ
0
ab
(/q − /s +mec2)bc

2q̃ ⋅ ̃s /ecd(s, κ))ud(q, τ).

Next we use (2-B.22), the approximation cs ≪ mec2 and the Dirac equations
(2-B.93), (2-B.94) to write

u(q󸀠, τ󸀠)/e(/q󸀠 + /s +mec
2)γ0u(q, τ)

≈ u(q󸀠, τ󸀠)(/e/q󸀠 + /emec
2)γ0u(q󸀠, τ󸀠)

= u(q󸀠, τ󸀠)(−/q󸀠/e + 2(q̃󸀠 ⋅ ẽ) + /emec
2)γ0u(q, τ)

= 2u(q󸀠, τ󸀠)(q̃󸀠 ⋅ ẽ)γ0u(q, τ) = 2𝒰0(q󸀠τ󸀠,qτ)(q̃󸀠 ⋅ ẽ) ≈ 2δττ󸀠(q̃
󸀠 ⋅ ẽ),

u(q󸀠, τ󸀠)γ0(/q − /s +mec
2)/eu(q, τ) ≈ 2𝒰0(q󸀠τ󸀠,qτ)(q̃ ⋅ ẽ) = 2δττ󸀠 (q̃ ⋅ ẽ).

In the nonrelativistic limit q, q󸀠 ≪ mec2, we have

q̃󸀠 ⋅ ̃s = csωq󸀠 − c
2(s ⋅ q󸀠) ≈ mec

3s,

q̃ ⋅ ̃s ≈ mec
3s,

q̃ ⋅ ẽ = −c(q ⋅ e),
q̃󸀠 ⋅ ẽ = −c(q󸀠 ⋅ e).

Therefore,

seep3 (p
󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

≈ − ie
3√cδ4(q̃ + p̃ − p̃󸀠 − q̃󸀠 − ̃s)

4π2(2πℏ)3/2√2s
⋅
δσσ󸀠δττ󸀠
(p − p󸀠)2

( q̃
󸀠 ⋅ ẽ
q̃󸀠 ⋅ ̃s
− q̃ ⋅ ẽ
q̃ ⋅ ̃s
)

≈ ie
3δ4(q̃ + p̃ − p̃󸀠 − q̃󸀠 − ̃s)
4π2me(2πℏ)3/2√2(cs)3

⋅
δσσ󸀠δττ󸀠 (q󸀠 − q) ⋅ e(s, κ)
(q󸀠 − q)2

. (5.4)

This is our final expression for bremsstrahlung terms in the scattering operator. It can
be compared with equations (7.57)–(7.58) in [15].
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5.1.2 Bremsstrahlung potential in third order

Now, from equation (5.1) we can obtain the following third-order contribution
Vd
3 [d
†a†c†da] to the dressed Hamiltonian (2.3):

Vd
3 [d
†a†c†da]

= ∑
στσ󸀠τ󸀠κ
∫ dpdqdp󸀠dq󸀠dsveep3 (p

󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)d†p󸀠σ󸀠a
†
q󸀠τ󸀠c
†
sκdpσaqτ, (5.5)

whose coefficient function is4

veep3 (p
󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

≈ − e3

8π3me(2πℏ)3/2√2(cs)3
δ(q + p − p󸀠 − q󸀠 − s)δσσ

󸀠δττ󸀠 (q󸀠 − q) ⋅ e(s, κ)
(q󸀠 − q)2

. (5.6)

Acting by the operator (5.5) on a general two-particle (electron + proton) state

|Ψi⟩ ≡ ∑
λν
∫ dp󸀠󸀠dq󸀠󸀠Ψ(p󸀠󸀠λ,q󸀠󸀠ν)d†p󸀠󸀠λa

†
q󸀠󸀠ν|vac⟩

gives the following result:

Vd
3 [d
†a†c†da]|Ψi⟩

= ∑
στσ󸀠τ󸀠κ
∑
λν
∫ dp󸀠󸀠dq󸀠󸀠 ∫ dpdqdp󸀠dq󸀠dsveep3 (p

󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

×Ψ(p󸀠󸀠λ,q󸀠󸀠ν)d†p󸀠σ󸀠a
†
q󸀠τ󸀠c
†
sκdpσaqτd

†
p󸀠󸀠λa
†
q󸀠󸀠ν|vac⟩

= ∑
στσ󸀠τ󸀠κ
∑
λν
∫ dp󸀠󸀠dq󸀠󸀠 ∫ dpdqdp󸀠dq󸀠dsveep3 (p

󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)

×Ψ(p󸀠󸀠λ,q󸀠󸀠ν)d†p󸀠σ󸀠a
†
q󸀠τ󸀠c
†
sκδ(q − q

󸀠󸀠)δτνδ(p − p
󸀠󸀠)δσλ|vac⟩

= ∑
σ󸀠τ󸀠κ
∫ dp󸀠dq󸀠ds

× (∑
στ
∫ dpdqveep3 (p

󸀠σ󸀠,q󸀠τ󸀠, sκ;pσ,qτ)Ψ(pσ,qτ))d†p󸀠σ󸀠a
†
q󸀠τ󸀠c
†
sκ|vac⟩,

where the expression in big parentheses is the wave function of the new three-particle
system (electron + proton + photon). With the help of (5.6) we can rewrite this wave
function5

4 According to the rule from Section 1.4, to obtain this formula we divided thematrix element (5.4) by
(−2πi) and dropped the energy delta function δ(ωq + Ωp − ωq󸀠 − Ωp󸀠 − cs).
5 Here we neglect the photon momentum s in comparison with the momenta (p,p󸀠,q,q󸀠) of massive
particles.
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Ψ󸀠(p󸀠σ󸀠,q󸀠τ󸀠, sκ)

= −∑
στ
∫ dpdq e

3δ(q + p − p󸀠 − q󸀠 − s)δσσ󸀠δττ󸀠 (q󸀠 − q) ⋅ e(s, κ)
8π3me(2πℏ)3/2√2(cs)3(q󸀠 − q)2

Ψ(pσ,qτ)

= − e3

8π3me(2πℏ)3/2√2(cs)3
∫ dk k ⋅ e(s, κ)

k2
Ψ((p󸀠 + k)σ󸀠, (q󸀠 − k)τ󸀠).

Performing the Fourier transformation (1-5.49) and using (2-A.4), we switch to the
position representation for fermions, i. e.,6

Ψ󸀠(xσ󸀠, yτ󸀠, sκ) = − e3

8π3me(2πℏ)9/2√2(cs)3
∫ dp󸀠dq󸀠e

i
ℏp
󸀠 ⋅x+ iℏq

󸀠 ⋅y ∫ dk k ⋅ e(s, κ)
k2

×Ψ((p󸀠 + k)σ󸀠, (q󸀠 − k)τ󸀠)

= − e3

8π3me(2πℏ)9/2√2(cs)3
∫ dp󸀠dq󸀠e

i
ℏ (p
󸀠−k)⋅x+ iℏ (q

󸀠+k)⋅y

× ∫ dk k ⋅ e(s, κ)
k2

Ψ(p󸀠σ󸀠,q󸀠τ󸀠)

= − e3

8π3me(2πℏ)3/2√2(cs)3
∫ dke

i
ℏ k⋅(y−x) k ⋅ e(s, κ)

k2

× ( 1
(2πℏ)3
∫ dp󸀠dq󸀠e

i
ℏp
󸀠 ⋅x+ iℏq

󸀠 ⋅yΨ(p󸀠σ󸀠,q󸀠τ󸀠))

= − e3ℏ1/2

me(2π)3/2√2(cs)3
i(y − x) ⋅ e(s, κ)
4π|y − x|3

Ψ(xσ󸀠, yτ󸀠).

Thismeans that in the position space the third-order electron–proton bremsstrahlung
potential has the form

Vd
3 (r, s, κ) = −

i√ℏe3(r ⋅ e(s, κ))
4πme√2(2πcs)3r3

c†sκ +
i√ℏe3(r ⋅ e∗(s, κ))
4πme√2(2πcs)3r3

csκ . (5.7)

The first term is responsible for the emission of photons with momentum s and helic-
ity κ by an electron moving in the Coulomb field of a massive proton.7 We can expect
that probability of such emission is proportional to the square of the matrix element
of this operator between appropriate initial and final states. Since the potential (5.7) is
proportional to the electron’s acceleration in the proton’s field a ≈ e2r/(4πmer3) (see
equation (6.15)), we conclude that the energy emitted in the unit of time (the radiated
power) is proportional to the acceleration squared a2. This agrees with the classical

6 Here x and y are radius-vectors of the proton and the electron, respectively; r ≡ y − x.
7 The second term in (5.7) is needed to preserve the Hermiticity of the Hamiltonian. The correspond-
ing potential Vd

3 [d
†a†dac] is Hermitian-conjugated to Vd

3 [d
†a†c†da] and describes the absorption of

photons by the interacting system electron + proton.
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Larmor formula and confirms that the bremsstrahlung interaction Vd
3 is directly re-

sponsible for the “radiation reaction” effect [165, 180, 181].
For Lamb shift calculations in Section 5.4, it will be convenient to assume that the

photon has a small nonzeromass λ > 0.8 Then its energy becomes√λ2c4 + c2s2. Using
this fact in (5.7), we get our final expression for the third order potential:

Vd
3 (r, s, κ) = −

i√ℏe3r ⋅ e(s, κ)
4πme√2(2π)3(λ2c4 + c2s2)3/4r3

c†sκ

+ i√ℏe3r ⋅ e∗(s, κ)
4πme√2(2π)3(λ2c4 + c2s2)3/4r3

csκ . (5.8)

5.1.3 Instability of excited atomic states

The bremsstrahlung interaction Vd
3 derived in the previous subsection is also respon-

sible for spontaneous radiative transitions between energy levels in atoms and other
bound systems of charges. As an example, consider two stationary states |2P1/2⟩ and
|1S1/2⟩ of the hydrogen atom (see Section 3.2) and a transition between them, |2P1/2⟩ →
|1S1/2⟩ + γ, accompanied by the emission of a photon γ with energy E = ε(2P1/2) −
ε(1S1/2) ≈ 10.2 eV.9 The initial and final states of the atomwill be denoted |Ψi⟩ ≡ |2P1/2⟩
and |Ψf ⟩ ≡ |1S1/2⟩, respectively. They are eigenstates of the two-particle electron–
proton Hamiltonian (3.13)

He+p =
p2e
2me
+

p2p
2mp
− e2

4πr
, (5.9)

with eigenvalues εi and εf .10 We have

He+p|Ψi⟩ = εi|Ψi⟩,

Figure 5.2: Radiative transition between 2P1/2 and 1S1/2 levels of
the hydrogen atom.

8 Recall that the infrared cutoff λ was introduced in (2-F.20) for regularization of loop integrals. This
regularization is very similar to the introduction of the photonmass λ. Of course, in the final result we
should take the limit λ → 0.
9 See Figure 5.2. The detailed kinematics of the radiative transition was described in Subsec-
tion 1-6.5.3.
10 The eigenvalue problem for the Hamiltonian (5.9) was solved in Subsection 3.2.1.
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He+p|Ψf ⟩ = εf |Ψf ⟩,

εi = εf + 10.2 eV.

If we add the interaction potential Vd
3 to the HamiltonianHe+p, then the state |Ψi⟩

is no longer stationary. Indeed, the two-particle subspace Hpe is not invariant with
respect to this potential. The operator Vd

3 has a nonzero matrix element between the
stationary (excited) state |2P1/2⟩ of the hydrogen atom and the state |2S1/2⟩ + γ, which
contains the ground state of the atom plus one emitted photon γ. Therefore, the atom
prepared initially in the state |Ψi⟩ = |2P1/2⟩ spontaneously evolves over time into two
products: the atom in the state |Ψf ⟩ = |1S1/2⟩ plus one photon. This is exactly the sit-
uation of decay discussed in Chapter 4. The particles α, β from Section 4.1 can be re-
garded as analogs of our multiparticle states |Ψi⟩ and |Ψf ⟩, respectively. So, we can
apply formulas derived there to the decay of the atomic state |Ψi⟩.

5.1.4 Rate of radiative transition

According to Sections 4.1–4.2, the presence of the perturbation Vd
3 should result in

the decay of the level |2P1/2⟩ and its broadening.11 Our next step is to calculate the
probability of the spontaneous transition |2P1/2⟩ → |2S1/2⟩ + γ per unit time, i. e., the
transition rate Γc2/ℏ, which is the inverse of the |2P1/2⟩ state’s lifetime.

From equation (4.73) we get the probability density for the radiative transition
|Ψf ⟩ → |Ψi⟩ with the emission of one photon having momentum s:

Γ(s, κ) = 8π
2s2

c4
󵄨󵄨󵄨󵄨⟨Ψi|V

d
3 (r, s, κ)|Ψf ⟩

󵄨󵄨󵄨󵄨
2 dη−1(z)

dz

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=m(2P1/2)
. (5.10)

Using (5.7) and equality

[q,He+p] = [q,
e2

4πr
] = iℏe2 r

4πr3
(5.11)

and denoting E ≡ εi − εf = cs the energy of the emitted photon, the matrix element in
(5.10) can be transformed as follows:

⟨Ψi|V
d
3 (r, s, κ)|Ψf ⟩ = −

i√ℏe3

me√2(2πcs)3
⟨Ψi|

r ⋅ e(s, κ)
4πr3
|Ψf ⟩

= − e
me√2ℏ(2πE)3

⟨Ψi|[(q ⋅ e)He+p − He+p(q ⋅ e)]|Ψf ⟩

11 Notice that the broadening effect does not pertain to the ground state |1S1/2⟩ of the atom. This state
can not spontaneously decay, since there are no available levels with lower energy. Hence, even in the
presence of the bremsstrahlung potential, the ground state |1S1/2⟩ remains a true eigenvector of the
complete Hamiltonian He+p + Vd

3 with a well-defined energy.
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= eE
me√2ℏ(2πE)3

⟨Ψi|(q ⋅ e)|Ψf ⟩.

Next we use

−
ime
ℏ
[r,He+p] = −

ime
ℏ
[y,He+p] +

ime
ℏ
[x,He+p] ≈ q −

me
mp

p ≈ q

to obtain

⟨Ψi|V
d
3 (r, s, κ)|Ψf ⟩ = −

ieE
√2(2πℏE)3

⟨Ψi|[(r ⋅ e)He+p − He+p(r ⋅ e)]|Ψf ⟩

= ieE2

√2(2πℏE)3
⟨Ψi|(r ⋅ e)|Ψf ⟩

= ie√E
√2(2πℏ)3

⟨Ψi|(r ⋅ e)|Ψf ⟩. (5.12)

To find the function η−1(z) in (5.10) we turn to the definition (4.42). In the case consid-
ered here, one decay product is massless (mγ = 0). Its energy is much lower than the
total energy of atomic states: cs ≪ mic2 ≈ mf c2. Hence, we can use approximations

z = ηs =
1
c2
(√m2

f c
4 + c2s2 + cs) ≈ mf +

s
c
,

s = η−1(z) ≈ (z −mf )c

and

dη−1(z)
dz

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨z=mi

≈ c.

Substituting these results and (5.12) in (5.10), we obtain

Γ(s, κ) ≈ 8π
2E2

c5
( e√E
√2(2πℏ)3

)
2
󵄨󵄨󵄨󵄨⟨Ψi|(r ⋅ e)|Ψf ⟩

󵄨󵄨󵄨󵄨
2

= E3

2πℏ3c5
󵄨󵄨󵄨󵄨⟨Ψi|(d ⋅ e(s, κ))|Ψf ⟩

󵄨󵄨󵄨󵄨
2, (5.13)

where d ≡ −er = −ey + ex is the operator of the atom’s dipole moment.
The full transition probability12 is obtained by summing the probability density

(5.13) over the twophotonpolarizations κ = ±1 and integratingover all possible photon
directions. We have13

1
τ0
= c

2

ℏ

+1
∑
κ=−1
∫ dΩΓ(s, κ) = E3

2πℏ4c3
+1
∑
κ=−1
∫ dΩ󵄨󵄨󵄨󵄨⟨Ψi|(d ⋅ e(s, κ))|Ψf ⟩

󵄨󵄨󵄨󵄨
2

12 It is proportional to the brightness of the corresponding spectral line.
13 Here ∫ . . . dΩ = ∫π0 cos θdθ ∫2π0 dφ . . . denotes the integral over orientation angles of s and dif ≡
⟨Ψi|d|Ψf ⟩ is the matrix element of the dipole moment calculated between the atomic states |Ψi⟩
and |Ψf ⟩.
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= E3

2πℏ4c3
+1
∑
κ=−1
∫ dΩ󵄨󵄨󵄨󵄨(dif ⋅ e(s, κ))

󵄨󵄨󵄨󵄨
2.

Without loss of generality, we assume that the vector dif is directed along the z-axis.
Then, with the help of (2-C.15) we obtain

+1
∑
κ=−1

󵄨󵄨󵄨󵄨(dif ⋅ e(s, κ))
󵄨󵄨󵄨󵄨
2 = |dif |

2(|ez(s, −1)|
2 + |ez(s, +1)|

2)

=
|dif |2

2s2
(|−sx + isy|

2 + |−sx − isy|
2) =
|dif |2(s2x + s

2
y)

s2

and the full transition rate (measured in Hz) is expressed by the followingwell-known
formula14:

1
τ0
=
|dif |2E3

2πℏ4c3

π

∫
0

sin θdθ
2π

∫
0

dφ
(s2x + s

2
y)

s2
=
|dif |2E3

ℏ4c3

π

∫
0

sin3 θdθ =
4|dif |2E3

3ℏ4c3
.

5.2 Radiative corrections to interaction potential

In this section, we will apply equation (5.2) to derive the fourth-order radiative correc-
tion to the electron–proton interaction potential.

5.2.1 Product of potentials in (5.2)

Let us calculate the product −Vd
2 V

d
2 on the right-hand side of (5.2).15 In our approxi-

mation, for Vd
2 we can take the usual nonrelativistic Coulomb potential16

Vd
2 (t) = −

e2ℏ2

(2πℏ)3
∫ dpdqdp󸀠dq󸀠 δ(p + q − p

󸀠 − q󸀠)e
i
ℏ (Ωp+ωq−Ω󸀠p−ω

󸀠
q)t

(q − q󸀠)2 + λ2c2
d†pa
†
qdp󸀠aq󸀠

and Vd
2 is obtained by (2-1.65)

Vd
2 (t) =

e2ℏ2

(2πℏ)3
∫ dtdsdt󸀠ds󸀠 δ(t + s − t󸀠 − s󸀠)e

i
ℏ (Ωt+ωs−Ω󸀠t−ω

󸀠
s)t

[(s − s󸀠)2 + λ2c2][ωs − ωs󸀠 + Ωt − Ωt󸀠 ]
d†t a
†
sdt󸀠as󸀠 .

14 See (45.7 a) in [14] or (19.85) in [13].
15 This product corresponds to the diagram in Figure 2.1 (b).
16 This is the largest term in the Coulomb–Darwin–Breit interaction (3.2), modified due to the pres-
ence of (fictitious) photonmass λ. We are interested only in the dominant infrared-divergent contribu-
tion to the product Vd

2 V
d
2 , so we will be working in the nonrelativistic approximation from Appendix

2-B.9, where particle momenta are assumed to be much less than mec. Correspondingly, we drop all
terms with positive powers of p, p󸀠, q, q󸀠 and/or k ≡ q󸀠 −q. In this approximation, the product −Vd

2 V
d
2

does not depend on spins. So, we drop the spin labels as well.
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Since we are interested only in the term d†a†da, we use the equality

d†pa
†
qdp󸀠aq󸀠d

†
t a
†
sdt󸀠as󸀠

= (d†pdp󸀠d
†
t dt󸀠)(a

†
qaq󸀠a
†
sas󸀠)

= (−d†pd
†
t dp󸀠dt󸀠 + d

†
pdt󸀠δ(t − p

󸀠))(−a†qa
†
saq󸀠as󸀠 + a

†
qas󸀠δ(s − q

󸀠))

= d†pa
†
qdt󸀠as󸀠δ(t − p

󸀠)δ(s − q󸀠) + ⋅ ⋅ ⋅ (5.14)

and obtain17

−Vd
2 V

d
2 =

e4ℏ4

(2πℏ)6
∫ dpdqdp󸀠dq󸀠dsdtds󸀠dt󸀠d†pa

†
qdp󸀠aq󸀠d

†
t a
†
sdt󸀠as󸀠

× δ(p + q − p󸀠 − q󸀠)δ(s + t − s󸀠 − t󸀠)
[(q − q󸀠)2 + λ2c2][ωs − ωs󸀠 + Ωt − Ωt󸀠 ][(s − s󸀠)2 + λ2c2]

(5.15)

= e4ℏ4

(2πℏ)6
∫ dpdqdp󸀠dq󸀠dsdtds󸀠dt󸀠d†pa

†
qdt󸀠as󸀠

× δ(p + q − p󸀠 − q󸀠)δ(s + t − s󸀠 − t󸀠)δ(q󸀠 − s)δ(p󸀠 − t)
[(q − q󸀠)2 + λ2c2][ωs − ωs󸀠 + Ωt − Ωt󸀠 ][(s − s󸀠)2 + λ2c2]

= e4ℏ4

(2πℏ)6
∫ dqdpdp󸀠dq󸀠δ(q + p − p󸀠 − q󸀠)d†pa

†
qdp󸀠aq󸀠

× ∫ ds
[(q − s)2 + λ2c2][ωs − ωq󸀠 + Ωq+p−s − Ωp󸀠 ][(q󸀠 − s)2 + λ2c2]

.

Next we introduce nonrelativistic approximations ωq ≈ mec2 + q2/(2me), Ωp ≈ Ωp󸀠 ≈
mpc2 and also choose the center-of-mass reference frame where the massive proton
remains fixed and the electron scattering is elastic, sowe have q = q󸀠. Then the desired
operator has the form

−Vd
2 V

d
2 = ∫ dpdqdp

󸀠dq󸀠δ(p + q − p󸀠 − q󸀠)w(q,q󸀠)d†pa
†
qdp󸀠aq󸀠

with the coefficient function

w(q,q󸀠) ≈ e4ℏ4

(2πℏ)6
∫ ds
[(q − s)2 + λ2c2][ωs − ωq󸀠 ][(q󸀠 − s)2 + λ2c2]

⋅

≈
2e4ℏ4me
(2πℏ)6

∫ ds
[(q − s)2 + λ2c2][s2 − q2][(q󸀠 − s)2 + λ2c2]

(5.16)

≈
α2mec2

(−2πi)πqk2
ln( k2

λ2c2
), (5.17)

where the last equality follows from equation (D.2).

17 As we already mentioned in Section 2.2, the operators Vd
2 and Vd

2 are well-defined only on their
energy shells. However, momentum integrations in (5.15) are carried out beyond the energy shells.
Nevertheless, this uncertainty does not seem significant, because we are only interested in the domi-
nant part of this integral, which comes from a small region near the singularity k = 0 located on the
energy shell.
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5.2.2 Radiative corrections to Coulomb potential

So, according to equation (5.2), the electron–proton interaction potential in the fourth
perturbation order is composed of two terms. The first term on the right-hand side is
obtained from (2-4.60) by dropping the energy delta function and dividing by (−2πi).
The second term was calculated in (5.17). Then, for the full coefficient function of Vd

4
we obtain

vd4(p,q, k; τ, σ, τ
󸀠σ󸀠)

≡ ⟨0|aqσdpτV
d
4 d
†
p󸀠τ󸀠a
†
q󸀠σ󸀠 |0⟩

1
δ(p + q − p󸀠 − q󸀠)

≈
δττ󸀠
(−2πi)
[ iα2

15π2m2
ec
δσσ󸀠 +

iα2

3π2m2
ec

ln( λ
me
)δσσ󸀠

−
α2χ†σ(σel ⋅ [k × q])χσ󸀠

4π2m2
eck2

−
α2mec2

πqk2
ln( k2

λ2c2
)δσσ󸀠 +

α2mec2

πqk2
ln( k2

λ2c2
)δσσ󸀠]

=
δττ󸀠
(−2πi)
[ iα2

15π2m2
ec
δσσ󸀠 +

iα2

3π2m2
ec

ln( λ
me
)δσσ󸀠 +

α2χ†σ(σel ⋅ [k × q])χσ󸀠
4π2m2

eck2
], (5.18)

where we notice that the sum (2-4.59) of the ladder and cross-ladder diagrams has
canceled with the term −Vd

2 V
d
2 from (5.17).18

As usual, the corresponding position–space potential is obtained by the Fourier
transform with respect to the transferred momentum k ≡ q󸀠 − q. Using formulas from
Appendix 2-A and the relationship sel = ℏσel/2, we obtain this potential as a sum of
three terms, i. e.,

Vd
4 (q, r, sel) = V

Uehling
4 + Vvertex

4 + V s−o
4 . (5.19)

The first term in (5.19) is the so-called Uehling potential,19

VUehling
4 = − 4ℏ

3α2

15m2
ec
δ(r), (5.20)

originating from diagrams in Figures 2-4.1 (d) and (k). The second and third terms in
(5.18) are the vertex correction

Vvertex
4 = −4ℏ

3α2

3m2
ec

ln( λ
me
)δ(r) (5.21)

18 This cancellation explains why the mentioned terms are often omitted in textbook Lamb shift cal-
culations.
19 Compare with formula (8.27) in [15]. This interaction is sometimes regarded as an effect of vacuum
polarization. However, for us the vacuum is nothing but empty space, and its “polarization” has no
meaning. In RQD we explain higher-order effects – such as (5.20) – exclusively in terms of small cor-
rections to interparticle potentials,without any reference to “virtual particles,” “vacuumpolarization”
or other field-theoretical terminology.
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and the fourth-order correction to the spin–orbit interaction

V s−o
4 =

e2[r × q] ⋅ sel
8πm2

ec2r3
(α
π
). (5.22)

They originate from the diagrams in Figures 2-4.1 (e) and (h).
To get the full radiative correction to the second-order electron–proton interac-

tion (3.6)–(3.10), the above fourth-order potential should be added to the third-order
bremsstrahlung potential (5.8).20 Then we obtain

Vd
3+4 = V

d
3 (r, s, κ) +

e2[r × q] ⋅ sel
8πm2

ec2r3
(α
π
) − 4ℏ

3α2

15m2
ec
δ(r) − 4ℏ

3α2

3m2
ec

ln( λ
me
)δ(r). (5.23)

5.3 Electron anomalous magnetic moment

As we discussed in Chapter 2-4, high perturbation orders have no effect on the elec-
tron charge, because this is forbidden by the charge renormalization condition 2-4.2.
However, there are no restrictions on the electronmagnetic moment. Schwinger’s cal-
culation of the fourth-order correction to this important property in 1948 was an im-
portant achievement of QED. Here we are going to reproduce Schwinger’s result in the
framework of our RQD.

5.3.1 Electron magnetic moment in second order

Electron magnetic moment reveals itself by the particle’s dynamics in external “mag-
netic fields”.21 In our electron–proton system, the role of the magnetic field source is
played by the proton. So far we worked in the infinite proton mass approximation,
which assumes that the proton is at rest, so its magnetic field was absent. In order
to have a nontrivial model of the electron–magnet interaction, let us now take into
account the finite proton mass mp < ∞. In the second perturbation order, the fourth
term in the potential (3.9) is relevant. We have

Vs−o = −
e2[r × p̂] ⋅ ŝel
4πmpmec2r3

, (5.24)

where p̂ is the proton’s momentum operator. This potential describes the interaction
between the electron’s spin ŝel and the proton’s orbital angular momentum [r × p̂].

20 The operator Vd
3 changes the number of particles, so, strictly speaking, it cannot be called

electron–proton potential.
21 Experimental manifestations of particle magnetic moments will be discussed in Chapter 6. Wewill
also explain there why we prefer to put the term “magnetic field” in quotes.
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Usually the electron’s magnetic moment μ̂el is related to its spin by the formula22

μ̂el ≡ −
geŝel
2me
, (5.25)

where g is the so-called gyromagnetic ratio or, simply, the g-factor. In our second per-
turbation order, g = 2 and the spin–orbit interaction operator is

Vs−o =
e[r × p̂] ⋅ μ̂el
4πmpc2r3

. (5.26)

In the next subsection we will analyze the fourth-order correction to this operator.

5.3.2 Fourth-order correction

The second-order contribution (5.24) to the interaction between the electron’s mag-
netic moment and the proton corresponds to the ninth term in the S-operator for-
mula (2-G.2). The term (2-G.5) has a similar structure and provides a fourth-order ra-
diative correction to this interaction. This correction differs from the second-order
term only by the factor α/(2π).23 Therefore, in our approximation, the g-factor of the
electron is given by the famous Schwinger formula

g = 2(1 + α
2π
) ≈ 2.0023.

5.4 Lamb shift

In this section, our task is to understand how the correction (5.23) to the Coulomb
potential affects the energy spectrumof thehydrogenatom.Within our dressed theory,
we are going to calculate the famous Lamb shift.

5.4.1 Experimental data

Aswe saw in (3.29), in the second-order theory, hydrogen levels |2S1/2⟩ and |2P1/2⟩have
identical energies. However, in 1947, experimentalists Lamb and Retherford discov-
ered a tiny gap between these two levels, which is now known as the Lamb shift. The
presence of such a level splitting was very surprising to quantum physicists in the
late 1940s. The attempts to resolve this contradiction played a very important role in

22 See equation (11.100) in [118].
23 When comparing (2-G.2) and (2-G.5), note that the former is the scattering phase while the latter is
the scattering matrix, so they differ by the additional factor of (−2πi).
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the development of the renormalized QED. A successful calculation of the Lamb shift
was a major triumph of this theory. The modern experimental value for this quantity
is [267]

ε(2S1/2) − ε(2P1/2) = 4.37 × 10−6 eV
= 2πℏ × (1 057.8MHz). (5.27)

In this section we are going to calculate RQD corrections to atomic energies. The
role of perturbation will be played by the third- and fourth-order potential (5.23), and
the unperturbed system is an eigenstate |n⟩ of the Hamiltonian He+p (5.9) with eigen-
value εn. It appears that even this simple approximation can reproduce the experi-
mental result (5.27) rather well.

5.4.2 Contribution from potential Vd
3

First we calculate the energy shift of the atomic state |n⟩ due to the potential Vd
3

(5.8). This operator changes the number of particles, so ⟨n|Vd
3 |n⟩ = 0, and by formula

(1-6.80) the energy correction vanishes in the first-order perturbation theory. Thus,
we turn to the second-order correction (1-6.81), which changes the energy of the state
|n⟩ by24

Δεn = ∫ ds∑
l
∑
κ

⟨n|Vd
3 |l; s, κ⟩⟨l; s, κ|V

d
3 |n⟩

εn − εl − cs

= ℏe
6

2m2
e(2π)3
∑
l

+1
∑
κ=−1
∫ ds⟨n| (r ⋅ e

∗(s, κ))
4πr3

|l⟩

× ⟨l| (r ⋅ e(s, κ))
4πr3

|n⟩ 1
(λ2c4 + c2s2)3/2(εn − εl − cs)

,

where |l; s, κ⟩ ≡ |l⟩|s, κ⟩ is the basis vector in which the atom is in the stationary state
|l⟩ and a free photon is in the state |s, κ⟩with momentum s and helicity κ. Taking into
account (2-C.20) and

+1
∑
κ=−1

e∗i (s, κ)ej(s, κ) = δij −
sisj
s2

(where i, j = x, y, z), we obtain

Δεn =
ℏe6

2m2
e(2π)3
∑
lij
⟨n| ri

4πr3
|l⟩⟨l|

rj
4πr3
|n⟩

24 This energy shift has the same nature as the mass shift 𝒫(mA) from formula (4.58).
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× ∫ ds(δij −
sisj
s2
) 1
(λ2c4 + c2s2)3/2(εn − εl − cs)

.

Denote εnl ≡ εn − εl and

Inl ≡
∞

∫
0

s2ds
(λ2c4 + c2s2)3/2(εnl − cs)

.

Then

∫ ds
sisj

s2(λ2c4 + c2s2)3/2(εnl − cs)
= δij ∫ ds

s2z
s2(λ2c4 + c2s2)3/2(εnl − cs)

= 2πδij

π

∫
0

sin θdθ
∞

∫
0

ds s2 cos2 θ
(λ2c4 + c2s2)3/2(εnl − cs)

= 2πδij

1

∫
−1

dt
∞

∫
0

ds s2t2

(λ2c4 + c2s2)3/2(εnl − cs)
=
4πδij
3

Inl

and we can write

Δεn ≈
ℏe6

2m2
e(2π)3
∑
lij
⟨n| ri

4πr3
|l⟩⟨l|

rj
4πr3
|n⟩(4πδijInl −

4π
3
δijInl)

= 4πℏe6

3m2
e(2π)3
∑
li
⟨n| ri

4πr3
|l⟩⟨l| ri

4πr3
|n⟩Inl.

The integral Inl is calculated as follows:

Inl =
1
c3
[

λ2c4 − εnlcs
(λ2c4 + ε2nl)√λ

2c4 + c2s2
+

ε2nl
(λ2c4 + ε2nl)

3/2

× ln(
√λ2c4 + ε2nl√λ

2c4 + c2s2 + λ2c2 + εnlcs
εnl − cs

)]
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

s=∞

s=0

≈ 1
c3
[− 1

εnl
+ 1
|εnl|

ln(−|εnl| − λ
2c4|εnl|

−1/2 − εnl) −
1
|εnl|

ln(|εnl|λc
2

εnl
)]

≈ 1
c3|εnl|

ln(−[|εnl| + λ
2c4|εnl|−1/2 + εnl]εnl
|εnl|λc2

).

If εnl > 0, then25

Inl =
1

c3εnl
ln(−2εnl

λc2
).

25 We used the inequality λ2 ≪ λ.
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If εnl < 0, then

Inl = −
1

c3εnl
ln(−
[λ2c4ε−1nl /2]εnl

εnlλc2
) = 1

c3εnl
ln(−2εnl

λc2
).

Taking into account that ln(−1) ≪ ln(2|εnl|/(λc2)), we can write for all values of εnl

Inl ≈
1

c3εnl
ln(2|εnl|

λc2
),

which means that

Δεn ≈
4πℏe6

3m2
e(2π)3c3

∑
li

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
⟨n| ri

4πr3
|l⟩
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2 1
εnl

ln(2|εnl|
λc2
).

Next we use equation (5.11) and

ri
4πr3
= 1
iℏe2
[qi,He+p],

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
⟨n| ri

4πr3
|l⟩
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
= − 1
ℏ2e4
⟨n|(qiHe+p − He+pqi)|l⟩⟨l|(qiHe+p − He+pqi)|n⟩

=
ε2nl
ℏ2e4
⟨n|qi|l⟩⟨l|qi|n⟩

to obtain

Δεn ≈ −
e2

6m2
eπ2ℏc3
∑
li

󵄨󵄨󵄨󵄨⟨n|qi|l⟩
󵄨󵄨󵄨󵄨
2εnl ln(

λc2

2|εnl|
).

Our next step is to use the so-called Bethe logarithm εn, defined for S-states as fol-
lows26:

∑
li

󵄨󵄨󵄨󵄨⟨n|qi|l⟩
󵄨󵄨󵄨󵄨
2εnl ln(

λc2

2|εnl|
) ≡ ln(λc

2

2εn
)∑

li

󵄨󵄨󵄨󵄨⟨n|qi|l⟩
󵄨󵄨󵄨󵄨
2εnl.

Then27

Δεn ≈ −
2α

3πm2
ec2

ln(λc
2

2εn
)∑

l

󵄨󵄨󵄨󵄨⟨n|qi|l⟩
󵄨󵄨󵄨󵄨
2εnl

= − α
3πm2

ec2
ln(λc

2

2εn
)∑

l
[⟨n|(He+pqi − qiHe+p)|l⟩⟨l|qi|n⟩

26 See, for example, equations (8.87) in [15] and (14.3.51) in [266]. Energy shifts of P-states are much
smaller, and we ignore them.
27 Here we use equation (1-A.2).
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− ⟨n|qi|l⟩⟨l|(He+pqi − qiHe+p)|n⟩]

= − α
3πm2

ec2
ln(λc

2

2εn
)[⟨n|(He+pqi − qiHe+p)qi|n⟩ − ⟨n|qi(He+pqi − qiHe+p)|n⟩]

= − α
3πm2

ec2
ln(λc

2

2εn
)⟨n|([He+p, qi]qi − qi[He+p, qi])|n⟩

= − α
3πm2

ec2
ln(λc

2

2εn
)⟨n|[qi, [qi,He+p]]|n⟩

= − ℏ
2α

3πm2
ec2

ln(λc
2

2εn
)⟨n| 𝜕

2

𝜕r2
e2

4πr
|n⟩ = 4ℏ

3α2

3m2
ec

ln(λc
2

2εn
)⟨n|δ(r)|n⟩

= 4ℏ
3α2

3m2
ec

ln(λc
2

2εn
)|ψn(0)|

2. (5.28)

Using Table 3.2 and thewell-known result28 ε(2S1/2) = 8.32mec2α2wecan calculate
the shift of the level 2S1/2 due to the spontaneous photon emission. We have

Δεse(2S1/2) = 4ℏ
3α2

3m2
ec

ln( λ
16.64meα2

)|ψ2S(0)|
2 =

mec2α5

6π
ln( λ

16.64meα2
). (5.29)

In the limit of vanishing photon mass (λ → 0) this correction becomes infinite. This is
one example of infrared divergence.

5.4.3 Contribution from potential Vd
4

In our next step we evaluate the effect of the three last terms in (5.23) on the energies
of the states |2S1/2⟩ and |2P1/2⟩. We will use the first-order perturbation theory formula
(1-6.80).

The contact potential in the third term in (5.23) shifts only energies of S-states,
whose wave functions do not turn to zero in the origin, i. e.,

ΔεUehling(2S1/2) = − 4ℏ
3α2

15m2
ec
|ψ2S(0)|

2 = −
mec2α5

30π
.

Note that the last term (5.23) is quite problematic, because it diverges in the in-
frared limit λ → 0. Form the point of view of classical electrodynamics (see Chapter 6),
this divergence should not be a cause of concern, because trajectories of point charges
never intersect and such a short-range potential has no chance to affect their dynam-
ics. However, this potential gives divergent contributions to the energies of atomic
S-states, i. e.,

Δεvertex(2S1/2) = −4ℏ
3α2

3m2
ec

ln( λ
me
)|ψ2S(0)|

2 = −
mec2α5

6π
ln( λ

me
). (5.30)

28 See Section 14.3 in [266].
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Fortunately, this divergence is compensated by the energy shift (5.29), so the in-
frared divergences cancel out, and the total energy correction Δε(2S1/2) becomes finite.
We have

Δε(2S1/2) = ΔεUehling(2S1/2) + Δεvertex(2S1/2) + Δεse(2S1/2)

= −
mec2α5

30π
[1 + 5 ln(16.64α2)].

In our approximation, only the second term in (5.23) affects the level 2P1/2. The
corresponding energy correction is calculated by the method from Subsection 3.2.4. It
is equal to the second-order correction (3.27) times (α/π), i. e.,

Δε(2P1/2) = −mec2α5

48π
.

All the above results are summarized inTable 5.1. Finally, the full third- and fourth-
order contribution to the Lamb shift

ε(2S1/2) − ε(2P1/2)

= Δε(2S1/2) − Δε(2P1/2) = mec2α5

6π
[− 3

40
− ln(16.64α2)] = 3.91 × 10−6 eV

= 2πℏ × (945MHz) (5.31)

appears to be in fairly good agreement with the experimental value (5.27). Taking this
result into account, the relative positions of the lowest hydrogen levels are shown in
Figure 3.1 (c).

So, in our approach the Lamb shift is a combination of twomajor physical effects:
the radiative instability of the energy levels and the short-range “vertex” correction
to the electron–proton potential. Both these effects are divergent in the infrared limit
λ → 0.However, these divergences almost exactly compensate each other, so that only
a small gap (5.31) remains between the levels 2S1/2 and 2P1/2

Table 5.1: Corrections of the order α5 to the energies of 2S1/2 and 2P1/2 hydrogen levels.

Perturbation Origin of correction Δε(2S1/2) Δε(2P1/2)

(5.20) “vacuum polarization” −mec2α5
30π 0

(5.21) vertex integral −mec2α5
6π ln( λme

) 0

(5.22) spin–orbit interaction 0 −mec2α5
48π

(5.8) spontaneous emission mec2α5
6π ln( λ

16.64α2me
) 0

Total −mec2α5
30π [1 + 5 ln(16.64α

2)] −mec2α5
48π
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6 Classical electrodynamics
All of physics is either impossible or trivial. It is impossible until you understand it and then it be-
comes trivial.
Ernest Rutherford

So far in this book, we were engaged in the quantum-mechanical description of elec-
tromagnetic phenomena. We were interested in scattering, decays and bound states
of systems of charged particles, such as the hydrogen atom.We succeeded in reaching
good agreement with experimental results in the fourth order of perturbation theory.
We expect even better agreement in higher orders. But here we are going to consider
a different class of electromagnetic phenomena, namely, the macroscopic motion of
charges in the classical limit, i. e., classical electrodynamics.

Our goal is to show that the idea of charges interacting by means of direct instan-
taneous potentials is a worthy alternative to the classical theory based on theMaxwell
equations, theLiénard–Wiechert potentials and theLorentz force. This conclusionwill
give us additional arguments in favor of the corpuscular interpretation and RQD.

6.1 Maxwell’s theory in a nutshell

6.1.1 Structure of fields and interactions

In its main features, the classical theory of electromagnetic phenomena was formu-
lated in 1860s. It was based on a system of equations designed by Maxwell as a the-
oretical generalization of many experiments, carried out mostly by Faraday. We will
call it the Maxwell theory, although Maxwell only laid its foundations. For example,
in Maxwell’s time, nothing was known about the electron and its point charge. Sig-
nificant contributions to classical electrodynamics were made by Lorentz, Poynting,
Hertz and many others.

Classical electrodynamics consists of several loosely connected parts. First, there
are Maxwell’s equations that say how charges (q) and their motion create fields (elec-
tric E and magnetic B), and how these fields mutually affect each other. Next, there
are definitions of the energy and momentum of these fields, which are supposed to
be added to mechanical energies and momenta of the observed particles. Finally, the
theory postulates the following formula for the Lorentz force:

F = q(E + 1
c
[v × B]), (6.1)

i. e., the force with which the fields act on charges.
The central idea of Maxwell’s electrodynamics is that charged particles inter-

act with each other not directly, but by means of (retarded) electric and magnetic

https://doi.org/10.1515/9783110493221-006

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use
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fields. Another important component is the statement that light is an electromagnetic
wave, i. e., interconnected fields E and B, which change sinusoidally in space and
time.

For a long time it was believed that these ideas create a harmonious picture of
electromagnetic phenomena. For example, if the retarded nature of the interaction is
assumed, then the transferredmomentum and energy should be temporarily stored in
some formas long as theymove fromone charge to another. Then the lawsof conserva-
tion of momentum and energy immediately imply the existence of interaction carriers
with their own degrees of freedom,momenta and energies. In Maxwell’s theory, these
degrees of freedom are associated with electromagnetic fields.. . . the interaction is a result of energy momentum exchanges between the particles through the

field, which propagates energy and momentum and can transfer them to the particles by con-
tact – F. Strocchi [243].

The field concept came to dominate physics starting with the work of Faraday in the mid-
nineteenth century. Its conceptual advantage over the earlier Newtonian program of physics,
to formulate the fundamental laws in terms of forces among atomic particles, emerges when
we take into account the circumstance, unknown to Newton (or, for that matter, Faraday) but
fundamental in special relativity, that influences travel no farther than a finite limiting speed. For
then the force on a given particle at a given time cannot be deduced from the positions of other
particles at that time, but must be deduced in a complicated way from their previous positions.
Faraday’s intuition that the fundamental laws of electromagnetism could be expressed most
simply in terms of fields filling space and time was of course brilliantly vindicated in Maxwell’s
mathematical theory – F. Wilczek [270].

6.1.2 Conservation laws

For the most part, Maxwell’s theory is in good agreement with the experiments. How-
ever, on closer examination, numerous defects and problems in the classical theory
become apparent. One important class of difficulties is associated with the noncon-
servation of total observables (energy, momentum, angular momentum) in systems of
interacting charges and magnetic moments.

Maxwell’s equationsdonot havebuilt-in guarantees that the total observableswill
be conserved and that the energy–momentum is transformed as a 4-vector quantity.
Therefore, it is not surprising that a large number of paradoxes are associated with
applications of Maxwell’s equations and the Lorentz force formula (6.1) [24, 197, 90, 3,
37, 39, 132, 133, 110, 231, 247, 119, 167, 136–138, 252, 164, 8, 25]. Proposed “solutions”
of these paradoxes are usually unsatisfactory and require the introduction of various
ad hoc constructions, such as “hidden momentum,” “Poincaré stresses,” alternative
non-Lorentz forces, etc.

The simplest paradox in Maxwell’s theory relates to an isolated system of two
charges 1 and 2 that freely move in space without the influence of external forces. The
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Lorentz magnetic forces acting on the charges in the system have the form1

fmagn
1 =

q1q2
4πc2
[v1 × [v2 × r]]

r3
, (6.2)

fmagn
2 = −

q1q2
4πc2
[v2 × [v1 × r]]

r3
. (6.3)

It is not difficult to see that the third Newton law (fmagn
1 = −fmagn

2 ) is not satisfied in
the general case [113].2

6.1.3 Energy and momentum of electromagnetic field

Theusual explanation [130, 179, 225, 121] of this paradox is that inMaxwell’s electrody-
namics the two charges do not form a closed physical system. The charges are always
surrounded by the electric E(r) and magnetic B(r) fields. These fields are assumed to
have their own momentum and energy, expressed as integrals over the entire space,

Pf = 1
c
∫ dr[E(r) × B(r)], (6.4)

H f = 1
2
∫ dr(E2(r) + B2(r)). (6.5)

Then the theory attempts to explain the paradox by postulating that only the sum of
the momenta (particles + fields) = (Pp + Pf )must be conserved. However, this expla-
nation is not satisfactory as well.

First, there is no experimental evidence that the total momentum of the particles
Pp is a nonconservedquantity. All arguments about the conservationof the sumPp+Pf

are purely speculative. In addition, the integral of the “electromagnetic energy” (6.5)
of a point charge (e. g., an electron) diverges.3 To get around this difficulty, various
“classical models” of the electron were proposed, the simplest of which is a charged
sphere of a small finite radius. However, such models created new problems. One of
them is the famous “4/3 paradox.” It can be shown that the field’s momentum associ-
ated with a finite-size electron does not form the expected 4-vector quantity together
with the energy of the same field [197, 24, 38]. This gross violation of relativistic invari-
ance can be “corrected” for if we introduce an additional factor of 4/3 in the formula

1 Here we omit Coulomb components of the forces, which, of course, obey the equality f Coulomb
1 =−f Coulomb

2 .
2 If we accept the traditional definition of force (6.16) f = dp/dt, then we get an even more serious
problem – the nonconservation of the total momentum of the charges Pp = p1 + p2.
3 See Chapter 28 in [78]. See also [86], where other difficulties are discussed related to the idea of
the field’s energy–momentum. An interesting critical review of Maxwell’s electrodynamics and the
Minkowski space–time picture can be found in Section 1 of [95].
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for the field’s momentum. To justify this ad hoc idea, the so-called Poincaré stresses
are sometimes introduced.4 All these arguments can hardly be called elegant. One of-
ten ends upwith the conclusion that classical electrodynamics is unable to adequately
describe point elementary particles and that for consistency onehas to switch to quan-
tum electrodynamics. But QED does not save the situation, because it faces its own set
of problems, which we discussed earlier in this volume.

The problems described above are not present in RQD formulations of classical
electrodynamics, since we do not recognize the concepts of the electromagnetic field,
itsmomentumand energy, sowe avoid the divergences andparadoxes associatedwith
these quantities.

6.2 Interaction of classical charges in RQD

In our book, we question the universally accepted postulates of Maxwell. Our concern
with the Maxwell theory is that its fundamental ingredients, such as electromagnetic
fields, the Liénard–Wiechert potentials and the Lorentz force law, are not expressed in
the language of Poincaré group representations and Hamiltonian dynamics,5 which,
in our opinion, is themost natural language of physics. For example, by using unitary
representations of the Poincaré group one is guaranteed to observe conservation laws
as well as correct transformations of observables between different frames. Unfortu-
nately, in Maxwell’s field theory, the fulfillment of these fundamental requirements is
not at all obvious.

We claim that all results of classical electromagnetic theory can be described and
explained with an equal (or even better) success in a Hamiltonian theory of directly
interacting charged particles, where “electromagnetic fields” play absolutely no role.

6.2.1 Coulomb–Darwin–Breit Hamiltonian

In Chapter 3 we already derived the quantum Coulomb–Darwin–Breit Hamiltonian
(3.5) for interacting charges. This Hamiltonian was obtained in the second perturba-
tion order within the (v/c)2 approximation of RQD.

The same Hamiltonian is applicable also in the classical limit ℏ → 0. So, in this
chapter we will be working in the classical approximation ignoring all quantum ef-
fects, not paying attention to the order of dynamical variables in their products and
using Poisson brackets [. . . , . . .]P instead of quantum commutators (−i/ℏ)[. . . , . . .]. We

4 See Sections 16.4–16.6 in [118].
5 For some attempts to overcome this difficulty, see [141, 41].
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will also use expansions in powers of (v/c) and keep only terms whose power is not
higher than (v/c)2.6

Recall that the Coulomb–Darwin–Breit Hamiltonian Hd = H0 + Vd for the system
of two charges consists of the free part (3.4)

H0 = h1 + h2

= √m2
1c4 + p21c2 + √m2

2c4 + p
2
2c2

≈ m1c
2 +m2c

2 +
p21
2m1
+

p22
2m2
−

p41
8m3

1c2
−

p42
8m3

2c2
(6.6)

and the potential energy (3.6)–(3.10)7

Vd ≈
q1q2
4πr
−

q1q2
8πm1m2c2r

((p1 ⋅ p2) +
(p1 ⋅ r)(p2 ⋅ r)

r2
)

−
q1q2[r × p1] ⋅ s1

8πm2
1c2r3

+
q1q2[r × p2] ⋅ s2

8πm2
2c2r3

+
q1q2[r × p2] ⋅ s1
4πm1m2c2r3

−
q1q2[r × p1] ⋅ s2
4πm1m2c2r3

+
q1q2(s1 ⋅ s2)
4πm1m2c2r3

−
3q1q2(s1 ⋅ r)(s2 ⋅ r)

4πm1m2c2r5
. (6.7)

In order to use this Hamiltonian in practical calculations, we will modify it a bit.
First, we drop the rest energies of the two particles, because these constants have no
effect on dynamics. Second, we notice that particle spins si are not easily accessible
in classical experiments. It would be more convenient to replace them by magnetic
moments μi, i. e.,

8

μi = qisi/mi.

Then the full Hamiltonian for two classical charges takes the form

Hd =
p21
2m1
+

p22
2m2
−

p41
8m3

1c2
−

p42
8m3

2c2
+
q1q2
4πr

6 Of course, our approximation (v/c)2 is only applicable to the cases of low velocities and accelera-
tions, when one can neglect emission of electromagnetic radiation (photons) and radiation reaction.
To describe these effects, we would need to add at least third-order potentials from Subsection 5.1.2.
These studies are beyond the scope of our book.
7 Here q1 and q2 are charges of the two particles (theywere chosen as q1 = −q2 = −e in Subsection 3.1).
We denote r ≡ r1 − r2 throughout this chapter. We also drop contact interaction terms proportional to
δ(r), because they have no effect on classical trajectories of particles. In Appendix E we verified that,
together with a properly chosen boost generatorKd = K0+Zd, the HamiltonianHd = H0+Vd satisfies
all commutators of the Poincaré Lie algebra within the (v/c)2 approximation.
8 See formula (5.25). In this approximation we assume that g = 2, i. e., ignore the “anomalous” con-
tribution from Subsection 5.3.2.
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−
q1q2

8πm1m2c2r
(p1 ⋅ p2 +

(r ⋅ p2)(r ⋅ p1)
r2

)

−
q1[r × p1] ⋅ μ2
4πm1c2r3

+
q1[r × p2] ⋅ μ2
8πm2c2r3

−
q2[r × p1] ⋅ μ1
8πm1c2r3

+
q2[r × p2] ⋅ μ1
4πm2c2r3

+
(μ1 ⋅ μ2)
4πc2r3

−
3(μ1 ⋅ r)(μ2 ⋅ r)

4πc2r5
. (6.8)

So, in the Coulomb–Darwin–Breit theory, point charges and magnetic moments
interact with each other by means of instantaneous potentials. This approach uses
neither “electromagnetic fields” nor their own energy–momentum. Our goal in this
chapter is to demonstrate that the action-at-a-distance Hamiltonian (6.8) can be suc-
cessfully applied for anaccurate descriptionofmacroscopic electromagnetic phenom-
ena.

6.2.2 Two charges

First, let us consider a system of two charged spinless particles. The Hamiltonian is
obtained by discarding μ-dependent terms in (6.8), so we have

Hd =
p21
2m1
+

p22
2m2
−

p41
8m3

1c2
−

p42
8m3

2c2
+
q1q2
4πr

−
q1q2

8πm1m2c2r
((p1 ⋅ p2) +

(p1 ⋅ r)(p2 ⋅ r)
r2

). (6.9)

This Hamiltonian determines the dynamics of charges through Hamilton’s equations
of motion (1-6.106)–(1-6.107) and the Poisson bracket (1-6.102). For example, the time
derivative of the first particle’s momentum is obtained from the first Hamilton equa-
tion,

dp1
dt
= [p1,H

d]P = −
𝜕Hd

𝜕r1

=
q1q2r
4πr3
−
q1q2(p1 ⋅ p2)r
8πm1m2c2r3

+
q1q2p1(p2 ⋅ r)
8πm1m2c2r3

+
q1q2(p1 ⋅ r)p2
8πm1m2c2r3

−
3q1q2(p1 ⋅ r)(p2 ⋅ r)r

8πm1m2c2r5
. (6.10)

Since the Hamiltonian (6.9) is symmetric with respect to the permutation of particles,
the rate of change of the second particle’smomentum is obtained by swapping indices
1↔ 2 in (6.10), so we have

dp2
dt
= −

dp1
dt
. (6.11)
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Velocities of particles 1 and 2 are obtained from the second Hamilton equation:

v1 ≡
dr1
dt
= [r1,H

d]P =
𝜕Hd

𝜕p1

=
p1
m1
−

p21p1
2m3

1c2
−

q1q2p2
8πm1m2c2r

−
q1q2(p2 ⋅ r)r
8πm1m2c2r3

, (6.12)

v2 ≡
dr2
dt
=
p2
m2
−

p22p2
2m3

2c2
−

q1q2p1
8πm1m2c2r

−
q1q2(p1 ⋅ r)r
8πm1m2c2r3

. (6.13)

From these results it is not difficult to calculate second derivatives of particle positions
(= accelerations). We have9

d2r1
dt2
=
dv1
dt
=
ṗ1
m1
−

p21ṗ1
2m3

1c2
−
2(p1 ⋅ ṗ1)p1
2m3

1c2
+
q1q2p2(r ⋅ ̇r)
8πm1m2c2r3

−
q1q2(p2 ⋅ ̇r)r
8πm1m2c2r3

+
3q1q2(p2 ⋅ r)r(r ⋅ ̇r)

8πm1m2c2r5
−
q1q2(p2 ⋅ r) ̇r
8πm1m2c2r3

≈
q1q2r
4πm1r3

−
q1q2(p1 ⋅ p2)r
8πm2

1m2c2r3
+
q1q2p1(p2 ⋅ r)
8πm2

1m2c2r3
+
q1q2(p1 ⋅ r)p2
8πm2

1m2c2r3

−
3q1q2(p1 ⋅ r)(p2 ⋅ r)r

8πm2
1m2c2r5

−
q1q2p21r
8πm3

1c2r3
−
q1q2(p1 ⋅ r)p1
4πm3

1c2r3
+
q1q2p2(r ⋅ p1)
8πm2

1m2c2r3

−
q1q2p2(r ⋅ p2)
8πm1m2

2c2r3
−
q1q2(p2 ⋅ p1)r
8πm2

1m2c2r3
+

q1q2p22r
8πm1m2

2c2r3
+
3q1q2(p2 ⋅ r)r(r ⋅ p1)

8πm2
1m2c2r5

−
3q1q2(p2 ⋅ r)r(r ⋅ p2)

8πm1m2
2c2r5

−
q1q2(p2 ⋅ r)p1
8πm2

1m2c2r3
+
q1q2(p2 ⋅ r)p2
8πm1m2

2c2r3

=
q1q2r
4πm1r3

+
q1q2(v1 − v2)2r

8πm1c2r3
−

q1q2v21r
4πm1c2r3

+
q1q2(v1 ⋅ r)(v2 − v1)

4πm1c2r3
−
3q1q2(v2 ⋅ r)2r
8πm1c2r5

, (6.14)

d2r2
dt2
≈ −

q1q2r
4πm2r3

−
q1q2(v1 − v2)2r
8πm2c2r3

+
q1q2v22r
4πm2c2r3

−
q1q2(v2 ⋅ r)(v1 − v2)

4πm2c2r3
+
3q1q2(v1 ⋅ r)2r
8πm2c2r5

. (6.15)

9 In this derivation we dropped small terms proportional to q21q
2
2 (formally, they belong to the fourth

perturbation order). Also, staying within the (v/c)2 approximation, we set ̇r = dr1/dt − dr2/dt ≡ v1 −
v2 ≈ p1/m1 −p2/m2 in the terms that already have the factor (1/c)2. A dot above a symbol indicates the
time derivative.
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6.2.3 Definition of force

Two definitions of force are used in classical mechanics. In one definition, the force
acting on a particle is identified with the time derivative of the particle’s momentum,
i. e.,

f i ≡
dpi
dt
. (6.16)

In the other definition [36], the force is the product of the particle’s rest mass and its
acceleration,10

f i ≡ mi
d2ri
dt2
. (6.17)

These two definitions coincide only for the simplest interaction potentials, which
do not depend on the momenta (or velocities) of particles.11 This is not true in the
Coulomb–Darwin–Breit electrodynamics, where we are dealing with momentum-
dependent potentials. So, momentum–velocity relationships (6.12)–(6.13) depend
on the interaction, and we have to decide which definition of force we are going to
use.

The more common definition (6.16) has the advantage that the Newton third law
of motion (action = −reaction) in a two-particle system has a simple formulation,

f 1 = −f 2. (6.18)

This is just a consequence of the momentum conservation law. Indeed, in the instant
form of dynamics, the total momentum is free of interactions (P0 = p1 + p2), and from
the Poisson bracket [P0,Hd]P = 0 we obtain

f 1 =
dp1
dt
= [p1,H

d]P = [P0 − p2,H
d]P = −[p2,H

d]P = −
dp2
dt
= −f 2. (6.19)

Nevertheless, in our book we will use an alternative definition of force (6.17). Al-
though this definition does not imply the existence of the balance of forces (6.18),12 it
is preferable for several reasons. First, the definition (6.17) is consistent with the usual
expectation that the equilibrium state is reached when the forces (proportional to ac-
celerations) vanish.13 Second, the definition (6.17) is more convenient than (6.16), be-
cause in experiments particle velocities and accelerations are more readily available

10 This is equivalent to the Newton second law of motion.
11 In such cases, according to Hamilton’s second equation of motion, we have dri/dt = 𝜕Hd/𝜕pi =
pi/mi andmid2ri/dt2 = dpi/dt.
12 One can check that in our definition f 1 ̸= −f 2 by comparing accelerations (6.14) and (6.15) multi-
plied by the corresponding masses.
13 This is Newton’s first law.
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than theirmomenta or dpi/dt. For example, bymeasuring the current in awire, we are
actually monitoring the number of charges that pass through the wire’s cross section
in unit time. This quantity is directly connected with velocities of the charges and is
not related to their momenta.

6.2.4 Conservation laws in RQD

In contrast to Maxwell’s theory, in our “fieldless” RQD, conservation laws and trans-
formational properties of observables appear naturally, since they are direct conse-
quences of the Poincaré group structure. For example, the Poisson bracket of any ob-
servable F with the complete HamiltonianHd determines the time dependence of this
observable (1-6.105), i. e.,

dF(t)
dt
= [F,Hd]P .

Therefore, the conservation of the total energy Hd and the total momentum P0 of any
isolated system of charges follows automatically from the fact that these quantities
have zero Poisson brackets withHd.14 The boost transformation of any physical quan-
tity F is obtained by solving equation (1-3.63), i. e.,

dF(θ)
dθ
= −c[F,Kd]P .

For the total 4-momentum (Hd, cP0) of any system, the commutators (1-3.54)–(1-3.55)
are valid independent of interactions acting there. So, the 4-vector transformation for-
mulas (1-4.3)–(1-4.4) follow automatically, that is, in RQD, the conservation of total
observables and their correct transformation laws are embedded in the formalism at
the most fundamental level and cannot be violated even in principle.

6.2.5 Trouton–Noble paradox

Let us now discuss the conservation of the total angular momentum in the two com-
peting theories.

From the Lie algebra of the Poincaré group it follows that in RQD the total angular
momentum J0 of any isolated system is conserved, so

dJ0
dt
= [J0,H

d]P = 0.

In other words, there can be no torque, which we define as the time derivative of J0.

14 For example, the conservation of P0 in RQD guarantees the resolution of the paradoxes 6 and 7 in
[135] as well as the paradox from Subsection 6.1.2.
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This result must be valid in any reference frame. For example, in a moving frame,
we have the following dynamic variables15:

J0(θ) = e
− icℏ Kd ⋅θJ0e ic

ℏ K
d ⋅θ,

Hd(θ) = e− icℏ Kd ⋅θHde
ic
ℏ K

d ⋅θ
and the equation of motion for the total angular momentum is16

dJ0(θ)
dt󸀠 = [J0(θ),Hd(θ)]P = [e

− icℏ Kd ⋅θJ0e ic
ℏ K

d ⋅θ, e− icℏ Kd ⋅θHde
ic
ℏ K

d ⋅θ]P
= e− icℏ Kd ⋅θ[J0,Hd]Pe

ic
ℏ K

d ⋅θ = 0.
Maxwell’s classical electrodynamics cannot make such a simple and unambigu-

ous statement about the absence of the torque in all reference frames. This failure is in
the center of the so-called Trouton–Noble paradox [251],whichhashauntedMaxwell’s
electrodynamics since the beginning of the 20th century.

Figure 6.1: Trouton–Noble paradox in Maxwell’s electrodynamics: two
charges move with the same velocity v; forces f 1 and f 2 create a nonzero
torque, trying to rotate the vector r until it becomes perpendicular to the
direction of motion.

Imagine two opposite charges,17 connected by a rod andmoving with equal velocities
v in the configuration shown in Figure 6.1.18 Maxwell’s theory predicts the presence
of a nonzero torque, trying to rotate the rod until it becomes perpendicular to the di-
rection of motion [206]. Obviously, this torque vanishes in the comoving frame of ref-
erence, where the charges are at rest.19 These results are paradoxical for two reasons.
First, as we said in the beginning of this subsection, there should not be any torque
due to the law of conservation of the total angular momentum. Second, the disap-
pearance of the torque in the comoving frame contradicts the principle of relativity.
Numerous attempts to explain this paradox from the standpoint of classical theory
[179, 90, 231, 119, 24, 247, 122] do not seem convincing.

15 Here we use quantum notation with unitary transformation operators. It is easy to switch to the
classical notation with Poisson brackets by using equation (1-E.14). The term Kd represents the full
interaction-dependent operator of boost, e. g., in the (v/c)2 approximation we can use (E.5)–(E.6).
16 Here t󸀠 is time measured by the moving observer’s clock.
17 Or two parallel plates of a charged capacitor [251].
18 We assume that the angle between vectors v and r differs between 0° and 90°.
19 In this frame, there is only the Coulomb force, which is directed along the vector r and cannot
create a torque.
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6.2.6 Electromagnetic field or photons?

Maxwell’s theory describes light in terms of electromagnetic waves E(t, r) and B(t, r),
having momentum (6.4) and energy (6.5). This unification of electricity, magnetism
and optics is usually celebrated as a significant achievement. Indeed, as we explained
in Subsection 1-1.1.2, the wave theory of light could easily explain such phenomena as
diffraction and interference. However, this theory meets great difficulties when trying
to describe the light of low intensity and the photoelectric effect.

In RQD, we claim that electromagnetic radiation is nothing but a cumulative flow
of a huge number ofmassless particle–photons.We believe that thewave properties of
light are manifestations of the quantum nature of individual photons. Coherent prop-
erties of light, for example in lasers, are adequately described in terms of wave func-
tions of multiphoton states. Electromagnetic fields E and B as well as their energy–
momentum play absolutely no role in our theory.

In our approach, the energy of light is the expectation value of the photon en-
ergy operator (2-1.33), calculated on the wave function of the appropriate multipho-
ton state. Likewise, the momentum of light is the expectation value of (2-1.35). From
our point of view, the Huygens–Maxwell wave theory is, in essence, an attempt to ap-
proximatewave functions ofmultiphoton states by two surrogate functionsE(t, r) and
B(t, r) [80, 82, 50, 48, 49, 28]. From this we get a rather surprising conclusion [80] that
observations of diffraction and interference made by Newton, Grimaldi and Young
were, actually, the first experimental measurements of quantum effects.

6.3 Magnetic interactions

So, we have agreed that charges interact at a distance by direct instantaneous poten-
tials without the mediation of electromagnetic fields. How can we verify the correct-
ness of the Coulomb–Darwin–Breit potential? In principle, we could integrate equa-
tions (6.14)–(6.15) and obtain trajectories r1(t), r2(t) of the interacting charges. How-
ever, in experiments it is rather difficult to isolate two charged particles in an open
space and trace their trajectories with an accuracy sufficiently high to test theoreti-
cal predictions. In many cases it is more convenient to study the behavior of electrons
whose movements are confined within metallic conductors.

6.3.1 Charge + straight wire with current

Let us find the force exerted by a metal wire with current on a test charge located
outside the conductor. The Hamiltonian of this system can be derived from the two-
particle Hamiltonian (6.8). By the index 1 we indicate a test charge whose properties
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are denoted by q1, r1 and v1. For simplicity, in this sectionwe set themagneticmoment
of this particle to zero

μ1 = 0 (6.20)

and discard all μ1-dependent terms in (6.8). By the index 2, we label summarily all the
charges in the wire. Then, to construct the complete Hamiltonian Hc+w of the system
“test charge 1 + wire,” we need to sum (6.8) over all charges 2.20 The wire charges 2 are
of two types: fixed positively charged ions andmobile negatively charged electrons. In
most cases, the total ion charge exactly compensates the total charge of the electrons,
so that the wire is electrically neutral. This means that the fifth (Coulomb) term in
(6.8) does not contribute to Hc+w. We also assume that the wire is nonmagnetic, i. e.,
that magnetic moments μ2 of electrons and ions in the wire are oriented randomly.
Then all μ2-dependent terms in (6.8) disappear after averaging over angles. If the wire
moves as a single unit with velocity w, then w-dependent Darwin interactions (sixth
term in equation (6.8)) of charge 1 with wire electrons and ions cancel out. Hence, the
potential acting on charge 1 does not depend on the velocity of the wire, and without
loss of generality we can assume that the heavy ions of the wire remain stationary and
only the electrons move with velocity v2. At the moment, we are not interested in the
influence of the test charge 1 on the dynamics of electrons 2 in the wire. Therefore, we
ignore the kinetic energy of these electrons (second and fourth terms in (6.8)). After
these approximations, our Hamiltonian takes the form

Hc+w = p21
2m1
−

p41
8m3

1c2
−∑

i

q1q2i
8πc2m1m2iri

(p1 ⋅ p2i +
(ri ⋅ p2i)(ri ⋅ p1)

r2i
), (6.21)

where index i runs over all electrons in thewire and ri ≡ r1−r2i. These electronspartici-
pate in two types ofmotion: the thermal one and the drift one. Velocities of the thermal
motionare veryhigh, but their directions are randomlydistributed. Since themagnetic
part of our Hamiltonian (6.21) depends linearly on v2i ≈ p2i/m2i, the forces associated
with the thermal motion cancel out after summation over i. Hence, v2i should be in-
terpreted as the drift velocity of the electrons along the wire. In a straight wire (as in
Figure 6.2), this vector is the same for all electrons v2i ≡ v2. It is directed along the
applied voltage, and its magnitude is rather small (less than 1mm/s).

To find the force f 1 felt by charge 1 in the vicinity of an infinite wire in the geom-
etry shown in Figure 6.2, we solve the Hamilton equations by analogy with Subsec-
tion 6.2.2. For each pair of charges 1 and 2i we have

dp1i
dt
= −

q1q2i(p1 ⋅ p2i)r
8πm1m2ic2r3

+
q1q2ip1(p2i ⋅ r)
8πm1m2ic2r3

20 Here we are not interested in mutual interactions of charges inside the wire; see, however, Sub-
section 6.3.2.
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Figure 6.2: Test charge q1 at the point (R,0,0) and an infinite
straight wire with current.

+
q1q2i(p1 ⋅ r)p2i
8πm1m2ic2r3

−
3q1q2i(p1 ⋅ r)(p2i ⋅ r)r

8πm1m2ic2r5
,

dr1i
dt
=
p1
m1
−

p21p1
2m3

1c2
−

q1q2ip2i
8πm1m2ic2r

−
q1q2i(p2i ⋅ r)r
8πm1m2ic2r3

,

d2r1i
dt2
=
ṗ1
m1
−

p21ṗ1
2m3

1c2
−
2(p1 ⋅ ṗ1)p1
2m3

1c2
+
q1q2ip2i(r ⋅ ̇r)
8πm1m2ic2r3

−
q1q2i(p2i ⋅ ̇r)r
8πm1m2ic2r3

+
3q1q2i(p2i ⋅ r)r(r ⋅ ̇r)

8πm1m2ic2r5
−
q1q2i(p2i ⋅ r) ̇r
8πm1m2ic2r3

≈ −
q1q2i(p1 ⋅ p2i)r
8πm2

1m2ic2r3
+
q1q2ip1(p2i ⋅ r)
8πm2

1m2ic2r3
+
q1q2i(p1 ⋅ r)p2i
8πm2

1m2ic2r3

−
3q1q2i(p1 ⋅ r)(p2i ⋅ r)r

8πm2
1m2ic2r5

+
q1q2ip2i(r ⋅ p1)
8πm2

1m2ic2r3

−
q1q2ip2i(r ⋅ p2i)
8πm1m2

2ic
2r3
−
q1q2i(p2i ⋅ p1)r
8πm2

1m2ic2r3
+

q1q2ip22ir
8πm1m2

2ic
2r3

+
3q1q2i(p2i ⋅ r)r(r ⋅ p1)

8πm2
1m2ic2r5

−
3q1q2i(p2i ⋅ r)r(r ⋅ p2i)

8πm1m2
2ic

2r5

−
q1q2i(p2i ⋅ r)p1
8πm2

1m2ic2r3
+
q1q2i(p2i ⋅ r)p2i
8πm1m2

2ic
2r3
,

so that after summation over all charges 2i and multiplication by m1, the last expres-
sion yields the force acting on charge 1,

f 1 ≈ q1∑
i
q2i(−
(v1 ⋅ v2i)ri
4πc2r3i

+
v22iri
8πc2r3i
+
(v1 ⋅ ri)v2i
4πc2r3i

−
3(v2i ⋅ ri)2ri
8πc2r5i

).

Since the linear density (ρ2) of conduction electrons in the metal is very high, we can
proceed to the continuous limit, in which a small segment dr2z of the wire acts on
charge 1 by the following force21

df 1 = q1ρ2dr2z(
[v1 × [v2 × r]]

4πc2r3
+

v22r
8πc2r3
−
3(v2 ⋅ r)2r
8πc2r5

) (6.22)

21 Here we use formula (1-D.16) for the double vector product.
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and the full force is obtained by integrating this expression along the full length of the
wire.

First consider integrals of the second and third terms in (6.22). They express
the “electric” part of the force, which is independent of the velocity v1. The y- and
z-components of this integral vanish due to symmetry, and for the x-component we
obtain

q1ρ2v22
8πm1c2

∞
∫−∞ dr2z(

R
(R2 + r22z)3/2 − 3r22zR

(R2 + r22z)5/2) = 0.
This result means, in particular, that a neutral wire with current does not create a
v22-dependent “electric” force field in the surrounding space. An observation of such
a field was (apparently erroneously) reported in the work [62]. Subsequent thorough
studies [156, 224] did not confirm this report.

Thus, the total force acting on charge 1 is obtained by integrating the first term in
(6.22) along the length of the wire. We have

F1 =
q1ρ2
4πc2

∞
∫−∞ dr2z
[v1 × [v2 × r]]

r3
. (6.23)

In this expression we easily recognize the Biot–Savart law (6.2) of the traditional
Maxwell theory. This means that Maxwell’s results related to magnetic properties of
wires with current remain valid in our approach as well.

6.3.2 Longitudinal forces in wires

In Maxwell’s electrodynamics, magnetic forces (6.2)–(6.3) are always perpendicular
to a particle’s velocity. Therefore, there can be no magnetic interaction between two
electronsmoving one behind another inside a straight wire, as in Figure 6.3. Indeed, if
we substitute v1 = v2 ≡ v and v ⋅ r = vr into classical formulas (6.2)–(6.3), then we get
f 1 = f 2 = 0. However, making the same substitutions in the Coulomb–Darwin–Breit
formulas (6.14)–(6.15), we obtain22

f 1 = −
q2v2r
4πc2r3
− 3q

2(v ⋅ r)2r
8πc2r5

= −
5q2v2(r1 − r2)

8πc2r3
,

Figure 6.3: To the calculation of
the longitudinal force in a wire
with current.

22 Here we ignored the Coulomb component of the force, which is strongly screened in conductors.
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f 2 =
5q2v2(r1 − r2)

8πc2r3
,

which indicates the presence of a (longitudinal) attractive force. Such a magnetic at-
traction of conduction electrons can contribute to superconductivity at low tempera-
tures [71, 69, 68].

It is interesting that the existence of longitudinal forces in conductors has been
discussed since Ampére proposed his interaction law in the beginning of the nine-
teenth century.23 However, unlike our attraction, Ampère’s formula predicted repul-
sion of electrons in the wire. Numerous experimental attempts to detect such a re-
pulsion have not yielded convincing results. A recent study [100] announced a con-
firmation of the Ampère repulsion. However, this conclusion was questioned in [30].
Therefore, from the experimental point of view, the presence of longitudinal forces in
conductors and their sign (i. e., attraction or repulsion) remains uncertain.

6.3.3 Charge + wire loop

Here we would like to calculate the interaction energy between a point charge and
a circular wire loop of radius a with constant current in the geometry shown in Fig-
ure 6.4. As we saw in the preceding subsection, the movement of the wire as a whole
does not affect its interaction with the charge. Therefore, we assume that the current
loop is fixed at the origin. Then the potential energy of the interaction between charge
1 and a wire segment dl is given by the Darwin formula in (6.9),

Vdl2−q1 ≈ − q1ρ2dl8πm1c2
(
(p1 ⋅ v2)

r
+
(p1 ⋅ r)(v2 ⋅ r)

r3
),

where ρ2 is the linear charge density of the conduction electrons and v2 ≈ p2/m2 is
their drift velocity. In the coordinate system shown in Figure 6.4, the wire element is

Figure 6.4: Interaction between a small current
carrying coil and a charge q1 located at an arbi-
trary point r1 = (r1x , r1y , r1z) and having momentum
p1 = (p1x ,p1y ,p1z). The velocity of coil electrons is
shown by the vector v2.

23 A good historical overview of the idea of longitudinal forces can be found in [123].
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equal to dl = adθ and

r2 = (a cos θ, a sin θ,0),
r = (r1x − a cos θ, r1y − a sin θ, r1z),
v2 = (−v2 sin θ, v2 cos θ,0).

For the infinitesimally smallwire loop (a→ 0),we can leave only initial terms inTaylor
expansions for r−1 and r−3:

1
r
≡ 1
|r1 − r2|

= 1
|r1 − r2|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨a=0 + a( dda 1
|r1 − r2|

)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨a=0 + O(a2)

≈ 1
r1
+
a(r1x cos θ + r1y sin θ)

r31
, (6.24)

1
r3
≡ 1
|r1 − r2|3

≈ 1
r31
+
3a(r1x cos θ + r1y sin θ)

r51
. (6.25)

The full interaction potential is obtained by integrating Vdl2−q1 with respect to the an-
gle θ from 0 to 2π. Then we have

Vloop2−q1 ≈ − aq1ρ2
8πm1c2

2π

∫
0

dθ[(−v2p1x sin θ + v2p1y cos θ)(
1
r1
+
a(r1x cos θ + r1y sin θ)

r31
)

+ (−v2 sin θ(r1x − a cos θ) + v2 cos θ(r1y − a sin θ))

× ((p1 ⋅ r1) − p1xa cos θ − p1ya sin θ)(
1
r31
+
3a(r1x cos θ + r1y sin θ)

r51
)]

≈ −
aq1ρ2
8πm1c2

2π

∫
0

dθ[−v2p1x sin θ
r1
−
av2p1x sin θ(r1x cos θ + r1y sin θ)

r31

+
v2p1y cos θ

r1
+
av2p1y cos θ(r1x cos θ + r1y sin θ)

r31
+ (−v2r1x(p1 ⋅ r1) sin θ + v2a(p1 ⋅ r1) sin θ cos θ
+ v2r1y(p1 ⋅ r1) cos θ − v2a(p1 ⋅ r1) cos θ sin θ

+ v2r1xp1xa sin θ cos θ − v2a
2p1x sin θ cos

2 θ

− v2ar1yp1x cos
2 θ + v2a

2p1x sin θ cos
2 θ

+ v2ar1xp1y sin
2 θ − v2a

2p1y cos θ sin
2 θ

− v2ar1yp1y cos θ sin θ + v2a
2p1y cos θ sin

2 θ)( 1
r31
+
3a(r1x cos θ + r1y sin θ)

r51
)].

We can ignore small terms proportional to a3. Moreover, we should only keep those
terms whose angle dependence is expressed by squares sin2 θ or cos2 θ and who have
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a chance to survive under the angle integral. Then the formula simplifies to

Vloop2−q1 ≈ − aq1ρ2
8πm1c2

2π

∫
0

dθ

× [−
av2p1xr1y sin2 θ

r31
+
av2p1yr1x cos2 θ

r31
−
3av2r1xr1y(p1 ⋅ r1) sin2 θ

r51

+
3av2r1yr1x(p1 ⋅ r1) cos2 θ

r51
−
v2ar1yp1x cos2 θ

r31
+
v2ar1xp1y sin2 θ

r31
]

= −
v2a2q1ρ2
4m1c2r31

[r1xp1y − r1yp1x] = −
q1μz ⋅ [r1 × p1]z

4πm1c2r31
.

Here, according to the usual definition,24 we introduced the magnetic moment of the
current loop, which is the vector μ2 whose length is equal to the loop’s area times the
amperage μ2 = πa2ρ2v2 and whose direction is perpendicular to the loop’s plane.25

This formula can be generalized for arbitrary orientations of the loop:

Vloop2−q1 ≈ −q1μ2 ⋅ [r × p1]4πm1c2r3
= −

q1[μ2 × r] ⋅ p1
4πm1c2r3

. (6.26)

So, the full Hamiltonian for the system “charge 1 + current loop 2” has the form

H =
p21
2m1
+

p22
2m2
−

p41
8m3

1c2
−

p42
8m3

2c2
−
q1[μ2 × r] ⋅ p1
4πm1c2r3

. (6.27)

Next we use this Hamiltonian to investigate the dynamics of charge 1 in the “loop
+ charge” system. The time derivative of the charge’s momentum is obtained from the
first Hamilton equation (1-6.106):

dp1
dt
= −𝜕H
𝜕r1
=
q1[p1 × μ2]
4πm1c2r3

−
3q1([p1 × μ2] ⋅ r)r

4πm1c2r5
.

The velocity is obtained from the second Hamilton equation (1-6.107):

v1 =
𝜕H
𝜕p1
=
p1
m1
−

p21p1
2m3

1c2
−
q1[μ2 × r]
4πm1c2r3

. (6.28)

24 See equation (5.42) in [118].
25 The magnetic moment’s orientation (up or down) is determined by the mnemonic “right-hand
rule”: place four fingers of your right hand in the direction of the current (this direction is opposite
to the electron’s movement, because q2 = −e). Then the thumb will point in the direction of μ2. In the
geometry shown in Figure 6.4, μ2 = (0,0, −μ2).
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Acceleration is the time derivative of the velocity (6.28), so26

a1 ≡
dv1
dt

≈
ṗ1
m1
−
q1[μ2 × ̇r]
4πm1c2r3

+
3q1[μ2 × r](r ⋅ ̇r)

4πm1c2r5

=
q1[p1 × μ2]
2πm2

1c2r3
−
3q1([μ2 × r] ⋅ p1)r

4πm2
1c2r5

+
3q1[μ2 × r](r ⋅ p1)

4πm2
1c2r5

+
q1[μ2 × p2]
4πm1m2c2r3

−
3q1[μ2 × r](r ⋅ p2)

4πm1m2c2r5

=
q1[p1 × μ2]
2πm2

1c2r3
−
3q1[p1 × [r × [μ2 × r]]]

4πm2
1c2r5

− ( d
dt
)
2

q1[μ2 × r]
4πm1c2r3

= −
q1[p1 × μ2]
4πm2

1c2r3
+
3q1[p1 × r](μ2 ⋅ r)

4πm2
1c2r5

− ( d
dt
)
2

q1[μ2 × r]
4πm1c2r3

. (6.29)

Our notation ( ddt )2 means that in the time derivative of the relative position r we take
into account only loop’s (2) contribution. For example

( d
dt
)
2
r = −v2 ≈ −

p2
m2
,

( d
dt
)
2

1
r3
=
3(r ⋅ v2)

r5
.

6.3.4 Charge + spin’s magnetic moment

Let us now consider a system consisting of a spinless charged particle 1 and a neutral
particle 2 with a nonzero spin and magnetic moment.27 The corresponding Hamilto-
nian is obtained from (6.8) by setting μ1 = 0 and q2 = 0, i. e.,

H =
p21
2m1
+

p22
2m2
−

p41
8m3

1c2
+

p42
8m3

2c2
+
q1[μ2 × r] ⋅ p2
8πm2c2r3

−
q1[μ2 × r] ⋅ p1
4πm1c2r3

. (6.30)

Note that if particle 2 is at rest (p2 = 0), this expression coincideswith theHamiltonian
(6.27) of the system “charge + magnetic moment of the current loop.” However, in the
case of a moving particle 2, the interaction energy has an additional term (the fifth
term in (6.30)), which was absent in (6.27).

26 Here we notice that ṗ1 ∝ (v/c)2, so the time derivative of the second term on the right-hand side
of (6.28) is proportional to (v/c)4 and can be neglected. We also neglected the time derivative of the
loop’s magnetic moment. This can be done if we assume that the current in the loop is kept constant
and if the loop has a largemoment of inertia, which prevents the rotation of its axis. In this calculation
we used vector identities (1-D.16) and (1-D.17).
27 An example of such a particle is the neutron.
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As usual, we use Hamilton’s equations of motion to calculate the time derivative
of the momentum, the velocity and the acceleration of charge 1. We have

dp1
dt
= [p1,H]P = −

𝜕H
𝜕r1

=
q1[p1 × μ2]
4πm1c2r3

−
3q1([p1 × μ2] ⋅ r)r

4πm1c2r5
−
q1[p2 × μ2]
8πm2c2r3

+
3q1([p2 × μ2] ⋅ r)r

8πm2c2r5
,

v1 ≡
dr1
dt
= [r1,H]P =

𝜕H
𝜕p1
=
p1
m1
−
p21p1
2m3

1c
−
q1[μ2 × r]
4πm1c2r3

,

a1 ≡
dv1
dt

≈
ṗ1
m1
−
q1[μ2 × ̇r]
4πm1c2r3

+
3q1[μ2 × r](r ⋅ ̇r)

4πm1c2r5

=
q1[p1 × μ2]
2πm2

1c2r3
−
3q1([p1 × μ2] ⋅ r)r

4πm2
1c2r5

+
3q1[μ2 × r](r ⋅ p1)

4πm2
1c2r5

−
3q1[v2 × μ2]
8πm1c2r3

+
3q1([μ2 × r] ⋅ v2)r

8πm1c2r5
−
3q1[μ2 × r](r ⋅ v2)

4πm1c2r5

=
q1[p1 × μ2]
2πm2

1c2r3
−
3q1[p1 × [r × [μ2 × r]]]

4πm2
1c2r5

−
3q1[v2 × μ2]
8πm1c2r3

+
3q1([μ2 × r] ⋅ v2)r

8πm1c2r5
−
3q1[μ2 × r](r ⋅ v2)

4πm1c2r5

= −
q1[p1 × μ2]
4πm2

1c2r3
+
3q1[p1 × r](μ2 ⋅ r)

4πm2
1c2r5

− ( d
dt
)
2

q1[μ2 × r]
4πm1c2r3

− d
dr1

q1([v2 × μ2] ⋅ r)
8πm1c2r3

. (6.31)

This means that acceleration of charge 1 in the field of the spin’s magnetic moment is
basically the same as in the field of the current loop (6.29). The only difference is in
the presence of the additional last (gradient) term on the right-hand side of (6.31).

6.3.5 Two types of magnets

In practice there are two possible sources of the “magnetic field.” First, it could be
a piece of ferromagnetic material (a permanent magnet). The magnetization of such
materials is composed of two components. One component comes from the orbital
movement of electrons around the nuclei. The other component comes fromelectrons’
spins.28 The relative share of the “orbital” and “spin” magnetizations varies in differ-
ent materials, but in most cases the spin part dominates [195].

28 Contributions from heavy nuclear spins are usually much smaller, because in the formula for the
magneticmoment (5.25), the particle’smass is in the denominator. Of course, for nonzeromacroscopic

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



118 | 6 Classical electrodynamics

The other type of magnets are electromagnets, solenoids, magnetic coils. They
have only the orbital part of magnetization due to electrons moving along the wire.

As we explained in the preceding subsection, the “orbital” and “spin” magnetic
moments have different interactions with external charges if the magnets are in mo-
tion. This difference vanishes for magnetic moments at rest. Their interaction energy
with a moving charge 1 is

Vmagn = −
q1[μ2 × r] ⋅ p1
4πm1c2r3

. (6.32)

In this case, the force acting on the charge is29

f 1 = m1a1 = −
q1[p1 × μ2]
4πm1c2r3

+
3q1[p1 × r](μ2 ⋅ r)

4πm1c2r5
≈
q1
c
[v1 × b1]. (6.33)

This coincides with the magnetic part of the standard Lorentz force (6.1), if another
standard expression,

b1 = −
μ2

4πcr3
+
3(μ2 ⋅ r)r
4πcr5
, (6.34)

is accepted for the “magnetic field,” created by the magnetic moment μ2 at the
point r1.30

On the other hand, if we assume that

B(r2) =
q1[v1 × (r2 − r1)]

4πcr3
(6.35)

is the “magnetic field,” created by the moving charge 1 at r2, then the interaction en-
ergy (6.32) takes another textbook form Vmagn = −(μ2 ⋅ B)/c.

Despite these encouraging coincidences, there is an important difference between
our formulas and the traditional Maxwell theory. In our approach, there are no fields
(neither electric normagnetic) that exist independently at each point of space.We rec-
ognize only direct interparticle forces. This is why we have placed the phrase “mag-
netic field” in quotation marks.

6.3.6 Thin long magnet/solenoid

The full “magnetic field” of macroscopic permanent magnets or solenoids is obtained
by summation/integration of contributions like (6.34) over the magnet’s volume. For

magnetization, it is necessary that magnetic moments of different atoms point predominantly in one
direction.
29 See the first two terms in equation (6.29) or the first two terms in equation (6.31).
30 See equation (5.56) in [118].
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Figure 6.5: A thin solenoid can be represented as many current
loops stacked one above the other. The arrows indicate the direc-
tion of the current (against the motion of electrons). The magne-
tization vector μ2 is directed along the axis of the solenoid.

example, an infinite straight thin solenoid can be regarded as a set of small current
loops stacked on top of each other, as in Figure 6.5. In this case, individual loops have
coordinates r2 = (0,0, z), and the observation point r1 = (x1, y1,0) can be chosen in
the plane z1 = 0 without loss of generality. The full “magnetic field” is obtained by
integrating (6.34) over the length of the stack31:

Blong(r1) = −
∞
∫−∞ dz(

(0,0, μ2)
4πc(x21 + y21 + z2)3/2 + 3μ2z(x1, y1, −z)

4πc(x21 + y21 + z2)5/2) = 0. (6.36)

This result implies that an infinite thin solenoid does not act on surrounding
charges. However, the vanishing force does not mean that the interaction energy
vanishes as well. This energy can be found by integrating (6.32) along the solenoid’s
length and noticing that the mixed product −[v1 × μ2] ⋅ r1 = μ2(v1xy1 − v1yx1) does not
depend on z. Denoting r ≡ (x21 + y

2
1 )
1/2 the charge–solenoid distance, we obtain

Vlong ≈ −
∞
∫−∞ dz

q1[v1 × μ2] ⋅ r1
4πc2(x21 + y21 + z2)3/2 = −q1[v1 × μ2] ⋅ r12πc2r2

. (6.37)

This is a curious example of a nonzero interaction potential, which, nevertheless,
does not accelerate charges moving in it. Experimental manifestations of such poten-
tials will be discussed in Section 7.2.

6.3.7 Cylindrical magnet/solenoid of arbitrary cross section

In the previous subsection we considered a thin solenoid. However, real electromag-
nets have nonzero cross sections. It is not hard to generalize our theory to this case.
Consider a hollow solenoid, whose cross section is shown in Figure 6.6. This wire coil
can be represented as a superposition of small current loops. Thus, any cylindrical
solenoid of macroscopic dimensions can be represented as a bundle of thin parallel
solenoids joined together.

31 Here μ2 is the magnetization per unit length and r ≡ r1 − r2 = (x1, y1, −z).
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Figure 6.6:Wire coil (black bold line) with cur-
rent I can be represented as a union of small
loops C1,C2,C3, . . . (grey lines) touching each
other. All loops have the same current I, so that
all currents inside the coil cancel each other
out, and only the real peripheral current re-
mains.

If the observation point r1 is outside the solenoid’s volume, then equality (6.36)
holds for all thin components in the bundle. Therefore, the “magnetic field” around
such “thick” solenoid is zero. The same analysis is applicable to infinitely long cylin-
drical permanent magnets of arbitrary cross section. Such magnets do not exert any
force on outside charges. This agrees with Maxwell’s theory; see, for example, Prob-
lem 5.2 (a) in [118].

6.3.8 Cullwick paradox

By “looping” a solenoid one can create a toroidal electromagnet as shown in Fig-
ure 6.7. Its interaction with moving charges is interesting because Maxwell’s classical
electrodynamics encounters serious problems when analyzing the total momentum
in this system. These difficulties are called the “Cullwick paradox” [42, 1, 166].

Figure 6.7: Toroidal solenoid with
current and a charge moving along
the y axis. The term μ2 represents
the linear magnetization density of
the solenoid.

According to Maxwell’s theory, there is no “magnetic field” outside the toroidal mag-
net, so no force is acting on outside charges.32 However, a moving charge creates
its own “magnetic field” (6.35), which acts on the torus with a nonzero force. Is this

32 This result is valid in the RQD approach as well.
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not a violation of Newton’s third law? According to McDonald [166], the balance of
forces can be restored if one takes into account the hypothetical “momentum of the
electromagnetic field” (6.4). Somewhat absurdly, the field’s momentum appears to be
nonzero, even when both the magnet and the charge are at rest. It is argued that the
paradox can be resolved by assuming the existence of the so-called hiddenmomentum
[225, 36] in the magnet. However, these explanations do not look satisfactory, and we
are going to suggest another version of the events based on the Coulomb–Darwin–
Breit theory.

First we have to derive the Hamiltonian describing the dynamics of the system
“charge 1 + toroidal magnet 2.” We introduce a Cartesian coordinate system as shown
in Figure 6.7. We denote the radius of the torus a and its linear magnetization den-
sity μ2. We suppose that charge 1 moves directly along the symmetry axis of the torus
with momentum p1 = (0, p1y ,0), and we assume that both the charge and the magnet
canmove freely along the y axis. The component y of the magnet’s velocity is denoted
by V2y ≈ P2y/M2, where M2 is the total mass of the magnet and P2 = (0,P2y ,0) is its
momentum. Then the potential interaction energy Vtorus between the charge and the
toroidal magnet is obtained by integrating the potential energy density (6.30) along
the torus circumference.33 Then we find

Vtorus = ∫
torus

dl(−
q1[μ2 × r] ⋅ p1
4πm1c2r3

+
q1[μ2 × r] ⋅ p2
8πm2c2r3

). (6.38)

In the geometry of Figure 6.7,34

r2 = (a cos θ,0, a sin θ),
r = r1 − r2 = (−a cos θ, r1y − R2y , −a sin θ),
μ2 = (−μ2 sin θ,0, μ2 cos θ), (6.39)

[μ2 × r]y = −aμ2 sin
2 θ − aμ2 cos

2 θ = −aμ2,
[μ2 × r] ⋅ p1 = −aμ2p1y ,
[μ2 × r] ⋅ P2 ≈ −aμ2P2y ,

Vtorus = ∫
torus

dl(−
q1[μ2 × r] ⋅ p1
4πm1c2r3

+
q1[μ2 × r] ⋅ p2
8πm2c2r3

)

= −
2π

∫
0

dθ(−
q1a2μ2p1y

4πm1c2(a2 cos2 θ + (r1y − R2y)2 + a2 sin2 θ)3/2
33 This formula is written for a permanent magnet. For a toroidal electromagnet, the second term in
the integrand will be absent.
34 We are integrating with respect to the angle θ, which is related to the line element by the formula
dl ≡ adθ. Here R2 is the position of the magnet’s center of mass.
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+
q1a2μ2P2y

8πM2c2(a2 cos2 θ + (r1y − R2y)2 + a2 sin2 θ)3/2)
=

q1a2μ2p1y
2m1c2(a2 + (r1y − R2y)2)3/2 − q1a2μ2P2y

4M2c2(a2 + (r1y − R2y)2)3/2 (6.40)

and the full Hamiltonian takes the form

H =
p21y
2m1
+

P22y
2M2
−

p41y
8m3

1c2
−

P42y
8M3

2c2

+
q1a2μ2p1y

2m1c2(a2 + (r1y − R2y)2)3/2 − q1a2μ2P2y
4M2c2(a2 + (r1y − R2y)2)3/2 .

The first Hamilton equation of motion gives the following result:

dp1y
dt
= −
𝜕Vtorus
𝜕r1y

=
3q1a2μ2p1y(r1y − R2y)

2m1c2(a2 + (r1y − R2y)2)5/2 − 3q1a2μ2P2y(r1y − R2y)
4M2c2(a2 + (r1y − R2y)2)5/2 ,

dP2y
dt
= −

dp1y
dt
.

In contrast to Maxwell’s theory, the rate of change of the momentum p1 is nonzero,
and the momentum conservation law

d
dt
(p1y + P2y) = 0 (6.41)

holds without the need to involve the hypothetical “field” momentum and/or “hid-
den” momentum. The acceleration of charge 1 is calculated as follows:

dr1y
dt
=
p1y
m1
−

p31y
2m3

1c
+
𝜕Vtor
𝜕p1y

≈
p1y
m1
−

p31y
2m3

1c
+

q1a2μ2
2m1c2(a2 + (r1y − R2y)2)3/2 ,

d2r1y
dt2
≈
ṗ1y
m1
−
3q1a2μ2(r1y − R2y)(v1y − V2y)
2m1c2(a2 + (r1y − R2y)2)5/2

=
3q1a2μ2V2y(r1y − R2y)

4m1c2(a2 + (r1y − R2y)2)5/2 .
When the magnet is at rest (V2y = 0), this acceleration vanishes. Thus, just as in the
Maxwell theory, there is no force acting on the charge. The force (acceleration) acting
on the magnet is found as follows

dR2y
dt
=
P2y
M2
−

P32y
2M3

2c
+
𝜕Vtor
𝜕P2y
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=
P2y
M2
−

P32y
2M3

2c
−

q1a2μ2
4M2c2(a2 + (r1y − R2y)2)3/2 ,

d2R2y
dt2
=
Ṗ2y
M2
+
3q1a2μ2(r1y − R2y)(v1y − V2y)
4M2c2(a2 + (r1y − R2y)2)5/2

≈ −
3q1a2μ2v1y(r1y − R2y)

4M2c2(a2 + (r1y − R2y)2)5/2 .
This acceleration does not vanish even when V2y = 0. This is an example of the sit-
uation described in Subsection 6.2.3: The forces are not balanced; nevertheless, the
momentum conservation law (6.41) is not violated. This is our solution of Cullwick’s
paradox.
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7 Experimental support of RQD
An intelligence that would know at a certain moment all the forces existing in nature and the situ-
ations of the bodies that compose nature and if it would be powerful enough to analyze all these
data, would be able to grasp in one formula the movements of the biggest bodies of the Universe as
well as of the lightest atom.
Pierre-Simon Laplace

Today, all experiments in electrodynamics are interpreted through the lens of the
Maxwell field-based approach. For example, the phenomenon of electromagnetic
induction is explained by one of Maxwell’s equations connecting the derivatives of
electric and magnetic fields, [ 𝜕𝜕r × E] = − 1c dBdt , (7.1)

and the Aharonov–Bohm effect [2] is described by the action of the vector potential𝒜
on the wave function of a charged particle.

However, in our RQD, we abandoned the fields E,B as well as the electromagnetic
potentials 𝒜0, 𝒜. Therefore, in Sections 7.1 and 7.2 we are going to explain how the
mentioned experiments can be understood in our fieldless theory.

One important feature of RQD is the prediction of instantaneous propagation of
electric andmagnetic interactions between charges. In Section 7.3 wewill focus on ex-
periments demonstrating superluminal propagation of signals in the near-field region
of the emitter. In Section 7.4 we will be interested in the Frascati experiment, which is
the most unambiguous confirmation of the RQD-predicted faster-than-light propaga-
tion of the Coulomb field.

7.1 Electromagnetic induction

We already know that a magnet at rest does not act on resting charges. Or, as is said,
it “does not create an electric field.” One of Faraday’s outstanding discoveries was the
realization that the magnet must be moving in order to create an electric field. The
presence of the electric field around a moving magnet is called the electromagnetic
induction. Here we will consider this effect from the point of view of RQD.

7.1.1 Moving magnets

Consider the force acting on charge 1 at rest (p1 = 0) from the moving point-like mag-
net μ2. In the traditional Maxwell theory, a permanent solid-state magnet and a coil
electromagnet create indistinguishable fields and forces. However, in our approach

https://doi.org/10.1515/9783110493221-007
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this is not so. If the magnetic moment μ2 is created by a spinning particle, then the
force acting on the resting charge 1 is given by equation (6.31)

f spin1 = − d
dr1

q1[v2 × μ2] ⋅ r
8πc2r3

− ( d
dt
)
2

q1[μ2 × r]
4πc2r3

, (7.2)

but if the magnetic moment μ2 is created by a current loop, we have to use equa-
tion (6.29)

f coil1 = −( ddt)2 q1[μ2 × r]4πc2r3
. (7.3)

Inmechanics, a force is called conservative if it can be represented as a gradient of
a scalar function.1 The distinguishing feature of conservative forces is that their inte-
grals along any closed contour are equal to zero. Therefore, the action of conservative
forces on electrons in metals cannot be detected by measuring a current in a closed
circuit. In other words, conservative interactions do not create an electromotive force.

For this reason, experimental studies of the first (conservative) contribution in
(7.2) are rather difficult, and we will not discuss them in our book. Here we consider
only the nonconservative component of force (7.3), which is common for both types of
magnets and which is easily detected by the current induced in a closed circuit L, as
shown in Figure 7.1.

Figure 7.1: Electromagnetic induction. The current in the wire coil L can be induced by a moving
(a) electromagnet or (b) permanent magnet.

In the case of macroscopic magnets, equation (7.3) should be integrated over the mag-
net’s volume 𝒱, i. e., the total nonconservative force acting on the resting charge q1
is2

Fnoncons1 = −( d
dt
)
2
∫
𝒱

q1[μ2 × r]
4πc2r3

dr2. (7.4)

1 For example, as in the first term on the right-hand side of (7.2).
2 Here μ2 is the bulk magnetization density.
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Let us check that this RQDprediction is in qualitative agreementwith theMaxwell
electrodynamics. By the symbolE1 wedenote the forcewithwhich themovingmagnet
acts on a unit charge at rest. We have3

E1 ≡ Fnoncons1 /q1.
If we take the curl of this vector function, we get4[ 𝜕𝜕r1 × E1] = − 1

4πc2
( d
dt
)
2
∫
𝒱

[ 𝜕𝜕r1 × [μ2 × r]r3
]dr2

= − 1
c
( d
dt
)
2
∫
𝒱

( 1
4πc
)(−μ2

r3
+ 3(μ2 ⋅ r)r

r5
)dr2. (7.5)

In the integrand we recognize the “magnetic field” (6.34), created at the point r1 by
the magnet’s unit volume. Thus, the integral expresses the full “magnetic field” B1,
and (7.5) formally assumes the form of the Maxwell–Faraday induction law (7.1)[ 𝜕𝜕r1 × E1] = − 1c( ddt)2B1.

However, it is important to emphasize that in our approach the causes of electro-
magnetic induction are fundamentally different from those proclaimed in Maxwell’s
theory. In the traditional interpretation, electromagnetic induction is the result of the
interdependence of alternating electric and magnetic fields. In our approach, electro-
magnetic induction is a consequence of the characteristic interaction potential be-
tween magnetic moments and charges.

7.1.2 Homopolar generator

One interesting manifestation of electromagnetic induction is the homopolar genera-
tor5 shown in Figure 7.2. This device consists of a conducting disk C and a cylindrical
magnetM, each affixed to their own shafts in such a way that they can independently
rotate about the same vertical axis. Magnetization vectors μ2 of each small volume
element of the magnet are directed along the same axis. The shaft AB is conducting.
Points A and C are connected to sliding contacts (shown by arrows), and the circuit is
closed through an ammeter.

3 In Maxwell’s electrodynamics this is the definition of the electric field E1.
4 Here we used the known formula [∇ × [A × B]] = A(∇ ⋅ B) − B(∇ ⋅ A) + (B ⋅ ∇)A − (A ⋅ ∇)B, where∇ ≡ (𝜕/𝜕r).
5 Also known as Faraday’s disk.
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Figure 7.2: Homopolar generator. (a) Conduct-
ing disk C rotates. (b) MagnetM rotates.

This device can work in two modes. In the first mode (see Figure 7.2 (a)), the magnet
is stationary, while the conducting disk C rotates about its axis. In this case, the am-
meter registers the flow of direct current through the circuit. This effect has a simple
explanation. Generally speaking, the force acting on the electrons in the circuit can
be obtained by integrating formula (6.33) over the magnet’s volume 𝒱, so we have

F1(r1, v1) = ∫
𝒱

q1
c
[v1 × b1(r1, r2)]dr2. (7.6)

Here

b1(r1, r2) = 1
4πc
(−μ2

r3
+ 3(μ2 ⋅ r)r

r5
)

denotes the “magnetic field” created at the point r1 by the magnet’s unit volume in
the vicinity of r2.

The full electromotive force is obtained by integrating (7.6) along the closed con-
tour A → B → C → ammeter → A. The velocity v1 is nonzero only in the segment
B→ C,6 where the force F1 is directed radially along the segment B→ C, so it makes a
nonzero contribution to the integral, and the theory correctly predicts a nonvanishing
current through the ammeter.

In the second mode of operation (see Figure 7.2 (b)), the disk C is fixed, while the
magnet M rotates. Careful experiments [47, 248] showed that in this case there is no
current in the circuit. At first glance, this result looks surprising. Does the principle of
relativity not tell us that the physical result (the current in the circuit) can depend only
on the relative motion of the magnet and the disk? The answer is: “No. The principle
of relativity can only be applied to inertial motions. It is easy to make a mistake when
blindly extending this principle to rotational motions.”

6 Velocities of the electrons in the rotating disk are shown by small arrows in Figure 7.2 (a). The
“magnetic-field” vector is directed vertically in this region of space.
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To find out the electromotive force in the case of a rotating magnet, we need to in-
tegrate again the force vector acting on (now resting) electrons along the closed circuit
A → B → C → ammeter → A. As we have already explained, the conservative part of
this force7 does not contribute to this integral. To calculate the nonconservative force,
we take into account that, due to the cylindrical symmetry of the magnet, when it ro-
tates about the axis, the volume integral in equation (7.4) does not depend on time.
Therefore Fnoncons1 = 0, which agrees with the observed absence of the current.
7.2 Aharonov–Bohm effect

In our approach to classical electrodynamics,wedeny thepresence of electromagnetic
fields E, B as well as electromagnetic potentials𝒜0 and𝒜. In the traditional Maxwell
theory, these potentials are also considered unobservable. However, there is a class
of experiments in which – it is claimed – the reality of electromagnetic potentials is
manifested even in those regions of space where E = B = 0. The most famous rep-
resentative of this class is the Aharonov–Bohm experiment [2]. In this section we are
going to demonstrate that the Aharonov–Bohm effect can be successfully explained
without involving the notions of electromagnetic potentials. Our explanation will be
based on the idea of quantum particles moving under the action of direct Coulomb–
Darwin–Breit forces.

7.2.1 Aharonov–Bohm effect with linear magnet

Let us consider an idealized version of the Aharonov–Bohm experiment, shown in
Figure 7.3. An infinitely long solenoid or ferromagnetic rodwith a linearmagnetization
density μ2 is erected vertically at the origin (x = y = 0). This magnet is bombarded by
wave packets of electrons 1. At the point S (start), the wave packets are divided into
two parts,8 which continue to move on both sides of the magnet. The two packets
meet again at the point E (end), where their interference is measured. Two alternative
trajectories of the wave packets S → (−R) → E and S → R → E are shown by solid
lines in Figure 7.3.

We already know (fromSubsections 6.3.6–6.3.7) that outside the solenoid, no elec-
tric or magnetic forces act on charge 1. However, it was found experimentally that the
interference at the point E depends on the solenoid’s magnetization μ2 [31, 250, 178].
Aharonov and Bohm [2] predicted this effect and explained that outside the solenoid
there is a nonzero vector potential𝒜, which affects phases of wave packets of charged

7 Originating from the first term on the right-hand side of (7.2).
8 Using some kind of beamsplitter or simply two holes, as in the interference experiment.
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Figure 7.3: The Aharonov–Bohm experiment.
An infinite solenoid with linear magnetiza-
tion density μ2 is placed at the origin. Elec-
tron wave packets bypass it from the left and
from the right and then interfere at point E.

particles. There were also alternative attempts to explain this effect [230, 268, 186,
109]. For example, a number of works [201, 16, 17, 19, 18] entertained the idea that
there is a nonzero force acting on the electrons. If this force acted differently on the
electrons moving along the two paths, then a difference in the arrival time of the two
wave packets would be created and the phase shift at point E may be observed. How-
ever, this idea appears to be in conflict with recent measurements [26], which found
no relative delay.

Hereweproposeour ownexplanation, basedon theHamiltonian electrodynamics
of Coulomb, Darwin and Breit [238].

To simplify calculations, we assume that the distance |SE| is large enough, so that
the two alternative paths S → (−R) → E and S → R → E can be regarded as par-
allel to the y-axis. We also know from (6.36) that both wave packets move without
acceleration and arrive at the point E simultaneously, regardless of themagnetization
μ2 = (0,0, μ2). So, their trajectories can be written as

v1 = (0, v1y ,0),
r1(t) = (±R, v1yt,0). (7.7)

To estimate the magnet’s effect on the interference, we should turn to the quasiclas-
sical dynamics from Subsection 1-6.6.6. We found there that the phase factor of the
wave packet changes with time as exp( iℏϕ(t)), where the action integral is given by the
formula9

ϕ(t) ≡ t∫−∞(mev21y(t󸀠)
2
− Vlong(t󸀠))dt󸀠 (7.8)

9 In this case, particle 1 is the electron, so we putm1 = me and q1 = −e.
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andVlong(t) is the time dependence of the potential (6.37) acting on the electron. In the
geometry shown in Figure 7.3, the phase factors accumulated along the two alternative
paths S → (−R) → E and S → R → E are different and the interference of the “left”
and “right” wave packets at the point E depends on this difference, so we have

Δϕ = ϕright(∞) − ϕleft(∞).
Thekinetic energy term in (7.8) does not contribute to this difference, because elec-

tron velocities are constant and equal for the twopaths. However, the electron’s poten-
tial energies on two sides of themagnet are different. For all points on the “right” path
the numerator of (6.37) is equal to eμ2v1yR, while for the “left” path this numerator is−eμ2v1yR. Therefore, the full accumulated phase difference

Δϕ = ∞∫−∞ eμ2Rv1y
πc2(R2 + v21 t2)dt = eμ2c2 (7.9)

depends neither on the electron’s velocity (energy) nor on the value of the impact pa-
rameter R. This difference depends only on the magnetization μ2, as in the original
Aharonov–Bohm formula.

7.2.2 Aharonov–Bohm effect with toroidal magnet

Now consider the Aharonov–Bohm effect with the toroidal magnet described in Sub-
section 6.3.8. Toroidal magnets were used in the experiments of Tonomura and coau-
thors [250, 178]. These experiments are still regarded as the most reliable confirma-
tions of the Aharonov and Bohm prediction.

As in the preceding subsection, we switch to the semiclassical approximation in
whichelectron 1 is describedbya localizedwavepacketwhose centermoves according
to the laws of classical mechanics (see Subsection 6.3.8). In other words, the packets
move without acceleration along the paths S → 0 → E and S → R → E in Figure 7.4.
We have

rS0E1 (t) = (0, v1yt,0), (7.10)

rSRE1 (t) = (R, v1yt,0). (7.11)

Now turn to the packets’ phases expressed by the action integral (1-6.111).Wehave
to integrate the potential (6.38) along the trajectories (7.10) and (7.11).10 In the former

10 The solenoid is assumed to be fixed (P2 = 0, R2 = 0), so the second term in (6.38) is omitted.
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Figure 7.4: Toroidal electromagnet and a
moving charge. The charge’s path S − 0 − E
passes through the center of the torus; the
path S − R − E is outside the torus.

case, we obtain the action integral for the passage of the electron through the center
of the toroidal magnet, i. e.,

ϕS0E ≈ − ∞∫−∞ dt
ea2μ2v1y

2c2(a2 + v21yt2)3/2 = −eμ2c2 . (7.12)

For the latter case, we need to evaluate the charge’s potential energy along the path
S → R→ E, where

r1 = (r1x , r1y , r1z),
r = (r1x − a cos θ, r1y , r1z − a sin θ).

From equation (6.39) for μ2 we get the following components in (6.38):[μ2 × r] = μ2(−r1y cos θ, r1z sin θ + r1x cos θ − a, −r1y sin θ),[μ2 × r] ⋅ p1 = μ2(−p1xr1y cos θ + p1yr1z sin θ + p1yr1x cos θ − p1ya − p1zr1y sin θ)= − 1
a
(N2 ⋅ p1) + μ2[r1 × p1]z cos θ − μ2[r1 × p1]x sin θ.

Here we characterized magnetic properties of the toroidal magnet by the vector N2 =(0, μ2a2,0) perpendicular to the torus’ plane and having the length of μ2a2. We assume
that the size of the torus is small and that along the entire particle trajectory we can
approximate r ≫ a, r1 ≈ r. Then, using approximation (6.25) and integrating along
the torus’ circumference, we obtain

Vtorus = 2π∫
0

dθ
ea[μ2 × r] ⋅ p1
4πmec2r3≈ e

4πmec2

2π∫
0

dθ(−(N2 ⋅ p1) + μ2a[r × p1]z cos θ − μ2a[r × p1]x sin θ)
× ( 1

r3
+ 3a(rx cos θ + rz sin θ)

r5
)
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= −e(N2 ⋅ p1)
2mec2r3

+ 3eμ2a
2

4πmec2r5

2π∫
0

dθ([r × p1]zrx cos2 θ − [r × p1]xrz sin2 θ)
= −e(N2 ⋅ p1)

2mec2r3
+ 3eμ2a

2

4mec2r5
([r × p1]zrx − [r × p1]xrz)= −e(N2 ⋅ p1)

2mec2r3
− 3e
4mec2r5

([[p1 × r] × r] ⋅ N2)= −e(N2 ⋅ p1)
2mec2r3

+ 3e
4mec2r5

((p1 ⋅ N2)r2 − (r ⋅ N2)(p1 ⋅ r))= e(N2 ⋅ p1)
4mec2r3

− 3e(r ⋅ N2)(p1 ⋅ r)
4mec2r5

. (7.13)

The time dependenceVtorus(t) of this potential energy is obtained by substituting (7.11)
into (7.13). The corresponding action integral vanishes:

ϕSRE = − ∞∫−∞ Vtorus(t)dt
≈ − ∞∫−∞ dt( eN2v1y

4c2(R2 + v21yt2)3/2 − 3eN2v31yt
2

4c2(R2 + v21yt2)5/2) = 0.
Comparing this result with (7.12), we see that the phase difference between the two
paths (inside the torus and outside it) does not depend on the magnet’s radius a, the
electron’s velocity v1y or the impact parameter R. We have

Δϕ = ϕSRE − ϕS0E = eμ2
c2
.

This is the same result as in the case of the infinite linear solenoid (7.9). It is in full
agreement with Tonomura’s experiments [250, 178].

7.3 Experimental studies of bound fields

7.3.1 Three types of force fields

Summarizing our discussions of electromagnetic interactions in Chapter 6, it will be
convenient to introduce the notion of force fields.11 We distinguish three types of force
fields corresponding to three ways by which one group of charges can interact with
another group at a distance. The main characteristics of such fields are listed in Ta-
ble 7.1.

First, we should mention the electric force field, whose most important represen-
tative is the Coulomb potential (3.6). The characteristic feature of the electric force is

11 We call them “force” fields, to stress that there are no independent electromagnetic fields in RQD.
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Table 7.1: Three electromagnetic force fields in RQD.

Force field Acts on charges
at rest?

Propagation
speed

Long range? Carrier

electric yes ∞ no n/a
magnetic no ∞ no n/a
radiation yes c yes photon

that it acts even on charges at rest. Second is themagnetic force field, such as the Dar-
win potential (3.8), which acts only on moving charges. Both electric and magnetic
fields propagate instantly.12 In other words, they are tightly bound to the charges that
generate them, and, as a rule, their range is very limited. Therefore, wewill often com-
bine them into the class of bound force fields.

The third type is the radiation force field. Unlike bound fields, the radiation field is
not describedby any analytical potential. The radiative transfer of energy–momentum
between systems of charges is the result of emission and absorption of real particles
– photons. As we showed in Subsection 5.1.2, accelerated charge13 emits a large num-
ber of photons. These particles propagate in space at the speed of light. Some of the
photons can reach another charge (in the receiving antenna) and interact with it ei-
ther by being absorbed or by Compton-like scattering (see Subsection 2-3.2.5). In any
case, the receiver gets a part of the energy lost by the emitter. Unlike instantaneous
direct Coulomb andmagnetic interactions, the energy–momentum transfer by means
of real photons occurs at the speed of light. The radiation force field is responsible for
TV and radio signal propagating in vacuum, as well as for the light that comes to us
from distant stars and galaxies. Hence, this is a long-range force field.

Thus, inRQD, the total force field createdby a groupofmoving charges canbe con-
ditionally divided into instant (bound) and retarded (radiative) components, i. e.,14

eRQD = einstbound + eretradiation.
The infinite propagation speed of einstbound is the most controversial prediction of RQD.15

12 In RQD, we do not have interaction carriers or intermediate fields with their additional degrees
of freedom. So, there is no place where the transferred momentum can be temporarily stored during
the interaction. Therefore, when particle 1 loses a part of its momentum, particle 2 receives exactly
this part without delay. Otherwise, the momentum conservation law would be violated. Hence in our
purely corpuscular theory, the instantaneous nature of the interactions is not an approximation, but
a necessity. For more details, see Section 8.4.
13 For example, in a radiating antenna.
14 Similar ideas about the separation of the electromagnetic field into a short-range instantaneous
and a long-range retarded part can be found in [33, 79, 81, 134, 139]. For brevity, we consider only the
“electric” parts of (both bound and radiative) force fields, dropping their magnetic parts.
15 A number of investigations of quantum field models [217, 218, 127, 126] have concluded that the
propagation speed of electromagnetic interactions coincides with the speed of light. However, these
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On the other hand, Maxwell’s electrodynamics and special relativity forbid inter-
actions that propagate faster than light. Both the bound and radiative components of
Maxwell’s field are considered to be retarded, i. e.,

EMaxwell = Eretbound + Eretradiation.
We will not pay much attention to the retarded radiation fields eretradiation and

Eretradiation, since their properties are very similar in the two theories. Instead, we will
focus on the more significant and interesting difference between the bound fields
einstbound and E

ret
bound.

7.3.2 Force fields emitted by antennas

In experimental studies of the electromagnetic field propagation in themicrowave and
radio bands, two antennas are usually used: the emitter and the receiver. The signal
arriving at the receiver is usually a combined effect of both bound and radiation force
fields created by the emitting antenna.

It is well known that the radiation and bound force fields depend in different ways
on the distance to the emitter. In RQD, the radiation signal is formed by freely prop-
agating photons. Around the spherically symmetric emitter, the photon energy den-
sity decreases with distance, like r−2. On the other hand, the energy density is pro-
portional to the square of the “electric-field” vector, which leads us to the estimate
eretradiation ∝ r−1.

Usually, the bound fields are damped like einstbound ∝ r−2 or faster [140]. Therefore,
at large distances from the emitter, the bound field is lost against the background of
the much stronger radiation.

In this section, we will be interested in experimental methods capable of testing
our hypothesis about the instantaneous propagation of einstbound. Such measurements
are very nontrivial. The bound (Coulomb) electric fields are easily observed in static
or almost static situations, when accelerations of the charges are small. However, as
we are interested in the speed of propagation of the force field, we have to perturb the
equilibrium state of the charges and give them substantial accelerations. This will in-
evitably lead to the appearance of the radiation contribution eretradiation, which would
mask the desired effect. A successful experiment of this kind should somehow mini-
mize the effect of radiation, so as to allow us to study dynamic properties of the bound
field einstbound in its pure form. Here wewill discuss several works that have tried to solve
this difficult problem. Descriptions of other interesting experiments can be found in
the reviews [194, 271].

models confirmed only the indisputable finite rate of propagation of radiation force fields (carried by
real photons) and did not say anything about the bound fields of charges.
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7.3.3 Studies in the near field

A remarkable study of the electromagnetic field propagationwas undertaken by Khol-
metskii and coauthors [140, 139, 169].16 They used the classical scheme of the Hertz
experiment with two antennas. The radiating (or emitting) antenna (E) created short
electromagnetic pulses with a carrier frequency of ≈ 125MHz. The receiving antenna
(R) was placed at different distances r from E, and the received signals were recorded
as functions of time. The authors demonstrated that at large distances (r up to 3m)
the dominant signal in R was created by the radiation field eretradiation. In the near-field
zone (r < 50 cm), a mixture of the bound and radiation fields was observed with the
predominance of a short-range bound field. Assuming that the radiation field propa-
gates at the constant speed c in the entire range of distances, the authors were able to
subtract this contribution from the total signal and thus obtained the pure timedepen-
dencies einstbound(t) for all r. From their analysis, the authors were able to estimate the
propagation speed of this bound component. In the near-field zone, this value turned
out to bemuch greater than the speed of light, and possibly even infinite.17 This result
is in agreement with the RQD idea about the instantaneous propagation of the bound
field.

7.3.4 Microwave horn antennas

Probably the first convincing experimental observation of the superluminal propa-
gation of bound electromagnetic force fields was made by Giakos and Ishii in 1991
[94, 93]. They studied the transmission of microwave pulses between two horn anten-
nas arranged as shown in Figure 7.5. In the first variant of the experiment, the emitter
(E) and the receiver (R1) were located directly opposite each other, separated by the

Figure 7.5: Schematics of the experiment with mi-
crowave horn antennas and its interpretation.

16 See also [177].
17 See also [263].
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distance of r = 71.5 cm. The signal traveled this distance in 2.378 ns,which roughly cor-
responded to the speed of light, 3.01× 108m/s, as expected. In the second variant, the
receiver (R2) was shifted away from the emitter’s axis.18 Up to shifts of d = 34 cm, the
signal propagation time remained practically constant, despite a significant increase
in thedistanceE−R2. In such situations, signal propagation rates of up to 3.32×108m/s
were recorded, i. e., exceeding the speed of light by 10%.

These results were later confirmed in the experiments of Ranfagni and coworkers
[192, 191, 171, 193] over awider rangeof radiation frequencies andantenna separations.

These observations are not difficult to explain from the point of view of RQD: a ra-
diating horn antenna generates both bound and radiation fields. Due to the specific
shape of the emitter E, the photon flux19 is concentrated near the antenna axis. At the
same time, the bound field20 is more diffuse, short-range and spreads instantly. When
the receiver was located directly on the axis of the emitter, the microwave photons
dominated in the signal and the apparent propagation speed was close to the normal
photon speed c. When the receiver was displaced from the axis, the contribution of
the photons in the signal decreased, a more important role was played by the instan-
taneous bound force field and the effective signal speed increased. The radiation field
still had a significant contribution, so the effective signal speed exceeded c by only a
few percent. If it were possible to completely suppress the radiation part of the force
field, the experimenters would see an infinite propagation speed of the signal.

7.4 Relativistic electron bunches

In Subsection 7.4.5 we are going to discuss the experiment of Professor Pizzella and
his colleagues from the Frascati laboratory at the Italian Institute of Nuclear Physics.
To date, this experiment is the most serious challenge to Maxwell’s electrodynam-
ics and the best evidence of the validity of RQD. To discuss this experiment, we will
have to return briefly to theory and discuss the electric fields of high-energy electron
beams.

In Subsection 6.2.2, we calculated forces (6.14)–(6.15) acting between two moving
charges. These formulaswere approximate, because they took into account only terms
of the order (v/c)2 and lower. Moreover, we assumed that accelerations of the charges
are negligible, ignored bremsstrahlung interactions and neglected the possibility of
the photon emission.

In Subsections 7.4.1–7.4.4, we try to fill these gaps and discuss (albeit qualitatively)
RQD-predicted force fields around charges moving with high velocities and acceler-

18 The authors also tried to tilt the receiving antenna towards the emitter.
19 Which is the radiation field eretradiation shown by broken lines in Figure 7.5.
20 That is, einstbound, shown by concentric arcs in Figure 7.5.
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ations. We will also see that these predictions diverge from the standard Maxwell
theory.

7.4.1 Fast moving charge (RQD)

Let usnowderive theRQD interactionpotential between two charges beyond the (v/c)2
approximation. We will be interested in a specific geometry in which the charge q1
moves with a large constant velocity v1 ≈ c andmomentum p1 ≫ m1c along the z-axis,
while charge 2 rests at the distance x from the line of motion, as shown in Figure 7.6.
We choose Cartesian axes in such a way that the point z1 = 0 on the line of motion
corresponds to the closest approach of the two charges. Suppose that the test charge 2
is very small (q2 ≪ q1), so that its presence has no apparent effect on the rectilinear
motion of particle 1. Moreover, we assume the massm2 to be infinitely large, so that in
the course of our thought experiment this particle does not move (v2 = 0).21 Our goal
is to calculate the force f 2 acting on charge 2. More precisely, we are interested in the
ratio

e ≡ f 2/q2, (7.14)

which goes by the name “electric field” in Maxwell’s electrodynamics.
We begin by calculating the interaction energy between charges 1 and 2. Near the

energy surface, we can use the relation Vd
2 = (Φn

2 )phys and obtain the required interac-

Figure 7.6: Force field around electric charge 1,
which moved uniformly and rectilinearly for a
long time. (а) Equipotential lines (7.18). (b) Vec-
tors of the electric (force) field (7.19)–(7.21).

21 By these approximations we are trying to model the actual Frascati experiment from Subsec-
tion 7.4.5: charge 1 represents a relativistic beam leaving the accelerator’s pipe and charge 2 is a sim-
plified model of the electric field sensor.
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tion operator from equation (2-3.28). We have22

Vd
2 = (Φn

2 )phys≈ −q1q2ℏ2c2(2πℏ)3 ∫ dkdp2dp1m1c2√ωp1ωp1+k 𝒰μ(p1 + k;p1)𝒲μ(p2 − k;p2)(ωp1 − ωp1+k)2 − c2k2 d†p2−ka†p1+kdp2ap1≡ ∫ dkdp2dp1vd2 (p1 + k,p1, k)d†p2−ka†p1+kdp2ap1 . (7.15)

According to Subsection 2-1.2.7, the position–space representation of this potential is
obtained by the Fourier transform of the coefficient function,

vd2 (p1 + k,p1, k) ≈ −q1q2ℏ2c2(2πℏ)3 m1c2√ωp1ωp1+k 𝒰0(p1 + k,p1)(ωp1 − ωp1+k)2 − c2k2 ,
with respect to k. We are interested only in the long-range behavior of this potential,
which results from integration in the region of low frequencies k = 0. So, we will
assume that k ≪ p1 and ωp ≈ cp. Then

m1c2√ωp1ωp1+k ≈ m1c
p1
,

𝒰0(p1 + k;p1) = (√ωp1+k +m1c2√ωp1 +m1c2+ √ωp1+k −m1c2√ωp1 −m1c2
(p1 + k) ⋅ p1|p1 + k|p1 ) 1

2m1c2
≈ p1
m1c
,

vd2 (p1 + k,p1, k) ≈ −q1q2ℏ2(2πℏ)3 c2(ωp1 − ωp1+k)2 − c2k2x − c2k2y − c2k2z . (7.16)

The nonnegative expression Ω(kx , ky , kz) ≡ (ωp1 −ωp1+k)2 in the denominator is a func-
tion vanishing at kx = ky = kz = 0 and having a zero derivative there; indeed23𝜕Ω𝜕ky 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = −2(ωp1 − ωp1+k) c2kyωp1+k 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = 0,𝜕Ω𝜕kz 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = −2(ωp1 − ωp1+k)c2(p1z + kz)ωp1+k 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = 0.
22 Here we conditionally identified charges 1 and 2 with the electron and proton, respectively. As
usual, the coefficient function of the interaction operator Vd

2 was obtained from the S-matrix divid-
ing it by (−2πi). We ignored spins of the particles and used formulas (2-B.81), (2-B.83) that are valid in
the limitm2 →∞.
23 We took into account that p1x = p1y = 0.
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For the second derivatives we get𝜕2Ω𝜕k2z 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = −2c2(p1z + kz)ωp1+k 𝜕𝜕kz (ωp1 − ωp1+k)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0= 2c2(p1z + kz)
ωp1+k ⋅ c2(p1z + kz)ωp1+k 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = 2c4p21zω2

p1
= 2v21z ,𝜕2Ω𝜕k2y 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = 𝜕2Ω𝜕ky𝜕kz 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = 𝜕2Ω𝜕kx𝜕ky 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨k=0 = 0.

Therefore, the Taylor expansion near k = 0 has the form Ω(kx , ky , kz) ≈ k2zv21 . Substi-
tuting this into (7.16), we get

vd2 (p1 + k,p1, k) ≈ q1q2ℏ2(2πℏ)3 ⋅ 1
k2x + k2y + k2z(1 − v21/c2)

and the desired position-dependent potential is obtained from (2-A.3):

vd2 (p1, r) = ∫ dkwd
2 (p1 + k,p1, k)e i

ℏ k⋅r ≈ q1q2ℏ2(2πℏ)3 ∫ dk e
i
ℏ k⋅r

k2x + k2y + k2z/γ2= q1q2γ

4π√x2 + y2 + γ2z2 , (7.17)

where we defined γ ≡ 1/√1 − v21/c2 ≫ 1 and r ≡ r2 − r1 ≡ (x, y, z).
So, within our approximations, the full Hamiltonian of the two-charge system is

H ≈ m2c
2 + cp1 + q1q2γ

4π√x2 + y2 + γ2z2 . (7.18)

The force acting on particle 2 is

f 2 ≡ m2
d2r2
dt2
= dp2

dt
= − 𝜕H𝜕r2

and the “electric field” (7.14) at the moment of the closest approach24 is obtained by
taking the gradient of the potential (7.17), i. e.,

e(γ)x (x, y, z) = − 1q2 ⋅ 𝜕vd2𝜕x2 = q1γx
4π(x2 + y2 + γ2z2)3/2 , (7.19)

e(γ)y (x, y, z) = − 1q2 ⋅ 𝜕vd2𝜕y2 = q1γy
4π(x2 + y2 + γ2z2)3/2 , (7.20)

24 When r1 = (0,0,0), as shown in Figure 7.6.
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e(γ)z (x, y, z) = − 1q2 ⋅ 𝜕vd2𝜕z2 = q1γ3z
4π(x2 + y2 + γ2z2)3/2 . (7.21)

It is interesting to compare this result with the spherically symmetric field created
by charge 1 at rest (γ = 1),

e(γ=1)(x, y, z) = q1r
4π(x2 + y2 + z2)3/2 . (7.22)

The motion of charge 1 has two effects on its “electric field.” First, the equipotential
surfaces are squeezed by the factor of γ in the direction of motion. Instead of spheres,
they take the shape of oblate ellipsoids, as in Figure 7.6 (а). Second, the peak value of
the field increases with increasing speed. This means that the “electric field” of the
fast moving charge is concentrated in a narrow disk perpendicular to the direction of
motion, as shown in Figure 7.6 (b).

7.4.2 Fast moving charge (Maxwell’s theory)

Let us now see how the same problem is solved in Maxwell’s electrodynamics.
This theory does not recognize the difference between bound and radiation fields

of the charge. Both fields are described by the same vectors E and B that can be ob-
tained from Liénard–Wiechert formulas.25 The idea is that the electric (and magnetic)
fields are not rigidly attached to the moving charge, but propagate radially at a speed
equal to the speed of light.26 Thus, the field configuration around the charge is not de-
termined by its instantaneous position, but depends in a complexway on the charge’s
previous trajectory.

In the Liénard–Wiechertmethod, the following formulas are obtained for the elec-
tric field around the uniformly moving charge 1 in the configuration shown in Fig-
ure 7.627:

Ex(x, y, z) = q1γx
4π(x2 + y2 + γ2z2)3/2 , (7.23)

Ey(x, y, z) = q1γy
4π(x2 + y2 + γ2z2)3/2 , (7.24)

Ez(x, y, z) = q1γz
4π(x2 + y2 + γ2z2)3/2 . (7.25)

25 See [114, 27] and Section 14.1 in [118].
26 Note that such propagation delay has not yet been verified experimentally. In addition, the idea of
the retarded propagation of the Coulomb field leads to a number of paradoxes [142, 65, 66, 132–134,
40, 102, 232], which do not have satisfactory resolution within the Maxwell theory.
27 For detailed derivation, see, for example, Sections 11.10 and 14.1 in [118].
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The transverse components Ex and Ey coincide with our results (7.19)–(7.20), but the
longitudinal component (7.25) is γ2 times smaller than ours (7.21).

So, despite some quantitative difference, both theories predict a similar disk-
shaped form of the force field surrounding the fast moving charge.

7.4.3 Charge leaving accelerator (Maxwell’s theory)

In Subsection 7.4.5 we will be interested in the “electric field” of a charge leaving the
accelerator pipe. This situation is somewhat more complicated than the case of a uni-
formly moving charge considered above. Let us first find out how this situation is de-
scribed in traditional electrodynamics. If necessary, the predicted field dynamics can
be obtained by Liénard–Wiechert formulas [29]. However, we will be satisfied with
only a qualitative picture obtained from the analysis of Figure 7.7.

Figure 7.7: Electric force field
dynamics in the cases of re-
tarded (Liénard–Wiechert)
propagation (a), (b), (c) and
instantaneous (RQD) propaga-
tion (d), (e), (f). Explanations
in the text.

In Figure 7.7 (a) we showed three frames from the “life” of a free charge moving uni-
formly at high speed. As we have already discussed, its electric field has the form of
a disk perpendicular to the direction of motion. If the charge moved inside an infinite
metal pipe (shown by a dashed line), then its field would be screened and the total
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electric field outside the pipe would practically vanish. So for an external observer
the charge in the pipe “disappears.”

Figure 7.7 (b) shows what happens when the charge goes from empty space to a
semiinfinite pipe, shown by an elongated rectangle on the right side of the frame. The
entry of a charge into the pipe creates the so-called transition radiation,28 which is
a spherical electromagnetic wave, shown by a dashed circle in the second and third
frames. The points outside this sphere cannot “know” about the disappearance of
the charge inside the pipe, because information about this event moves only with the
speed of light and has not reached these points yet. This means that a part of the field
disk continues its movement, as if there were no pipe. In the second and third frames
one can see how, over time, the spherical electromagnetic wave “eats out” the central
part of the field disk. The radius d of the “eaten” part is proportional to the distance L
traversed by the disk from the pipe’s entrance. To derive this formula, we take into ac-
count that the electron beam (and the electric field disk attached to it) has traveled the
distance L in time t = L/v, where v ≈ c is the beam’s speed. During this time, the spher-
ical electromagnetic wave will cover a slightly larger distance L󸀠 = tc = L(c/v) > L.
Hence we get

d = √(L󸀠)2 − L2 ≈ L/γ. (7.26)

By analyzing our drawings, it is not difficult to understand that the field dynamics
of the beam leaving the pipe can be obtained by “subtracting” the field in Figure 7.7 (b)
from that in Figure 7.7 (a). This subtraction is done in Figure 7.7 (c). The accelerator,
from which the beam emerges, is shown by the elongated rectangle in the left part of
this figure.

In the first frame in Figure 7.7 (c) (before the beam has left the pipe), the electric
field is zero everywhere. The disk-shaped Coulomb field begins to grow, immediately
after the beam leaves the pipe (the second and third frames) [174, 173, 29]. The size of
the disk is given by the same formula (7.26) as in the reverse process (see also Figure
7.8). After leaving the accelerator pipe, the total field disk grows gradually and reaches
the steady-state shape (7.23)–(7.25) only in the long time limit.

The sum of the fields shown in Figures 7.7 (b) and 7.7 (c) is approximately equal to
the field of a free uniformly moving charge as in Figure 7.7 (a).

7.4.4 Charge leaving accelerator (RQD)

Nowwewould like to consider the situations described above from the point of view of
RQD, where bound force fields propagate instantaneously. Of course, both the incom-

28 Transition radiation is emitted when a charged particle crosses a boundary between two media
with different electrical properties. In our case, one medium is the empty space, the other medium is
the inside of the metal pipe.
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ing charge in Figure 7.7 (e) and the departing charge in Figure 7.7 (f) create spherical
fluxes of transition radiation photons depicted by dashed circles. In this prediction,
RQDdiffers fromMaxwell’s theory only in that RQDdoes not recognize the description
of the photon flux in terms of electric and magnetic fields.

The force field of a freely moving charge in Figure 7.7 (d) is qualitatively similar
to the traditional prediction in Figure 7.7 (a). However, RQD results for the fields of
charges entering and leaving the metal pipe differ significantly from the Maxwell–
Liénard–Wiechert theory.When entering the pipe, the disk of the Coulombfield disap-
pears not gradually, but instantaneously in the entire space, as shown in Figure 7.7 (e).
Similarly, the Coulomb field of a charge leaving the pipe (Figure 7.7 (f)) emerges in-
stantly, fully formed throughout the entire space. As before, the consistency of these
qualitative drawings is confirmed by checking the sum 7.7 (e) + 7.7 (f) = 7.7 (d).

The differences between the predictions of the two theories are so obvious that
they can be observed in a relatively simple experimental setup, which we will discuss
in the next subsection.

7.4.5 Frascati experiment

Unfortunately, the experiments that we discussed in Section 7.3 could not confirm or
deny the superluminal propagation of bound force fields with 100% certainty. The
problem was that in those experiments, instantaneous bound fields were almost al-
ways present in a mixture with retarded radiation fields. A clear separation of these
two effects proved to be very difficult. In this subsection we will discuss a unique ex-
perimental situation [51, 53, 52], in which the bound fields of moving charges can be
seen in their pure form and the superluminal speed of such fields can be established
beyond doubt.

The idea of the Frascati experiment29 [51] was to measure the disk-shaped elec-
tric field of relativistic electron beams exiting the accelerator pipe. The setup is shown
schematically in Figure 7.8. A beam of electrons with energies of 500MeV30 left the ac-
celerator pipe (P) and flew through the experimental hall, where electric field sensors
were positioned along the beam axis. The sensors covered a rather large volume: the
longitudinal shifts of the sensors from the exit flange of the pipewere L = 92÷552.5 cm
and their transverse distances from the beam axis varied within d = 3 ÷ 55 cm. Time-
dependent signals from the sensors were recorded with resolution not worse than
50ps. So, it was possible to measure accurately the distribution of the “electric field”
around the beam, both in space and in time. Did this field lookmore like the prediction
of Maxwell’s theory (Figure 7.7 (c)) or like the prediction of RQD (Figure 7.7 (f))?

29 The author is grateful to Professor G. Pizzella for information on the progress of the experiments
and for illuminating discussions.
30 Which corresponds to the parameter γ ≈ 103.
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Figure 7.8: Schematics of the Frascati experiment. Dark
solid disks show the evolution of the electric field ac-
cording to the Maxwell–Liénard–Wiechert theory (7.26).
Dashed ovals are predictions of RQD.

As follows from Figures 7.7 (c) and (f), we can expect two types of contributions to sen-
sor signals. First is the disk-shaped bound field of the moving charge. Second is the
radiation field of the transition radiation. Pizzella and coworkers conducted a series
of calibration measurements, which confirmed that the intensity of the transition ra-
diation is much less than the signal from the Coulomb field disk. So in our arguments
we will neglect the former effect: einstbound ≫ eretradiation.

The Liénard–Wiechert theory states that within the experimental hall the disk of
the electric field should be only at an early stage of its formation (as in Figure 7.7 (c)).
Even at a distance of L = 552.5 cm from the accelerator pipe, the field disk is fully
formed only at transverse distances d < L/γ = 0.6 cm from the beam’s axis. Therefore,
according to the classical theory, the sensors should not have registered any signal at
all.

On the other hand, RQD predicts that the force field disk (7.19)–(7.21) is completely
formed immediately after the beam left the accelerator pipe. After that, the field does
not change its shape, but only moves along with the beam in space. Therefore, the
amplitudes of signals recorded by the sensors at different distances from the pipe
(L = 92, 172, 329.5 and 552.5 cm) should not depend on L. This is exactly what was
observed in the experiment.

Thus, the Frascati experiment established the instantaneous formation of the
Coulomb field of the beam immediately after its emergence from the pipe. This con-
clusion is in direct contradiction with the prohibition of superluminal signals in
special relativity (see Assertion A.3 in Appendix A.4). In Section 8.4 we will explain
this paradox and demand the abolition of the special-relativistic ban.
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8 Particles and relativity
How often have I said to you that when you have eliminated the impossible, whatever remains,
however improbable, must be the truth?
Sherlock Holmes

In previous chapters, we formulated a “dressed” version of quantumelectrodynamics,
which we called relativistic quantum dynamics or RQD. An important property of RQD
is that this theory reproduces accurately the S-matrix of the standard renormalized
QED. Therefore, RQD is able to describe numerous experiments in elementary particle
physics (such as scattering cross sections, energies of bound states and their lifetimes)
no worse than QED. However, RQD is fundamentally different from QED. The main
actors in RQD are particles (not fields). These particles interact with each other by
instantaneous potentials. Such statements are usually regarded as controversial and
physically impossible [243, 106, 264, 270, 111]. In this chapter we will try to sort out
these conflicting claims.

For example, the orthodoxy advocates argue that the existence of localized states
of particles is incompatible with the principles of relativity and causality. We will an-
alyze these objections in Section 8.1 and show that there is no cause for concern: the
Newton–Wigner position operator and strictly localized states do not contradict any
of the fundamental principles. In particular, we will consider in detail the famous
causality “paradox” associated with the superluminal spreading of localized wave
packets.

In Sections 8.2 and 8.3 we will define the concept of a localized physical event
and derive transformations of space–time coordinates of such events between differ-
ent inertial frames of reference. We note that boost transformations must be dynami-
cal, i. e., depending on interactions. This implies that the true relationships between
space–time coordinates of events inmoving frames shoulddiffer from familiar Lorentz
formulas. This casts doubt on the foundations of special relativity.

In Section 8.5, we will conclude that Minkowski’s idea of combining the three-
dimensional space with one-dimensional time in one 4D space–time continuum can-
not be rigorous. In the presence of interactions, physical laws do not have to obey
the requirements of manifest covariance. We will also try to dispel the common mis-
conceptionabout the incompatibility between instantaneous action-at-a-distance and
causality. In Section 8.4 we will see that instantaneous force fields in RQD do not vio-
late the principles of relativity and causality.

Section 8.6 is devoted to somewhat more speculative reasoning on the role of
quantum fields and their interpretations. In the same section, we will reflect on pos-
sible directions for further development of RQD.

https://doi.org/10.1515/9783110493221-008
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8.1 Localizability of particles

In Section 1-4.3, we saw that in relativistic quantum mechanics, the position observ-
able is represented by the Newton–Wigner operator. However, this idea is often con-
sidered controversial. At least three arguments are usually given, which supposedly
“explain” why there can be no position operator and localized states of particles:
(1) Ideal localization of particles is impossible, because it requires infinite energy

(due to the Heisenberg uncertainty relation) and inevitably leads to the creation
of new particles (due to Einstein’s formula E = mc2) [14]:

The argument is always that, to localize the electric charge on a particle with an accuracy
better than the Compton wavelength of the electron, so much energy should be put in, that
electron–positron pairs would be formed. This would make the concept of position mean-
ingless – Тh. W. Ruijgrok [203].

(2) Newton–Wigner localization is unacceptable, because it is relative, i. e., different
moving observers disagree on whether the particle is localized or not.

(3) Strictly localized wave packets spread out with superluminal velocities, which
contradicts the principle of causality [108]:

The ‘elementary particles’ of particle physics are generally understood as pointlike objects,
which would seem to imply the existence of position operators for such particles. However,
if we add the requirement that such operators are covariant (so that, for instance, a particle
localized at the origin in one Lorentz frame remains so localized in another), or the require-
ment that the wave-functions of the particles do not spread out faster than light, then it can
be shown that no such position operator exists. (See Halvorson and Clifton (2001) [106] and
references therein, for details.) – D. Wallace [264].

In this section, we are going to show that localized states of relativistic particles have
a well-defined and noncontroversial meaning, in spite of the arguments given above.

Quite often one encounters the opinion that in relativistic quantum physics there
is no point to discuss such things as observables (positions andmomenta) of particles,
their wave functions and also their time evolutions in the interacting regime. For ex-
ample, in the Introduction to Volume IV of the influential Landau and Lifshitz “Course
of Theoretical Physics” [14], we read

The foregoing discussion suggests that the theory will not consider the time dependence of parti-
cle interaction processes. It will show that in these processes there are no characteristics precisely
definable (even within the usual limitations of quantum mechanics); the description of such a
process as occurring in the course of time is therefore just as unreal as the classical paths are
in non-relativistic quantum mechanics. The only observable quantities are the properties (mo-
menta, polarizations) of free particles: the initial particles which come into interaction, and the
final particles which result from the process (L. D. Landau, R. E. Peierls, 1930).

Contrary to this quote, we believe that relativistic QFT should not differ fundamentally
from quantummechanics. All laws of quantummechanics – including those relating
to measurements of particle positions and momenta – should remain valid in QFT,
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and even more so in its dressed version, RQD. The interacting time evolution of states
and observables should be also reachable both by experiment and by theory.

8.1.1 Measurements of position

First we consider the idea that precisemeasurements of position can change the num-
ber of particles in the system.

There is no doubt that due to the Heisenberg uncertainty relation (1-6.95), strictly
localized one-particle states do not have well-definedmomentum and energy. The en-
ergy uncertainty ΔE can indeed exceed the threshold for the formation of particle–
antiparticle pairs. However, the large value of ΔE does not automatically mean the
uncertainty of the number of particles, and strict localization does not automatically
mean pair production. The number of particles in the localized state would indeed be
indeterminate if the particle number operator did not commute with position opera-
tors of individual particles. However, the latter is not true. It is not difficult to show
(see Subsection 2-1.1.2) that Newton–Wigner positions of particles commute with par-
ticle number operators in the Fock space. This conclusion is valid for both interacting
and noninteracting systems, because in our approach the structure of the Fock space
and the definitions of single-particle observables do not depend on the interaction.

8.1.2 Localized states in moving frame

Does the noninvariance of Newton–Wigner localization undermine the idea of point
particles?

Let us consider the following example of a position–spacewave function of amas-
sive spinless particle localized at the origin with zero expected momentum (1-6.92):

ψ0,0(r) = Ne
−r2/d2 . (8.1)

The corresponding momentum–space wave function is (1-6.93)

ψ0,0(p) =
Nd3

(2ℏ)3/2
e−p

2d2/(4ℏ2). (8.2)

Let us now find the wave function of this state from the point of view of a moving
observer O󸀠. Applying the boost transformation (1-5.33) to (8.2)

e−
icℏ K̂xθψ0,0(p) =

Nd3

(2ℏ)3/2
√
ωp cosh θ − cpx sinh θ

ωp

× exp(−
[(px cosh θ − ωp sinh θ/c)2 + p2y + p

2
z]d

2

4ℏ2
)
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and going back to the position representation by equation (1-5.49), we obtain

e−
icℏ K̂xθψ0,0(r) =

Nd3π3/2

(2πℏ)3
∫ dp√cosh θ − (cpx/ωp) sinh θe

iℏp⋅r
× exp(−

[(px cosh θ − ωp sinh θ/c)2 + p2y + p
2
z]d

2

4ℏ2
). (8.3)

We are not going to calculate this integral explicitly, but one property of the func-
tion (8.3) should be clear without calculation: for nonzero θ, this function does not
vanish for all (no matter how large) values of r, even in the limit of perfect initial lo-
calization d → 0.1 In other words, the moving observer O󸀠 has a nonzero probability
to detect the particle at any point in space. This means that the concept of localization
is relative: different observers may disagree on whether a state is localized or not.

The noninvariant nature of localization is unusual from the point of view of clas-
sical physics or nonrelativistic quantum mechanics. Although this property has not
been observed in experiments, it does not contradict any postulate of quantum theory
and there is no reason to doubt the possibility of particle localization in each specific
frame of reference.

8.1.3 Spreading of localized states

Here we are going to discuss the widely held view that the superluminal spreading of
localized wave packets violates the principle of causality [106, 264, 163, 108, 23].

In the previous subsection we found out how the localized state (8.1) looks from
the point of view of the moving observer. Now we would like to define the wave func-
tion of the state (8.1) from the point of view of the observer shifted in time. As before,
we first go to the momentum representation (8.2), apply the time translation operator
(1-6.96)

ψ0,0(t,p) = e
− iℏ Ĥtψ(0,p) = Nd3

(2ℏ)3/2
e−p

2d2/(4ℏ2)e−
itℏ√m2c4+p2c2

and then use the Fourier transform (1-5.49) to return to the position representation,
now at t > 0. So we have

ψ0,0(t, r) =
1
(2πℏ)3/2

∫ dpψ(t,p)e
iℏp⋅r

=
Nd3π3/2

(2πℏ)3
∫ dpe−p

2d2/(4ℏ2)e−
itℏ√m2c4+p2c2e

iℏp⋅r . (8.4)

1 This property follows from the nonanalyticity of the square root in the integrand [243]. .
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Again, we are not interested in the exact value of this integral. The most important
result is that even for d → 0, the wave function (8.4) does not disappear outside the
“light cone,” i. e., at distances greater than ct from the initial location r = 0.2 Although
the probability density outside the light cone is very small, there is a nonzero chance
that the particle propagates faster than the speed of light.

Note that the superluminal propagation of the wave function does not at all mean
that the expectation value of the particle’s velocity exceeds c. As we found in Subsec-
tion 1-5.1.3, eigenvalues of the velocity operator are strictly limited by c. So, the faster-
than-light spreading of wave packets is a purely quantum effect associated with the
noncommutativity of the position R and velocity V operators.

8.1.4 Superluminal spreading and causality

The superluminal spreading of localizedwave packets is observed in relativistic quan-
tum theory under very general assumptions [108]. This effect is usually regarded as
a sign of serious theoretical problems [106, 264, 163, 23, 260], because the superlu-
minal propagation of any signals is strictly prohibited in special relativity (see Ap-
pendix A.4). This contradiction is often presented as a proof of the impossibility of
the corpuscular interpretation in QFT. But this interpretation is in the center of our
approach. Therefore, we have to provide some explanations.

Let us first examine the reasons why the superluminal propagation of wave func-
tions is traditionally considered unacceptable. The usual argument is that such an ef-
fect could be used to make a device that violates the causality principle, as explained
in Appendix A.4. Imagine two observers, Alice and Bob, with Bob moving away from
Alice at high speed v = c tanh θ. Let us now assume that Alice and Bob can send each
other superluminal signals using quantumwave packets. Namely,wewill assume that
both Alice and Bob have signaling devices, which are small impermeable boxes con-
taining quantum particles. Until the time t = 0, both boxes are tightly closed, so that
wave functions of the particles are confined inside. The walls of Alice’s box for t < 0
are shown by two bold vertical parallel lines on the space–time diagram in Figure 8.1.
At the time t = 0 (point A in Figure 8.1), Alice opens her box and thus sends a sig-
nal A → B to Bob. The spreading wave function of the released particles for t > 0 is
shown schematically in Figure 8.1 by wide arrows parallel to the x-axis. Due to the su-
perluminal (moreover – instantaneous) propagation of this wave function, there is a

2 This conclusion is supported by the same nonanalyticity argument as in the footnote on page 150;
see also [261] and Section 2.1 in [183].
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Figure 8.1: Space–time diagram illustrating the imag-
inary causality paradox, created by the superluminal
propagation of a localized wave packet. Observers O
and O󸀠 have coordinate systems with axes (ct , x) and
(ct󸀠, x󸀠), respectively. Both observers send each other
superluminal signals by opening containers with local-
ized particles. Detailed explanations are in the text.

nonvanishing probability of detecting particles in Bob’s vicinity (point B in Figure 8.1)
at the time t ≈ 0.

Bobhas a similar boxwith particles. Until now, he kept his box closed, but after re-
ceiving a signal from Alice, he immediately opens his box. It is clear that the resultant
wave packetψ(t, r) spreads instantly in Bob’s own frame of reference. The question is,
what kind of spreading will Alice see?

If we literally understand the Lorentz formulas from Appendix A.1, then we could
try to transform the wave functionψ(t, r) into Alice’s reference frame by simply apply-
ing the (reverse) transformation (A.2)–(A.5) to the arguments of ψ [182]. Usually, such
a transformation,

ψ(t, x, y, z) → ψ(t cosh θ + (x/c) sinh θ, x cosh θ + ct sinh θ, y, z) = ψ(θ̃x x̃), (8.5)

is depicted by a pseudo-rotation on the space–time diagram. The result is schemati-
cally shown in Figure 8.1 with dashedwide arrows. It predicts a nonzero probability of
finding the particles released by Bob at the point C of Alice’s world line at t < 0. This
means that the response signal B → C, dispatched by Bob, reaches Alice earlier than
the original signal A → B was sent by her. This is a clear violation of the principle of
causality [96].

In fact, the time evolution of the wave packet (8.5) released by Bob looks utterly
absurd from the point of view of Alice. The particles do not seem to emanate from
point B at all. Alice sees that the wave function (8.5) was out of Bob’s box long be-
fore this box was opened. As can be seen from Figure 8.1, this wave function actually
approaches Alice from the opposite side (from the side of negative values of x) and
moves in Bob’s direction. So Alice would not even agree that the signal was sent from
Bob to her!

Where is the error? The traditional theory claims that the source of the problem is
in the superluminal spreading of wave functions. Then the solution is to prohibit such
spreading, and if particle wave functions refuse to respect this ban, then we should
prohibit wave functions and particles themselves. Such a drastic conclusion contra-
dicts the entire theory developed in our book. Is there another solution to this para-
dox?
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8.1.5 Transformations of quantum fields

It is obvious that the key link in the above paradox is the moving-frame transforma-
tion (8.5) of the wave function. However, there are serious reasons to doubt that this
formula is applicable, even approximately. Where could such a formula come from?
Most likely it was borrowed from quantum field transformations (2-3.1). But can these
transformations be applied to wave functions of particles? Let us discuss this issue in
more detail.

Consider the simple scalar quantum field3

ψ(t, x) = ψ−(t, x) + ψ+(t, x)

= ∫
dp

√2ωp(2πℏ)3/2
e

iℏ (p⋅x−ωpt)αp + ∫
dp

√2ωp(2πℏ)3/2
e−

iℏ (p⋅x−ωpt)α†p.

For simplicity, we limit ourselves to the creation part ψ+(t, x) of the field operator.
Let us check that this operator is Lorentz-covariant. For example, by introducing the
4-vectors of energy–momentum p̃ = (ωp,pc) and time–position x̃ = (t, x/c), we get4

e−
icℏ K0 ⋅θψ+(x̃)e

icℏ K0 ⋅θ = ∫
dp

√2ωp(2πℏ)3/2
e−

iℏ p̃⋅x̃e− icℏ K0 ⋅θα†pe
icℏ K0 ⋅θ

= ∫
dp

√2ωp(2πℏ)3/2
e−

iℏ p̃⋅x̃√ωθp

ωp
α†θp

= ∫
d(θp)

ωθp√2(2πℏ)3/2
e−

iℏ p̃⋅x̃√ωθpα
†
θp

= ∫
dq

√2ωq(2πℏ)3/2
e−

iℏ θ̃−1q̃⋅x̃α†q
= ∫

dq
√2ωq(2πℏ)3/2

e−
iℏ q̃⋅θ̃x̃α†q

= ψ+(θ̃x̃), (8.6)

i. e., a formula similar to (8.5). However, it would be incorrect to apply this transfor-
mation to the particle wave function. The fact is that the component ψ+(0, x) cannot
be interpreted as an operator creating a particle in location x at time 0.

Correct expressions for operators creating and annihilating a particle at the
Newton–Wigner position x are obtained from particle operators in the momentum

3 See formulas (5.2.3)–(5.2.4) in [266].
4 Here we use formulas (2-1.41), (1-J.6) and (1-5.31). For a similar derivation for the Dirac field, see
Appendix 2-B.8.
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representation using the Fourier transform from Subsection 1-5.3.2, i. e.,5

αx = ∫
dp
(2πℏ)3/2

e
iℏ (p⋅x)αp, (8.7)

α†x = ∫
dp
(2πℏ)3/2

e−
iℏ (p⋅x)α†p. (8.8)

Then the operator

α†x(t) ≡ e
iℏH0tα†xe

− iℏH0t = ∫
dp
(2πℏ)3/2

e−
iℏ (p⋅x−ωpt)α†p

describes the creation of a particle with a spread-out wave packet at time t. Note that
this expression differs from ψ+(t, x) only by the absence of the factor √2ωp in the
denominator. This difference is the reason why the true position–space particle cre-
ation operator (8.8) (as well as the particle’s wave function) is not transformed by the
Lorentz formulas (8.5)–(8.6).

From this we conclude that:
(1) Localized wave packets do spread out faster than c.
(2) One can use these wave packets to send superluminal signals.
(3) However, one cannot prove the violation of causality (like in Subsection 8.1.4),

because the covariant transformation law (8.5) does not apply to wave functions.

8.2 Inertial transformations without interaction

One important goal of theoretical physics is the derivation of transformations of ob-
servables between different inertial frames of reference. In Chapter 1-4 and in Subsec-
tion 1-6.2.3 we discussed inertial transformations of total observables in a multiparti-
cle system and found that these transformations have a universal form that does not
depend on the composition of the system or on the forces acting in it. Here we will be
interested in inertial transformations of observables of individual particles in a mul-
tiparticle system. In this section we will consider noninteracting particles for which
usual Lorentz transformations are applicable in the classical limit. In Section 8.3, we
will turn to interacting particles and arrive at the controversial conclusion that formu-
las of special relativity are only approximate in the presence of interaction.

8.2.1 Events and observables

One of themost fundamental ideas in physics is the concept of event. Generally speak-
ing, an event is a physical process or phenomenon occurring in a small volume of

5 The physical meaning of the product α†xαx is the spatial density of the particles [261].
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space in a short period of time. Thus, each event can be characterized by four num-
bers: its time t and three Cartesian coordinates r = (x, y, z). These numbers will be
called space–time coordinates (t, r) of the event or simply 4-coordinates. It is impor-
tant to emphasize that the four numbers (t, r) are not just labels of points in an empty
space–time. In order for the event to have an objectivemeaningwhich could be agreed
upon by different observers at time t there should be some material particles present
at the position r. The simplest example of such an event is the intersection of classi-
cal trajectories (= collision) of two particles. The time t of this event is the reading of
the laboratory clock at the collision moment, and r is the (coinciding) position of the
colliding particles.

Strictly speaking, in quantum mechanics, the concept of an event is not always
well-defined, because the localization of particles is not absolute. If the observer at
rest sees a localized event (or localized particles that make up this event), then mov-
ing observers may disagree that the particles are localized (see Subsection 8.1.2) or
that the event has happened at all. To avoid these complications, we will work in the
classical limit (ℏ → 0), where states are described by quasiclassical wave packets with
unambiguous trajectories and negligibly small spreading.

Of course, different observers will assign different quadruples of numbers (t, r)
to the same event. In particular, in this section we would like to derive the relations
connecting 4-coordinates of the event (t, r), measured in the frame at rest O, and co-
ordinates (t󸀠, r󸀠) of the same event in the moving frame O󸀠. According to our defini-
tions, finding the correspondence r → r󸀠 is just a simple exercise in applying boosts
to theNewton–Wigner position operator (see Subsection 1-4.3.10). Following this idea,
we can derive analogs of the Lorentz transformations (A.2)–(A.5) for our events with-
out artificial special-relativistic assumptions. Consequently, we will be able to test the
foundations of the special theory of relativity. This is the plan of the present section.

8.2.2 Two noninteracting particles

Consider a system of twomassive spinless particles in the Hilbert spaceH = H1⊗H2,
where single-particle observables (position, momentum, velocity, angular momen-
tum, spin, energy, etc.) will be denoted by lower case letters. We have

r1,p1, v1, j1, s1, h1, . . . , (8.9)
r2,p2, v2, j2, s2, h2, . . . . (8.10)

Transformations of these observables between two frames of reference O and O󸀠 are
found by general rules formulated in Subsection 1-3.2.6. Namely, suppose that the ob-
servers O and O󸀠 are connected by an inertial transformation, which is generated in
H by the Hermitian operator F. If g is a single-particle observable (an Hermitian op-
erator from the lists (8.9)–(8.10)) in the reference frame O, then the same observable
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in the reference frame O󸀠 is obtained by equations like (1-3.59)–(1-3.61), i. e.,

g(b) = e−
iℏ Fbge iℏ Fb = g − ib

ℏ
[F, g] − b2

2!ℏ2
[F, [F, g]] + O(b2/ℏ2), (8.11)

where b is the transformation parameter. In the classical approximation, we will re-
place quantum commutators in (8.11) by Poisson brackets (1-6.101) and obtain

g(b) ≈ g + b[F, g]P +
b2

2!
[F, [F, g]P]P + O(b

2). (8.12)

To perform calculations using this formula, we need to have two basic things. First,
we need to know the Poisson brackets between all single-particle observables (8.9)–
(8.10). This problemwas solved in Chapters 1-4 and 1-5 and in Section 1-6.1. The brack-
ets of same-particle observables are

[ri, rj]P = [pi, pj]P = [ri, sj]P = [pi, sj]P = 0, (8.13)
[ri, pj]P = δij, (8.14)

[si, sj]P =
3
∑
k=1

ϵijksk , (8.15)

[p, h]P = [s, h]P = 0, (8.16)

[r, h]P =
pc2

h
, (8.17)

where i, j, k = 1, 2, 3. Observables of different particles have vanishing Poisson brack-
ets.

Second, we should know expressions for the Poincaré generators F in terms of
single-particle quantities (8.9)–(8.10). This is equivalent to knowing the complete dy-
namical description of our two-particle system. In this section we are interested in a
noninteracting system, whose generators are simply sums of single-particle genera-
tors, i. e.,

H0 = h1 + h2, (8.18)
P0 = p1 + p2, (8.19)
J0 = j1 + j2, (8.20)
K0 = k1 + k2. (8.21)

8.2.3 Boosts of trajectories

Trajectory of particle 1 in the frame O can be obtained from formula (1-4.36), i. e.,

r1(t) = e
iℏH0tr1e

− iℏH0t = e
iℏ (h1+h2)tr1e− iℏ (h1+h2)t = e iℏ h1tr1e− iℏ h1t
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≈ r1 − t[h1, r1]P +
t2

2!
[h1, [h1, r1]P]P + O(t

3) = r1 + v1t. (8.22)

Applying a boost transformation to (8.22) and taking into account (1-4.7)–(1-4.9) and
(1-4.55)–(1-4.58), we obtain the particle trajectory in the frame O󸀠 moving with the
speed v = c tanh θ along the x-axis. We have6

r1x(θ, t
󸀠) = β( r1x

cosh θ
+ (v1x − v)t

󸀠), (8.23)

r1y(θ, t
󸀠) = β(r1y +

j1zv
h1
+

v1yt󸀠

cosh θ
) = r1y + β(

r1xv1yv
c2
+

v1yt󸀠

cosh θ
), (8.24)

r1z(θ, t
󸀠) = β(r1z −

j1yv
h1
+

v1zt󸀠

cosh θ
) = r1z + β(

r1xv1zv
c2
+

v1zt󸀠

cosh θ
), (8.25)

where we denote β ≡ (1 − v1xvc−2)−1. Similar relations are valid for particle 2.
An important property of these results is that inertial transformations of observ-

ables of the two particles are completely independent of each other. This is not at all
surprising, since we assumed that the two particles do not interact.

8.2.4 Lorentz transformations

Now let us consider a localized event associated with the intersection of two parti-
cle trajectories. Suppose that from the point of view of O this event had space–time
coordinates (ct, x, y, z). This means that

x ≡ r1x(t) = r2x(t),
y ≡ r1y(t) = r2y(t),
z ≡ r1z(t) = r2z(t).

Obviously, this intersection should be seen also by the moving observer O󸀠. What are
the space–time coordinates from the point of view of O󸀠? The answer is given by the
following theorem.

Theorem 8.1 (Lorentz transformation). Space–time coordinates of events defined as
intersection of trajectories of noninteracting particles transform by Lorentz formu-
las (A.2)–(A.5).

Proof. Let us first verify that Lorentz formulas (A.2)–(A.5) are suitable for transforming
the trajectory of particle 1 between the two observers. For simplicity, we consider the

6 If we set t󸀠 = 0, then these formulas coincide with (23)–(24) in [170]. Setting also v1 = 0, we obtain
the usual Lorentz formula of length contraction: r1x(θ,0) = r1x/(cosh θ); r1y(θ,0) = r1y; r1z(θ,0) = r1z .
Compare with (A.6).

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



158 | 8 Particles and relativity

case when this particle moves along the x-axis,

r1y(t) = r1z(t) = v1y = v1z = 0, (8.26)

and we omit y- and z-components in our proof.
First we calculate the transformed position r1x(θ, t󸀠) by the Lorentz–Einstein (LE)

formula (A.3), taking into account that in the rest frame r1x(0, t) = r1x + v1xt. We have

rLE1x (θ, t
󸀠) = r1x(0, t) cosh θ − ct sinh θ = (r1x + v1xt) cosh θ − ct sinh θ. (8.27)

We want to compare this expression with the Wigner–Dirac (WD) formula (8.23),
where the time parameter is taken from LE (A.2). We have

t󸀠 = t cosh θ − r1x(t)
c

sinh θ,

i. e.,

rWD
1x (θ, t

󸀠) = β( r1x
cosh θ
+ (v1x − v)(t cosh θ −

r1x(t)
c

sinh θ)). (8.28)

To show the identity of equations (8.27) and (8.28), we will verify that their difference
vanishes. Indeed,

rWD
1x (θ, t

󸀠) − rLE1x (θ, t
󸀠)

=
βr1x
cosh θ
+ (v1x − v)β(t cosh θ − c

−1(r1x + v1xt) sinh θ) − (r1x + v1xt) cosh θ + ct sinh θ

=
β

cosh θ
[r1x + v1xt cosh

2 θ − vt cosh2 θ − (v1xr1x/c) sinh θ cosh θ

+ (vr1x/c) sinh θ cosh θ − (v
2
1x/c)t sinh θ cosh θ + (vv1x/c)t sinh θ cosh θ

− r1x cosh
2 θ + r1x(v1xv/c

2) cosh2 θ − v1xt cosh
2 θ + (v21xv/c

2)t cosh2 θ
+ ct sinh θ cosh θ − (v1xv/c)t sinh θ cosh θ]

=
β

cosh θ
[r1x − vt cosh

2 θ − (v1xr1x/c) sinh θ cosh θ + (vr1x/c) sinh θ cosh θ

− (v21x/c)t sinh θ cosh θ − r1x cosh
2 θ + r1x(v1xv/c

2) cosh2 θ + (v21xv/c
2)t cosh2 θ

+ ct sinh θ cosh θ]

=
β

cosh θ
[r1x − ct sinh θ cosh θ − (v1xr1x/c) sinh θ cosh θ + r1x sinh

2 θ

− (v21x/c)t sinh θ cosh θ − r1x cosh
2 θ + (r1xv1x/c) sinh θ cosh θ

+ (v21x/c)t sinh θ cosh θ + ct sinh θ cosh θ]
= 0.

This means that the boost-transformed trajectory (8.23) of particle 1 agrees with
Lorentz formulas (A.2) and (A.3). The same conclusion is valid for particle 2. This

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



8.3 Inertial transformations with interaction | 159

implies that times and positions of intersections of the two trajectories also transform
by Lorentz (A.2)–(A.5).

The same result can be obtained in the general case, i. e., when restrictions (8.26)
are lifted.

Thus, we have proved that 4-coordinates of classical events with noninteracting
particles are transformed by Lorentz formulas.

8.3 Inertial transformations with interaction

This time we will assume that the two particles 1 and 2 interact with each other. In the
quantum-mechanical case, we say that the unitary representation Ug of the Poincaré
group in H differs from the noninteracting representation U0

g . This means that gen-
erators of inertial transformations are no longer expressed by simple sums of single-
particle generators, as in (8.18)–(8.21). Generators can be written in the form (1-6.14)–
(1-6.17), so we have

H = h1 + h2 + V(r1,p1, r2,p2), (8.29)
P = p1 + p2 + U(r1,p1, r2,p2), (8.30)
J = j1 + j2 + Y(r1,p1, r2,p2), (8.31)
K = k1 + k2 + Z(r1,p1, r2,p2), (8.32)

where V , U, Y and Z are interaction operators which are functions of one-particle
observables. One goal of this section is to obtainmore information about the operators
V , U, Y and Z. In particular, we will try to decide which form of relativistic dynamics
is prevalent in nature.

8.3.1 Time translations

Themost obviousmanifestation of interaction is the difference between temporal evo-
lutions of the interacting and free systems. We estimate the strength of interaction
between particles by how much their trajectories deviate from straight lines (8.22).
Therefore, in any relativistic form of dynamics, the Hamiltonian – the generator of
time translations – must contain a nontrivial potential energy term V . Then the time
evolution of the position of particle 1 is

r1(t) = e
iℏHtr1e− iℏHt = e iℏ (h1+h2+V)tr1e− iℏ (h1+h2+V)t
= r1 − t[(h1 + V), r1]P +

t2

2
[(h1 + h2 + V), [(h1 + V), r1]P]P + O(t

3)

= r1 + v1t − t[V , r1]P −
t2

2
[V , v1]P +

t2

2
[(h1 + h2), [V , r1]P]P
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+
t2

2
[V , [V , r1]P]P + O(t

3). (8.33)

In the simplest case, when interaction V commutes with particle positions and in the
nonrelativistic approximation v1 ≈ p1/m1, this formula simplifies to

r1(t) ≈ r1 + v1t −
t2

2m1

𝜕V
𝜕r1
= r1 + v1t +

f 1t2

2m1
= r1 + v1t +

a1t2

2
,

where we denote

f 1(r1,p1, r2,p2) ≡ −
𝜕V(r1,p1, r2,p2)
𝜕r1

the force with which particle 2 acts on particle 1. The vector a1 ≡ f 1/m1 has the mean-
ing of acceleration of particle 1, in agreement with the second law of Newtonian me-
chanics. Similar formulas hold for particle 2. The trajectories r1(t) and r2(t) of the two
particles are curved and depend nontrivially on each other. Such curved trajectories
are not difficult to observe in macroscopic experiments with long-range electromag-
netic forces. Unfortunately, these interacting trajectories, in and of itself, cannot tell
us what form of relativistic dynamics the interaction belongs to. To answer this ques-
tion, it is necessary to investigate other types of inertial transformations.

As an important example, we will explain what experimental observations can
distinguish two popular forms of dynamics: the instant form (IF)

H = h1 + h2 + V , (8.34)
P = p1 + p2, (8.35)
J = j1 + j2, (8.36)
K = k1 + k2 + Z (8.37)

and the point form (PF)

H = h1 + h2 + V , (8.38)
P = p1 + p2 + U , (8.39)
J = j1 + j2, (8.40)
K = k1 + k2. (8.41)

8.3.2 Boosts

Similar to the above analysis of time translations, we can study boost transforma-
tions. For point form interactions (8.38)–(8.41), the potential boost Z is zero, so that

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



8.3 Inertial transformations with interaction | 161

the boosts of positions and velocities are the same as in the noninteracting case. We
have7

rPF1x (θ) = e
− icℏ K0xθr1xe icℏ K0xθ = e− icℏ k1xθr1xe icℏ k1xθ
≈ r1x + cθ[k1x , r1x]P + O(θ

2) =
r1x

cosh θ(1 − v1xvc−2)
, (8.42)

vPF1x (θ) = e
− icℏ K0xθv1xe icℏ K0xθ = e− icℏ k1xθv1xe icℏ k1xθ
≈ v1x + cθ[k1x , v1x]P + O(θ

2) =
v1x − v

1 − v1xvc−2
. (8.43)

On the other hand, in the instant form, the boosts (8.37) are dynamical, and trans-
formations depend on the strength of interaction. For example, we get the following
boosted position:

rIF1x(θ) = e
− icℏ Kxθr1xe icℏ Kxθ
= e−

icℏ (K0x+Zx)θr1xe icℏ (K0x+Zx)θ
≈ r1x + cθ[k1x , r1x]P + cθ[Zx , r1x]P + O(θ

2)

=
r1x

cosh θ(1 − v1xvc−2)
+ cθ[Zx , r1x]P + O(θ

2). (8.44)

The first term on the right-hand side is the same as in the interaction-free point-form
formula (8.42). This term is responsible for the known relativistic length contraction
effect (A.6). The second term in (8.44) is the correction due to the presence of particle 2.
This correction depends on observables of both particles, and it leads to a nontrivial
dependence of the boosted position on the state of the system and on interactions
therein.

Similarly, we get the following effect of the boost on the instant-form velocity:

vIF1x(θ) = e
− icℏ Kxθv1xe icℏ Kxθ = e− icℏ (K0x+Zx)θv1xe icℏ (K0x+Zx)θ
= v1x + cθ[k1x , v1x]P + cθ[Zx , v1x]P + O(θ

2)

=
v1x − v

1 − v1xvc−2
+ cθ[Zx , v1x]P + O(θ

2)

= (v1x − v) +
v1xv(v1x − v)

c2
+ cθ[Zx , v1x]P + O(θ

2). (8.45)

All terms on the right-hand side have a clear physical meaning. The first term v1x − v
is the usual nonrelativistic shift of velocity. This is the most obvious effect of boosts,
familiar from our daily experience. The second term is a relativistic correction, ap-
plicable to both noninteracting and interacting particles. This correction is nothing

7 For simplicity, we consider only the x-components. For the general case, see (1-4.7)–(1-4.9) and
(8.23)–(8.25). As usual, v ≡ c tanh θ is the speed of the moving reference frame.
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but the (v/c)2-order contribution to the relativistic law of addition of velocities (1-4.7).
Presently, there is a lot of experimental evidence about the validity of this law.8 The
third term is a correction due to the interaction between particles 1 and 2. This predic-
tion of RQD still awaits experimental confirmation.

So, in the instant form of dynamics, there is a close analogy between time trans-
lations and boosts. Both these transformations depend on interaction, i. e., they are
dynamical. However, there is a huge difference in the possibility of experimental ob-
servation of these dependencies. To see the effect of time translation, you do not have
to do anything – just wait. However, in order to see the dynamical effect of boost, it
is necessary to have measuring devices moving at very high speeds. Of course, this is
associated with enormous technical difficulties. Therefore, boost transformations of
particle positions and velocities have not yet been measured to an accuracy sufficient
to detect the dynamical effects cθ[Zx , r1x]P and cθ[Zx , v1x]P.

So, at this stage measurements of boosts cannot help us to decide the preferred
form of relativistic dynamics. Let us now turn to rotations and space translations.

8.3.3 Rotations

In both instant and point forms of dynamics, rotations do not depend on interaction,
so the term Y in (8.31) is equal to zero, and corresponding transformations of particle
positions (and other observables) are exactly the same as in the noninteracting case,
for example,9

r1(φ) = e
− iℏ J ⋅φr1e iℏ J ⋅φ = e− iℏ j1 ⋅φr1e iℏ j1 ⋅φ = φr1,

v1(φ) = φv1.

This conclusion is in full accordance with experimental observations.

8.3.4 Space translations

In the instant form of dynamics, spatial shifts are interaction-independent, i. e.,

rIF1 (a) = e
− iℏP⋅ar1e iℏP⋅a = e− iℏ (p1+p2)⋅ar1e iℏ (p1+p2)⋅a
= e−

iℏp1 ⋅ar1e iℏp1 ⋅a = r1 − a.
8 See, e. g., Subsection 8.5.6.
9 Recall that the notation φr1 denotes a passive action of the rotation φ on the vector r1; see Ap-
pendix 1-D.5.
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Again, this result is confirmed by experiments and our everyday experience, when we
observe interacting physical systems from various positions, i. e., in a wide range of
values of the transformation parameter a.

However, the situation is radically different in the point form of dynamics. The
generator of spatial shifts (8.39) depends on interaction. Therefore, translations of the
observer must have a nontrivial effect on the measured values of particle observables.
For example, a translation along the x-axis changes the x-component of the position
as follows:

rPF1x (a) = e
− iℏ Pxar1xe iℏ Pxa = e− iℏ (p1x+p2x+Ux)ar1xe

iℏ (p1x+p2x+Ux)a

≈ r1x + a[(p1x + Ux), r1x]P + O(a
2)

= r1x − a + a[Ux , r1x]P + ⋅ ⋅ ⋅ , (8.46)

where the last term on the right-hand side is the interaction correction. Spatial trans-
lations also affect velocity, i. e.,

vPF1x (a) = e
− iℏ Pxav1xe iℏ Pxa = e− iℏ (p1x+p2x+Ux)av1xe

iℏ (p1x+p2x+Ux)a

≈ v1x + a[Ux , v1x]P + O(a
2). (8.47)

Such corrections have not been seen in experiments, despite the fact that it is
not so difficult to arrange observations of the same object from very different vantage
points. Therefore, there are good reasons to believe that the dynamical nature of spa-
tial translations (8.46)–(8.47) has not been observed, simply because it does not exist.

8.3.5 Support of instant form dynamics

So, we conclude that the experimentally observed effects of spatial translations and
rotations do not depend on the forces acting in physical systems. Indeed, it is very
easy to connect world views of two observers related to each other by the translation
vector a. We should simply add a to positions of all atoms in the universe. The same
is true for rotations: all atoms in the universe experience the same rotation, indepen-
dent of their states and involved interactions. Thus, translations and rotations have a
kinematical character, as in the instant form of dynamics

P = P0,

J = J0.

The situation with time translations is completely different. We cannot predict their
effect without precise knowledge of the system’s state and its interactions. So, time
translations are definitely dynamical. Then the Poincaré group structure leaves us no
other choice than to accept that boosts are interaction-dependent and dynamical too.
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In Postulate 1-6.3, we assumed that interactions in nature belong to the instant form.
Now we see that this was the correct choice.

Our arguments in this section were based on the assumption that trajectories of
interacting particles are accessible to experimental observation. This is true for long-
range interactions, such as electromagnetic forces between electric charges, whose
nontrivial interacting dynamics can be observed directly.10 Therefore, such systems
should be definitely described within the instant form of relativistic dynamics.

In Chapter 4, from the analysis of particle decays, we showed that the instant form
of dynamics must be also applied to short-range weak nuclear forces. The decays con-
trolled by such interactions are rather slow, so that one can observe their time depen-
dencies. The slowing down of the decays ofmoving particles is a characteristic feature
of the instant form.

However, the above analysis is not applicable to systems controlled by strong nu-
clear forces. In this case, neither interacting trajectories nor time-dependent decay
laws can be measured. The presence of strong nuclear interactions manifests itself
only through scattering effects or through energies of bound states. Both these classes
of phenomena are insensitive to the form of dynamics, as shown in Subsection 1-7.2.4.
This means that the form of dynamics responsible for strong nuclear interactions is
yet to be determined.

8.3.6 Physical inequivalence of forms of dynamics

Postulate 1-6.3 (instant form of dynamics) contradicts the widely held view that var-
ious forms of dynamics are physically equivalent. In the literature, one can find cal-
culations performed in the instant, point and front forms. It is often said that one can
arbitrarily choose a form of dynamics that is most convenient for calculations. Where
does this idea come from? There are two main sources. The first one is the undeni-
able fact that various forms of dynamics are really equivalent from the point of view
of scattering.11 The second source is the questionable assumption that all physically
relevant information can be obtained from the S-matrix:

If one adopts the point of view, first expressed by Heisenberg, that all experimental informa-
tion about the physical world is ultimately deduced from scattering experiments and reduces
to knowledge of certain elements of the scattering matrix (or the analogous classical quantity),
then different dynamical theorieswhich lead to the same S-matrixmust be regarded as physically
equivalent – S. N. Sokolov and A.N. Shatnii [229].

10 To make such observations, it is sufficient to have a plastic comb and pieces of paper or a pair of
household magnets.
11 This was explained in Subsection 1-7.2.4.
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In our opinion, it is wrong to think that the S-matrix provides a complete descrip-
tion of everything that can be observed. For example, the time evolution and other
inertial transformations of observables, considered earlier in this section, cannot be
described within the framework of the S-matrix formalism. Theoretical description of
these phenomena requires knowledge of generators of the Poincaré group, in partic-
ular the total momentum P and the boost operator K . Two forms of dynamics, equiv-
alent in scattering, can have different operators P and K . Consequently, these forms
can have completely different transformations of states with respect to spatial transla-
tions and/or boosts. In principle, these differences can be measured in experiments.
For example, as we saw in Subsections 4.4.4 and 8.3.4, in the point form of dynam-
ics, the decays of moving particles accelerate and the results of spatial translations
depend on interaction, which makes this form physically unacceptable.

8.3.7 Currie–Jordan–Sudarshan theorem

In Section 8.2, we proved Theorem 8.1, which states that in the moving reference
frame, space–time coordinates of events associated with noninteracting particles are
given by Lorentz formulas (A.2)–(A.5). The absence of interaction played an impor-
tant role in this proof. Does this mean that Lorentz transformations are no longer
applicable in interacting systems? Our answer to this question is “yes.”

As we shall see below, trajectories of interacting particles are transformed by for-
mulasmore complicated than equations (A.2)–(A.5). In other words, such particles do
not have “invariantworld lines.”Apparently, itwas Thomas [249]whofirst noticed this
contradiction in special relativity. Currie, Jordan and Sudarshan analyzed this prob-
lem more deeply [44] and proved the following theorem,12 which can be regarded as
the inverse of Theorem 8.1.

Theorem 8.2 (Currie, Jordan and Sudarshan). In a two-particle system with direct in-
teraction, trajectories (= world lines) of particles obey Lorentz transformation formu-
las (A.2)–(A.5) only if there is no interaction.

Proof. Our plan is similar to the proof of Theorem 8.1. We will compare formulas for
the positions r1,2(θ, t󸀠) and momenta p1,2(θ, t󸀠) of the two particles obtained by two
methods. In the first method, we will use Lorentz–Einstein transformations of special
relativity. In the second method, following the Wigner–Dirac theory, we will apply
unitary operators of time translations and boosts to the observables r1,2 and p1,2, as in
Subsections 8.3.1 and 8.3.2. Our goal is to show that these two methods give different
results when an interacting representation of the Poincaré group is used. It will be

12 We formulate a simplified version of the theorem, confining ourselves to only two particles. For
more general formulations, see [44, 43].
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sufficient to verify that the difference is present in terms of the first order in t󸀠 and θ.
So, we will work in this approximation.

In our first method we apply the traditional Lorentz-Einstein (LE) formulas. From
equations (A.2)–(A.5) and (1-4.3) we obtain the following transformations for the po-
sition and momentum of particle 1 (the same formulas are valid for particle 2):

rLE1x (θ, t
󸀠) ≈ r1x(0, t) − ctθ, (8.48)

rLE1y (θ, t
󸀠) = r1y(0, t), (8.49)

rLE1z (θ, t
󸀠) = r1z(0, t), (8.50)

pLE1x (θ, t
󸀠) ≈ p1x(0, t) −

1
c
h1(0, t)θ, (8.51)

pLE1y (θ, t
󸀠) = p1y(0, t), (8.52)

pLE1z (θ, t
󸀠) = p1z(0, t), (8.53)

t󸀠 ≈ t − θ
c
r1x(0, t). (8.54)

While remainingwithin the first-order approximation in t󸀠 and θ, we can rewrite equa-
tion (8.48) as follows:

rLE1x (θ, t
󸀠) = r1x(0, t

󸀠 +
r1x(0, t)

c
θ) − (t󸀠 + r1x(0, t)

c
θ)cθ

≈ r1x(0, t
󸀠) +

dr1x(0, t󸀠)
dt󸀠
⋅
r1x(0, t)θ

c
− cθt󸀠

≈ r1x(0, t
󸀠) +

dr1x(0, t󸀠)
dt󸀠
⋅
r1x(0, t󸀠)θ

c
− cθt󸀠. (8.55)

Next we use theWigner-Dirac (WD)method and formulas (1-3.65), (1-4.4) to obtain

rWD
1x (θ, t

󸀠) = (e−
icℏ Kxθe iℏHt󸀠e icℏ Kxθ)e− icℏ Kxθr1x(0,0)e icℏ Kxθ(e− icℏ Kxθe− iℏHt󸀠e icℏ Kxθ)

= (e
iℏHt󸀠 cosh θe− icℏ Pxt󸀠 sinh θ)e− icℏ Kxθr1x(0,0)e icℏ Kxθ(e icℏ Pxt󸀠 sinh θe− iℏHt󸀠 cosh θ)

≈ e
iℏHt󸀠e− icℏ Pxt󸀠θ(r1x(0,0) − cθ[r1x(0,0),Kx]P)e icℏ Pxt󸀠θe− iℏHt󸀠
≈ e

iℏHt󸀠(r1x(0,0) − cθt󸀠 − cθ[r1x(0,0),Kx]P)e− iℏHt󸀠
= r1x(0, t

󸀠) − cθ[r1x(0, t
󸀠),Kx(t

󸀠)]P − cθt
󸀠, (8.56)

pWD
1x (θ, t

󸀠) = (e
iℏHt󸀠 cosh θe− icℏ Pxt󸀠 sinh θ)e− icℏ Kxθp1x(0,0)e icℏ Kxθ(e icℏ Pxt󸀠 sinh θe− iℏHt󸀠 cosh θ)

≈ e
iℏHt󸀠e− icℏ Pxt󸀠θ(p1x(0,0) − cθ[p1x(0,0),Kx]P)e icℏ Pxt󸀠θe− iℏHt󸀠
≈ e

iℏHt󸀠(p1x(0,0) − cθ[p1x(0,0),Kx]P)e− iℏHt󸀠
= p1x(0, t

󸀠) − cθ[p1x(0, t
󸀠),Kx(t

󸀠)]P . (8.57)
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If the Lorentz transformations were exact, the LE and WD results would agree with
each other. Let us accept this hypothesis and show that it can be true only in the non-
interacting case.

So, if our hypothesiswere correct, by comparing (8.55) and (8.56)wewould obtain

dr1x(0, t)
dt
⋅
r1x(0, t)θ

c
= −cθ[r1x(0, t),Kx(t)]P

or, using dr1x/dt = [r1x ,H]P = 𝜕H/𝜕p1x and [r1x ,Kx]P = 𝜕Kx/𝜕p1x,

c2 𝜕Kx
𝜕p1x
= −r1x
𝜕H
𝜕p1x
.

Similar arguments lead to the general formula (i, j = 1, 2, 3)

c2
𝜕Kj
𝜕p1i
= −r1j
𝜕H
𝜕p1i
. (8.58)

Next, comparing (8.51) with (8.57), we obtain

p1x(0, t) −
h1(0, t)θ

c
= p1x(0, t −

r1x(0, t)
c

θ) − cθ[p1x(0, t
󸀠),Kx(t

󸀠)]P

≈ p1x(0, t) −
r1x(0, t)θ

c
𝜕p1x(0, t)
𝜕t
− cθ[p1x(0, t

󸀠),Kx(t
󸀠)]P

≈ p1x(0, t) −
r1x(0, t)θ

c
[p1x(0, t),H]P − cθ[p1x(0, t),Kx(t)]P

and

c2[p1x ,Kx]P = −r1x[p1x ,H]P + h1.

In the general case (i, j = 1, 2, 3), we get

−c2
𝜕Kj
𝜕r1i
= r1j
𝜕H
𝜕r1i
+ δijh1. (8.59)

Joining together (8.58)–(8.59), we conclude that in the case of assumed Lorentz-
invariant world lines, the interacting generators should obey the following system of
equations:

c2 𝜕Kk
𝜕p1
= −r1k
𝜕H
𝜕p1
, (8.60)

c2 𝜕Kk
𝜕p2
= −r2k
𝜕H
𝜕p2
, (8.61)

c2 𝜕Kk
𝜕r1i
= −r1k
𝜕H
𝜕r1i
− δikh1, (8.62)

c2 𝜕Kk
𝜕r2i
= −r2k
𝜕H
𝜕r2i
− δikh2. (8.63)
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Subtracting the derivative of (8.61) with respect to p1 from the derivative of (8.60) with
respect to p2, we obtain

(r2k − r1k)
𝜕2H
𝜕p2𝜕p1

= 0.

This implies
𝜕2H
𝜕p2𝜕p1

= 0.

In a similar manner we obtain13

𝜕2H
𝜕r2𝜕r1
=
𝜕2H
𝜕r2𝜕p1
=
𝜕2H
𝜕p2𝜕r1
= 0.

Thus, there are only two nonzero cross-derivatives of the Hamiltonian, i. e.,

𝜕2H
𝜕p1𝜕r1

̸= 0,

𝜕2H
𝜕p2𝜕r2

̸= 0.

Therefore, only pairs of arguments (p1, r1) and (p2, r2) can be present simultaneously
in each term in H. In the most general form, this requirement can be satisfied by writ-
ing the full Hamiltonian as

H = H1(p1, r1) + H2(p2, r2).

This means that the force acting on particle 1 does not depend on the state (position
and momentum of particle 2), i. e.,

f 1 =
𝜕p1
𝜕t
= [p1,H]P = [p1,H1(p1, r1)]P ,

and conversely,movements of particle 2 are independent of particle 1. Thismeans that
there is no interaction.

So, our assumption about Lorentz-like (covariant) transformations of trajectories
has led us to the absurd conclusion about the lack of interaction V = 0,Z = 0.14 Sev-
eral alternative explanations for this paradoxwere tried in the literature. One ideawas
that the Hamiltonian dynamics is not suitable for describing relativistic interactions.
Instead, various non-Hamiltonian approaches were offered [255, 256, 244, 188, 129,

13 Here we use 𝜕h2/𝜕r1 = 𝜕√m2c4 + p22c
2/𝜕r1 = 0 and 𝜕h2/𝜕p1 = 𝜕h1/𝜕r2 = 𝜕h1/𝜕p2 = 0.

14 This explains the name “no-interaction theorem” often used for the Currie–Jordan–Sudarshan re-
sult.
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228], which deviated from the Poincaré-invariant recipes professed in this book. So
far, the predictive power of these approaches remains rather limited. Moreover, they
are not easily generalized to the quantum domain.

Another view is that the quantities ri and pi do not describe true particle observ-
ables, or that such observables are strictly defined only in the absence of interactions.
Some researcherswent even further andquestioned the corpuscular description of na-
ture, suggesting to replace it by the pure field-based approach [20] and claiming that
“there are no particles, there are only fields” [111, 163, 270, 106, 243]. Other models ad-
mit the existence of observable particles, but in addition require that interactions are
carried by certain agents (invisible fields or virtual particles) having their own degrees
of freedom, momenta and energies.

However, we reject these explanations. Non-Hamiltonian versions of dynamics
contradict fundamental postulates of the Poincaré–Wigner–Dirac relativistic quan-
tum theory. We also stick to the opinion that the physical world can be described in
terms of particles with well-defined positions, momenta and other observables. We
maintain that these particles interact with each other by means of instantaneous po-
tentials without any intermediaries. Therefore, for us, the only way to solve the “no-
interaction” paradox is to accept that Lorentz transformations cannot be applied to
positions of particles in interacting systems [215]. Contrary to the traditional Asser-
tion A.2 (manifest covariance of physical laws), we introduce the following statement.

Statement 8.3 (interaction-dependence of boost transformations). Transformations
of observables under boosts cannot be described by a universal formula. These trans-
formations depend on the observed system, its state and the forces acting therein. In
other words, boost transformations are dynamical.

8.4 Do instantaneous interactions violate causality?

We have found out that RQD describes interactions between particles in terms of in-
stantaneous potentials. However, textbooks tell us that instantaneous forces violate
the principle of causality. In this section, we will challenge this conclusion. Our claim
is that if the dynamical nature of boosts is properly taken into account, then instanta-
neous potentials conform to causality in all frames of reference.

8.4.1 Interaction in different frames of reference

Consider two interactingparticles inRQD. ThedressedHamiltonian in the two-particle
Hilbert space is a function of the positions and momenta of the two particles,15 Hd =

15 Here we confine ourselves to low energies and neglect the processes of radiation and pair produc-
tion.
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Hd(r1,p1, r2,p2). Trajectories of particles can be obtained by standard formulas, i. e.,

r1(t) = e
iℏHdtr1e

− iℏHdt

p1(t) = e
iℏHdtp1e

− iℏHdt ,

r2(t) = e
iℏHdtr2e

− iℏHdt ,

p2(t) = e
iℏHdtp2e

− iℏHdt

and the force16 acting on particle 2,

f 2(t) =
d
dt
p2(t) = −

i
ℏ
[p2(t),H

d],

depends on the positions and momenta of both particles at the same time instant t.
Thus, it is expressed by a function

f 2(t) ≡ f 2(r1(t),p1(t); r2(t),p2(t)), (8.64)

which is characteristic for interactions propagating instantaneously in the stationary
frame of reference O.

The special theory of relativity forbids propagation of signals faster than the speed
of light. This prohibition is usually explained by the fact thatwhen switching to amov-
ing frame by Lorentz formulas, we can get a situation inwhich the effect occurs earlier
than the cause (see Appendix A.4 and Subsection 8.1.4). However, we also know from
Subsection 8.3.7 that for interacting systems the usual Lorentz transformations do not
work, and therefore the justification of the superluminal ban should be reconsidered.

Let us now take a look at our two-particle system from the point of view of the
moving observer O󸀠. According to the Wigner–Dirac theory, this observer sees the fol-
lowing particle trajectories17:

r1(θ, t
󸀠) = e−

icℏ Kd ⋅θe
iℏHdt󸀠r1e− iℏHdt󸀠e icℏ Kd ⋅θ,

p1(θ, t
󸀠) = e−

icℏ Kd ⋅θe
iℏHdt󸀠p1e− iℏHdt󸀠e icℏ Kd ⋅θ,

r2(θ, t
󸀠) = e−

icℏ Kd ⋅θe
iℏHdt󸀠r2e− iℏHdt󸀠e icℏ Kd ⋅θ,

p2(θ, t
󸀠) = e−

icℏ Kd ⋅θe
iℏHdt󸀠p2e− icℏ Hdt󸀠e iℏKd ⋅θ.

The Hamiltonian in the frame O󸀠 is (1-3.64)

Hd(θ) = e−
icℏ Kd ⋅θHde

icℏ Kd ⋅θ, (8.65)

16 In this case, we define the force as the time derivative of the momentum. Our conclusions will not
change if we use the alternative definition f = m × d2r/dt2, as in Subsection 6.2.3.
17 See formula (1-3.65). As usual, here t󸀠 is the time measured by the clock of the observer O󸀠, θ is
the rapidity of this observer and Kd is the interaction-dependent dressed boost operator introduced
in Subsection 2.3.6.
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so the force acting on particle 2 in this frame,

f 2(θ, t
󸀠) =

d
dt󸀠

p2(θ, t
󸀠) = −

i
ℏ
[p2(θ, t

󸀠),Hd(θ)]

= −
i
ℏ
[e−

icℏ Kd ⋅θe
iℏHdt󸀠p2e− iℏHdt󸀠e icℏ Kd ⋅θ, e−

icℏ Kd ⋅θHde
icℏ Kd ⋅θ]

= −
i
ℏ
e−

icℏ Kd ⋅θ[e
iℏHdt󸀠p2e− iℏHdt󸀠 ,Hd]e

icℏ Kd ⋅θ

= −
i
ℏ
e−

icℏ Kd ⋅θ[p2(0, t
󸀠),Hd]e

icℏ Kd ⋅θ

= e−
icℏ Kd ⋅θf 2(0, t

󸀠)e
icℏ Kd ⋅θ

= e−
icℏ Kd ⋅θf 2(r1(0, t

󸀠),p1(0, t
󸀠); r2(0, t

󸀠),p2(0, t
󸀠))e

icℏ Kd ⋅θ

= f 2(r1(θ, t
󸀠),p1(θ, t

󸀠); r2(θ, t
󸀠),p2(θ, t

󸀠)), (8.66)

is a function of positions and momenta of both particles at the same time instant t󸀠.
Moreover, in agreement with the principle of relativity, this function f 2 has exactly the
same form as in the rest frame (8.64). Therefore, the moving observer O󸀠 also thinks
that interaction propagates instantaneously.

This means that if two distant events are connected to each other by an instan-
taneous potential, then they occur simultaneously in all reference frames. There is
no frame in which these two events change their time order. First, this tells us that
instantaneous interactions do not violate the principle of causality. Second, for such
events linked by interaction, the notion of “relativity of simultaneity” does not apply.
Actually, for such events there is no clear distinction between “causes” and “effects”,
as all of them are governed by the same time evolution operator. So, one can say that
all of them have a common cause.

8.4.2 Frascati experiment in moving reference frame

Let us illustrate the above findings on the example of the Frascati experiment de-
scribed in Subsection 7.4.5. Recall that this experiment studied the Coulomb field of
a relativistic electron beam emerging from the accelerator pipe. The rest-frame evo-
lution of the Coulomb field predicted in RQD is shown on three consecutive panels in
Figures 8.2 (a)→(b)→(c). The snapshot in Figure 8.2 (a) is taken shortly before the elec-
tron beam leaves the pipe, the panel in Figure 8.2 (b) shows the immediate moment of
the beam ejection and Figure 8.2 (c) – just a little bit later.

According to RQD, the Coulomb field disk is formed instantly (panel in Fig-
ure 8.2 (b)), so that three events A (beam’s exit from the pipe), B and C (sensors
click) occur simultaneously, despite the fact that B and C are consequences of the
event A and separated from A by considerable distances.
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Figure 8.2: Time evolution of the
instantaneous Coulomb field of the
electron beam leaving the acceler-
ator pipe: (a)→(b)→(c) in the ref-
erence frame at rest; (d)→(e)→(f)
in the moving frame as predicted
by Lorentz formulas (A.2)–(A.5);
(g)→(h)→(i) in the moving frame
as predicted by the Wigner–Dirac
theory. Squares indicate locations
of electric field sensors. Filled
squares are sensors registering
signals.

How does this situation look from the point of view of the moving observer O󸀠? Let us
first take the side of special relativity. Suppose that the observer O󸀠 moves at a high
speed from the bottom of the page up.18 Then, applying Lorentz formulas (A.2)–(A.5),
we get three panels, Figures 8.2 (d)→(e)→(f).19

The absurdity of these drawings is clear already from the panel in Figure 8.2 (d),
where a part of the Coulomb field disk emerged even before the beam left the accel-
erator pipe. This means that the “effect” B has occurred earlier than its “cause” A,
in apparent contradiction with the principle of causality. Two other panels show the
further development of events: the electron beam leaves the accelerator pipe in Fig-
ure 8.2 (e), the lower sensor clicks in Figure 8.2 (f).

In order to avoid such gross violations of causality, special relativity forbids the
superluminal formation of the Coulomb field disk. However, this solution does not
satisfy us, because it contradicts both the experiment and RQD.

8.4.3 Does Frascati experiment violate causality?

Our explanation of the causality in the Frascati experiment is based on the reasoning
from Subsection 8.4.1. The key point is that the involved physical system is interact-
ing.20 Therefore, the classical Lorentz transformation formulas are not applicable. The
transition to the moving frame of reference must be performed with the help of boost

18 We call this the x-direction.
19 For more realism, we squeezed these drawings along the x-axis to show the relativistic length con-
traction effect.
20 Signals on the sensors appear due to the direct Coulomb interaction of their charges with electron
beam charges.
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generators containing interaction terms. An exact mathematical analysis of such a
transition is very difficult. However, even without complex calculations, it is possible
to say with certainty that the result of this transition will not resemble the one shown
in Figures 8.2 (d)→(e)→(f). This is clear already from the fact that, according to (8.66),
in a moving frame, the forces experienced by charges are completely determined by
their instantaneous positions. Most likely, a properly performed boost transformation
will produce the picture shown in the sequence of Figures 8.2 (g)→(h)→(i). In this pic-
ture, the Coulomb potential propagates instantly in both reference frames O and O󸀠.

Thus, the instantaneous Coulomb potential adequately describes the Frascati ex-
periments with relativistic electron beams. The causality is not violated in these ex-
periments.

8.5 Comparison with special relativity

Our conclusions about the dynamical character of boosts and the instantaneous prop-
agation of electromagnetic interactions contradict the consensus developed for over
hundred years sinceEinstein formulatedhis theory of relativity. Aswe consider our ap-
proachmore consistent and preferable, we have to explain why the special-relativistic
arguments were erroneous.

In Subsections 8.5.1–8.5.2 we shall analyze existing proofs of Lorentz transforma-
tions and find the exact places where they err. In Subsections 8.5.3–8.5.5, we will con-
clude that it is necessary to reject themanifest covariance of special relativity. In addi-
tion, we will claim that Minkowski’s four-dimensional space–time is just an approxi-
mation, though quite a good one.

In Subsection 8.5.6 we will see that our approach does not contradict existing ex-
periments.

8.5.1 Are Lorentz transformations universal?

Einstein founded his special theory [63] on two postulates. The first postulate was the
principle of relativity. The secondpostulate established the independence of the speed
of light from the motion of the light source or the observer. Both these statements re-
main valid in our theory.21 Based on his postulates, Einstein considered a series of
thought experimentswith rulers, clocks, light beamsandmoving trains. These reason-
ings demonstrated the relativity of simultaneity, the contraction ofmoving objects and
the slowingdownofmoving clocks. These conclusionswere generalized in the Lorentz
formulas (A.2)–(A.5), which linked the times and positions of localized events in dif-
ferent frames of reference. As we showed in Theorem 8.1, our approach leads exactly

21 See Postulate 1-2.1 and Statement 1-5.1.
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to the same transformation laws for events occurring with noninteracting particles,
such as photons. Up to this point, our RQD is in complete agreement with the special
theory of relativity.

Although Einstein’s postulate of relativity has universal applicability to all events
and processes in nature, his postulate about the “invariance of the speed of light”
relates only to freely propagating light pulses. So, strictly speaking, all the conclusions
drawn from the two postulates in [63] can be applied only to events connected in some
way with light propagation. Nevertheless, in his work Einstein tacitly assumed22 that
the same conclusions can be extended to all events, regardless of their physical nature
and involved interactions. Fromour point of view, this assumption is themainmistake
(or, rather, an approximation) of special relativity.

8.5.2 About “derivations” of Lorentz transformations

There are numerous publications [155, 158, 207, 211, 79, 187, 91] whose authors claim
that Lorentz transformation formulas (A.2)–(A.5) can be derived evenwithout the sec-
ond Einstein postulate. However, these works do not look convincing. Usually they
make a dubious assumption about the universality of the desired transformations.

For example, the very first equality (1) in [211],

x󸀠μ = ∑
ν
aμνxν (μ, ν = 0, 1, 2, 3), x0 ≡ t,

expects that transformations of the 4-coordinates (xν) are givenby theuniversalmatrix
(aμν), which is independent of the nature of the event occurring at the point xν. In
fact, similar formulas were used as starting points in other articles [155, 91]. The same
logical error is also made in equation (1) of [158],

x󸀠 = f (x, t; a1, . . . , aN ),
t󸀠 = g(x, t; a1, . . . , aN ),

where transformations (x, t) → (x󸀠, t󸀠) are supposed to depend only on the 4-coordi-
nates themselves and on the parameters a1, . . . , aN of the inertial transformation. The
physical nature of the event at (x, t) was not even contemplated.

In a somewhatmore consistent approach [207], an attemptwasmade to find trans-
formations of 4-coordinates of a particular system – the trajectory of a freely moving
particle. It is not surprising that in the absence of interaction, the usual linear Lorentz
formula was obtained as in Subsection 8.2.4. However, there is absolutely no reason
to generalize this result to more complex systems, such as trajectories of interacting
particles.

22 And this unjustified assumption has since been repeated in all textbooks.
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So, the main problem with mentioned derivations is that the universal and kine-
matical nature of boost transformations was supposed to be true a priori. However, as
we saw in Section 8.3, the structure of the Poincaré group requires the boost transfor-
mations to be dynamical. This means that boost transformations of 4-coordinates of
events cannot be universal: they must depend on the state of the system and on the
interactions between the system’s components.

The irony is that the usual special-relativistic assumptions about kinematical
boosts, universal Lorentz transformations and invariant world lines in interacting
systems are in contradiction with the Poincaré group structure, which is accepted as
the basis of relativistic physics by everyone.

8.5.3 Poincaré invariance vs. manifest covariance

Fromwhatwas said above it shouldbe clear that there are two rather different points of
view on the formulation of relativistic theories. The traditional approach of Einstein
and Minkowski takes on faith Assertion A.1 (the universality of Lorentz transforma-
tions). This implies important consequences, such as the prohibition of superluminal
signals (Assertion A.3). The kinematical character of boosts finds its mathematical ex-
pression in the ideas about the 4D space–time and 4-tensor transformations of phys-
ical observables (Assertion A.2).

Special relativity demands that all interactions must conform to these severe re-
strictions ofmanifest covariance. Nowonder that the allowed class of interactingmod-
els appears empty (see the Currie–Jordan–Sudarshan theorem).

In our book, we adhere to a different view on relativity. We call our approach
Poincaré-invariant. It is based on two fundamental postulates: the principle of rela-
tivity (Postulate 1-2.1) and laws of quantum mechanics from Sections 1-1.4 and 1-1.5.
From these two premises we derived Statement 1-3.2 (unitary representations Ug of
the Poincaré group). By adding Postulate 1-6.3 (instant form of dynamics), we arrived
at our key Statement 8.3 (the dynamical character of boosts).

The representation Ug fully determines how observables change with respect to
inertial transformations. Applying the interactionboost generatorK to various observ-
ables g, we obtain formulas for their transformations into moving reference frame:

g(θ) = e−
icℏ K ⋅θge icℏ K ⋅θ.

These formulas depend on the state of the multiparticle system and on interactions
acting there. Of course, these transformations are different from universal 4-tensor
formulas of special relativity. The relativistic invariance of our approach is proved by
explicit verification of commutation relations of the Poincaré Lie algebra, as we did in
Appendices 2-E and E.

A deep conflict between the manifest covariance of special relativity and the
Poincaré invariance of quantum physics was noticed by a number of researchers. For
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example, Foldy wrote:

To begin our discussion of relativistic covariance, wewould like first tomake clear that we are not
in the least concernedwith appropriate tensor or spinor equations, orwith “manifest covariance”
or with any other mathematical apparatus which is intended to exploit the space-time symmetry
of relativity, useful as such may be. We are instead concerned with the group of inhomogeneous
Lorentz transformations as expressing the inter-relationship of physical phenomena as viewed
by different equivalent observers in un-accelerated reference frames. That this group has its basis
in the symmetry properties of an underlying space-time continuum is interesting, important, but
not directly relevant to the considerations we have in mind – L. Foldy [84].

This issue was also raised by Bacry, who came to a similar conclusion:

TheMinkowski manifest covariance cannot be present in quantum theory but wewant to preserve
the Poincaré covariance – H. Bacry [9].

8.5.4 About time measurements

Special relativity, with its manifestly covariant approach, takes a purely “geometric”
point of viewonLorentz transformations. In this theory, time and three Cartesian coor-
dinates are treated on an equal basis as components of a single 4-vector. Such unifica-
tion suggests that there must be a certain similarity between these two types of physi-
cal quantities. However, in quantummechanics (as in our daily experience), there is a
huge difference between space and time. The spatial coordinates x, y, z are attributes
(observables) of physical systems (particles or groups of particles). In quantum me-
chanics, these coordinates are expectation values of the Newton–Wigner position op-
erator.

On the other hand, time is simply a numerical label, assigned to measurements
in accordance with the readings of the laboratory clock at the time of the experiment.
The clock is separated from the physical system.23 The readings of the clock do not
depend on which system is being observed and what is its state. The clock readings
can be recorded even if there is no physical system in our laboratory. Therefore, time
is not an observable, and there is no quantum Hermitian operator corresponding to
time.

8.5.5 Is world’s geometry four-dimensional?

Our position is that there is no “symmetry” or “analogy” between space and time
coordinates. Therefore, there is no need for the four-dimensional Minkowski space

23 See Figure 1 in the Introduction to Volume 1.
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postulated in special relativity. Similarly, there is no basis for classifying physical
quantities into 4-scalars, 4-vectors, 4-tensors, etc. Yes, in some cases, observables
behave in such a specific way with respect to boosts and rotations.24 But most often
boosted observables have a complex dependence on the particular state of the system,
interactions, etc.

Brown’s book [22] discussed historical and philosophical roots of the idea that
relativistic effects (such as length contraction and time dilation) come from the dy-
namical behavior of specific physical systems rather than from kinematical (geomet-
rical) properties of the universal “space–time continuum”. In general, we share this
view. However, in our conclusions we go even further and argue that the difference
between “dynamical” and “kinematical” approaches to boosts is not just philosoph-
ical. It has real observable consequences. As we saw in Section 8.3, boosts depend
on interactions and their results cannot be reduced to universal Lorentz formulas or
“pseudo-rotations” in the Minkowski space–time. Thus, the pseudo-Euclidean four-
dimensional continuum and the manifest covariance of physical laws can be under-
stood only as approximations.

Additional arguments against attributing a fundamental role to the Minkowski
space–time can be found in [10].

8.5.6 Experimental checks of special relativity

Of course, it is true that predictions of special relativity have been confirmed by nu-
merous experiments with unsurpassed accuracy. However, at a closer look it turns out
that most of these experiments cannot distinguish special relativity from our RQD ap-
proach. In some cases this is due to the fact that predictions of the two theories do
coincide. In other cases, the differences are so small that the required accuracy is not
accessible with modern instruments.

From our discussions in this chapter it should be clear that special-relativistic
Lorentz formulas can be applied to observables of noninteracting (free) particles and
to total observables of composite physical systems, both interacting and noninteract-
ing. It turns out that practically all experimental tests of special relativity [175, 162,
210, 196] deal with these types of measurements.

Experimenters routinely check the relativistic kinematics (the relationship be-
tween momenta, velocities and energies of free particles) and the validity of energy–
momentum conservation laws in collisions, reactions and decays. Obviously, in these
cases, there is no difference between predictions of RQD and Einstein’s theory.

24 See, for example, the 4-vector transformation (1-4.3)–(1-4.4) of the total energy momentum of an
isolated system.
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Another class of experiments measures the frequency (energy) of light and its de-
pendence on themotion of the source or the observer [116, 117, 125, 107]. We presented
our interpretations of the Doppler effect in Subsections 1-5.4.5 and 1-6.5.3. Again, here
we do not expect to find any surprises.

Yet another group of experiments deals with measuring the speed of light and
checking its independence from the movement of the source and/or observer. This
class includes interference experiments of Michelson–Morley and Kennedy–Thorn-
dike as well as direct measurements of the photon speed [4]. All these measurements
are performed with free photons, so again predictions of the two theories coincide
exactly.

There is an exceptional class of experiments where one can, at least in principle,
observe differences between the two theories. These are measurements of decays of
rapidly moving unstable particles. In this case we are dealing with a physical system
whose behavior (decay) is controlled by interaction for a sufficiently long period of
time. However, in Chapter 4 we found that modern experimental techniques are not
sensitive enough to register extremely small differences between Einstein’s “time di-
lation” formula and RQD predictions.25

The special theory of relativity forbids the existence of absolutely rigid bodies.
But this prohibition is apparently violated in the famousMössbauer effect, where the
recoil energy of a photon-emitting nucleus is instantaneously distributed among all
atoms in a macroscopic crystal [5].

In Sections 7.4 and 8.4, we described the Frascati experiment, which established
the superluminal dynamics of the electric field of relativistic charges. This experiment
violates the special-relativistic ban on superluminal propagation, but it fully agrees
with RQD predictions.

8.6 Why do we need quantum fields?

The main idea of RQD is that particles are the most fundamental elements of nature,
and all physics can be explained as manifestations of the quantum behavior of point
particles interacting by instantaneous potentials with one another. If this idea is con-
firmed, then the concept of fields will become superfluous, as once the concept of the
ether was found redundant. On the other hand, it is also true that (quantum) fields are
at the center of all modern theories of elementary particles, and in fact we started our
formulation of RQD from the quantum-field version of QED in Section 2-3.1. Is there
any contradiction here? In other words,what is the role of quantum fields in relativistic
quantum theory?

25 Interesting ideas of experiments with moving unstable particles can be found in [253, 254].
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8.6.1 Are quantum fields measurable?

The idea of traditional quantum field theory is that particles observed in experi-
ments – photons, electrons, protons, etc. – are not the fundamental ingredients of
nature. It is argued that the most fundamental role is played by fields. Each type of
particle corresponds to its ownfield– a continuous all-pervasive substance, spreading
throughout the universe. Dyson called it “a single fluid that fills all space-time” [60].
Fields are present even in situations where there is not a single particle, i. e., in the
vacuum.

If the fields are such important components of physical reality, then one would
like to be able tomeasure them directly. However, the quantities measured in physical
experiments are closely related to particles rather than fields. For example, in the clas-
sical limit, we canmeasure (the expectation values of) positions, momenta, velocities
and energies of particles as functions of time (= trajectories). In interacting particle
systems, it is possible tomeasure energies of bound states and their probability distri-
butions (= squares of the modulus of particle wave functions). Important information
is obtained by studying the relationships between observables of particles before and
after their collisions (S-matrix, scattering cross section). All these experimental data
have a transparent and natural description in the language of particles, their wave
functions and their (Hermitian operators of) observables.

On the other hand, the properties of fields (their values at a point, their spatial and
temporal derivatives, etc.) cannot be observed directly. Fermion fields cannot even for-
mally be attributed to observables, since they are not Hermitian operators. The elec-
tromagnetic field is usually cited as an exception, whose components E and B are
definitely observable. But even this statement is questionable. When we say that we
“measured an electric field” at a certain point in space, we actually put a test charge
there and measured the force,26 exerted on this charge by surrounding charges. No-
bodymeasures electric andmagnetic fields as such. Therefore, the ideas of electric and
magnetic fieldswithout loss of generality can be expressed in the equivalent language
of electric charges and instantaneous forces acting between them. Of course, such a
description may be consistent only if there is no specific energy andmomentum asso-
ciated with fields and if interactions between charges propagate without retardation.
Both these conditions are fulfilled in our theory (RQD).

8.6.2 Quantum fields and space–time

In Subsection 8.1.5 we have already noted that the quantum field ψ(0, x) cannot be
interpreted as an operator that creates or annihilates a particle at the space point x.

26 Or rather acceleration, which is proportional to the applied force (6.17).

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



180 | 8 Particles and relativity

The formal nature of quantum fields ψ(t, x) is also clear from the fact that their argu-
ments t and x are not related to the actual measured times and positions of physical
events. The variable t is a parameter that we used in (1-7.10) and (2-1.60) to describe
the “t-dependence” of regular operators. This t-dependence is generated by the non-
interacting Hamiltonian H0 and, as we explained in Subsection 1-7.1.2, it has no re-
lation to the observed time-dependent behavior of physical quantities. In fact, the
t-dependenceof operatorswas introduced into the theory only as a convenient compu-
tational technique. For example, when we compute the S-matrix (1-7.11), we integrate
with respect to the dummy variable t󸀠 from −∞ to +∞, so that the t󸀠-dependence van-
ishes in the final result.

Also, we should not confuse the three field arguments x with physical positions
of particles or with eigenvalues of the Newton–Wigner position operator. The coordi-
nates x, y, z are treated as dummy integration variableswhen interaction operators are
constructed from quantumfields in (2-3.14)+(2-3.15). So, it seems appropriate to regard
the parameters (t, x) as abstract coordinates in the formal Minkowski space–timeℳ,
which is unrelated to the physical space and time.

Of course, we agree with the following two quotes:

...it was possible to give up Minkowski space-time without rejecting the Poincaré group and its
attached energy-momentum space. Every physicist would easily convince himself that all quan-
tum calculations are made in the energy-momentum space and that the Minkowski xμ are just
dummy variables without physical meaning (although almost all textbooks insist on the fact that
these variables are not related with position, they use them to express locality of interactions!) –
H. Bacry [9].

It is important to note that the x and t that appear in the quantized field A(x, t) are not quantum-
mechanical variables but just parameters on which the field operator depends. In particular,
x and t should not be regarded as the space-time coordinates of the photon – J. Sakurai [205].

Thus, we come to the conclusion that quantum fields ψ(t, x) are simply formal lin-
ear combinations of creation and annihilation operators of particles. Also, we should
not regard quantum fields as a kind of “generalized” or “second-quantized” versions
of wave functions. The role of quantum fields is more technical than fundamental.
They are mathematical objects that turned out to be very convenient for construct-
ing Poincaré-invariant operators of the potential energy V and the potential boost Z.
Indeed, in Volume 2 we saw that if we construct these operators as polynomials in
fields,27 then the three main requirements to a successful physical theory formulated
in the Preface to Volume 2 (relativistic invariance, cluster separability and description
of processes with a variable number of particles) are automatically satisfied.

However, it would be wrong to think that these three requirements can be valid
only within the field framework. Our dressed formalism (RQD) also satisfies all three

27 See equations (2-3.6)–(2-3.7) and (2-3.13)–(2-3.18).
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requirements, despite the fact that it uses the fieldless language of creation and anni-
hilation operators.

It seems appropriate to conclude this subsection with the following quote:

But what is the ontological status of those quantum fields that quantum field theory describes?
Does reality consist of a four-dimensional spacetime at every point of which there is a collection
of operators on an infinite-dimensional Hilbert space? ... But I hope you will agree that you are
not a continuous field of operators on an infinite-dimensional Hilbert space. Nor, for that matter,
is the page you are reading or the chair you are sitting in. Quantumfields are usefulmathematical
tools. They enable us to calculate things – N.D. Mermin [168].

8.6.3 Renormalization and dressing in a nutshell

So, we have abandoned the formalism of quantum fields in favor of dressed particles.
Whenwe took this step,we acquired something and lost something. Before discussing
our gains and losses, let us briefly summarize thewaywhich brought us to the dressed
Hamiltonian Hd = H0 + Vd in Sections 3.1 and 5.2.

We startedwith the naïve fieldHamiltonianQEDHn = H0+Vn in Subsection 2-3.1.3
(the upper left box in Figure 8.3) and demonstrated some of its good properties, such
as the Poincaré invariance and cluster separability. However, when we decided to cal-
culate the S-operator beyond the lowest nonvanishing (second)perturbationorder (ar-
row (1) in Figure 8.3), we got a meaningless infinite result. This problem was partially

Figure 8.3: The logic of construction of the dressed Hamiltonian Hd = H0 + Vd. Here S(H) is the
perturbation series (1-7.14)–(1-7.15), which allows us to calculate the S-operator from a generic
Hamiltonian H. The same formula is applied to the Hamiltonian Hc in step (3) and to the dressed
Hamiltonian Hd in step (6).
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solvedby renormalization theory in Chapter 2-4 (arrow (2)): infinite countertermswere
added to the Hamiltonian Hn, and thus a new Hamiltonian Hc = H0 + Vc was formu-
lated. AlthoughHc was formally infinite, all divergenceswere successfully canceled in
the S-operator (dashed arrow (3)). Moreover, after this cancellation some small resid-
ual terms (radiative corrections) remained in each perturbation order. By taking them
into account, one could obtain very accurate results for observable scattering cross
sections and energies of bound states (arrow (4)).

In our opinion, the above renormalization program of Tomonaga, Schwinger and
Feynman, represented by arrow (2), was only the first step towards complete elimi-
nation of ultraviolet divergences from QFT. As a result of renormalization, QED diver-
gences were “swept under the rug,” and this rug turned out to be the Hamiltonian Hc

with counterterms. This divergent operator was absolutely unacceptable as a genera-
tor of time translations. First, in the limit of infinite cutoff, the matrix elements of Hc

on particle states were infinite. Second, the Hamiltonian Hc contained unphys terms
like a†b†c† and a†c†a, leading to unphysical time evolutions even in the simplest vac-
uum and one-particle states.28

In RQD, we proposed a way out of this difficulty. To remove unphys interactions,
we applied a unitary dressing transformation to the Hamiltonian Hc (arrow (5)) and
got a new “dressed” Hamiltonian,

Hd = eiΞHce−iΞ, (8.67)

with purely phys interactions.We succeeded in choosing a unitary operator eiΞ in such
a way that all divergences in the Hamiltonian canceled out.29 In addition, after this
transformation, the Poincaré invariance and cluster separability of the theory did not
suffer, and the S-operator calculated with the help of Hd was exactly the same as the
usual S-operator of the renormalized QED (arrow (6)).

The dressed Hamiltonian Hd has several advantages over the field Hamilto-
nian Hc. Unlike “trilinear” interactions in Hc, all terms in Hd have a clear, direct
physicalmeaning and correspond to real observable physical processes (see Table 2.1).
Both Hamiltonians Hc and Hd can be used to calculate scattering amplitudes and en-
ergies of bound states. However, only in the dressed formalism, such calculations can
be carried out without regularization and artificial cutoffs. In addition, Hd can de-
scribe wave functions of bound states and the time evolution of nonstationary states
in a straightforward manner (arrow (7)).

28 Although the divergences in the Hamiltonian Hc can be avoided by using the “similarity renor-
malization” approach [98, 97, 262], or within the framework of effective QED with a finite cutoff pa-
rameter Λ, the problem of the unphysical time evolutions (see Subsection 1.1.2) remains in all QED
formulations that operate with unphys interactions, i. e., do not use dressing.
29 We can say that our approach has swept the divergence under another rug. This time the rug is
the phase Ξ of the dressing transformation, but this operator has no physical meaning, so there is no
harm if it turns out to be infinite.
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It is also important that our “quantum theory of elementary particles” (which is
based on theHamiltonianHd) is conceptuallymuch simpler than the “theory of quan-
tum fields” (based on the Hamiltonian Hc). RQD is very similar to ordinary quantum
mechanics: states are described by normalizedwave functions, the time evolution and
scattering amplitudes are controlled by a finite well-defined Hamiltonian Hd without
divergences, stationary states and their energies can be found by diagonalizing this
Hamiltonian, the vacuum and individual particles are among its eigenstates, etc. The
only significant difference from conventional quantum mechanics is the nonconser-
vation of the number of particles in RQD, i. e., the processes of particle production and
absorption are described adequately in this approach.

In Table 8.1 we have collected properties of the threemain approaches to QED.We
were interested in how the principal components of these theories (the S-operator, the
Hamiltonian H as well as its eigenvectors |ψi⟩ and eigenvalues Ei) depend on the ul-
traviolet cutoff Λ. Obviously, only the dressed RQD is completely cutoff-independent,
as can be expected from a self-consistent theory.

Table 8.1: Comparison of the three approaches to QED.

Theory Naïve QED Renormalized QED RQD
Hamiltonian Hn Hc Hd

S depends on Λ? yes no no
H depends on Λ? no yes no
|ψi⟩ depend on Λ? yes yes no
Ei depend on Λ? yes no no

8.6.4 What is next?

The above derivation of the dressed HamiltonianHd involved a series of questionable
steps: “quantization of fields→ renormalization→ dressing.” In other words, we first
chose a wrong (field) Hamiltonian Hn and then, at the cost of huge efforts and com-
plicated corrections, we formulated the new (dressed) Hamiltonian Hd, which is bet-
ter suitable for describing physical reality. Perhaps, historically such a tortuous path
was inevitable, but are all these steps absolutely necessary for constructing a realistic
physical theory? Was nature designed to be so difficult? Maybe now, when we know
the right answer (Hd), there is an opportunity to somehow shorten the procedure for
constructing the final theory by omitting the problematic stages Hn and Hc?

Unfortunately, such a path has not been found yet, and wemust rely on quantum
fields and on clumsy renormalization and dressing procedures to arrive at a satisfac-
tory theory of interacting elementary particles.
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In fact, we are left with an unpleasant dilemma. On the one hand, we know that
renormalized fields are unacceptable, because of known difficulties. But at the same
time, this traditional field-based approach provides a relatively simple, convenient
and accurate diagrammatic method for calculating scattering amplitudes in high
orders of perturbation theory. On the other hand, the theory of dressed particles is
physically transparent and mathematically flawless. But, unfortunately, in this ap-
proach, the rules for constructing realistic interactions are not known. In our book,
we proposed to fit these interactions to the scattering amplitudes known from the
traditional QED. But our approach is certainly unsatisfactory, because it does not al-
low the dressed theory to stand on its own two feet. Some new ideas are desperately
needed.
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9 Summary
Don’t worry about people stealing your ideas. If your ideas are any good, you’ll have to ram them
down people’s throats.
Howard Aiken

In this book we presented a new relativistic quantum theory of interactions. Our ap-
proach was based on two statements that contradict textbook wisdom:
(1) Elementary particles are the primary constituents of matter. These particles (elec-

trons, protons, photons, etc.) obey the laws of quantum mechanics and interact
with each other through instantaneously propagating potentials that depend on
the distances between the particles and their velocities. These potentials can also
change the number of particles.

(2) The dynamical nature of boosts. The perception of an interacting system by mov-
ing observers differs from the predictions of the special theory of relativity. Rela-
tivistic effects, such as length contraction and time dilation, are not universal. We
claim the dependence of these effects on the state of the observed system and on
interactions acting therein.

Our first statement about the primary role of particles and their direct interactions
contradicts the fundamental assumptions of QFT andMaxwell’s electrodynamics. We
agree that quantumfields are a usefulmathematical tool for the construction of invari-
ant interactions and calculation of scattering amplitudes. However, in order to solve
more general problems involving the time evolution of observables and properties of
bound states, we recommend switching to the dressed Hamiltonian of particles with
action-at-a-distance. This approach, among other things, completely solves the prob-
lem of ultraviolet divergences in QFT. In the classical limit, the Hamiltonian theory
of directly interacting charges and magnetic moments is a viable alternative to the
Maxwell field electrodynamics.

The most common argument against instantaneous interactions is their conflict
with the special-relativistic prohibition of superluminal signaling. We explain this
imaginary paradox, using our second statement about the dynamical (= interaction-
dependent) character of boost transformations. This implies, in particular, that the
textbook universal Lorentz transformations can be applied only to noninteracting sys-
tems. In interacting systems, boost transformations must contain small – but funda-
mentally important – corrections that depend on the particular state of the system
and on interactions. These corrections are sufficient to make invalid the traditional
“proof” of the incompatibility between instantaneous potentials and the principle of
causality. In fact, there is no such incompatibility, and the instantaneous action-at-a-
distance does not contradict any fundamental principle.

In most experimental situations, predictions of RQD do not differ from traditional
approaches, or these differences are too small to be observedbymodernmeans. There-

https://doi.org/10.1515/9783110493221-009

 EBSCOhost - printed on 2/13/2023 9:59 PM via . All use subject to https://www.ebsco.com/terms-of-use



186 | 9 Summary

fore, experimental verification of RQD is a nontrivial task. The most convincing evi-
dence in favor of RQD is the superluminal propagation of electromagnetic forces dis-
covered in experiments performed by professor Pizzella’s team. For further progress in
understanding the nature of electromagnetic phenomena, a careful analysis of these
results and their independent verification are urgently needed.
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A Special theory of relativity
In this appendix, we briefly recall the main statements of Einstein’s special theory of
relativity [63, 64]. This theory is criticized in the main text of this volume.

A.1 Lorentz transformations for time and position

The fundamental idea of special relativity is that Minkowski space–time1 ℳ is the
true representative of the physical space and time. In particular, it is assumed that the
coordinates (ct, x, y, z) introduced in Appendix 1-J.1 can be interpreted as space–time
coordinates of real localized physical events. Minkowski himself described this union
with the following words:

From henceforth, space by itself and time by itself, have vanished into the merest shadows and
only a kind of blend of the two exists in its own right.

Special relativity claims that 4 × 4 matrices (1-J.10) describe exactly boost trans-
formations of 4-coordinates (ct, x, y, z) of all physical events. Suppose that observer
O󸀠 moves with respect to O with rapidity θ. Suppose also that (ct, x) are space–time
coordinates of an event observed in the reference frame O. Then, according to special
relativity, the 4-coordinates (ct󸀠, x󸀠) of the same event from the point of view of O󸀠 are
given by equation (1-J.9), which is called the Lorentz transformation for the time and
position of the event. In particular, if the rapidity vector is directed along the x-axis
(θ = (θ,0,0)), then the boost matrix becomes (1-J.11)

θ̃−1x =
[[[[

[

cosh θ − sinh θ 0 0
− sinh θ cosh θ 0 0

0 0 1 0
0 0 0 1

]]]]

]

(A.1)

and Lorentz transformations (1-J.9) can be written in a more familiar form,

ct󸀠 = ct cosh θ − x sinh θ, (A.2)
x󸀠 = x cosh θ − ct sinh θ, (A.3)
y󸀠 = y, (A.4)
z󸀠 = z. (A.5)

It is important to note that special relativity makes the following claim.

1 Formally introduced in Appendix 1-J as a space of the pseudo-orthogonal representation of the
Lorentz group.

https://doi.org/10.1515/9783110493221-010
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Assertion A.1 (universality of Lorentz transformations). Lorentz transformations
(A.2)–(A.5) are exact and universal; they are applicable to all types of events in all phys-
ical systems; they do not depend on the physical nature of the events, on the composition
of the physical system and on forces acting in the system.

A.2 Manifest covariance

According to Assertion A.1, Lorentz transformations (A.2)–(A.5) are universal and
kinematical. Therefore, in analogy with familiar three-dimensional scalars, vectors
and tensors,2 special relativity demands that all basic physical quantities must trans-
form in a linear “manifestly covariant” way, like 4-scalars, 4-vectors or 4-tensors.

Assertion A.2 (manifest covariance of physical laws [64]). Every general law of nature
must be so constituted that it is transformed into a law of exactly the same form when,
instead of the space–time variables t, x, y, z of the original coordinate system K, we
introduce new space–time variables t󸀠, x󸀠, y󸀠, z󸀠 of a coordinate system K󸀠. In this con-
nection the relation between the ordinary and the accented magnitudes is given by the
Lorentz transformation, or in brief, general laws of nature are covariant with respect to
Lorentz transformations.

As explained in many textbooks, Assertions A.1 and A.2 imply various secondary
predictions of special relativity. One important consequence is the length contraction
of all objects by a universal factor,

l󸀠 = l/ cosh θ, (A.6)

in the moving frame. So far, we do not have direct experimental confirmation of this
prediction.

The other consequence is thewell-established lawof addition of velocities (1-4.7)–
(1-4.9).

A.3 Decay of moving particle in special relativity

Another well-known result is that the time intervals measured by a moving clock in-
crease cosh θ times, i. e.,

Δt󸀠 = Δt cosh θ. (A.7)

Experimentally, this time dilation effect was confirmed in observations of decays of
fast-moving particles.

Suppose that from the point of view ofO, an unstable particle is prepared at rest in
the origin x = y = z = 0 of the coordinate system. Also suppose that the particle prepa-

2 See Appendices 1-D.2–1-D.4.
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ration happened at the time t = 0 (ϒ(0,0) = 1).3 Then the observerO can associate the
space–time point

(ct, x, y, z)prep = (0,0,0,0) (A.8)

with the event “preparation of the particle.” We know that the nondecay probability
decreases with time according to the (almost) exponential law

ϒ(0, t) ≈ exp(− t
τ0
). (A.9)

At time t = τ0, the nondecay probability is ϒ(0, τ0) = e−1. This “one lifetime” event has
4-coordinates

(ct, x, y, z)life = (cτ0,0,0,0) (A.10)

in the frame O.
Let us now take the point of view of the moving observer O󸀠. In accordance with

the special theory of relativity, this observer also sees the two events “particle prepara-
tion” and “one lifetime,” when the decay probabilities are equal to 1 and e−1, respec-
tively. However, O󸀠 attributes other 4-coordinates to these events. Substituting (A.8)
and (A.10) into Lorentz formulas (A.2)–(A.5), we see that, from the point of view ofO󸀠,
the “particle preparation” event has the 4-coordinate (0,0,0,0), and the “one lifetime”
event has the 4-coordinate (cτ0 cosh θ, −cτ0 sinh θ,0,0). Hence, the time elapsed be-
tween these two events is cosh θ times as long as in the reference frame O. In other
words, the decay looks exactly cosh θ times as slow as from the point of view of O󸀠.
This result is expressed by the famous Einstein “time dilation” formula,

ϒ(θ, t) = ϒ(0, t/ cosh θ), (A.11)

which was confirmed in numerous experiments [200, 7, 199]. The most detailed veri-
fication was performed in experiments with relativistic muons [11, 75].4

A.4 Ban on superluminal signals

Perhaps, the most famous claim of special relativity is the following assertion.

Assertion A.3 (ban on superluminal signals). No signal can propagate faster than the
speed of light c.

3 Here we denote ϒ(θ, t) the nondecay probability observed at time t from the frame O󸀠 moving with
respect to O with the speed θ; see Chapter 4.
4 RQD calculations in Chapter 4 demonstrate the approximate character of equation (A.11).
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Figure A.1: Illustration to the “proof” that superlu-
minal signals violate causality. In the rest frame O,
the “cause” is below the line of constant time t,
while the “effect” is above this line, as expected.
In the moving frame O󸀠, the positions of these two
events with respect to the line of constant t󸀠 are in-
terchanged. This is a violation of causality.

The “proof” of this assertion [204] uses the causality principle, stating that the cause
precedes the effect in all reference frames. Suppose that two events “cause” and “ef-
fect” are connected by a cause–effect relationship, but are separated by a space-like
interval5 in the reference frame O with the coordinate axes (ct, x), as shown in Fig-
ure A.1. In special relativity, 4-coordinates of the two events in the moving frame O󸀠

are obtained by Lorentz formulas (A.2)–(A.5). Graphically, this transformation can be
represented by a pseudo-rotation of the coordinate axes (ct, x) → (ct󸀠, x󸀠), as shown in
the figure. If the speed of the observer O󸀠 is high enough, then she can see the “effect”
before the “cause,” which clearly violates the principle of causality. Thus, to remain
causal, Einstein’s theory forbids superluminal signaling.6

5 This means that |Δx| > cΔt, i. e., the signal propagates from the “cause” to the “effect” at a speed
exceeding the speed of light.
6 In Sections 7.3 and 7.4 we discuss a number of experiments that violate this prohibition and thus
challenge special relativity.
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In Section 2.3 we will need the following result.

Theorem B.1 (transformations preserving the S-operator). Aunitary transformation of
the Hamiltonian

H󸀠 = eiΞHe−iΞ

preserves the S-operator if the Hermitian operator Ξ has the standard form
(2-1.57)–(2-1.58)

Ξ =
∞

∑
N=0

∞

∑
M=0

ΞNM , (B.1)

ΞNM = ∑
{η,η󸀠}∫ dq󸀠1 . . . dq󸀠Ndq1 . . . dqMDNM(q

󸀠
1η
󸀠
1; . . . ;q

󸀠
Nη
󸀠
N ;q1η1; . . . ;qMηM)

× δ(
N
∑
i=1

q󸀠i −
M
∑
j=1

qj)α
†
q󸀠1η󸀠1 . . . α†q󸀠Nη󸀠Nαq1η1 . . . αqMηM ,

where all terms ΞNM have smooth coefficient functions and are either (i) unphys or (ii)
phys and vanishing on their energy shells. An admixture of renorm terms in ΞNM is not
acceptable, because it would destroy the scattering equivalence of the Hamiltonians H
and H󸀠.

Idea of the proof. In our proof, we will use condition (1-7.32) of the scattering equiva-
lence of two Hamiltonians. Since operator Ξ has the form (B.1), the left-hand side of
(1-7.32) for each term ΞNM is

lim
t→±∞

e
iℏH0tΞNMe

− iℏH0t

= lim
t→±∞
∑
{η,η󸀠}∫ dq󸀠1 . . . dq󸀠Ndq1 . . . dqMDNM(q

󸀠
1η
󸀠
1; . . . ;q

󸀠
Nη
󸀠
N ;q1η1; . . . ;qMηM)

× δ(
N
∑
i=1

q󸀠i −
M
∑
j=1

qj)e
iℏℰNM tα†q󸀠1η󸀠1 . . . α†q󸀠Nη󸀠Nαq1η1 . . . αqMηM , (B.2)

where ℰNM is the energy function. In the limit t → ±∞, momentum integrals tend to
zero by the Riemann–Lebesgue lemma 2-A.1, because the coefficient functions DNM
are smooth, while the factor e

iℏℰNM t rapidly oscillates in the momentum space.1 So,

1 The oscillations are absent on the energy shell (ℰNM = 0), but this region is irrelevant, because
DNM = 0 there, according to the theorem’s condition.

https://doi.org/10.1515/9783110493221-011
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the limit in (B.2) is zero, and due to (1-7.34), the HamiltoniansH andH󸀠 are scattering-
equivalent.

The operator Ξ cannot contain renorm terms, because their energy functions ℰNM
are identically zero everywhere, the products e

iℏH0tΞNMe−
iℏH0t are independent on t

and the scattering equivalence condition (1-7.32) is violated.

Theorem B.2. If operator Ξ has a smooth coefficient function and is either (i) unphys or
(ii) phys and vanishing on its energy shell,2 then operator (2-1.65)

Ξ ≡ −i
ℏ

0

∫
−∞

Ξ(t󸀠)dt󸀠 = Ξ ∘ −1
ℰΞ

is smooth.

Proof. The only possible source of singularity in Ξ is the factor ℰ−1Ξ that diverges on the
energy shell. However, operators Ξ, satisfying the theorem’s condition, either do not
have the energy shell at all, or vanish on the energy shell. In both cases the operator
Ξ is nonsingular.

2 That is, exactly as in the condition of Theorem B.1.
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C Integral for decay law

Here we are interested in the integral (4.92), which occurs in the decay law (4.91) ob-
served from a moving frame, i. e.,

I =
∞

∫
−∞

dm
Γ2/4 + (m −mA)2

e−
itℏ√m2c4+p2c2

= c2
∞

∫
−∞

dz
Γ2c4/4 + (z −mAc2)2

e−
itℏ√z2+p2c2 . (C.1)

To calculate this integral, let us go over to the complex plane of the variable z = x + iy,
as shown in Figure C.1. Because of the two-valued square root in the exponent, we
need to determine the sheet of the Riemann surface on which the integration will be
performed. To do this, we make the cuts [−ipc, +i∞) and [ipc, +i∞) and define the
desired integration contour A → B → CL → CR → D → E → F → A. Within this
contour, the argument arg(√z2 + p2c2) of the square root

√z2 + p2c2 ≡ 󵄨󵄨󵄨󵄨√z2 + p2c2
󵄨󵄨󵄨󵄨e
i arg(√z2+p2c2)

arg(√z2 + p2c2) = 1
2
(arg(z − ipc) + arg(z + ipc))

changes continuously. For each segment of the contour, the quantities arg(z− ipc) and
arg(z + ipc) are shown in Table C.1.

Figure C.1: The contour in the complex energy plane for calculating integral (C.1).

https://doi.org/10.1515/9783110493221-012
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Table C.1: Elements of the integral (C.1) along the contour A→ B→ CL→ CR → D→ E → F → A. We
are interested in the limits r → 0, R →∞.

Contour’s segment arg(z + ipc) arg(z − ipc) Change of variables

A→ B −π → −3π/2 −π → −π/2 z = x
B→ CL −3π/2 −π/2 z = iy
CL→ CR −3π/2→ π/2 −π/2 z = −ipc + reiϕ

CR → D π/2 −π/2 z = iy
D→ E π/2→ 0 −π/2→ 0 z = x
E → F → A 0→ −π/2→ −π 0→ −π/2→ −π z = Reiϕ

There is one pole1 z = mc2 − iΓc2/2 of the integrand inside this contour. Therefore, the
whole integral is equal to the residue2

∫
A→B

. . . dz + ∫
B→CL

. . . dz + ∫
CL→CR

. . . dz + ∫
CR→D

. . . dz + ∫
D→E

. . . dz

+ ∫
E→F→A

. . . dz = − 2πi
−iΓ

e−
itℏ√p2c2+(mA−iΓ/2)2c4 .

Taking note that the sum ∫A→B +∫D→E is equal to our desired integral (C.1), we get

I = − ∫
B→CL

. . . dz − ∫
CL→CR

. . . dz − ∫
CR→D

. . . dz − ∫
E→F→A

. . . dz

+
2π
Γ
e
−itℏ √p2c2+(mA−iΓ/2)2c4 .

In this sum, the integral over the small circle ∫CL→CR is equal to zero, because the ra-
dius of the circle tends to zero, and the integrand is finite. The integral over the large
half-circle ∫E→F→A also tends to zero, because the argument of the exponent in the
integrand has a large negative contribution. So we get

I = −c2
−pc

∫
0

idy
Γ2c4/4 + (iy −mAc2)2

e
itℏ√p2c2−y2

− c2
0

∫
−pc

idy
Γ2c4/4 + (iy −mAc2)2

e−
itℏ√p2c2−y2 − 2πi

−iΓ
e−

itℏ√p2c2+(mA−iΓ/2)2c4

= ic2
pc

∫
0

(e
itℏ√p2c2−s2 − e− itℏ√p2c2−s2 )
Γ2c4/4 + (is +mAc2)2

ds + 2π
Γ
e−

itℏ√p2c2+(mA−iΓ/2)2c4

1 Indicated by a cross in Figure C.1.
2 An extra factor of (−1) is introduced, because the integration contour is traversed clockwise.
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≈ −

pc

∫
0

2c2ds
Γ2c4/4 + (is +mAc2)2

sin( t
ℏ
√p2c2 − s2) + 2π

Γ
e−

itℏ√p2c2+(mA−iΓ/2)2c4 .

The integral in this expression cannot be calculated analytically. Therefore, it is neces-
sary to introduce approximations [221]. In addition to conditions (4.90), suppose that
mAc ≪ p, i. e., that the speed of the unstable particle is rather high. Then in the in-
tegration interval s ∈ [0, pc] the factor (Γ2c4/4 + (is + mAc2)2)−1 is a smooth function,
whose maximum value ≈ 1/(m2

Ac
4) is achieved near the left boundary of the interval

and which decreases to ≈ −1/(p2c2) at the right boundary. However, if the momentum
pc is not too large, then the main contribution to the integral at large times t comes
from the right boundary, because it got the slowest oscillations of the sinusoidal factor
at s ≈ pc. Therefore, this is not a big mistake if in the entire integration interval we set

2c2

Γ2c4/4 + (is +mAc2)2
≈ −

2
p2
.

The resulting integral

2
p2

pc

∫
0

ds sin( t
ℏ
√p2c2 − s2)

can be found in tables,3 so that finally

I ≈ 2π
Γ
e−

itℏ√p2c2+(mA−iΓ/2)2c4 +
πc
p
J1(

pct
ℏ
), (C.2)

where J1 is the Bessel function.
In the other extreme, we consider the case of low momentum, when p ≪ mAc

and in the entire integration interval s ∈ [0, pc] the following approximation can be
applied:

2c2

Γ2c4/4 + (is +mAc2)2
≈

2
m2
Ac2
.

Then the desired integral is

I ≈ 2π
Γ
e−

itℏ√p2c2+(mA−iΓ/2)2c4 −
2

m2
Ac2

pc

∫
0

dx sin(t√p2c2 − x2)

=
2π
Γ
e−it√p

2c2+(mA−iΓ/2)2c4 −
πp
m2
Ac

J1(
pct
ℏ
). (C.3)

3 See formula 3.711 in [99] and equation 2.5.25.1 in [190].
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D Coulomb scattering integral in fourth order

Here we would like to calculate the 3D integral

w(q,q󸀠) = ∫ ds
[(q − s)2 + λ2c2][s2 − q2][(q󸀠 − s)2 + λ2c2]

,

which appeared in equation (5.16) for the commutator term in the fourth-order
electron–proton potential. In this integral, we are interested in dominant terms that
survive in the limit λ → 0. The calculation method was taken from § 121 in [14].1

First we use (2-F.4)2 and the elastic scattering condition (q󸀠)2 = q2 to write

w(q,q󸀠) = 2
1

∫
0

dx
1−x

∫
0

dy∫ ds

× [((q − s)2 + λ2c2)x + ((q󸀠 − s)2 + λ2c2)y + (s2 − q2)(1 − x − y)]−3

= 2
1

∫
0

dx
1−x

∫
0

dy∫ ds

× [s2 − 2(q ⋅ s)x − 2(q󸀠 ⋅ s)y + λ2c2(x + y) + q2(2x + 2y − 1)]−3.

Next we shift integration variables s→ h ≡ s− xq − yq󸀠 and take into account that the
square of the transferred momentum is k2 ≡ (q󸀠 − q)2 = 2q2 − 2(q ⋅ q󸀠), so that

w(q,q󸀠) = 2
1

∫
0

dx
1−x

∫
0

dy∫ dh

× [h2 + q2(−x2 − y2 + 2x + 2y − 1) − 2(q ⋅ q󸀠)xy + λ2c2(x + y)]−3

= 2
1

∫
0

dx
1−x

∫
0

dy∫ dh
[h2 − q2(x + y − 1)2 + k2xy + λ2c2(x + y)]3

.

For the integral with respect to h we use the table formula

∫
dh
(h2 − a)3

= 4π
∞

∫
0

h2dh
(h2 − a)3

= −
iπ2

4a3/2
,

1 See also [124].
2 Where we set a = (q − s)2 + λ2c2, b = (q󸀠 − s)2 + λ2c2, c = s2 − q2.

https://doi.org/10.1515/9783110493221-013
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so that

w(q,q󸀠) = − iπ
2

2

1

∫
0

dx
1−x

∫
0

dy 1
[q2(x + y − 1)2 − k2xy − λ2c2(x + y)]3/2

. (D.1)

Our next change of variables ξ = x + y, ζ = x − y has the Jacobian

J = det[𝜕(ξ , ζ )
(x, y)
] = −2,

so that

∫ . . . dxdy = ∫ . . . 1
|J|
dξdζ = 1

2
∫ . . . dξdζ .

The integration area is shownby the triangle 0AC in FigureD.1. This area does not have
a simple description in terms of the variables ξ and ζ . However, the integrand is an
even function of ζ , so it is sufficient to integrate only inside the (hatched) half 0BC of
the triangle andmultiply the result by 2. Taking into account all these considerations,
we obtain

w(q,q󸀠) = − iπ
2

2

1

∫
0

dξ
ξ

∫
0

dζ
(q2(ξ − 1)2 − k2ξ 2/4 + k2ζ 2/4 − λ2c2ξ )3/2

= −
iπ2

2

1

∫
0

ξdξ 1

[q2(ξ − 1)2 − k2ξ 2/4 − λ2c2ξ 2]√q2(ξ − 1)2 − λ2c2ξ
.

Figure D.1: To the calculation of the inte-
gral (D.1).
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Next, introduce a parameter δ such that 1 ≫ δ ≫ λ2c2/q2 and divide the integration
interval into two parts, i. e.,

w(q,q󸀠) = w(1)(q,q󸀠) + w(2)(q,q󸀠) = − iπ
2

2

1−δ

∫
0

. . . dξ − iπ
2

2

1

∫
1−δ

. . . dξ .

In the first integral, we neglect the λ-term, i. e.,

w(1)(q,q󸀠) ≈ − iπ
2

2q3

1−δ

∫
0

ξdξ
[(ξ − 1)2 − k2ξ 2/(4q2)](ξ − 1)

=
iπ2

2q3
⋅
2q2

k2
ln(−k

2ξ 2/(4q2) + ξ 2 − 2ξ + 1
(1 − ξ )2

)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

ξ=1−δ

ξ=0

≈
iπ2

qk2
ln( −k

2

4q2δ2
).

In the second integral, change the variable y = ξ − 1, i. e.,

w(2)(q,q󸀠) ≈ − iπ
2

2

0

∫
−δ

dy(y + 1)

(q2y2 − k2/4)√q2y2 − λ2c2
≈
2iπ2

k2

δ

∫
0

dy
√q2y2 − λ2c2

=
2iπ2

qk2
ln(q√q2y2 − λ2c2 + q2y)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

y=δ

y=0

=
2iπ2

qk2
ln(

q√q2δ2 − λ2c2 + q2δ
iqλc

) ≈
iπ2

qk2
ln(−4q

2δ2

λ2c2
).

Putting together both parts, we finally obtain

w(q,q󸀠) ≈ iπ
2

qk2
ln( −k

2

4q2δ2
⋅
−4q2δ2

λ2c2
) =

iπ2

qk2
ln( k2

λ2c2
), (D.2)

which coincides with equation (121.16) in [14].
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E Relativistic invariance of Coulomb–Darwin–Breit
electrodynamics

In this appendix we are going to prove the relativistic invariance of the classical limit
of RQD discussed in Subsection 6.2.1.

From the derivation presented there, it follows that the Coulomb–Darwin–Breit
Hamiltonian (6.6) + (6.7) is a part of a relativistically invariant theory in the instant
form of dynamics. This means that there must exist an interacting boost operator Kd

that satisfies all commutation relations of the Poincaré Lie algebra together with the
Hamiltonian Hd. In principle, we could obtain an explicit form of the operator Kd

by applying the unitary dressing transformation to the boost operator of QED (see
Subsection 2.3.6). However, here we decided to choose an easier way. Together with
[36, 34, 152], we simply postulate the form of the operatorKd and check the validity of
Poincaré commutators in the (v/c)2 approximation.

Let us first write two-particle noninteracting generators of the Poincaré group as
sums of single-particle generators, i. e.,1

P0 = p1 + p2, (E.1)
J0 = [r1 × p1] + s1 + [r2 × p2] + s2, (E.2)

H0 = h1 + h2 ≈ m1c
2 +m2c

2 +
p21
2m1
+

p22
2m2
−

p41
8m3

1c2
−

p42
8m3

2c2
, (E.3)

K0 = −
h1r1
c2
−
[p1 × s1]
m1c2 + h1

−
h2r2
c2
−
[p2 × s2]
m2c2 + h2

≈ −m1r1 −m2r2 −
p21r1
2m1c2
−

p22r2
2m2c2
+

1
2c2
(
[s1 × p1]

m1
+
[s2 × p2]

m2
). (E.4)

The full interacting generators are

Hd = H0 + V
d,

Kd = K0 + Z
d, (E.5)

where the potential energy Vd is given by equation (6.7) and the potential boost was
postulated in [36, 34, 152] as follows:

Zd ≈ −q1q2(r1 + r2)
8πc2r

. (E.6)

We only need to verify nontrivial Poisson brackets of the Poincaré Lie algebra
(1-3.49)–(1-3.55) that contain interacting generators Hd and Kd, i. e.,

[J0i,K
d
j ]P =

3
∑
k=1

ϵijkK
d
k , (E.7)

1 See equations (8.18)–(8.21) and (1-4.46)–(1-4.48).

https://doi.org/10.1515/9783110493221-014
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[J0,H
d]P = [P0,H

d]P = 0, (E.8)

[Kd
i ,K

d
j ]P = −

1
c2

3
∑
k=1

ϵijkJ0k , (E.9)

[Kd
i ,P0j]P = −

1
c2
Hdδij, (E.10)

[Kd,Hd]P = −P0, (E.11)

where i, j, k = (x, y, z).
Equations (E.7)–(E.8)mean thatKd is a 3-vector andHd is a 3-scalar invariantwith

respect to translations. These results follow easily from Poisson brackets (8.13)–(8.17)
of single-particle observables. This proof is left as an exercise for the reader.

For more complex brackets (E.9)–(E.11), it will be convenient to write Hd and
Kd as series in powers of (v/c)2 (upper indices in parentheses indicate the power of
(v/c)2), i. e.,

Hd ≈ H(−1) + H(0) + H(1)orb + H
(1)
spin–orb + H

(1)
spin–spin,

Kd ≈ K (0) + K (1)orb + K
(1)
spin–orb,

where

H(−1) = m1c
2 +m2c

2,

H(0) =
p21
2m1
+

p22
2m2
+
q1q2
4πr
,

H(1)orb = −
p41

8m3
1c2
−

p42
8m3

2c2
−

q1q2
8πm1m2c2r

((p1 ⋅ p2) +
(p1 ⋅ r)(p2 ⋅ r)

r2
),

H(1)spin–orb =
q1q2[r × p1] ⋅ s1

8πm2
1c2r3

−
q1q2[r × p2] ⋅ s2

8πm2
2c2r3

−
q1q2[r × p2] ⋅ s1
4πm1m2c2r3

+
q1q2[r × p1] ⋅ s2
4πm1m2c2r3

,

H(1)spin–spin =
q1q2(s1 ⋅ s2)
4πm1m2c2r3

−
3q1q2(s1 ⋅ r)(s2 ⋅ r)

4πm1m2c2r5
,

K (0) = −m1r1 −m2r2,

K (1)orb = −
p21r1
2m1c2
−

p22r2
2m2c2
−
q1q2(r1 + r2)

8πc2r
,

K (1)spin–orb =
1
2c2
(
[s1 × p1]

m1
+
[s2 × p2]

m2
).

So, we have to prove the following relations:

−
1
c2
H(−1)δij = [K

(0)
i ,P0j]P , (E.12)
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0 = [K(0)i ,H
(−1)]P , (E.13)

−P0i = [K
(0)
i ,H
(0)]P , (E.14)

0 = [K(0)i ,K
(0)
j ]P , (E.15)

−
1
c2
H(0)δij = [K

(1)
i−orb,P0j]P + [K

(1)
i−spin–orb,P0j]P , (E.16)

0 = [K(1)i−orb,H
(0)]P + [K

(1)
i−spin–orb,H

(0)]P

+ [K(0)i ,H
(1)
orb]P + [K

(0)
i ,H
(1)
spin–orb]P

+ [K(0)i ,H
(1)
spin–spin]P , (E.17)

−
1
c2

3
∑
k=1

ϵijkJ0k = [K
(1)
i−orb,K

(0)
j ]P + [K

(1)
i−spin–orb,K

(0)
j ]P

+ [K(0)i ,K
(1)
j−orb]P + [K

(0)
i ,K
(1)
j−spin–orb]P . (E.18)

Again, we omit the rather simple proofs of formulas (E.12)–(E.15). For equation (E.16)
we obtain

[(K(1)x−orb + K
(1)
x−spin–orb),P0x]P

= −[
p21r1x
2m1c2
, p1x]

P
− [

p22r2x
2m2c2
, p2x]

P
− [

q1q2
8πc2

r1x + r2x
r
, p1x]

P

− [
q1q2
8πc2

r1x + r2x
r
, p2x]

P

= −
p21

2m1c2
−

p22
2m2c2
−

q1q2
4πc2r

= −
1
c2
H(0).

Individual terms on the right-hand side of (E.17) are

[K(1)x−orb,H
(0)]P = −

p21
4m2

1c2
[r1x , p

2
1]P −

q1q2r1x
8πm1c2

[p21 ,
1
r
]
P
−

p22
4m2

2c2
[r2x , p

2
2]P

−
q1q2r2x
8πm2c2

[p22,
1
r
]
P
−

q1q2
16πm1c2r

[r1x , p
2
1]P −

q1q2r1x
16πm1c2

[
1
r
, p21]

P

−
q1q2r2x
16πm1c2

[
1
r
, p21]

P
−

q1q2r1x
16πm2c2

[
1
r
, p22]

P

−
q1q2

16πm2c2r
[r2x , p

2
2]P −

q1q2r2x
16πm2c2

[
1
r
, p22]

P

= −
p21p1x
2m2

1c2
−
q1q2(r1x − r2x)

8πm1c2
(p1 ⋅ r)
r3
−
p22p2x
2m2

2c2

−
q1q2(r1x − r2x)

8πm2c2
(p2 ⋅ r)
r3
−

q1q2p1x
8πm1c2r

−
q1q2p2x
8πm2c2r

, (E.19)
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[K(1)x−spin–orb,H
(0)]P =

1
2c2
[(

1
m1
[s1 × p1]x +

1
m2
[s2 × p2]x),

q1q2
4πr
]
P

= −
q1q2[s1 × r]x
8πm1c2r3

+
q1q2[s2 × r]x
8πm2c2r3

, (E.20)

[K(0)x ,H
(1)
orb]P =

1
8m2

1c2
[r1x , p

4
1 ]P +

q1q2
8πm2c2r

[r1x , ((p1 ⋅ p2) +
(p1 ⋅ r)(p2 ⋅ r)

r2
)]

P

+
1

8m2
2c2
[r2x , p

4
2 ]P +

q1q2
8πm1c2r

[r2x , ((p1 ⋅ p2) +
(p1 ⋅ r)(p2 ⋅ r)

r2
)]

P

=
p21p1x
2m2

1c2
+

q1q2
8πm2c2r

(p2x +
(r1x − r2x)(p2 ⋅ r)

r2
)

+
p22p2x
2m2

2c2
+

q1q2
8πm1c2r

(p1x +
(p1 ⋅ r)(r1x − r2x)

r2
), (E.21)

[K(0)x ,H
(1)
spin–orb]P = [(−m1r1x −m2r2x), (

q1q2[r × p1] ⋅ s1
8πm2

1c2r3

−
q1q2[r × p2] ⋅ s2

8πm2
2c2r3

−
q1q2[r × p2] ⋅ s1
4πm1m2c2r3

+
q1q2[r × p1] ⋅ s2
4πm1m2c2r3

)]
P

=
q1q2[s2 × r]x
8πm2c2r3

−
q1q2[s1 × r]x
8πm1c2r3

−
q1q2[s2 × r]x
4πm2c2r3

+
q1q2[s1 × r]x
4πm1c2r3

=
q1q2[s1 × r]x
8πm1cr3

−
q1q2[s2 × r]x
8πm2cr3

, (E.22)

[K(0)x ,H
(1)
spin–spin]P = 0. (E.23)

Adding together right-hand sides of equations (E.19)–(E.23),we see that equation (E.17)
is, indeed, correct. Equation (E.18) is derived as follows:

[K(1)x−orb,K
(0)
y ]P + [K

(0)
x ,K
(1)
y−orb]P + [K

(1)
x−spin–orb,K

(0)
y ]P + [K

(0)
x ,K
(1)
y−spin–orb]P

=
r1x
2c2
[p21 , r1y]P +

r2x
2c2
[p22, r2y]P +

r1y
2c2
[r1x , p

2
1]P +

r2y
2c2
[r2x , p

2
2]P

−
1
2c2
[(−

1
m1

s1zp1y −
1
m2

s2zp2y), (m1r1y +m2r2y)]
P

−
1
2c2
[(m1r1x +m2r2x), (

1
m1

s1zp1x +
1
m2

s2zp2x)]
P

= −
1
c2
[r1 × p1]z −

1
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