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Preface

I can trace the inception of this book to a very specific moment and place:
a Friday afternoon in June 2009, UCLA campus, in Los Angeles, California.
Back then, I was a graduate student and was meeting with Robert Boyd, a
faculty member in my department.

At the time, I was enthralled by cultural evolution theory (not the old
sociocultural kind but the dual-inheritance sort). I was ready to run with it,
all gas, no brakes, and apply it to the archaeological record. Rob is one of the
early architects of cultural evolution theory, so he was naturally added to my
committee and put in charge of the theory part of my qualifying exams. Early
in the meeting, he told me that for my exam I would have to discuss whether
archaeological data can be used to detect the routes of cultural transmission,
transmission biases, or the importance of social learning relative to other
modes of learning (all things I wanted to study archaeologically). I had the
weekend to write an essay and answer his question.

By Saturday, my answer to Rob’s question had morphed from an “of course
it can” to a humbler “actually maybe not” And by Sunday evening I had lost
taith in much of what I thought archaeology was about. After a weekend of
thinking hard about what it means to answer a question scientifically and
reading dozens of articles from paleontologists struggling to reconcile the
fossil record with evolutionary genetics, I had come to see how large the gulf
is that separates the archaeological record and the microevolutionary pro-
cesses described by cultural evolution theory. Too large, I thought, to be ever
bridged, at least in a way that I would find valid and reasonable. Yet, I didn’t
despair. Quite the contrary: I was thrilled. The same paleontologists who had
long stopped slavishly interpreting their data in microevolutionary terms had
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been doing all sorts of exciting things with the fossil record, such as studying
patterns in rates of evolutionary change and trends in taxonomic diversity of
extinction rates—topics that were not only fascinating but also well suited
to the quality of the fossil record. The same kind of approach could also be
adopted by archaeologists. I felt like I had hit upon an untapped vein of gold
that, I suspected, ran deep and wide under the ground.

In the end, I would write a dissertation on a different topic. But the ques-
tion of the quality of the archaeological record remained at the back of my
mind, and I returned to it immediately after moving to the Santa Fe Institute,
where I had been offered an Omidyar Postdoctoral Fellowship. I realized very
quickly that the critique I laid out in my exam essay extended well beyond the
domain of cultural evolution theory. And I would also realize soon enough
that others before me had ventured into the same territory, chief among them
Geoff Bailey with his “time perspectivism” approach. He, and many others
who have followed in his footsteps—Stein, Murray, Wandsnider, Holdaway,
Shott, to name just a few—have deeply shaped my thoughts as I was writing
this book. Theirs are the shoulders upon which I stand.

This book also owes a large debt to Jeff Brantingham. Jeff taught me that
the archaeologist’s job is not only to study the content of the archaeological
record but also to study the archaeological record itself. Jeft is also one of the
most original thinkers I know. Not only does he think outside the proverbial
box, but he turns it upside down and will not hesitate to throw it away if need
be. The heavy dose of taphonomic and critical thinking that he bestowed on
me lays the groundwork for everything that appears in this book. And his
constant encouragements have kept me going when I was in a rut.

This book was completed over the course of several years, and I have
benefited from dozens of conversations with various people. Perhaps unbe-
knownst to them, and though they may not agree with the content of this
book, in whole or in part, the following people have inspired me, pointed
me in new directions, helped me spot some of the weaker links in my argu-
ments, or forced me to think and write more clearly. I thank them all: Mi-
chael Barton, Deanna Dytchkowskyj, Doug Erwin, Marcus Hamilton, Erella
Hovers, Tim Kohler, Steve Kuhn, Lee Lyman, David Madsen, Curtis Marean,
David Meltzer, Kostalena Michelaki, Chris Morehart, Tom Morgan, Michael
O’Brien, Scott Ortman, Jonathan Paige, Karthik Panchanathan, Matt Peeples,
Luke Premo, Hannah Reiss, David Rhode, Eric Rupley, Jerry Sabloff, Michael
Smith, Chip Stanish, Nicolas Stern, LuAnn Wandsnider, Meg Wilder, and
two anonymous reviewers. A special thanks to Michael Shott, who gener-
ously reviewed the last two versions of the manuscript and provided me with
thorough, challenging, but also constructive and supportive feedback. I also
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want to thank the editors at the University of Chicago Press: first, Christie
Henry, who shepherded the book though the first phases of review, and then,
Scott Gast, who saw it through the finish line. I am also indebted to Pamela
Bruton, who copyedited the book and made it better in so many ways. Finally,
this book was written while in residence in various institutions and benefited
from their support: the Santa Fe Institute, the University of Missouri, and, my
most recent home, Arizona State University.
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The Search for Smoking Guns

Archaeologist Geoft Bailey (1981, 104) incisively observed that “archaeol-
ogy . .. is reduced to an appendix, at best entertaining, at worst dispensable,
of ecology, sociology, or whichever study of contemporary behaviour hap-
pens to be in current fashion” Although harsh, his comment is still accurate
more than 35 years later. Bailey was referring to the problem of interpret-
ing what he called macrotemporal trends (i.e., the archaeological record) in
terms of microtemporal processes (such as those described by anthropologi-
cal theory). Given how rarely archaeological research is cited by scientists
outside archaeology, let alone outside anthropology, and given its low status
within the academy (Upham, 2004), it does seem like the contribution of ar-
chaeology to our understanding of human behavior has been, for the most
part, unimportant.

Archaeology has remained an appendix to the other sciences of human
behavior because archaeologists have been insisting on interpreting archaeo-
logical remains in terms of microscale processes. For various historical, psy-
chological, and training reasons, archaeologists have come to view themselves
as prehistoric ethnographers, whose goal is to interpret the archaeological
record in terms of processes borrowed from other disciplines, such as cultural
anthropology, psychology, and economics. In doing so, they have been pro-
ducing a flow of information about the human past that is impressive—and
yet unverifiable and likely erroneous.

The processes borrowed by archaeologists operate over very short time
scales—so much so that most of them are in fact irremediably underdetermined
by the archaeological record. Underdetermination is related to the more fa-
miliar concept of “equifinality” Equifinality is a quality of processes: processes
are equifinal when they lead to the same outcome and are observationally
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equivalent. Underdetermination, on the other hand, is a quality of our observa-
tions: a set of observations underdetermines a set of processes when it cannot
discriminate between them. (The equifinality/underdetermination problem dis-
cussed in this book concerns what philosophers refer to as local underdeter-
mination, which is the type of underdetermination that arises during the nor-
mal course of scientific practice. It does not refer to global underdetermination,
which challenges the possibility of scientific knowledge by postulating that for
every theory, a large, and possibly infinite, number of rivals that are empirically
equivalent always exist. See Fraassen, 1980; Kukla, 1998; Turner, 2007.)

The term “equifinality” is typically reserved for processes that lead to the
exact same outcome, such that it will never be possible to distinguish them
statistically (von Bertalanfly, 1940, 1949), or for processes that are difficult to
distinguish, either because we lack the observational or statistical tools to do
so (Laudan and Leplin, 1991; A. Rogers, 2000) or because we have failed to de-
fine our research questions in concrete and operational terms (Binford, 2001).
In contrast, the term “underdetermination” tends to be used to describe the
situations in which two processes are equifinal not necessarily because they
are impossible or difficult to distinguish but because the data at hand can-
not distinguish between the processes that generated them. The underde-
termination problem of archaeology comes from a discrepancy between the
coarseness of archaeological data and the microscale nature of archaeological
theories (Bailey, 1981). The larger this discrepancy is, the more archaeologi-
cal data will underdetermine the various economic, psychological, and social
processes that archaeologists purportedly study.

The very way archaeologists test hypotheses undermines their capacity
to make valid inferences about the human past. Because of the underdeter-
mination problem, archaeologists have not been successful at inferring past
causes. Indeed, how many questions about the human past have archaeolo-
gists answered in a definitive manner? With the exception of plain-vanilla
cultural historical questions, the answer is, very few. Why is that? Because
archaeologists often settle on an explanation on the sole basis that it can be
made consistent with their data, thereby ignoring the fact that there are a
number of alternative explanations that are just as consistent with the data.
The use of consistency as a criterion to test hypotheses has made archaeolo-
gists overconfident about what can be learned from the archaeological record
and allowed them to turn a blind eye to the harsh reality that the archaeologi-
cal record underdetermines most of its causes.

Ultimately, the capacity of archaeologists to infer past causes depends on
the quality of the archaeological record—on how much information about
past events has been preserved in nature. Unlike experimental scientists,
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historical scientists such as archaeologists cannot use laboratory methods
to manufacture new empirical evidence or to shield themselves from false-
positive or false-negative results. This strict dependence on the quality of the
archaeological record is anything but trivial. It means that the archaeological
record—not archaeologists—dictates what can and cannot be learned about
the past. Over the next few chapters, I will show that archaeology’s current
research agenda overestimates the quality of the archaeological record and,
facilitated by the way archaeologists have been testing hypotheses, has led
them to a place where most of their research questions either remain forever
unresolved or are settled with wrong answers. The only way out of this situa-
tion is to recalibrate the research program of the discipline so that it is com-
mensurate with the quality of the archaeological record.

By recalibrating their research program to the quality of the archaeo-
logical record, archaeologists can not only produce epistemologically valid
knowledge about the past but also discover genuinely novel and possibly
theory-challenging processes. For instance, archaeologists can mine the global
archaeological record to detect macroscale processes—processes that operate
above the hierarchical level of the individual and at such a slow rate that their
effect can be detected only from an observation window that is thousands of
years long and thousands of kilometers wide. Discovering such macroscale
processes, which are effectively invisible to other social scientists, would be a
significant achievement and a major contribution of archaeology to our un-
derstanding of human behavior.

Experimental Sciences and Historical Sciences

Epistemological discussions about archaeology tend to emphasize the dis-
tinction between “history” and “science,” the idea being that history and sci-
ence constitute different intellectual paradigms that require different meth-
ods. Today, archaeology largely defines itself as a science, and oftentimes in
opposition to history. Archaeology students are taught that processual ar-
chaeology, by shifting archaeologists’ focus from historical particularisms to
cross-cultural regularities, sought to elevate our discipline from the rank of
mere history to the high pedestal of science.

But history and science are not alternative intellectual paths. Cultural
historians and processual archaeologists are engaged in the same activity:
explaining contemporary observations of the archaeological record (i.e., ob-
servations made in the present time) in terms of their past causes. This makes
archaeology, of every theoretical flavor, fall squarely under the umbrella of
historical sciences. To better understand how we can gain knowledge about
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the past, we need to appreciate how historical sciences work. This is best done
by contrasting historical sciences with experimental sciences.

Experimental scientists can directly observe their phenomenon of interest
and test hypotheses in the controlled environment of the laboratory. By manip-
ulating the conditions of their experiments, they can bring about the test condi-
tions specified by their hypotheses. They can also repeat their experiments to
ensure consistent results. An even more important feature of their practice is
that by controlling for extraneous factors in their experiments, they can shield
their hypotheses from false-positive and false-negative results (Cleland, 2001;
Jeftares, 2008). Thus, with the help of laboratory methods, experimental scien-
tists can identify causal relationships by observing how different initial condi-
tions generate different results—in other words, they go from causes to effects.

Historical scientists exploit the opposite direction of the causality chain:
they go from effects back to causes, by explaining contemporary observations
in terms of their past causes. The range of research endeavors encompassed
by historical sciences is large and varies in scope from the very vast (how
did our galaxy form?) to the minute (why did the space shuttle Challenger
explode?) (Forber and Griffith, 2001). Archaeologists, astrophysicists, geolo-
gists, paleontologists, but also NASA engineers and detectives tasked to solve
crimes, are all historical scientists.

Mirroring the distinction many archaeologists make between archaeology-
as-science and archaeology-as-history, experimental and historical sciences
are often contrasted in terms of their objects of study. Whereas experimen-
tal scientists tend to be interested in classes of objects (e.g., how do helium
molecules, neurons, or viruses behave?), historical scientists are more likely
to investigate token objects (e.g., this star, this volcano, this war) (Cleland,
2001; Tucker, 2011). There is some truth to this characterization, but in real-
ity, both types of sciences interface with classes of objects and token objects
(Turner, 2007), constantly going back and forth between particular historical
cases and “ahistorical” generalizations (Eldredge, 1989; Trigger, 1978). Thus,
historical sciences are defined, not by their object of study, but by the fact that
their object of study is in the past.

Unlike experimental scientists, historical scientists cannot directly ob-
serve the phenomena that interest them as they unfold but can observe only
their outcomes. They cannot replicate the past in a laboratory setting, either
for practical reasons (the formation of a galaxy, the development of agricul-
ture) or ethical reasons (mass extinction, epidemics), let alone manipulate it.
Historical scientists do have laboratories and laboratory methods, but they
serve a different purpose than in experimental sciences. Whereas experimen-
tal scientists use the laboratory to manufacture new empirical evidence and
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to bring about various test conditions, historical scientists use laboratories to
expand their search for smoking guns. For instance, the archaeology labora-
tory is where field data are processed, cleaned, cataloged, and analyzed. More
critically, they use laboratory apparatuses to expand the range of data they
observe beyond the range of traces that can be observed in the field, like a
count of pollen in a soil sample or the “C/"?C ratio in a bone fragment. Yet,
archaeologists still lack recourse to experimental methods. In lieu of the ex-
perimentalists’ clean, uncontaminated, and controlled laboratories, they are
stuck, like other historical scientists, with whatever traces have been left by
nature’s messy experiments (Jeffares, 2008). More importantly, they cannot
do the very thing that makes experimental sciences so powerful: control ex-
perimentally for factors that are extraneous to their hypothesis and that may
lead to false-positive or false-negative results. Instead, they must resort to
finding smoking guns hidden in nature.

How Historical Sciences Work: The “Smoking-Gun” Approach

Historical scientists have had their fair share of triumphs: the discovery of
tectonic-plate drift, the reconstruction of Pleistocene climate, and the calcu-
lation of the age of the universe are amazing feats of scientific ingenuity. Some-
how, historical science can work.

Historical scientists successfully learn about the past by employing a
“smoking-gun” approach. They start by formulating multiple, mutually ex-
clusive hypotheses and then search for a “smoking gun” that discriminates
between these hypotheses (e.g., Cleland, 2001, 2002, 2011; Forber and Griffith,
2001; Jeffares, 2008, 2010; Tucker, 2011; Turner, 2005, 2007). A smoking gun is
a piece of evidence, discovered through fieldwork, that discriminates unam-
biguously between the competing hypotheses. The smoking gun can be any-
thing—it can be a singular trace like a radiocarbon date, a set of traces such
as a ceramic assemblage, or something more abstract, like a statistical signal.

The smoking-gun approach to historical science is a three-stage process
(Cleland, 2011) (fig. 1.1). First, a set of competing hypotheses to explain the
traces found in the field is generated. Then, researchers conduct fieldwork in
order to find a smoking gun. Third, when a smoking gun is found, the set of
competing hypotheses is first culled and then augmented in the light of new ev-
idence and advances in theory. And the search for a smoking gun starts again.

The study of the extinction of the dinosaurs provides an example of these
three stages (Cleland, 2001). All nonavian dinosaurs went extinct about 65.5 mil-
lion years ago (Alroy, 2008; Macleod et al., 1997). Before the 1980s, several
explanations had been suggested to account for their demise, including a
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1. Multiple competing hypotheses are
generated to explain a body of traces
encountered in the field.

3. Revision of the set of competing
hypotheses, which may be culled and
augmented in light of new evidence
and advances in theories.

2. There is a search for a smoking gun
that will discriminate among the

competing hypotheses.

FIGURE 1.1: The three stages of prototypical historical research (Cleland, 2011).

meteorite impact, climate change, magnetic reversal, a supernova, and the
flooding of the ocean surface by freshwater from an Arctic lake (Alvarez et al,,
1980). The smoking gun discriminating between these hypotheses emerged
when a set of traces discovered in the field overwhelmingly favored the me-
teorite impact hypothesis. These traces included deposits rich in iridium,
an element rare on earth but common in meteors (Alvarez et al., 1980; Smit
and Hertogen, 1980), deposits rich in impact ejecta (Bohor, 1990; Montanari
et al.,, 1983), and the discovery of a large crater on the Yucatan Peninsula in
Mexico (Hildebrand et al., 1991). As a result of these discoveries, the set of
competing hypotheses for the extinction of the dinosaurs was heavily culled.
More recently, novel alternative explanations for the mass extinction have
emerged, among them the massive volcanic activity in the Deccan Traps in
India (Chenet et al., 2009), and the search for a new smoking gun continues.

The reliance on smoking guns means that historical sciences do not work
by testing predictions. A prediction specifies what would happen under a
specific set of conditions, given a certain hypothesis, and is tested by bring-
ing about this set of test conditions, something that cannot be done without
experimental methods (Cleland, 2001). Without experimental methods, it is
impossible to know if a prediction failed because it is wrong or because the
set of conditions it specifies were not brought about. The possibility of false-
negative results explains why failed predictions rarely lead to the rejection
of a hypothesis in historical sciences (Cleland, 2011, 2002). Instead, predic-
tions, when historical scientists make them, serve as tentative guides in the
search for smoking guns. They are educated guesses, based upon background
knowledge, about where in the field additional traces may be found and what
form these traces may take. In fact, whether a smoking gun is discovered as
a result of a prediction or is simply stumbled upon has little bearing on the
acceptance of the hypothesis it supports (Cleland, 2011).
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In the end, without direct access to the past, the capacity of historical
scientists to learn things about the past hinges entirely on the discovery of
smoking guns in the field. Like detectives, they must snoop around for in-
criminating traces in nature.

A Likelihood-Ratio View of the Search for a Smoking Gun

There are two key aspects to the search for smoking guns in historical sciences.
The first aspect, discussed above, is that smoking guns are not manufactured
experimentally but found in nature. The second aspect is that smoking guns
discriminate between competing hypotheses. This is a crucial distinction that
many archaeologists have failed to recognize.

The smoking-gun approach can be operationalized in terms of the likeli-
hood ratio. Imagine that we have two rival hypotheses to explain a certain
phenomenon. Let us call the first hypothesis H, and the second one H,. To
test the two hypotheses, we have a set of data, D, that we collected in the field.

The likelihood ratio is a way to compare the relative likelihood that each
hypothesis explains the data. The likelihood ratio of H, and H, is the ratio be-
tween two quantities, p(D | H,) and p (D | H,). The first quantity, p(D | H)), is
the probability of observing data D, assuming that H, is true. For example, what
is the probability of rolling a 6 given that the die is fair? Conversely, p (D | H,) is
the probability of observing data D, assuming that H, is true. For instance, what
is the probability of rolling a 6 given that a die is loaded in such a way that a 6 is
scored four times more likely than the other sides? The likelihood ratio is the ra-
tio of the probabilities that the two hypotheses have generated the observed data:

p(DIH))

(1.1) likelihood ratio = .
p(D|H,)

Equation 1.1 shows that when D can account equally well for both H, and
H,, the likelihoods are equal, and the likelihood ratio is 1. A likelihood ratio
of 1 thus means that D is not a smoking gun for either hypothesis. But D is a
smoking gun for H_ if the likelihood ratio is greater than 1, or it is a smoking
gun for H, when the likelihood ratio is smaller than 1. This is the likelihood-
ratio view of the smoking gun: a smoking gun is data that tip the likelihood
ratio away from 1. And the farther away from 1 the likelihood ratio is tipped,
the more smoke there is.

The point here is not that historical scientists should use the likelihood-ratio
test as a statistical method. After all, it is not always feasible to assign a specific
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number to terms like p (D | H,) or p(D | H,), especially when our theories are
verbal and our data are qualitative. Rather, the point is that the likelihood-ratio
view of the search for smoking guns is a useful way to understand the logic that
underlies how successful historical sciences work. The likelihood-ratio view
emphasizes the importance of explicitly taking into consideration the differ-
ent explanations that can reasonably account for the data at hand—something
archaeologists rarely do. In fact, many archaeologists do not even think of their
research program as a hypothesis-driven enterprise. Yet, archaeologists test hy-
potheses all the time: every component of an archaeological interpretation is
a hypothesis that is vulnerable to testing (R. Gould and Watson, 1982; Schiffer,
1988). Every time we infer something from archaeological material, every time
we construct a narrative of what happened in the past, every time we draw a
conclusion, we have generated, tested, and accepted a hypothesis, even if im-
plicitly. Looking at historical sciences through the lens of the likelihood-ratio
test forces us to acknowledge that we are constantly testing hypotheses. But
more importantly, it emphasizes the fact that a good smoking gun discrimi-
nates between hypotheses, instead of merely being consistent with a hypothesis.

Archaeologists Use the “Test of Consistency” to Test Hypotheses

In practice, the way archaeologists test hypotheses rarely bears any resem-
blance to the likelihood-ratio method (eq. 1.1). Rather, they settle on an expla-
nation simply because it is consistent with the data. Given empirical data D,
a working hypothesis H successfully passes the test of consistency when

(1.2) p(D| H)>0,

where, again, p (D | H)) is the probability of observing the data, assuming that
hypothesis 1is true. A p(D | H,) greater than o means that the hypothesis is
consistent with the data, at least to a certain extent. The greater p(D | H)) is,
the more consistent the hypothesis is thought to be.

A more sophisticated version of the test of consistency is based on the re-
jection of a null hypothesis using the p-value. The null hypothesis is a statisti-
cal model in which causality is absent, and the p-value represents the probabil-
ity of obtaining the data observed (or more extreme observations), assuming
that the null hypothesis is true, or p(D | H_,). It is not, as is often assumed,
the probability that the null hypothesis is true, given the data, p(H_, | D),
nor is it the probability that the target hypothesis H is true, p(H, | D). The
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null-hypothesis version of the test of consistency looks like this: a hypothesis
H  is consistent with empirical data D when

(1.3) p(D|H_)<a,

where a is the significance threshold, typically set to 0.05, below which
most null hypotheses are rejected. According to equation 1.3, a hypothesis is
deemed consistent with the data when the probability of the null model gen-
erating the data at hand is less than 5%.

At first glance, the null-hypothesis testing depicted in equation 1.3 looks
like the testing of two competing hypotheses, H and H,_ . But the rejection
of the null hypothesis using p-values does not discriminate between H, and
H_; it is concerned with only the null hypothesis. Notice that H, is absent
from equation 1.3: the p-value is completely independent of H . This means
that the p-value has little bearing on the epistemic value of H,. Imagine that
an archaeologist is analyzing two ceramic assemblages from two different
cultural levels. The vessels coming from the older level vary a lot in shape and
size; those coming from the younger layer all look similar. An archaeologist
hypothesizes that the vessels from the first level were produced by the mem-
bers of different households, while those from the second level were pro-
duced by craft specialists. The archaeologist analyzes the data and obtains a
“significant” p-value: the variance of the first assemblage is significantly larger
than the variance of the second. He concludes that the data confirm the craft
specialist hypothesis. Maybe this conclusion is right. But who knows? In real-
ity, the rise of elite craft specialists was never tested directly. You could replace
the rise of craft specialists by any other explanation, including fanciful ones
that involve an extraterrestrial civilization, and the p-value would not budge
by one decimal.

The test of consistency is especially prevalent in narrative interpretations
of the archaeological record. We find that our ideas about what makes hu-
mans tick (i.e., our theories and hypotheses) are supported empirically when,
in some way or another, they can account for the data at hand. The research
based on the test of consistency typically starts with a discussion of some
theory (e.g., costly signaling theory), followed by an archaeological case study
(the zooarchaeological record of the Archaic period in southern Ontario),
a demonstration that the data are consistent with the theory (big animals
were preferentially hunted), and an interpretation of the data in terms of the
theory (Archaic hunters from southern Ontario were hunting for prestige).
The research paper may end with a discussion of how useful the theory is to
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archaeological research, and its title may read something like “Theory X: A
View from Location Y

Note that the test of consistency can be applied at different scales. It can be
used to test a single hypothesis (the metal grave goods in this burial are pres-
tige goods) or complex sets of hypotheses (grave goods denote social status)
or a whole theory (a complex system view of state societies). Thus, an archae-
ologist may very well be using the smoking-gun approach to discriminate be-
tween a set of hypotheses while at the same time using the test of consistency
to select the theory from which the hypotheses were drawn.

The test of consistency is different from the search for smoking guns de-
picted in equation 1.1. The likelihood-ratio view of the search for smoking
guns is that it is not the absolute capacity of a hypothesis to account for the
data that matters but its capacity relative to other hypotheses. For instance,
a quantity such as p(D | H,) does not mean much in and of itself. Instead, it
becomes meaningful only when it is compared with p(D | H,). For instance, it
is not enough to show that the rise of elite craft specialists is consistent with
the data; that hypothesis also has to account for the data better than alterna-
tive explanations for variation in ceramic vessels.

By focusing archaeologists’ attention on a single hypothesis at a time,
by telling them that demonstrating consistency is enough for science to ad-
vance, the test of consistency has led them to ignore the underdetermination
problem that plagues archaeology. Furthermore, this underdetermination
problem is amplified by how vulnerable the test of consistency is to confirma-
tory bias.

THE TEST OF CONSISTENCY LEADS TO
CONFIRMATORY-BIASED RESEARCH

Another problem with the test of consistency is that it opens the door to
a confirmatory bias (Klayman and Ha, 1987; Nickerson, 1998; Oswald and
Grosjean, 2004). In 1890 the American geologist Thomas C. Chamberlain
published a paper in which he explained the problems that arise from accept-
ing an explanation because it is consistent with the data and without paying
attention to alternative explanations. Chamberlain compared the testing of a
single hypothesis to the blinding love of a parent for an only child. This love
puts the researcher in danger of “an unconscious selection and of magnifying
of phenomena that fall into harmony with the theory and support it, and an
unconscious neglect of phenomena that fail of coincidence” (93). In contrast,
working with multiple hypotheses “neutralizes the partialities” (93) of our
“emotional nature” (93) and “promotes thoroughness” (94). Chamberlain was
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describing, more than 120 years ago, what psychologists today call the con-
firmatory bias.

The confirmatory bias is a strong cognitive bias that affects each and every
one of us in our daily lives. In science, it arises when researchers show a bias
for evidence or for certain interpretations of the evidence that reinforce their
own views of how the world ought to be. Confirmatory bias can creep in at
every stage of the research process, from the collection of data to peer review
(Hergovich, Schott, and Burger, 2010; Koehler, 1993; Mahoney, 1977; Mahoney
and Kimper, 1976; Resch, Ernst, and Garrow, 2000).

The test of consistency provides no protection whatsoever against confir-
matory bias. To the contrary, because it amounts to little more than interpret-
ing the data in terms of some hypothesis, the test of consistency naturally
leads researchers to seek out a confirmation of their ideas and selectively
ignore the traces that disconfirm their ideas as well as the alternative ideas
that are also supported by the data. This happens not out of dishonesty but
because this is how our brains work unless restrained by scientific methods.

THE TEST OF CONSISTENCY MAKES VERBAL
HYPOTHESES TOO EASY TO CONFIRM

The test of consistency also makes it too easy for hypotheses to be confirmed,
a problem that is magnified when the theories and hypotheses tested are ver-
bally and imprecisely described. The great German writer Goethe is mostly
known for his literary work, but he was also deeply interested in natural sci-
ences. In 1810 he published a treatise on the perception of colors, Theory of
Colors. In it, he describes electricity as “nothing, a zero, a mere point, which,
however, dwells in all apparent existences, and at the same time is the point of
origin whence, on the slightest stimulus, a double appearance presents itself,
an appearance which only manifests itself to vanish. The conditions under
which this manifestation is excited are infinitely varied, according to the na-
ture of particular bodies” (Goethe, 1970, 295).

Goethe’s view of electricity is so imprecise and unclear that it can be made
consistent with just about any kind of phenomenon (Chalmers, 2013). In sev-
eral fields, including archaeology, theories and hypotheses are described ver-
bally as opposed to mathematically. Although archaeological hypotheses are
described in a more precise manner than Goethe’s theory of electricity, they
remain, because of their verbal nature, imprecise enough that they can be
made consistent with empirical evidence very easily.

Take the idea that as foraging intensity increases, prey items become
smaller. The terms that link the theory to the empirical world, “increases”
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and “become smaller;” leave a lot of leeway for the idea to be confirmed. The
idea is consistent with just about any dataset in which prey items decrease in
size, by whatever amount. In contrast, if you were to translate the same hy-
pothesis mathematically, and work out the math, you might find out that prey
item sizes decrease with foraging intensity following a particular function
(linear, exponential, etc.). Unlike the verbal version of the same hypothesis,
the formal version is consistent, not with just any kind of decrease in prey
item size, but only with a specific mode of decrease.

In contrast to the test of consistency, the smoking-gun approach depicted in
equation 1.1 entails a detailed understanding of how the causal mechanisms
hypothesized operate—it forces us to flesh out and articulate our ideas better.
Take again the example of the hypothesis that the rise of elite craft special-
ists is reflected in a decrease in the variance in craft goods such as ceramics.
In and of itself, the idea is straightforward to confirm: does the variance in
craft goods in a region decrease as social complexity increases, yes or no? But
testing the same idea in the context of a search for smoking guns is more dif-
ficult. The smoking-gun approach demands that we show that the elite craft
specialist hypothesis accounts for the data better than the other processes that
are known to decrease within-group cultural variation, such as social norms,
conformist-biased transmission, or functional pressures. This requirement, in
turn, demands a detailed mechanistic account of how craft specialization, so-
cial norms, conformist-biased transmission, and functional pressures work
and how they vary in their outcomes. This is much harder to accomplish than
merely showing that variance decreases with time.

HYPOTHESIS REJECTION DOES NOT REDEEM THE
TEST OF CONSISTENCY

The test of consistency is sometimes defended on the basis that it allows us to
reject hypotheses when they are inconsistent with the data. In principle, the
test of consistency should indeed allow us to falsify hypotheses, but in reality,
that does not happen often. This is because in historical sciences, the data that
appear to falsify a historical hypothesis can often be explained away by invok-
ing factors that are extraneous to the target hypothesis, such as confounding
variables, measurement errors, and sampling errors (Cleland, 2001).

Invoking extraneous factors to protect an unsupported hypothesis may seem,
at first glance, like bad science—an attempt to salvage a pet theory with ad hoc
reasoning. But the rub is that historical scientists always face the very real threat
of false results, since they cannot experimentally manipulate past conditions.
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Historical records are subjected to information-destroying forces: false-
negative results are necessarily commonplace. It is always possible that the
traces that would normally support a hypothesis have yet to be discovered
or have been obliterated from the surface of the earth. Thus, the absence of
something is rarely enough to falsify a hypothesis.

But false-positive results are possible too. Observations are prone to error,
and the trace that falsifies a hypothesis may be rejected on the basis of mea-
surements or methodological grounds (McElreath, 2016). This is why even
research questions that are simple and that should be, in principle, falsifi-
able are not easily rejected. For instance, the report of an early occupation of
the site of Monte Verde, Chile (Dillehay, 1989), was, at face value, a serious
blow to the Clovis-first hypothesis for the colonization of North America. But
what should have been a swift death dragged into a decades-long protracted
debate, with some archaeologists explaining away the data by questioning
the validity of the radiocarbon dates obtained from the site, their association
with the artifacts, as well as the field methods used during the excavation
(Lynch, 1990; West, 1993).

What is more, many of the data that archaeologists use to rule out hypoth-
eses are not direct empirical measurements, such as radiometric age estimates,
but “second-degree” data, that is, data produced through middle-range theory,
such as a social network reconstructed from raw-material sourcing or a popu-
lation size inferred from the size of ceramic assemblages. These second-degree
data are even more prone to measurement errors and vulnerable to critiques
than first-degree observations.

The difficulty of rejecting hypotheses is an issue that all historical sciences
face. And it is not one that the smoking-gun approach resolves. But the mes-
sage is that hypothesis rejection in historical sciences is not an efficient pro-
cess: it is, at best, slow and messy. The possibility that the test of consistency
leads at times to the rejection of a hypothesis does not outweigh its many
costs and does not justify it.

THE TEST OF CONSISTENCY LEADS
TO WRONG RESULTS

The fact that an explanation is consistent with the data at hand has little epi-
stemic bearing on its validity, especially if a confirmatory bias has influenced
the research process, or if the explanation is verbal and imprecise.

In the best-case scenario, the test of consistency generates no new knowledge.
An explanation that is consistent with the data is worth further investigation: it
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is a just-so story that has yet to be tested properly. And even the most clever, co-
gent, and insightful just-so story remains only that, a just-so story.

More likely, the test of consistency leads to wrong results. By shielding
ideas from a true empirical test, the test of consistency lets us draw conclu-
sions even when our data underdetermine their cause. It allows false beliefs,
erroneous claims, and spurious chains of cause and effect to be maintained
in a community for a very long time. In fact, the sparser and more imper-
fect the data are, the easier it becomes to confirm just about any hypothesis.
Think of how the vast majority of observations we make in our daily lives
are consistent with the idea that the earth is flat, and how easy it would be to
pick, unconsciously, the evidence that allows us to maintain that belief. If the
test of consistency leads easily to false beliefs, then, when combined with a
confirmatory bias and an underdetermination problem, it most definitely will
produce wrong beliefs.

A related consequence of letting beliefs fly under the radar of true empiri-
cal tests is that new ideas and theories are added to a field at a faster rate than
they are eliminated. Without selection, new hypotheses are grafted to the ex-
isting pool of ideas rather than used to replace older, disproven ones. Under
such aregime, ideas or theories disappear from the literature not because they
have been found inadequate but because they have fallen out of fashion. This
problem intensifies with the magnitude of the underdetermination problem.
The larger the underdetermination problem is, the more room there is for the
free play of the imagination, and the easier it is to come up with incompatible
but equally consistent rival hypotheses (Turner, 2007). Thus, a symptom of a
field that relies on the test of consistency and ignores the underdetermination
problem is a balkanized theoretical landscape, composed of a vast range of
unrelated, or even incompatible, theories and ideas.

In the end, the test of consistency is too weak to serve as the cornerstone
of any scientific discipline. If archaeologists are to acquire valid knowledge
about the past, it cannot be by accepting interpretations on the sole basis that
they are consistent with the archaeological record.

Smoking Guns Must Be Found in Nature

Ultimately, the difficulties of doing historical sciences can all be traced back
to the lack of direct access to the past. At first glance, it may seem like this
problem can be circumvented by using simulations, models, ethnographic
analogies, and experiments to make inferences about the past (Reid, Schiffer,
and Rathje, 1975). But however useful, or even essential, to the scientific pro-
cess these things are, they are not sources of smoking guns.

printed on 2/13/2023 7:02 AMvia . All use subject to https://ww.ebsco.coniterns-of-use



EBSCOhost -

THE SEARCH FOR SMOKING GUNS 15

SIMULATIONS AND MODELS

Computer simulations and mathematical models behave a lot like experi-
ments, and therefore, they may appear to be legitimate sources of smoking
guns. For instance, the goal of simulations and models is to reveal the causal
relationships among variables, keeping all other things equal. We find these
causal relationships by varying, in a controlled manner, the parameters of the
model, just like experimental scientists do in their laboratories. But whereas
experimental scientists are investigating the empirical world, modelers are
investigating the validity of their own thinking (Kokko, 2007; Wimsatt, 1987).
We build models to help us verify the logic of an argument or to find the
solution to a problem that is too complex for our limited primate brains. The
results of simulations and models can tell us if a hypothesis is logically con-
sistent and thus worth pursuing. They can generate new hypotheses and they
may guide us in the field by directing our attention to things that we may have
ignored otherwise. But in the end, simulations and models remain nothing
more than sophisticated thought experiments. Their realm of action is con-
fined to thoughts and theories and does not extend to the empirical world.

The results of simulations and models are only as secure as the assumptions
built into them. Simulations and models are always simpler than reality. They
may be simpler than reality by design: what makes models useful is that they
allow us to trade realism for tractability. Or it may be by ignorance: we may
have left important factors out of a simulation unintentionally, because we are
unaware of their importance or even their existence. For example, early models
of global climate indicated that nothing would be able to reverse a “snowball
earth’—a global freeze of the earth’s surface. But it would have been a mistake
to treat the results of these models as a smoking gun that confirmed that the
earth never experienced a global freeze, because these early models failed to
include volcanic activity, which, it turns out, can emit enough carbon dioxide to
produce a greenhouse effect and end a global freeze (Cleland, 2001).

ETHNOGRAPHIC ANALOGIES

The same line of reasoning applies to analogies. Historical scientists of all
disciplines use contemporary analogues as surrogates for past, unobservable
events, processes, and things, whether it is a young star that is used as a model
for our sun in its early years, a modern lake for Pleistocene ones, or contem-
porary hunter-gatherers for Middle Paleolithic foragers.

Analogies have their place in historical science. In fact, it is impossible for a
historical scientist to avoid analogical reasoning. Virtually every archaeological
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inference is based, somehow, on a contemporary analogue (Campbell, 1920,
1921; Chang, 1967; Gifford-Gonzalez, 1991; R. Gould and Watson, 1982; Mac-
Cormac, 1976; Wylie, 1982, 1985; Yellen, 1977). The inference that “this artifact
is a ceramic bowl” is analogical in nature. So is the naming of a bone specimen
on the basis of its resemblance to modern bones (Gifford-Gonzalez, 1991). Less
trivially, analogies are also useful as sources of novel testable hypotheses (Bin-
ford, 1966, 1967; Hempel, 1965; T. Murray and Walker, 1988). For example, the
ethnographic record can make us aware of new alternative behaviors or direct
our attention to different sources of evidence in the field. But analogies cannot,
in and of themselves, serve as smoking guns, however consistent they are with
archaeological evidence.

The ethnographic record is, by far, the main source of analogies in archae-
ology. Archaeologists have had a long and complicated relationship with eth-
nographic analogies, one that dates back to at least the nineteenth century
(Lyman and O’Brien, 2001; Ormes, 1973), and the flaws and the virtues of eth-
nographic analogies have been debated at length over the years (e.g., Ascher,
1961; Chang, 1967; David and Kramer, 2001; R. Gould and Watson, 1982; Kelley
and Hanen, 1988; Lyman and O’Brien, 2001; Wylie, 1982, 1985; Yellen, 1977).

As with all forms of inductive inferences, ethnographic analogies always
run the risk of being wrong (David and Kramer, 2001; Kelley and Hanen,
1988). The researcher may have chosen the wrong analogue, either because
he did not have enough information to choose between alternative analogues
(Jeftares, 2010; Kelley and Hanen, 1988) or because he picked it on the basis
of prejudice or sectarian opinion (Gee, 1999). Alternatively, he may have used
the wrong analogue because he was trying to interpret the unknown in the
light of the known, and the known is limited. The past phenomenon that we
are trying to understand may very well fall outside the range of phenomena
that can be observed in the ethnographic record (Freeman, 1968; Gee, 1999;
R. Gould and Watson, 1982; Howell, 1968; Yellen, 1977). It would indeed be na-
ive to expect past human societies to fall within the range of human behavior
that happens to have been around in the twentieth and twenty-first centuries.
Similarly, cross-cultural regularities that we see in the ethnographic record
may disappear as cultures evolve in different directions and at different rates.
This problem is compounded by our lack of a strong theory of human be-
havior, of the sort that fields such as biology, chemistry, and physics have and
that would allow us to evaluate the robustness of the regularities identified
in the ethnographic record (R. Gould and Watson, 1982). Given how variable
human behavior is, the existence of an ethnographic analogue has little bear-
ing on the value of an archaeological hypothesis that is based on the analogue
(Binford, 1967; Hempel, 1965). Put simply, analogies are not a window into
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the past and cannot be used, in and of themselves, to discriminate between
hypotheses.

EXPERIMENTAL ARCHAEOLOGY

Experimental archaeology and actualistic research suffer from similar limita-
tions. Both types of research are useful in that they feed into the background
knowledge from which historical hypotheses are derived. For instance, ex-
periments can be conducted to understand how long bones break under spe-
cific types of mechanical stress. In this example, the investigator is engaged
not in historical science but in true experimental science, as her object of
study, the breakage of bones, is contemporary and directly observable.

Experimental and actualistic research are not sources of smoking guns,
but they can, in certain conditions, help narrow down the number of com-
peting hypotheses. This is especially true for low-level inferences about the
physical world, whether it is identifying the species and sex of the individual
from which a bone comes, whether a mark on a bone surface was left by a
tooth or by a stone tool, what temperature a ceramic vessel was fired at, or
whether a stone tool is a cutting or a pounding implement. In all these cases,
our background knowledge derived from the study of contemporary ana-
logues tells us that there are only a few alternative hypotheses that compete
to explain the set of traces observed in the field, because the physical world
is heavily constrained by biological factors (a gazelle cannot produce an off-
spring with a skull that looks like that of a hyena), physical factors (a ceramic
fired in an open kiln will not vitrify), and mechanical ones (an axe does not
make a good hammer). Thus, although based on analogical reasoning, these
inferences about the past are “strongly warranted” (Gifford-Gonzalez, 1991).
Experimental and actualistic studies, however, are much less warranted when
we move away from low-level physical phenomena to the level of behavior,
psychology, ecology, society, or culture. Despite decades of research in zoo-
archaeology, actualistic studies do not allow us to infer with any significant
degree of confidence anything but the most proximal, immediate cause of a
trace (e.g., a stone or a bone), and precious little about the intention or the
strategy pursued by the actor, or the behavioral and ecological context of the
trace (Gifford-Gonzalez, 1991; Lyman, 1994). This is because at these higher
levels of explanation, the number of competing hypotheses that can explain
the same set of traces is much larger.

In the end, the danger of simulations, models, ethnographic analogies,
and experiments is that they give us the illusion that they can patch up an
incomplete historical record; and they can lead us to assume the very things
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we should be trying to find out (Binford, 1968a; Clark, 1951; Freeman, 1968;
R. Gould and Watson, 1982; T. Murray and Walker, 1988; Wylie, 1982). None of
them offer any guarantee whatsoever of being accurate representations of the
past, and because of that, they do not have the epistemological weight neces-
sary to discriminate between competing hypotheses. They are simply sources
of educated guesses about what the past may have looked like—sources of
hypotheses that are interesting but that remain to be tested using field data.

NONEMPIRICAL VIRTUES

Scientists accept and reject hypotheses on the basis of not only how well they
describe nature but also their nonempirical virtues (Fogelin, 2007; Glymour,
1984; T. Kuhn, 1962; Kukla, 1998; Psillos, 1999). Nonempirical virtues are
global principles that apply to all fields of human inquiry and that are thought
to break a tie between hypotheses that are equally supported empirically
(Harris, 1994; Sober, 1988). All hypotheses are equal, but because of nonem-
pirical virtues, some are more equal than others. For instance, the principle
of parsimony stipulates that, all other things being equal, simpler hypoth-
eses are better. Parsimony—along with predictive power, explanatory power,
testability, lack of ad hoc features, capacity to generate new predictions, and
compatibility with other theories—shapes scientific research in many ways.

Nonempirical virtues can operate behind the scenes, without the re-
searchers even being aware of them. Nonempirical virtues help us separate
the hypotheses that are reasonable and deserving of our attention from the
ones that are bizarre and do not merit our time (Kukla, 2001). For example,
no serious archaeologist would ever waste time testing a hypothesis that con-
tradicted the laws of chemistry or that involved time-traveling astronauts.
The nonempirical virtue of bizarre hypotheses is so low that they are ignored
from the outset. Nonempirical virtues are also acting behind the scenes when
we build statistical models. An infinite number of curves can be fitted to a
series of data points, but we prefer simpler solutions over complicated ones,
such as linear curves over complex polynomials (Forster and Sober, 1994;
Kieseppd, 1997).

Nonempirical virtues are also used explicitly by researchers to break ties
between hypotheses. This is where their value becomes uncertain. For one,
the virtues are difficult to operationalize—defining what exactly “parsimony”
or “explanatory power” means is easier said than done (Baker, 2011; Fraassen,
1980; Kukla, 2001; Sober, 1988; Turner, 2007). But more importantly, it is not
always clear why nonempirical virtues should have any bearing on the value
of hypotheses. What reasons do we have to think that nonempirical virtues
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are reliable indicators of truth, approximate truth, or likelihood? There are
instances in which our theories tell us that some virtues are legitimate criteria
by which to compare hypotheses. For example, in cladistics, the method of
classifying taxonomic groups, what “parsimony” means is well understood,
and its use is justified by what we know about evolution (Sober, 1988; Turner,
2007). In contrast, anthropology lacks a similar unifying theory of human
behavior, culture, and society that would allow us to operationalize nonem-
pirical virtues and justify their use.

We discriminate between hypotheses using nonempirical virtues mainly
for practical reasons: a complex hypothesis, like a complex polynomial re-
gression, is harder to defend than a simpler one. But that should not be mis-
taken for empirical support. “Parsimony” and “explanatory power” are not
smoking guns and, like a simulation or an ethnographic analogue, do not
have the epistemological weight of a smoking gun found in nature. To see
why, consider how rapidly science would come to a grinding halt if the col-
lection of new empirical data were to cease and scientists were left with only
nonempirical virtues with which to discriminate between hypotheses. There
is no way around it: the smoking guns that propel historical sciences must be
found through fieldwork, in nature, and only there.

We Are at the Mercy of Nature

Historical scientists are at the mercy of nature. Until a smoking gun has been
found, the historical science process outlined in figure 1.1 remains a stalled
open loop. Historical scientists cannot manufacture smoking guns experi-
mentally, and they cannot find them in computer simulations, mathematical
models, analogies, or nonempirical virtues. Instead, they must find them in
nature, through fieldwork.

In principle, solving the underdetermination problem should be easy:
conduct more fieldwork or improve field techniques. And archaeologists do
both. Every year, the portion of the earth that has been excavated expands,
and new field techniques are constantly being developed, increasing the range
of traces that we can detect. Indeed, many processes that were equifinal yester-
day are perfectly distinguishable today, and the same may happen to processes
that are, today, equifinal.

But being at the mercy of nature slows down the pace at which histori-
cal sciences can progress. The historical science process can remain a stalled
open loop for a long period of time, especially if the smoking gun necessary to
close the loop consists of minuscule or highly degraded traces that lie in wait,
in nature, for the development of new technologies (Cleland, 2011, 2002). For
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instance, the organic-residue traces left inside ceramic vessels became observ-
able only after the emergence of mass spectrometry methods in the 1950s and
1960s (Evershed, 2008). Alternatively, the smoking gun needed to close the loop
may also be associated with rare events and thus unlikely to be discovered for
sampling reasons. Or the smoking gun may exist but in a region of the world
that is hard to reach.

More importantly, nothing guarantees that the smoking gun needed to
resolve a scientific question will ever be discovered (Cleland, 2011). Finding
a smoking gun, even if after a very long wait, is a best-case scenario. Nature,
after all, does not care about our research interests. The traces about the past
that have been left for us to discover do not have to be adequate for each and
every one of our research questions. Although we are constantly improving
our capacity to recover minute or degraded traces in the archaeological re-
cord, it may very well be the case that whatever smoking gun is required to
solve a question either never entered the archaeological record or was com-
pletely erased from it. Historical records, such as the archaeological record,
are constantly subjected to information degradation and loss, and when a
particular smoking gun has been destroyed, it can never be found, and the
historical science loop will never be closed, no matter how well we operation-
alize our research problems, no matter how much fieldwork we conduct, and
no matter how much we improve our field techniques. Here, the source of
underdetermination is the quality of the historical record itself.

The details of the picture of the scientific process painted in this chapter
matter not. The historical research process depicted in figure 1.1, smoking
guns, and the “test of multiple competing hypotheses” are nothing but heu-
ristic devices that allow me to capture some of the issues with how archaeolo-
gists work. In practice, science is a messy and complex process, and archae-
ologists deploy a wide range of scientific methods in their research (Hegmon,
2003). What truly matters in the end is whether the empirical data at hand
support our inferences beyond a reasonable doubt—that is, with a very high
likelihood ratio. Until, if ever, a proper smoking gun has been found, histori-
cal scientists have to remain agnostic about what past cause explains the data.
In this, they are not acting any differently from a jury that declares a person
guilty beyond a reasonable doubt.

With this criminal justice analogy in mind, archaeologists can ask them-
selves whether a reasonable jury, when presented with the archaeological evi-
dence at hand, would be convinced that the archaeologists” interpretation is
right. During a criminal case, a jury is tasked with weighting two competing
hypotheses: the defendant is guilty or he is innocent. They are asked to do so
by using the rule of reasonable doubt. Reasonable doubt is the threshold of
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proof beyond which the evidence leaves no doubt that the defendant is guilty.
The Supreme Court of Canada explained what the expression means in more
detail:

A reasonable doubt is not an imaginary or frivolous doubt. It must not be
based upon sympathy or prejudice. Rather, it is based on reason and common
sense. It is logically derived from the evidence or absence of evidence.

Even if you believe the accused is probably guilty or likely guilty, that is not
sufficient. In those circumstances you must give the benefit of the doubt to the
accused and acquit because the Crown has failed to satisfy you of the guilt of
the accused beyond a reasonable doubt.

On the other hand you must remember that it is virtually impossible to
prove anything to an absolute certainty and the Crown is not required to do
so. Such a standard of proof is impossibly high.

In short if, based upon the evidence before the court, you are sure that the
accused committed the offense you should convict since this demonstrates
that you are satisfied of his guilt beyond a reasonable doubt. (R. v. Lifchus,
[1997] 3 S.C.R. 320, 1997 canlii 319 [SCC])

This definition of reasonable doubt reflects surprisingly well how historical
sciences work. It warns the jury against the same biases that plague confirma-
tory research, like sympathy or prejudice. It acknowledges that we can never
“prove” anything with absolute certainty—something that every scientist agrees
on—but it also recognizes that consistency alone is not a sufficient criterion to
find someone guilty. This resemblance is not accidental: criminal justice is, in a
sense, a historical science, as it seeks to explain contemporary evidence (DNA,
witness testimony, phone records) in terms of its past cause (who perpetrated
the crime). The rule of reasonable doubt also speaks to the underdetermination
problem. Evidence that fails to convince a reasonable person beyond reason-
able doubt is evidence that underdetermines the guiltiness of the accused—it is
evidence that lacks (perhaps quite literally) a smoking gun.

“Beyond reasonable doubt” is a high bar to pass. Why is it not enough to
convict someone when we think that this person is guilty? Because we risk
convicting an innocent, which, in our society, is considered worse than let-
ting a guilty person walk free (Underwood, 2002). If juries were allowed to
use the same test of consistency that archaeologists use, jails would be filled
with innocent individuals and people would have no trust in the justice sys-
tem. Of course, when historical scientists ignore the underdetermination
problem and publish narratives of what they think happened in the past, no
innocents are sent to jail. But their journals end up being filled with wrong re-
sults, and the confidence of the scientific community in their field is eroded.
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Because we are at the mercy of nature, because of the quality of the ar-
chaeological record, there are research questions that we will never be able
to answer beyond any reasonable doubts. The quality of the archaeological
record constrains the range of research topics archaeologists can study. But
nature is not always unmerciful and is more generous regarding certain kinds
of research questions. Rather than waiting in vain for an unlikely smoking
gun, archaeologists would do better to focus on those questions for which we
can expect beyond-reasonable-doubt answers. Only in doing so can archae-
ologists unleash the full contributive value of archaeology for the sciences
of human behavior. Before archaeologists can do that, however, they need
a clear understanding of how the problem of underdetermination arises in
archaeology.
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The Sources of Underdetermination

The primary cause of underdetermination in archaeology is the quality of
the archaeological record: whether or not we can discover the smoking gun
necessary to resolve a research question depends in large part on how much
information about the past has been preserved on the surface of the earth.
There are several pathways by which a set of empirical observations can un-
derdetermine a process, and if archaeologists are to shield their program from
underdetermination, they need a clear understanding of what these pathways
are. In this chapter I develop a general theory of underdetermination that
links underdetermination to measurable aspects of the quality of data.

The Quality of Data

The underdetermination problem depends on at least four aspects of the
quality of a dataset: its scope, its sampling interval, its resolution, and its di-
mensionality (table 2.1). These four aspects describe the properties of the ana-
Iytical units that make up the dataset, as well as the relationships between
these units. The aspects are not specific to archaecology—they can be used to
describe the quality of any set of empirical observations in any discipline. For
instance, paleontology has a rich literature discussing the quality of the fos-
sil record in terms of its temporal scope (e.g., Martin, 1999; Schindel, 1982a,
1982b), its sampling interval (sometimes referred to as stratigraphic resolu-
tion or as paleontological, stratigraphic, or depositional completeness) (Beh-
rensmeyer, Kidwell, and Gastaldo, 2000; Erwin, 2006; Kidwell and Flessa,
1996; Kidwell and Holland, 2002; Kowalewski, 1996; Kowalewski and Bambach,
2003; Kowalewski, Goodfriend, and Flessa, 1998; Martin, 1999; Schindel, 1982a,
1982b), and its resolution scale (alternatively called stratigraphic condensation,
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TABLE 2.1. The different aspects of the quality of scientific data

Quality of data Definition

Scope The total amount of time and space that is encompassed in a dataset,
i.e., the spatial and temporal width of the observation window

Sampling interval The interval of time and space between each analytical unit, i.e., the
sampling interval

Resolution The amount of time and space that is represented within each analytical
unit, i.e., the extent of time and space averaging

Dimensionality The number of independent dimensions of an object of study measured

depositional resolution, duration, temporal resolution, microstratigraphic acu-
ity) (Behrensmeyer and Chapman, 1993; Behrensmeyer, Kidwell, and Gastaldo,
2000; Erwin, 2006; Firsich and Aberhan, 1990; Graham, 1993; Kidwell and
Behrensmeyer, 1993; Kidwell and Flessa, 1996; Kowalewski, 1996; Kowalewski
and Bambach, 2003; Kowalewski, Goodfriend, and Flessa, 1998; Martin, 1999;
Olszewski, 1999; Schindel, 1982a, 1980; Walker and Bambach, 1971).

The first aspect of the quality of data, scope, refers to the total amount of
space and time that is represented in a dataset. Take the example of the US
census. The US government started taking a census of its population in 1790,
and the most recent census was conducted in 2010. The current temporal
scope of the US census dataset is thus 220 years (1790-2010). The spatial scope
of the census is, today, the total area of the United States, or about 9.83 million
km?. In an archaeological context, the temporal scope of a dataset is the time
span between the earliest and the latest analytical units, and its spatial scope
denotes the surface area covered by the study.

Sampling interval denotes the interval of time or space that separates the
analytical units. The temporal sampling interval of the US census data is ten
years, since data about the country’s population are collected once every de-
cade. While the US census data themselves do not have a spatial sampling in-
terval per se, a dataset comprised of census data from more than one country,
say the United States and Australia, would have a spatial sampling interval
equal to the distance between the United States and Australia. Archaeologi-
cally, sampling interval denotes the interval at which the archaeological re-
cord is sampled. For instance, in a study in which archaeological sites are
the analytical units, the temporal sampling interval refers to the time gap
between the ages of the sites. Similarly, the spatial sampling interval is the
spatial distance between the sites.
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Resolution refers to the amount of space and time that is represented
within each individual data point in a dataset. The resolution of an analytical
unit is thus a measure of the extent to which it collapses together events that
took place at different points in time or in space. In other words, resolution
refers to how time averaged and space averaged the units in a dataset are. The
resolution of the US census is 24 hours, since the individuals who participated
in the program filled out the census form on a specific day (April 1in the most
recent census). To give another example, the gross domestic product (GDP)
of a country has a resolution of 1 year because it measures the market value
of all the products and services produced in a country over a 1-year period;
that is, it collapses into a single number 365 days of economic activity. Thus,
the resolution of the GDP is, temporally, coarser than that of the US census.
Spatially, the GDP collapses into a single data point all the economic activity
that took place in the whole country and thus has the same spatial resolution
as the US census. The resolution of an archaeological dataset is the extent to
which the analytical units it comprises, such as assemblages, cultural levels,
or sites, are constituted of material that comes from events that took place at
different points in time and space. Thus, the resolution of an archaeological
dataset is the finest temporal or spatial bin to which archaeological remains
can be assigned, whether owing to the effect of taphonomic factors or by re-
search design.

Note that neither sampling interval nor resolution is synonymous with hier-
archical level. Hierarchical level refers to the level at which the analytical units
are constructed. Every phenomenon in nature can be decomposed into vari-
ous levels that are embedded into each other in a hierarchical fashion. For ex-
ample, biologists may study life at the level of species interaction (ecology), the
behavior of individual members of a species (ethology, behavioral ecology),
the body of these individuals (anatomy), the internal functioning of the organs
that make up the body (physiology), the cells that make up these organs (cell
biology), the internal functioning of these cells (biochemistry), or the genes
(genetics). Similarly, archaeologists study the human past at various levels. An
archaeologist may study the archaeological record at the scale of a large region
(the southeastern United States), a small region (the lower Mississippi delta),
an individual archaeological site (the Winterville site, Mississippi), an activity
area within a site (mound B at Winterville), or the features and objects within
an activity area (burial 3) (Brain, 1969). Both sampling interval and resolution
may covary with hierarchical level. For instance, the spatial resolution of a
dataset in which the analytical units have been constructed at the hierarchi-
cal level of the feature will likely be finer than that of a dataset in which the
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units are archaeological sites. Likewise, the temporal sampling interval of ar-
chaeological data may be shorter at the level of individual artifacts within an
occupation layer than at the level of archaeological sites. But different datasets
constructed at the same hierarchical level can have very different sampling
intervals and resolution.

Finally, dimensionality refers to the number of independent dimensions of
an object that have been measured. Thus, dimensionality corresponds to the
number of independent variables in a dataset. In the case of the US census, the
object of study is the resident population of the United States. The independent
dimensions of each resident that are measured include name, sex, age, date of
birth, race, homeownership status, and residence location—a total of seven
dimensions. In the case of a lithic database, the dimensionality may include
many variables, such as the spatial location of the artifacts, their age, their raw-
material type, as well as dozens of morphometric attributes (Andrefsky, 2005).

How scope, sampling interval, resolution, and dimensionality are measured
depends on the hierarchical level at which the analytical units are constructed.
In one dataset, the spatial sampling interval may refer to the horizontal distance
between flakes in a lithic scatter, whereas in another dataset, it may refer to the

Scope Sampling interval Resolution
) — 750 BP
Interval 4
—1000 BP
I Interval 3 |
1250 BP
I Interval 2
| 1500 BP
Interval 1 __1750 BP
""""""""""" 2000 BP

FIGURE 2.1: Temporal scope, temporal sampling interval, and temporal resolution in archaeological
context. The scope of a dataset comprising cultural levels at a stratified site (dark areas) is the interval of
time between the earliest and latest cultural levels. The temporal sampling interval is the distribution of
time intervals between the layers, and the resolution is the amount of time represented within individual
levels. (Adapted from Behrensmeyer and Hook 1992.)
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FIGURE 2.2: Spatial scope, spatial sampling interval, and spatial resolution in archaeological context.
The figure represents an archaeological site with three concentrations of lithic artifacts. Assuming that the
data are analyzed at the hierarchical level of the lithic concentration, the spatial scope represents the total
area of the archaeological site; the sampling interval is the pairwise distance between the lithic concentra-
tions; and the resolution is the area of the individual concentrations.

distance between the households of a village. Figure 2.1 shows how the tempo-
ral scope, sampling interval, and resolution are measured when the analytical
units are cultural levels in a stratified site, and figure 2.2 illustrates how the spa-
tial quality of a dataset is measured at the level of lithic concentrations.

In the end, the quality of data is commensurate with the amount of infor-
mation a dataset contains: scope, sampling interval, resolution, and dimen-
sionality are metrics that capture how much information a dataset contains.
A dataset with a smaller scope, with larger intervals, coarser resolution, and
fewer dimensions contains less information about the empirical world than
a dataset with a larger scope, smaller intervals, finer resolution, and more
dimensions. The less information contained in a dataset, the less likely it is to
contain a smoking gun.

Scope and Underdetermination

The scope over which we observe nature limits the range of phenomena we
can detect. Every phenomenon unfolds at a certain rate, both in time and
in space. A population of bacteria can grow and double in size within a few
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minutes inside a Petri dish. A useful genetic mutation can sweep through an
animal population and spread over a whole continent in just a few decades.
Continents are moving away from each other at a rate of a few centimeters
per year, whereas the disks of spiral galaxies form over billions of years and
can stretch hundreds of thousands of light-years across.

The rate at which a phenomenon unfolds determines the scope over which
we must take measurements in order to detect and study it (Bailey, 1981, 1983;
Frankel, 1988; Stern, 1993). To determine the growth rate of a population of
bacteria, one has to measure its size at least twice within the few hours the
population needs to reach the carrying capacity of the Petri dish. The process
of bacterial growth happens over an hourly scale, and so it can be studied only
with a dataset that has a scope of a few hours. Similarly, when you spend a day
at the beach, you notice the processes that operate over time scales that are
shorter than a day and over spatial scales that are smaller than the spatial limits
of your senses. These include the turnover of people, the movement of the tide,
and, if you are unlucky, your skin burning. You notice these processes because
they operate within the scope of your observations. Conversely, you will fail
to notice the processes that operate over time scales that are longer than a day,
like the erosion of the beach or tectonic drift. But visit the beach multiple times
over the course of several years, and you may detect the erosion of the beach.
Or zoom out from the vantage point of your beach chair in Guanabara Bay, Rio
de Janeiro, to a satellite view of the planet, and you may notice that the coast-
lines of South America and Africa have complementary shapes, suggesting that
the two continents were once part of a single continental structure. For any
given process, there is a minimum limit to the scope of empirical observation
below which it will remain invisible. This is true even though the processes are
operating continuously, like tectonic drift. It is the rate at which a process oper-
ates, combined with the precision of our measuring instruments, that sets the
scope necessary to detect and study it.

The scope of our observations also affects our capacity to observe the
causal relationships between variables (Bailey, 1981, 1983). At the scale of our
solar system, the effect of the finite speed of light is trivial and can be treated
as a constant. But at an intergalactic scale, however, the effect of the speed of
light becomes an important causal variable that needs to be accounted for
when interpreting astronomical data (Bailey, 1981, 107). Similarly, when a pri-
matologist observes a shift in the diet of chimpanzees over the course of a sin-
gle week, she can exclude natural selection as a candidate explanation for the
change. Natural selection, however, could cause a change in diet over scales
of decades or centuries. The same goes for the role of climatic fluctuations
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on human behavior, which can be treated as a constant by an ethnographer
spending a year at a field site but needs to be taken into account by an archae-
ologist as a possible driver of cultural change (Bailey, 1981).

The fact that the temporal scope of the archaeological record is much lon-
ger than the scope of the ethnographic record means that archaeologists may
be able to detect processes and causal relationships that are invisible to eth-
nographers, a possibility that is discussed in more detail in chapter 7.

Sampling Interval and Underdetermination

One of the least recognized sources of underdetermination in archaeology
is the discrepancy between the sampling interval of archaeological data and
the scale over which the processes we want to study operate. A dataset with
intervals that are too large undersamples the phenomena of interest and, as a
result, lacks the smoking gun necessary to study it.

Imagine a stratified site with two cultural levels separated by 500 years.
Two ceramic styles, Red and Black, are present in the two levels. In the older
level, Red ceramic accounts for 90% of the ceramic assemblage, and Black ce-
ramic accounts for the remaining 10%. In the younger level, the popularity of
the ceramic style is reversed: Red accounts for 15% of the ceramic assemblage,
and Black for 85%. (Throughout the book I use fictional archaeological cases
instead of real ones. These simplified toy models allow me to home in on the
relevant aspects of archaeological practice without getting lost in the details,
as well as to avoid criticizing specific studies and authors.)

Different archaeologists may have different interpretations for this ar-
chaeological sequence, especially if they have different theoretical allegiances.
One archaeologist may argue, for instance, that the reversal in the frequency
of the styles is the product of agency, driven by changes in the social structure
of the group. Another archaeologist may see in the data the rise of a class of
craft specialists that correlates with the emergence of complex societies. An
evolutionary archaeologist might find that the data confirm his belief that
prestige-biased social transmission is the major source of cultural change.
The problem with these interpretations is that agency, economic specializa-
tion, and prestige-biased social learning can all generate changes in material
culture in less than 500 years. Because they operate over time scales that are
shorter than the sampling interval of the data, they can all be made consistent
with the data. Which one of these processes, if any, explains the data? Your
guess is as good as any. This example also illustrates how sampling inter-
val and resolution are independent sources of underdetermination: the data
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would still underdetermine their cause even if the two cultural levels had
fine-grained, Pompeii-like resolution.

Sampling intervals lead to an underdetermination problem when they are
so large that they miss the smoking gun necessary to discriminate between
competing hypotheses. Consider figure 2.3. It shows how three different pro-
cesses, A, B, and C, can increase the relative frequency of a ceramic style.
The three processes lead to a linear, logistic, and stepwise increase function,
respectively, but all lead, ultimately, to the same outcome: an increase in the
frequency of a ceramic style from 20% to 80%, between time ¢, and ¢,. In prin-
ciple, the three processes could be discriminated by measuring the frequency
of the style multiple times between ¢, and ¢,. But data points with a sampling
interval of A, =, - t, or longer underdetermine the mechanism by which the
ceramic style increased in frequency: the data cannot discriminate between
A, B,and C.

Sampling intervals also lead to an underdetermination problem when
they are so large that they make it impossible for us to distinguish signal
from noise in the data. “Signal” here refers to the statistical pattern of interest.
For instance, an ornithologist may want to know if there is a difference be-
tween the average body size of males and females in a species of birds. In this
case, the relationship between body size and sex is the signal of interest. The
“noise” is the variation in body size that is due to all the factors other than sex.
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FIGURE 2.3: Sampling interval as a source of underdetermination. The relative frequency of a cultural
trait (y-axis) changes over time (x-axis). Two archaeological assemblages have been recovered, represent-
ing material deposited at time ¢, and ¢, (black squares). The data collected from these two assemblages
thus have a sampling interval of ¢, — t, = A,. Three different processes, A, B, and C, generate changes in
the frequency of a cultural trait over time scales shorter than A . As a result, the processes are underdeter-
mined by observations made at a sampling interval of A or more.
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These factors include measurement errors, diet quality, or genetic variation.
The noise can be such that it buries the signal: the distributions of males and
females may overlap, so that many males are smaller than many females, and
vice versa. This noise creates a problem for the ornithologist: if her sample
size is too small, she may conclude that the females are larger than the males,
whereas in reality the males are larger, on average, than the females. Detect-
ing a signal amid a noisy background is perhaps the most important chal-
lenge in science. It is the reason why we have statistics, and why we spend so
much time fretting about sample size. In fact, the terms “statistically signifi-
cant” and “statistically nonsignificant” are used to differentiate the interesting
(i.e., male and female body sizes are drawn from different populations) from
the uninteresting (from the point of view of the research question) variation
(i.e., the null hypothesis that the body sizes of males and females are drawn
from the same population).

Large sampling intervals can mask the difference between significant and
nonsignificant variation in our data, especially when the sampling intervals
are larger than the scale over which the nonsignificant variation takes place.
Imagine that the subsistence pattern of a group of foragers includes both ma-
rine and terrestrial resources. The diet of the group, however, changes with
the seasons: it focuses on marine resources during the summer and on ter-
restrial food in the winter. This shift in diet is visible archaeologically, because
the group produces mostly fishhooks in the summer and mostly projectile
points in the winter. Now imagine that an archaeologist has excavated two
assemblages, one representing a winter camp, and the other a summer camp,
and that 200 years separate the two assemblages. The archaeologist may con-
clude that the subsistence pattern of the group has changed significantly dur-
ing these 200 years, from a yearlong use of terrestrial resources to a yearlong
use of marine resources. This, of course, would be wrong: the archaeologist
mistook the noise (the seasonal variation in a group’s diet—“nonsignificant”
variation in terms of the overall subsistence pattern) for the signal (a change
in subsistence pattern). The data underdetermine both the hypothesis that
the subsistence pattern has remained the same and the hypothesis that it has
changed because the sampling interval is longer than the scale over which the
“nonsignificant” seasonal variation takes place.

Again, it is worth emphasizing the difference between sampling interval
and hierarchical level. Whereas a dataset will underdetermine the processes
that operate over a shorter time scale than their sampling interval, it may
nonetheless be good enough to infer processes that operate at a lower hierar-
chical level. For example, Gregor Mendel discovered how genetic inheritance
works using observations made at the level of individual phenotypes. By
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crossing varieties of peas and observing changes in their color from one gen-
eration to the next, he was able to show that an offspring’s phenotype is jointly
determined by two particles (i.e., genes) that it inherited from its parents,
rejecting, by the same token, the prevailing model of blending inheritance
according to which the parents’ traits are averaged in the offspring. Mendel,
however, would not have been able to infer the generation-scale process of
genetic inheritance had there been a time interval of, say, 1000 generations
between his observations.

Resolution and Underdetermination

Whereas overly large sampling intervals lead to underdetermination because
they undersample the object of study, units with too large resolution do so
because they oversample it. Units with overly large resolution collapse too
much information into single units, burying the smoking gun within them.

Any given dataset will underdetermine the processes that operate over
temporal or spatial scales that are shorter than its resolution. Let us go back to
the example of the three processes that lead to an increase in the relative fre-
quency of a ceramic style between time ¢, and ¢, (fig. 2.3). For the sake of sim-
plicity, let us assume that ceramic material is deposited at a site at a constant
rate between ¢, and ¢,. Now, imagine that all the material deposited between
t, and t, is lumped into one archaeological assemblage (fig. 2.4). Thus, the as-
semblage has a resolution of ¢, - ¢ = A. Far from a Pompeii-like snapshot,
the assemblage collapses all the information about the frequency of the trait
at every point in time between ¢, and ¢, into one single number: the average
frequency of the trait over that time period (the black square in fig. 2.4). The
process that influenced the frequency of the cultural trait between ¢, and ¢,
cannot be identified in the lumped assemblage. In the case shown in figure 2.4,
the three idealized processes are symmetrical around ¢, ., and will all leave the
exact same archaeological signature when averaged over ¢, and t,. Data with
resolution A, thus underdetermine the processes that operate over shorter
time scales than A,

Like sampling interval, resolution can also blur the signal and the noise
and create the false appearance of change. The same phenomenon can leave
different empirical signatures depending on the resolution of the data. Think
back to the example of a population that focuses on marine resources during
the summer and on terrestrial ones in the winter. The ratio of hooks to points
will be different depending on how many summers and winters are repre-
sented in one assemblage. For instance, the hook-to-point ratio will increase
as one goes from an assemblage that mixes the material deposited during one
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FIGURE 2.4. Resolution can be a source of underdetermination. The relative frequency of a cultural
trait (y-axis) changes over time (x-axis). Coarse resolution can make competing processes indistinguish-
able. The frequency of the trait in an assemblage with resolution ¢, — ¢, = A, (black square) looks the same

whether it has increased following a linear, logistic, or stepwise function.

summer and one winter (resolution scale of 1 year), to one that mixes two
summers and a winter (a resolution scale of 1.5 years), or to three summers
and two winters (resolution scale of 2.5 years). An archaeologist looking at a
sequence of assemblages with different resolutions may conclude, wrongly,
that the subsistence pattern of the population varied over time. Data with
overly large resolution can thus underdetermine the hypotheses that differ-
ent assemblages are drawn from the same population or from significantly
different ones.

Dimensionality and Underdetermination

Another important source of underdetermination in archaeology is the miss-
ing of one or more dimensions in a dataset. Identifying a causal relationship
between two variables almost always necessitates the control of covariates.
Covariates are variables that are correlated with the variable of interest and
whose effect can be mistaken for that of another predictor, leading to a false-
positive or false-negative result. For instance, if we want to determine whether
or not variation in wealth drives variation in house size in a settlement, we
need to control for extraneous variables that can also affect house size, such as
number of family members. A dataset that contains only the variables “house
size” and “wealth” will underdetermine the cause of variation in house size,
and a researcher may mistakenly conclude that wealth predicts house size
even when it does not. Controlling for covariates is particularly important
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when studying complex phenomena such has human behavior, culture, and
society, which have long and intricate chains of cause and effect.

Scientists have several strategies to deal with covariates. First, if they are
experimental scientists, they may conduct controlled laboratory experiments.
Laboratories are, by design, simplified versions of the real world and allow a
researcher to eliminate from the outset a large number of covariates. As for the
remaining covariates, they are experimentally kept constant while the target
variable is varied.

The second strategy consists in using randomized controlled trial experi-
ments and natural experiments. Randomized controlled experiments take
place outside the laboratory, but they approximate laboratory conditions by
assigning subjects randomly to different experimental conditions, so that the
control group and the experimental group are similar in every respect except
for the target variable. This ensures that any effect detected can be attrib-
uted to the target variable and only to it. Natural experiments work in similar
ways. A natural experiment is one in which subjects have been exposed to the
experimental or the control conditions “naturally;” that is, beyond the control
of the investigators but in a way that, again, approximates the conditions of
a controlled experiment (Dunning, 2012). For instance, adoption studies of
twins who are genetically identical but raised in different families have offered
researchers a way to study the effect of environment on mental disorder and
cognitive ability, controlling for the effect of genes.

The third strategy is to use statistics. Many scientists, especially social
scientists, cannot conduct laboratory or controlled experiments, for ethical
and practical reasons. Instead, they conduct observational studies. An ob-
servational study is one in which a researcher draws inferences from observ-
ing a population but without having control over the independent variables
(Rosenbaum, 2002). As a result, the investigator has no way of knowing for
sure that the different groups she compares are truly comparable (i.e., similar
in every way but the target variable). To alleviate this problem, observational
scientists try to mute the effect of covariates by controlling for them statisti-
cally. Statistical tools like multilinear regression seek to isolate the effect of
a target variable by keeping the effects of covariates constant. When a paper
stipulates that having siblings decreases stress levels in adulthood, control-
ling for the effect of sex, education, and parenting style of the parents, the
author of the paper implies that the presence of siblings, sex, education, and
parenting style of the parents are covariates and that a dataset that excludes
them could underdetermine their effects. The author, however, avoided the
underdetermination problem by collecting data that had enough dimensions
to partition, statistically, the relative effects of these covariates. The statistical
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strategy of controlling covariates is effective only inasmuch as datasets have
a sufficient number of dimensions. This is why social scientists have long
made it a priority to collect multidimensional datasets that include as many
potential covariates as possible. And even then, there is always the possibility
that an unknown covariate, and not the independent variable, is responsible
for the result, hence the proverbial warning that correlation does not equal
causation.

Archaeologists, like other historical scientists, have used this third
strategy, statistics, to shield their hypotheses from false results. This is not
surprising—they cannot, after all, assign dead people to different test condi-
tions. But how effective this strategy is at eliminating the effect of covariates
depends on which dimensions can be measured in the archaeological record.

Yet, archaeologists could also use the second strategy. They could, by an-
alyzing large time-averaged and space-averaged samples, create conditions
that are analogous to controlled experiments, a possibility that is discussed in
more detail in chapter 7.

The Magnitude of Underdetermination Is Relative

The magnitude of the underdetermination problem is relative to the quality
of the data at hand and the particular process studied. The larger the sam-
pling interval and the coarser the resolution of our data, relative to the rate at
which a process operates, the more likely the data are to underdetermine the
process. Similarly, complex processes with many factors and with complex
chains of causes and effects require data with more dimensions in order to be
studied. Thus, a dataset may be high quality with respect to a certain process
but low quality with respect to another one.

Take the measurements made on ice cores from the Greenland ice sheet.
Scientists have been able to link the isotopic composition of the ice cores to
global atmospheric temperatures over tens of thousands of years of earth’s
history. Because a new layer of ice is deposited every year, scientists can as-
sociate individual layers of ice with specific years. The ice-core data thus
track fluctuations in global temperature with a sampling interval and a reso-
lution of 1 year. The scope of ice-core data is hundreds of thousands of years
long—in the case of the North Greenland Ice Core Project, for instance, the
scope is about 123,000 years (Svensson et al., 2005).

A wide range of processes affect the earth’s atmosphere (Ahrens, 1998;
Weisberg, 1981). Some of them unfold on a minute-to-minute basis, such as
thermals—bubbles of hot air that rise from the surface of the earth. Other
processes operate on an hour-to-hour scale, like the 24-hour rotation of the
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earth on its axis, which causes temperatures to rise in the morning, peak in
the afternoon, and decrease in the evening. On a monthly time scale, the day-
to-day changes in the position of the earth relative to the sun, as the earth
completes its 365-day orbit around the sun, generate seasons. Other processes
act over much longer time scales. For instance, sunspot activity has an 11-year
cycle, the precession of the earth’s axis of rotation occurs on a 26,000-year
cycle, and the shape of the earth’s orbit varies, from nearly circular to slightly
more elliptical and back again, on a 100,000-year cycle. Similarly, the amount
and the distribution of landmasses on the planet affect worldwide tempera-
ture over millions of years. Typically, these processes are divided into weather
and climate, depending on the time scale over which they operate (Ahrens,
1998). Weather processes refer to the state of the atmosphere at a specific
point in time and space and vary from a minute-to-minute to a day-to-day
basis. Climate processes are averaged over longer periods of time and larger
spatial areas.

The processes that the ice-core data underdetermine are dictated by the
quality of the data. With a sampling interval and resolution of 1 year, the ice-
core data underdetermine processes that operate over less than a year, such as
daily variation in temperature. If the ice-core data were to have a resolution
and a sampling interval of a day, however, it would allow us to study processes
that operate over days, weeks, and months. It would still, however, underde-
termine the processes that unfold over less than a day, like hourly variation
in temperature.

The ice-core data are thus a low-quality record of past weather, as the 1-year
sampling interval and resolution of the data are larger than the time scale over
which weather unfolds. In addition, the global spatial scale of the ice-core re-
cord is much larger than the spatial scale over which weather changes. As a
result, the ice-core data underdetermines local weather. For instance, it lacks
the smoking gun necessary to assess whether it rained or not on the evening of
November 15, 56,703 BP, over the location where Tempe, Arizona, stands today.
Not only is the information about this specific weather event absent from the
ice-core data, but it has been, as far as we know, lost forever.

On the other hand, the ice-core data are a high-quality record of past
global climate. The sampling interval and the resolution of the ice-core data
are equal to or shorter than the scale over which many climatic processes un-
fold. The global spatial resolution may be too large to study regional climate
(e.g., the climate of California), but it is equal to the spatial scale over which
global climate varies. Finally, while ice-core data—with two dimensions, age
and average global temperature—may not be rich enough to allow us to study
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certain processes, the information is sufficiently rich to reveal several aspects
of past climates, such as fluctuations in global surface temperatures.

But what about the processes that operate over time scales that are larger
than the sampling interval or the resolution of the data? Do the ice-core data,
with their 1-year sampling interval and resolution, underdetermine the pro-
cesses that operate over time scales longer than 1 year? That depends on the
scope of the dataset. A dataset with a 1-year resolution, a 1-year sampling
interval, and a scope of 100 years can potentially determine processes that op-
erate over time scales ranging from 1 year to 100 years. Similarly, a dataset with
a 1-year resolution, a 1-year sampling interval, but with a scope of 1000 years
can determine processes that unfold over time scales ranging from 1 year to
1000 years.

If the processes are ordered on a line according to the temporal scale over
which they operate, the range of processes that can be studied with a dataset
has a lower bound and an upper bound (fig. 2.5). The lower bound is defined
by the sampling interval or the resolution of the dataset—whichever is longer.
Processes that operate over time scales shorter than this boundary are under-
determined. The upper bound is defined by the scope of the dataset. Processes
that operate over time scales that are longer than the scope of the dataset are
also underdetermined. In the example shown in figure 2.5, the dataset has a
sampling interval and a resolution of 1 year and a scope of 10,000 years. The
dataset thus has the necessary sampling interval, resolution, and scope to study
processes that generate variation over time scales that range from 1 year to
10,000 years. The same logic also applies to the spatial dimension of the dataset.

The number of dimensions contained in the dataset further reduces the
set of processes that can be studied. In the example shown in figure 2.5, while
the dataset has the sampling interval, the resolution, and the scope neces-
sary to study processes that operate over 1-10,000 years, it may not have the
dimensionality required to identify all of them. Covariates that also operate
over time scales of 1-10,000 years are, effectively, competing hypotheses that
need to be ruled out before the process of interest can be determined. Unless
the dataset contains measurements of the covariates, the object of study will
be underdetermined by the data.

The covariates that operate over shorter time scales than the sampling in-
terval or resolution (<1 year in fig. 2.5) can be controlled for statistically or by
averaging over them. Averaging over covariates can be achieved by analyzing
either low-resolution data or large samples. For example, in the case of the
ice-core climatic record, the effect of rapid and localized weather events, such
as storms, is averaged over in the ice-core layer. In other words, the difference
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Insufficient dimensions
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FIGURE 2.5: The processes that can be studied are those that operate over time scales that fall between
the resolution or the sampling interval of the dataset (whichever is longer) and the scope of the dataset. Of
the processes that fall between these two boundaries, some (black squares) will also be underdetermined
because the dataset lacks the dimensions necessary to control for competing covariates.

between global temperatures as estimated from two different layers of ice can-
not be due to the effect of a rapid, short-term, local event. Similarly, large sam-
ples can also allow us to mute the effect of covariates that operate over short
time scales by averaging over them.

LONGER SAMPLING INTERVAL AND LOWER RESOLUTION
UNDERDETERMINE MORE PROCESSES

The number of competing processes that can potentially explain any pattern
in our data increases with the sampling interval or the resolution of the data.
Imagine that you meet one of your friends in San Francisco one morning and
that he calls you 10 hours later from New York. You can safely assume that, af-
ter your encounter, your friend boarded an airplane, because only an airplane
can move an individual over thousands of miles in just a few hours. In other
words, there is only one hypothesis for how your friend got from San Fran-
cisco to New York. But what if your friend, instead of calling you the same
day, had called you a week later? Now you cannot be entirely sure that he took
aplane, because there are other means of transportation that could allow him
to get from San Francisco to New York in a week or less. Sure, chances are that
he boarded an airplane, but you cannot rule out the possibility that he drove
his car across the country or that he took a bus or even a train. As the interval
of time between the two moments when you observe your friend’s location
increases from 10 hours to a week, the number of competing hypotheses you
have to consider increases from 1 to 4. Had your friend called you 6 months
later, you would also have to contend with a fifth hypothesis: that he crossed
the country on his bicycle.
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This example is trivial, but the exact same problem arises in archaeology.
The set of processes that can explain a change in an archaeological variable
over an interval of 100 years comprises all the processes that can lead to a
change within 1 year, plus all the processes that can lead to a change within
2 years, plus those that operate within 3 years, and so on. The potential for
underdetermination thus increases with sampling interval and resolution. A
scientist who insists on interpreting a pattern that her data actually underde-
termines is picking one hypothesis among the n candidate hypotheses that
can equally explain the data. The chance that this scientist picked the cor-
rect hypothesis is 1/n. As the sampling interval or the resolution of the data
increases, so does n, so that 1/n quickly converges to o. At that point, any in-
terpretations drawn from the data are most likely wrong, for the same reason
that any given lottery ticket is unlikely to be the winning one.

Reducing the magnitude of the underdetermination problem can be ac-
complished by improving the quality of the data. But for the historical sci-
ences, there is only so much that can be done to improve the data quality. The
technological breakthrough that will solve an underdetermination problem
may not come until decades down the road, if ever. And, being at the mercy
of nature, it is always possible that data that exist in nature will irremediably
and forever underdetermine certain causes. When the quality of the data can-
not be further improved, there is only one thing left to do: abandon, purely
and simply, the study of the processes that are underdetermined. Instead, we
should focus on the processes that the data do not underdetermine—those
that operate over temporal and spatial scales that are similar to those of the
data and whose complexity is matched by the data’s dimensionality.
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The Forces That Shape the Quality of the
Archaeological Record,
I: The Mixing of Archaeological Data

The archaeological record is shaped by many different forces. These forces
operate in different ways—some of them act locally, others globally. Some
operate episodically, some uniformly, while others increase in amplitude with
time. But however they operate, their result is the same: a loss of information
about the past.

These forces can be divided into two broad categories based on how they
destroy information: those that mix archaeological material and informa-
tion, and those that lead to their loss. I focus on the former in this chapter and
on the latter in the next.

In both chapters I use models and simulations that build upon the rich
literature archaeologists have produced over the years on the issues of taphon-
omy and site formation processes. But whereas much of this literature seeks
to identify how the effects of mixing and loss can be controlled for, my focus
is on their impact on the sampling interval, the resolution, and the dimen-
sionality of data. Although the list of forces of mixing and loss reviewed here
is not exhaustive, when these processes are considered together it is difficult
to maintain the belief that the archaeological record is amenable to the same
explanatory principles as the ethnographic record.

The Causes of Mixing of Archaeological Data

Three classes of forces mix archaeological remains: (1) depositional processes,
(2) disturbance processes, and (3) analytical processes.
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DEPOSITIONAL PROCESSES

Archaeological materials are mixed during deposition when they accumulate
more rapidly than the matrix surrounding them does. Thus, the extent to which
depositional process leads to mixing depends on both cultural and geological
factors—the first determining how fast cultural material is deposited, and the
second regulating how fast the matrix surrounding them accumulates.

Cultural Depositional Processes

Discard The discard of objects by ancient people is the primary way by
which archaeological assemblages form. It is also the first moment when ma-
terial remains are mixed. The research on cultural discard, much of which
is conducted under the umbrella of “accumulation research” (e.g., Gallivan,
2002; Mills, 1989; Schiffer, 1974, 1975, 1976, 1987; Shott, 1989a, 1989b, 2004;
Sullivan, 2008a; Surovell, 2009; Varien and Mills, 1997; Varien and Ortman,
2005; Varien and Potter, 1997), is concerned with understanding how mate-
rial objects leave the systemic context (the context in which artifacts are in a
behavioral system) and accumulate in the archaeological context (the context
in which artifacts interact only with the natural environment) (Schifter, 1972).
One of the fundamental lessons learned from accumulation research is
that the amount of archaeological material in an assemblage depends on the
length of occupation of a site, the size of the group that occupies the site, and
the rate at which objects are discarded (Baumhoft and Heizer, 1959; Cook,
1972, 1972b; N. Nelson, 1909; Varien and Mills, 1997). The relationships be-
tween these variables can be described in the form of a discard equation (Da-
vid, 1972; Schiffer, 1974, 1975, 1976, 1987; Surovell, 2009; Varien and Mills, 1997;
Varien and Potter, 1997), the most influential of which being Schiffer’s:

(CR) I
L

where d, is the total number of an artifact type discarded in a settlement dur-
ing a period of time ¢, S is the average number of items of that type in use
by the group at any given time, and L is the mean artifact use-life (i.e., the
average length of time that an artifact of a specific artifact type is in use). This
model of discard is concerned only with the discard of one type of object,
and as such it is a simplification of Ammerman and Feldman’s (1974) model
of assemblage formation that deals with the simultaneous discard of multiple
types (Shott, 2006).
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Solving Shiffer’s discard equation for ¢, the duration of discard (Varien
and Mills, 1997), we get

L
S

(3.2) t =

This form of the discard equation has been applied to infer not only occupa-
tion span but also population size, residential movements, contemporaneity
between sites, and sociopolitical complexity (Varien and Mills, 1997; Varien
and Ortman, 2005; Varien and Potter, 1997).

What has rarely been discussed, however, is the fact that equation 3.2 is
effectively a model of temporal mixing, with the parameter ¢ representing the
temporal resolution scale of the assemblage formed through discard. Many
of the insights gained from accumulation research can thus be applied to the
question of resolution and underdetermination.

For instance, accumulation models tell us that temporal mixing is influenced
by how mobile people were, as mobility governs occupation span. The Holocene
trend toward increased sedentary life, and thus longer occupation span, probably
marked a trend toward decreasing resolution of archaeological assemblages.

Accumulation research also describes how spatial mixing increases with
population density. For any given amount of time, denser populations will
discard more material than sparser ones, because there are more objects in
the systemic context in a denser group. For instance, more cooking pots are
in use at any given time in a hamlet of eight households than in a hamlet of
four households. If the households share the same refuse area, the ceramic
assemblage produced by the larger hamlet will have a lower spatial resolu-
tion than the one produced by the smaller hamlet. Again, the Holocene trend
toward larger settlements, from camps to villages, and from villages to cities,
increased the opportunities for spatial mixing and may have resulted in as-
semblages with lower spatial resolution.

Indeed, the use of secondary refuse amplifies the effect of both occupa-
tion span and group size on the resolution of the archaeological record. Most
of the archaeological material we find is in secondary refuse areas—that is,
in places other than where it was used (Schiffer, 1972). Primary refuse areas,
places where objects are discarded at their location of use, are probably rare
and occur only in locations that were occupied for brief periods of time and
by small groups, such as the sites where kills were butchered (Schiffer, 1972).
When a location is occupied for more than just a few days, the accumulation
of discarded items quickly begins to interfere with daily activities and will
need to be cleaned up (Schiffer, 1972, 1987). In fact, given the danger they
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pose, surfaces that were used to chip stone tools were probably frequently
and thoroughly cleaned, so that many “activity areas” identified on the basis
of lithic debris are probably refuse areas (Schiffer, 1987, 65).

All known societies discard stuff outside their use location. In a survey of
discard practices of 79 societies from the Human Relations Area Files, Patri-
cia Murray (1980) found that primary contexts occur only in outdoor loca-
tions that are occupied by migratory groups and for less than a season (and
even then, some objects are still discarded in secondary refuse areas). In con-
trast, sedentary and semisedentary groups that occupy a site for at least a sea-
son discarded items in refuse areas outside the family living space, where the
material accumulates (the only exception are the Chippewa, who either burn
their refuse or throw it to their dogs). Murray’s work is in line with Schiffer’s
hypothesis that “with increasing site population (or perhaps site size) and
increasing intensity of occupation, there will be a decreasing correspondence
between the use and discard locations for all elements used in activities and
discarded at a site” (Schiffer, 1972, 162). It also confirms that trash does at-
tract more trash: people tend to dump trash where others have previously
dumped trash (Schiffer, 1987, 62), and an initial dumping episode can lead to
the development of a dumping area that can be used for a long period of time,
further increasing the mixing of artifacts. There are few reasons to think
that discard behaviors should have been much different in the past, and that
items did not accumulate in secondary refuse areas in most places and time
periods.

Again, the Holocene trend toward an increased use of formal dumping ar-
eas, culminating in modern sanitary landfills, also furthers the trend toward
a decrease in the temporal resolution of archaeological remains. This trend,
however, may have been counterbalanced by an increased investment in ar-
chitecture that spatially segregates secondary deposits. For instance, second-
ary refuse areas, such as floor layers or middens, are often closely associated
in space with individual households (Schiffer, 1987, 80), limiting their spatial
resolution to a household level.

Another insight from accumulation research is that the resolution of as-
semblages is inversely correlated with the use-life of the tools that compose
them. The use-life of an object (parameter L in eq. 3.2) is its length of service
in the systemic context (Schiffer, 1976, 60). Use-life affects both the size of as-
semblages and the relative proportions of types of objects in the assemblages,
as items with a short use-life accumulate faster than items with a long use-life
(Shott, 1989b, 2004). As will be discussed later in this chapter, the mixing of
tools with different use-lives can affect dramatically the relative frequencies
of types of objects in archaeological assemblages.
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However useful accumulation research is in sharpening our intuitions
about the impact of discard on resolution, using discard equations to mea-
sure the temporal resolution of archaeological assemblages remains a peril-
ous exercise. In principle, equation 3.2 should allow us to use the size of an
archaeological assemblage to infer the occupation span it represents, and thus
its temporal resolution. But in practice, converting the size of an assemblage
into an occupation span is not straightforward, as the tool use-life (L) and
average number in systemic context (S) can take a wide range of values.

Many factors influence the use-life of tools, including the function of the
object, frequency of use, physical characteristics, reuse, recycling, household
inventory size, transfer value, and cultural context (Shott, 1989b, 2004; Varien
and Mills, 1997; Varien and Potter, 1997). Similarly, the number of objects
in systemic context also depends on many variables, including the object
use-life itself (Shott, 1989b, 2004; Varien and Mills, 1997; Varien and Ortman,
2005; Varien and Potter, 1997). For instance, one household may possess more
cooking vessels than others because it is wealthier or because one of its mem-
bers is a potter. In addition, objects may not be replaced as soon as they break.
The artifact inventory may be replenished only when raw material or time to
manufacture replacements becomes available (M. Nelson, 1991). Given how
sensitive the use-life and the number in systemic context are to environmen-
tal and cultural contexts, it should not come as a surprise that both variables
vary tremendously in the ethnographic record (Shott, 1989b, 2004; Varien
and Mills, 1997; Varien and Potter, 1997).

The cross-cultural variation in both L and S is so vast that any estimate
of occupation span that is based on the number of objects discarded can be
wrong by several orders of magnitude. Mark D. Varien and Barbara J. Mills
(1997) have compiled data on ceramic use-life and vessel frequency in sys-
temic context among 19 groups from the Americas and Africa (see also Shott,
1996, for a discussion of the determinants of pottery vessel use-life). Table 3.1
shows the minimum and maximum use-life and vessel frequency for cooking
pots and noncooking pots in Varien and Mills’s cross-cultural dataset (cook-
ing and noncooking pots are analyzed separately because whether or not a
pot is used for cooking affects both its use-life and its frequency in systemic
context). Using these values, we can calculate the upper and lower bounds for
the occupation duration for an assemblage that contains a certain number of
vessels. The rightmost column of table 3.1 shows the number of years needed
for an assemblage of 100 vessels to accumulate for different combinations of
minimum and maximum use-life and frequency per household observed
ethnographically. For instance, 0.57 year (about 6.5 months) is necessary for
100 vessels with a use-life of 0.2 years and a frequency per household of 34.1
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TABLE 3.1. Duration of occupation necessary for a household to discard 100 pots, for various
values of pot use-life and number of pots per household in systemic context

Function Use-life (years) n/household Duration (years)
Cooking pots 0.2 0.2 100

0.2 34.1 0.57

17.8 0.2 8900

17.8 34.1 52.19
Noncooking pots 0.2 0.1 200

0.2 24.6 0.81

20 0.1 2000

20 24.6 81.3

Note: These values are the minimum and maximum observed in a cross-cultural dataset (Varien
and Mills, 1997) for cooking and noncooking pots. For instance, the minimum use-life for a cooking
pot in the cross-cultural dataset is 0.2 year, and the minimum number of pots per household is 0.2.
Duration of occupation is predicted using equation 3.2.

to be discarded by a household. These calculations show that for any given
number of vessels in an archaeological assemblage, the duration of occupa-
tion can vary by three orders of magnitude, from 10" to 10’ years.

A workaround for these problems is to parametrize the discard model to
a particular culture and time period using well-dated archaeological contexts
(Varien and Mills, 1997; Varien and Ortman, 2005; Varien and Potter, 1997).
For instance, Varien and Mills (1997) used the Pueblo I site Duckfoot, in
Mesa Verde, Colorado, to estimate an annual household accumulation rate of
cooking-pot sherds. The site of Duckfoot has been completely excavated, and
its occupation history is well understood. It was occupied by three large house-
holds over a period of 20-25 years, during which the households each discarded
between 5323 and 6654 grams of cooking-pot sherds. Varien and Mills used this
rate of accumulation as a baseline for accumulation rates of cooking-pot sherds
in the Mesa Verde region during the 8oos. With this baseline, they estimated
occupation spans at other Pueblo I sites. They estimated that four of the sites,
small hamlets, were occupied for 15-19 years, 23-29 years, 10-12 years, and 19—
24 years and that a fifth one, the large village of Rio Vista, was occupied for
27-34 years, suggesting that the Pueblo I sites of the Mesa Verde region have a
temporal resolution that ranges from one to three decades.

In a subsequent paper, Mark Varien and Scott Ortman (2005) used the
Duckfoot site accumulation rate to estimate the occupation span of 19 sites,
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FIGURE 3.1: Average occupation span and confidence intervals for Pueblo sites in Mesa Verde, Colo-
rado, estimated using size of cooking-pot assemblages. These data illustrate how discard models can be
used to estimate the temporal resolution of archaeological assemblages. They also show the trend to-
ward longer occupation over time, a feature of the global Holocene archaeological record. (Adapted from
Varien and Ortman 2005.)

most of them small farming hamlets. They found that the earliest site in their
sample, a residence occupied in the 600s, was occupied for less than 10 years
(less than a generation), but that over the next centuries occupation span in-
creased to about 20 years and, by 1100, to about 50 years (fig. 3.1). The spatial
resolution scale of the ceramic assemblages could also be measured in terms
of the number of households they represent. In the case of these 19 sites, the
spatial resolution ranged from one household (in the case of the smallest site)
to 16 households (in the case of the largest site). Their result is thus emblem-
atic of the Holocene trend toward greater sedentism and coarser resolutions
in the archaeological record.

There are several limitations to applying the method developed by Varien
and his colleagues to estimate occupation span and, by the same token, the
temporal resolution of archaeological assemblages. The method requires
an archaeological case, like the Duckfoot site, that allows us to calibrate the
discard equation. It also requires a thorough excavation of sites, since oc-
cupation span will be underestimated if objects are left unexcavated. The
method also requires that the population size of the site is known. In the case
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of Pueblo sites, this is done by counting the number of pit structures, which
covaries with the number of households. What is more, archaeologists of the
American Southwest have fine-grained chronological tools that allow them
to distinguish households that were occupied at the same time from house-
holds that were occupied sequentially. In most other archaeological contexts,
the number of occupants at a site is an unknown quantity, and it is impossible
to distinguish a site that has been occupied by a large group for a brief period
of time from a site occupied by a small group for a long period of time.

In the end, accumulation research tells us that estimating the resolution of
assemblages on the basis of their size alone is difficult. Barring independent
lines of evidence for the occupation span of a site, our starting assumption
should be that the temporal resolution ranges from hours to months in the
case of hunter-gatherer sites, from days to months for pastoralist sites, from
107! to 10? years for small-scale farmer settlements, and from 10* to 10° years
in the case of complex societies.

Reoccupation and Reuse The reoccupation of a site after its abandonment
extends the net period of time over which a location is occupied, thus leading
to more objects being discarded and potentially mixed. In equation 3.2, the
variable ¢ represents the use duration of an archaeological place—that is, the
aggregate amount of time that a location has been occupied, either continu-
ously or repeatedly (Lightfoot and Jewett, 1984). The distinction is important,
because it recognizes the possibility of multiple spatially overlapping occupa-
tions that are stratigraphically inseparable (Surovell et al., 2009).

Locations with great ecological or strategic advantages, like caves or
spring environments, are more likely to be reoccupied (and, when occupied,
are likely to be so for longer periods of time), resulting in long and complex
occupation histories (Dibble et al., 2016; Varien and Ortman, 2005). This is
why even some of the earliest Paleolithic sites show signs of reoccupation
(Semaw, 2000) and why sites all around the world are frequently reoccupied
over periods of thousands of years.

But reoccupation does more than merely extend the period of discard:
it also affects the nature of the mixed assemblages. Occupation hiatus will
generate discontinuities in the representation of time in time-averaged as-
semblages. The composition of a site occupied multiple times may differ from
that of a single-occupation site, even when the duration of use is the same.
For instance, Surovell’s (2009) discard model predicts that sites that have
been occupied continuously will have a higher incidence of local material
and more debitage relative to nonlocal tools than sites that have been repeat-
edly occupied.
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Reoccupation also leads to mixing when the remains of different occu-
pations are integrated together (Holdaway and Wandsnider, 2006; Schiffer,
1987; Wandsnider, 2008). For instance, the succeeding occupants of a site may
situate their hearths and their middens where previous hearths and middens
were constructed, resulting in low-resolution features. Similarly, the very
presence of lithics on a surface may attract later individuals to occupy the
same location and reuse tools and cores left in place (Dibble et al., 2016).

Geological Depositional Processes

The mixing of archaeological material is as much a function of geological
processes as it is of cultural ones. At any point in time, any given portion of
the earth’s surface is dominated by one of three regimes of geological pro-
cesses: stability, aggradation, and degradation (Rapp and Hill, 2006; Waters,
1992, 60). Periods of stability are marked by insignificant sedimentation and
erosion and sometimes soil development (Waters, 1992, 41-43); periods of
aggradation, by the accumulation of sediments on the surface; and periods of
degradation, by the removal of sediments and soil through erosion.

If the surface of the earth is a recorder of human activity, then stability,
aggradation, and degradation affect how well the recorder works. The quality
of the archaeological record in a region, whether its scope, its sampling in-
terval, its resolution, or its dimensionality, will closely follow the timing, the
number, the magnitude, the duration, and the areal extent of the periods of
stability, deposition, and erosion in that region (Waters, 1992).

Mixing during Periods of Stability Periods of stability are particularly con-
ducive to mixing. When a surface is stable, cultural materials discarded on a
surface accumulate with no vertical separation (fig. 3.2, series A). A stability
regime thus increases the opportunities for mixing by discard, reoccupation,
and preburial disturbances. The frequency and the duration of the stability
periods will determine how likely it is that discrete occupations have mixed
on the same surface before burial (Barton and Riel-Salvatore, 2014; Waters,
1992, 97). All other things being equal, archaeological assemblages that are
found on the surface of paleosols will have a coarser resolution than assem-
blages found embedded in sedimentary columns.

Mixing during Periods of Aggradation During a period of aggradation,
mixing occurs when the rate of cultural discard is faster than the rate at which
sediments accumulate (Ferring, 1986). When sedimentation rates are slow,
cultural remains that represent different moments in time may accumulate
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FIGURE 3.2: The deposition of archaeological remains in soils and sediments. Series A shows archaeo-
logical remains (the triangle, round, square, and diamond symbols) accumulating on a stable soil surface
S, over time ¢, to ¢, and buried by sediments at ¢, (unit II). Series B shows archaeological material being
incorporated into a cumulative soil profile. Sedimentation rate is slow, and soil forms at the same pace as
sediments are deposited. The result is artifacts that are vertically superposed in a layer of soil with little
vertical separation between them. Series C shows artifacts accumulating during a period of aggradation.
Sedimentation rates are fast, and artifacts deposited at different points in time are deposited in different
strata and are clearly separated vertically. (Adapted from Waters, 1992.)

and mix on the same surface or be separated by such a thin layer of sediments
that it will be difficult, or impossible, to separate them into discrete assem-
blages (Ferring, 1986; Waters, 1992) (fig. 3.2, series B). In contrast, when sedi-
mentation rates are rapid relative to the rate of discard, the remains that are
discarded at different points in time will be separated vertically in the sediment
column, resulting in stratified sites with different cultural horizons (fig. 3.2,
series C). Thus, for any given sedimentation rate, there is a critical waiting
time that has to separate two occupations (or discard events) for them to
form two stratigraphically discrete (i.e., spatially separated) assemblages.
How long this critical waiting time is depends on (1) sedimentation rates,
(2) consistency of sedimentation, and (3) excavation methods.

Sedimentation rates vary, even within the same depositional environ-
ment (Sadler, 1981; Schindel, 1980). For example, fluvial sedimentation rates
in North America vary from slow (<o.1 cm/year), to moderate (0.1-0.5 cm/
year), to rapid (0.5-1.0 cm/year), and to very rapid (>1.0 cm/year) (Ferring,
1986).

Consistency of sedimentation refers to the fact that sediments accumu-
late not consistently but sporadically (Schindel, 1980). For instance, alluvial
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sediments may accumulate at a rate of 0.25 cm/year but do so only seasonally.
The consistency of sedimentation can be captured by a parameter, C, that
specifies the probability that sedimentation occurs at any given time (Schin-
del, 1980). For instance, when C = 1, sediments accumulate continuously (i.e.,
100% of the time). Similarly, when C = 0.5, sedimentation occurs only half of
the time (e.g., six months a year).

The excavation methods deployed at a site (a form of analytical lumping;
see below) determine how much vertical separation is needed for archaeolo-
gists to recognize stratigraphically distinct assemblages. For example, if an
archaeologist excavates using arbitrary layers of 10 cm, she would need a layer
of at least 10 cm of sterile matrix in order to detect a discontinuity in the verti-
cal distribution of artifacts.

Together, rates, consistency of sedimentation, and excavation methods spec-
ify the critical waiting time that has to separate two events to avoid their mixing.
For example, when sediments accumulate at a rate of 0.5 cm/year, when they do
so consistently (C =1), and when archaeologists need 10 cm of sterile sediments
to recognize distinct cultural levels, the critical waiting time is 20 years: events
that are separated by less than 20 years will be mixed stratigraphically.

In most sedimentary contexts, the critical waiting time is on the order of
10'-10” years. Figure 3.3 shows the critical waiting times for rates of sedimenta-
tion that vary from slow to rapid (the x-axes), consistency of sedimentation
that ranges from C =1to C = 0.1 (the rows), and vertical separations of 1, 5, and
10 cm (the columns). Within this parameter space, the critical waiting times
vary from an order of magnitude of 10°-10? years. Critical waiting times in the
10%-year range (i.e., 1-9 years) demand precise excavation methods that can
detect a sterile layer of 1 cm between two cultural levels and, less realistically,
highly consistent sedimentation rates (C = 1). Most regions of the parameter
space are defined by critical waiting times of 10" years (i.e., 10-99 years) and are
generally greater than 20 years. Longer critical waiting times on the order of
10% years (100-999 years) dominate either when a vertical separation of 5 cm is
needed and sedimentation is inconsistent (C = 0.1) or when vertical separation
of 10 cm is necessary and sedimentation occurs half of the time (C = 0.5).

Mixing during Periods of Degradation Erosion can also lead to the mixing
of archaeological material. For instance, at the site of Ccurimachay, a rock
shelter in Peru, material from the preceramic and the ceramic period that
had been deposited over thousands of years became mixed as gravity pulled
it downslope from the rock shelter for 20-300 meters (Rick, 1976).

Like gravity, moving agents of erosion can pick up archaeological objects
that had been discarded in different places, transport them, and deposit them
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FIGURE 3.3: The effect of sedimentation rate on the temporal mixing of discrete events. The critical wait-
ing time (y-axes) is the minimum amount of time that has to separate two events, such as two occupations,
in order for them to be separated vertically by at least 1 cm (left column), 5 cm (center column), or 10 cm
(right column) of sterile sediments, given a sedimentation rate (the x-axes) and a consistency of sedimenta-
tion (rows). The region below the critical line is the region in which mixing occurs, and the region above
the line is the region in which the two events will generate assemblages that are vertically discrete.

together in the same location. Whether an object is transported or not by the
moving agent of erosion depends on the size of the former and the velocity of
the latter. The Hjulstrom diagram shown in figure 3.4 was developed to de-
scribe the effect of water velocity on sedimentary material, but it also applies
to archaeological material, since cultural objects can behave as natural sedi-
ment particles (Waters, 1992). The diagram shows that the larger an object is,
the faster the water flow has to be in order to move it. This means that water
flow will differentially affect different types of archaeological remains. Charred
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FIGURE 3.4:The Hjulstrom diagram shows the relationship between water velocity, the size of sedimentary
material, erosion, transportation, and deposition. The upper curve is the critical velocity for entrainment—
that is, dislodging and starting to move sediment particles. The lower curve is the velocity below which
lifted particles settle. The area in between defines the zone at which particles are transported. Transportation
velocity can be lower than erosion (entrainment) velocity because entrainment requires more energy than
transportation. An entrained particle will continue to move even though flow speed drops below erosion
velocity, as long as it does not drop below the critical deposition velocity (Waters, 1992).

seeds and pieces of charcoal can be transported at lower velocity than flakes or
hearthstones. Objects transported by moving water are deposited again when
water velocity decreases below a certain threshold that also depends on the
object size (the lower line in fig. 3.4). It is during this redeposition phase that
mixing occurs. In environments such as braided rivers, archaeological material
buried in the channel banks can be eroded and transported by the river and de-
posited in the same sandbar. For instance, archaeologists excavating the site of
Double Adobe, in Arizona, found milling stones and handstones along with late
Pleistocene faunal remains—mammoths, horses, camels, and bison. Whereas
the assemblage had originally been interpreted as a Clovis plant-processing
site, a careful geoarchaeological study of the site showed that the megafaunal
remains had been eroded from older sediments that made up the banks of a
Holocene braided stream but that the artifacts were eroded from the surface of
banks and bars, before being deposited together (Waters, 1986a, 1986b).
Similarly, erosion can lead to the spatial mixing of material within an ar-
chaeological site, by shuffling and reworking remains that are on or near the
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surface of the site (Waters, 1992). For instance, in Alaska, a moving glacier
reworked the remains left at the site of Hidden Falls, reorganizing the spatial
arrangement of hundreds of artifacts and a hearth feature (S. Davis, 1989) and
leaving behind an assemblage with a site-wide spatial resolution.

DISTURBANCE PROCESSES

Disturbance processes mix archaeological remains by displacing objects after
they have been discarded, either while they sit on the surface of the ground
(preburial processes) or after they have been buried (postburial processes).
In both cases, the extent to which objects are mixed depends on the object’s
durability. Durable objects, like ceramics and stone tools, are more susceptible
to being mixed by disturbance than nondurable objects such as wood and tex-
tiles. Indeed, durable objects can reside longer near the surface, where distur-
bance processes are most active, and can endure multiple disturbance events.

Preburial Disturbance

Archaeological remains that sit on or near the surface are exposed to all sorts of
disturbance processes. Human activity, such as tillage and trampling, disperses
artifacts and features and distorts their spatial arrangement (Schifter, 1987). Sim-
ilarly, the scavenging of artifacts and the salvaging of material for construction
lead to the mixing of material from different occupations. Nonhuman agents
like animals, insects, and worms are also known to pick up and displace por-
table objects (Nash and Petraglia, 1984; Schiffer, 1987), and moving agents of ero-
sion like water and wind can displace artifacts over hundreds of meters (Butzer,
1982; Rick, 1976; Wood and Johnson, 1978). By displacing objects horizontally,
these disturbance processes not only modify the spatial distribution of artifacts
but also mix together objects that are associated with different activity areas
within a site or different occupation events or that are even from different sites.

Postburial Disturbance

Objects that have been buried below the surface are far from safe. Below the
surface, a large array of agents may disturb soil and sediments, along with
the artifacts that are embedded in them (Butzer, 1982; Schiffer, 1987; Wood
and Johnson, 1978). These agents include plowing, burrowing animals and
insects, tree fall, freeze-thaw action, frost cracking, and expanding and con-
tracting clay in soil. They can move artifacts up, down, and horizontally and
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reorient, sort, and even concentrate them into discrete layers and patches
(Wood and Johnson, 1978).

As is the case with preburial disturbance, the horizontal displacements
generated by postburial disturbance can mix material associated with un-
related events and destroy the spatial patterning of sites (Waters, 1992). And
the vertical displacements can mix material from temporally distinct hori-
zons into the same horizon. Over time, different processes that pull objects
into different directions can homogenize the distribution of material into the
ground. For example, in clay soils in regions with a wet and a dry season, ar-
tifacts are pushed upward as the clay matrix swells during the wet season and
fall downward through the cracks that open during the dry season (Butzer,
1982; Waters, 1992; Wood and Johnson, 1978). With enough time, such pro-
cesses can mix together horizons that were originally separated by sterile sed-
iments and generate continuous vertical distributions that are uniform (as in
fig. 3.5) or even unimodal (i.e., clustering around the same horizon, as when
a tree that is toppled by a storm can pry buried artifacts from the ground and
integrate them into the same surface; Butzer, 1982; Waters, 1992; Wood and
Johnson, 1978).

What is more, the resulting unimodal vertical distributions can be so
narrow as to look like an occupation horizon itself. Archaeologists P. Jef-
frey Brantingham, Todd A. Surovell, and Nicole M. Waguespack (2007) have
built a series of mathematical models of postburial mixing that allows them
to explore the effect of vertical mixing in the cases when (1) artifacts move
locally (e.g., from 30 to 31 cm below the surface); (2) artifacts move non-
locally (e.g., from 30 to 15 cm); (3) movement is symmetrical (upward and
downward movements are equally likely); and (4) movement is asymmetrical

FIGURE 3.5: The movement of artifacts due to the expansion and contraction of clay matrix leads to the
mixing of archaeological horizons. Artifacts from two different occupations form two discrete horizons in
a clay matrix (¢,). Expansion and contraction of the clay matrix cause the upward movement of artifacts
(t,). Artifacts fall into cracks that form as the clay contracts (t,) and become sealed again in the clay ma-
trix, forming homogenized cultural debris (¢,). (Adapted from Butzer 1982; Waters 1992.)
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FIGURE 3.6: The major stages in the postdepositional mixing of two discrete archaeological horizons.
At time £, two discrete horizons are buried in a sedimentary section. (A) Under conditions of symmetri-
cal local mixing, artifacts dissipate vertically in a Gaussian manner across the profile (t,). Eventually, they
form a single unimodal distribution (t,). At equilibrium, artifacts are distributed uniformly (t,). (B) Sym-
metrical nonlocal mixing leads to concave distributions (¢,) and (t,), which also converge on a uniform
distribution at equilibrium (t,). (C) Local mixing with a bias for downward movement (i.e., asymmetrical)
leads to skewed distributions (¢, and ¢,). At equilibrium, the artifacts have accumulated at the base of the
section, with a trailing tail above the base of the section (t,). (Adapted from Brantingham, Surovell, and
Waguespack, 2007.)

(such as when upward movement is more likely than downward movement).
Brantingham and his colleagues found that the movement of discrete cultural
horizons begins with a period of dissipation that is characterized by a nor-
mal distribution of artifact depth when movement is local and symmetrical
(fig. 3.6A, t,) and by a concave distribution when the movement is symmetri-
cal but nonlocal (fig. 3.6B, t,). In the case of asymmetrical movement, the cul-
tural horizon dissipates to form a skewed distribution (fig. 3.6C, t,). Eventu-
ally, the artifacts that belong to different cultural horizons dissipate into one
single unimodal distribution (t,, fig. 3.6). When this happens, the boundaries
between the horizons have effectively disappeared and the material associ-
ated with them is mixed. With even more time, the distribution of artifacts
reaches an equilibrium state marked by a uniform distribution in the case of
symmetrical movement (¢, fig. 3.6A and B) or an accumulation in either the
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lowest layer in the case of downward-biased movement (t,, fig. 3.6C) or the
highest layer in the case of upward-biased movement. The lesson: even the
presence of a vertically narrow horizon is not a guarantee that the assemblage
represents a single occupation event.

ANALYTICAL MIXING

Of course, the resolution of the archaeological record is not just a function of
cultural and natural site formation processes—it is also a function of the way ar-
chaeologists analyze it. How archaeologists construct their analytical units also
influences their ability to separate material temporally and spatially, effectively
mixing archaeological material above and beyond the mixing generated by de-
positional and disturbance processes. In fact, by the time archaeologists publish
the information that they collected in the field, their data have gone through
several rounds of analytical mixing. Some of this mixing will be due to analyti-
cal lumping and some of it will be due to imprecision in dating techniques.

Analytical Lumping

Analytical lumping occurs when archaeologists lump together archaeological
information in order to create analytical units. The first place where ana-
Iytical lumping occurs is in the field. The excavation methods used at a site
determine what the minimal resolution of archaeological units can be. For
instance, sites are often excavated using arbitrary units, such as a 1 x 1 me-
ter square grid that is excavated by layers of 10 cm. When an excavator bags
together the artifacts he found in a 1 x 1 m unit, he creates an analytical unit
with a spatial resolution of 1 m?. Unless the provenience of the artifacts within
the unit is recorded, any spatial patterning that existed within that square
meter is lost. Similarly, when artifacts that come from the same 10 cm layer
are bagged together, a unit with a temporal resolution equal to the amount of
time represented in that 10 cm layer of sediment has been created. Likewise,
the excavation and the lumping of artifacts on the basis of geological layers
can easily generate analytical units that represent hundreds, if not thousands,
of years (Binford, 1982; Dibble et al., 2016; Stern, 1994, 2008).

A second round of analytical lumping takes place inside the archaeologist’s
computer. When archaeologists analyze and publish their data, they lump to-
gether the units that were created in the field to create new units that are more
relevant to their research questions. For instance, they may lump together the
artifacts that belong to the same cultural level, activity area, or the same site. In
doing so, they create units with coarser spatial and temporal resolution.
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And these horizon-, activity-, or site-level units may themselves be lumped
into larger multisite units. These larger units may be constructed to compare
different time periods, regions, or ecological habitats, for example. The zoo-
archaeologist Lee Lyman (2003) uses a fictional case to illustrate the different
ways in which these multisite units can be created. Imagine that there are six
archaeological assemblages that come from six different sites. The sites were
deposited sequentially over time and span two cultural time periods. The sites
are also geographically close to each other but are located in different ecologi-
cal habitats. One way to analyze these data is to plot each site against its age,
with different symbols denoting the different sites. This preserves the tem-
poral and the spatial distinctiveness of the assemblages and does not lump
them. But other ways of analyzing the same data leads to analytical lumping.
First, the data may be plotted against age, but using the same symbol for all
the assemblages, thereby muting the spatial distinctiveness and resulting in
spatial lumping. Second, the data may be plotted with different symbols to
maintain their geographical distinctiveness, but according to the cultural pe-
riod to which they belong; this is temporal lumping. Third, the data may be
averaged according to the cultural time period and the summary data plotted
against the average age of the lumped assemblages, resulting in both spatial
and temporal lumping. All these different ways of lumping archaeological data
are found in the extant archaeological literature (Lyman, 2003).

Lumping by cultural time period is especially prevalent in archaeology.
Archaeologists have long divided human history into chronological cultural
units such as “periods;” “phases;” “stages,” “horizons,” or “cultures” (Willey and
Sabloff, 1993). These cultural time periods are often the main unit of analysis
in archaeological publications: it is these cultural time periods that archae-
ologists compare when they keep track of prehistoric settlement patterns,
subsistence, social organization, mortuary behavior, or trade and exchange
patterns, with the events that took place within each time period treated as
contemporaneous.

Typically, these cultural time periods are on the order of 10°~10* years long
and, spatially, upward of 10° km?. For instance, the Outline of Archaeological
Traditions, a worldwide database of archaeological data assembled by archae-
ologist Peter Peregrine, divides world prehistory into 88 “archaeological tra-
ditions” that he defines as “a group of populations sharing similar subsistence
practices, technology, and forms of socio-political organization, which are
spatially contiguous over a relatively large area and which endure temporally
for a relatively long period” (2001, iv). These 88 traditions roughly reflect the
way archaeologists divide the prehistory of the regions in which they work.
The temporal resolution of these archaeological traditions spans four orders
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FIGURE 3.7: The temporal resolution of the analytical units in the Outline of Archaeological Traditions
(Peregrine, 2001). (A) Frequency distribution of the temporal resolution of the units. (B) The temporal
resolution of the units as a function of their age. The age of a unit is the midpoint of the unit’s age range.

of magnitude, ranging from 200 to 185,000 years, with a median of 1400 years
(fig. 3.7A). What is more, resolution increases with age: the traditions of the
last millennium are 10* years long, whereas traditions that are tens of thou-
sands of years old have resolutions on the order of 10* years (fig. 3.7B) (see
also Eighmy and LaBelle, 1996). Spatially, the archaeological traditions have
resolutions that range from small regions, like the “Jomon” tradition, which
is confined to the islands of Japan; to large regions, such as the “South Indian
Neolithic,” which spans the Indian subcontinent south of the Ganges River
valley; and to continents, such as the “Early Paleo-Indian” tradition, which
spans North America and parts of Mesoamerica and South America.
Analytical lumping is useful and here to stay. First, some research ques-
tions themselves demand some level of analytical lumping. For instance, as-
sessing the diet of a population demands that we lump and average together
many contexts representing single meals (Lyman, 2003). Second, analytical
lumping gives us statistical power. Pooling assemblages into groups allows
archaeologists to create samples that are sufficiently large to conduct statisti-
cal analyses. Third, cultural time periods are an important dating tool. Very
often, the only way to date an archaeological context is to assign it to a cul-
tural time period based on the fossil directeurs it contains (M. E. Smith, 1992).
The same issues of statistical power and dating explain, in part, why cul-
tural time periods become longer the further we go back in time. Because of
preservation biases, younger sites are more frequent than older sites (Surovell
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and Brantingham, 2007; Surovell et al., 2009), which means that archaeolo-
gists working on recent time periods do not need to cast as wide a net to gain
statistical power as the archaeologists working on older time periods do. In
addition, a greater diversity of material is preserved in younger sites, mak-
ing it easier to identify and recover types that are associated with a specific
time period. Finally, more chronometric dating techniques, and more precise
ones, are available for the more recent time periods, allowing us to divide the
recent past into finer temporal units.

Imprecision of Dating Techniques

Analytical lumping also arises from the imprecision of the dating techniques
used by archaeologists. Every dating technique comes with a certain preci-
sion—a level of unsystematic errors that is due to measurement errors and
to uncertainty in the calibration process. The precision of a dating technique
specifies the shortest amount of time over which the technique can distinguish
between contemporary and noncontemporary events. In the case of the dating
techniques used by archaeologists, this precision ranges from 10° to 10* years.

The most precise dating technique used by archaeologists is dendrochro-
nology. With a precision of 10° years, dendrochronology can distinguish be-
tween two events that are 1 year apart from each other. But however precise
it is, dendrochronology is available in only a handful of regions in the world
and can be applied only to the Holocene period. Other dating techniques
are much less precise because they are prone to multiple sources of unsys-
tematic errors. For instance, the precision of obsidian hydration dates varies
significantly because of errors in the measurement of hydration thickness of
the obsidian samples, errors in the estimate of hydration rate, and errors in
the temperature history of the sample (Pierce and Irving, 2000), such that
late Holocene samples from Rapa Nui have been dated with a precision of
30 years (10; 20 = 60 years) (Stevenson, Ladefoged, and Novak, 2013), whereas
the dates for an Early Jomon occupation in Japan have a longer error of
178 years (10; 20 = 356 years) (Nakazawa, 2016).

And some dating techniques become less precise with time. Thermolu-
minescence and optically stimulated luminescence have a 10 precision of 5%-
20% of the mean age estimate (Forman, 2000). A 5% precision means that as
early as 400 BP, events that are separated by 20 years are seen as geologically
contemporaneous. By 2000 BP, the 5% precision is enough to make events
separated by 100 years appear synchronous. And by 20,000 BP, a 5% precision
translates into an error of 1000 years.
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FIGURE 3.8: Precision of calibrated radiocarbon dates based on the IntCal13 calibration curve (Reimer
et al., 2013) with Oxcal (Bronk, 2009). Estimates are based on a sequence of radiocarbon dates sampled
from 500 BP to 40,000 BP with a 50-year interval and a precision of +0.5%. The gray area represents the
calibrated range of one standard deviation (68%), and the black area represents the calibrated range of
two standard deviations (95%). The two horizontal black lines represent a range of one human generation
(*10 y1).

Argon-argon (“*Ar/*’Ar) dating has similar precision. Argon-argon dating
plays an important role in paleoanthropology and Paleolithic archaeology, al-
though its time range of applicability extends well into the Holocene (Renne,
2000). With best practices, Ar-Ar dating can produce age estimates that
are as precise as 0.1% (20) (Erwin, 2006). This translates into precisions of
20 years for a 2000-year-old sample (in theory; in practice the precision of such
young dates is likely to be larger than 0.1%), of 100 years for a 10,000-year-old
sample, and of 10,000 years for a 1-million-year-old specimen.

Last but not least, radiocarbon dating, the most widely used archaeologi-
cal dating technique, has a precision that varies from 10? to 10° years. The er-
ror of a radiocarbon date has two components: (1) the uncertainty in the mea-
surement of the radiocarbon content of the sample and (2) the uncertainty in
the calibration curve (Trumbore, 2000). Using accelerator mass spectrometry
to measure radiocarbon content allows precisions that range from 0.5% to 2%
(Trumbore, 2000). Figure 3.8 shows the precision of calibrated radiocarbon
dates assuming radiocarbon ages with the smallest error possible, +0.5%, and
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using the IntCal13 calibration curve (Reimer et al., 2013). The figure shows
that over the entire time range of applicability of radiocarbon dating, the pre-
cision is greater than 20 years 99.5% of the time. The median precision over
the last 10,000 years is £88 years (10); and beyond 10,000 BP, +320 years (10).

The Effects of Mixing of Archaeological Data

The primary effect of mixing, whether it is caused by depositional processes,
disturbances processes, or analytical lumping, is to reduce the resolution of
archaeological units. It reduces temporal resolution (i.e., time averaging) by
lumping material associated with activities that took place at different points
in time. And it reduces spatial resolution (i.e., space averaging) by mixing
material associated with activities that took place at different points in space.
The impact of mixing on archaeological data has been little studied. It is
not that archaeologists have failed to recognize the time- and space-averaged
nature of the archaeological record. For more than 30 years, archaeologists have
been using the metaphor of “palimpsest” to refer to sites where successive activi-
ties have been superimposed and reworked (Bailey, 1981; Binford, 1981; Dibble
et al., 2016; Foley, 1981), a metaphor that is still in use today (e.g., Malinksy-
Buller, Hovers, and Marder, 2011). Entire theoretical approaches, such as time
perspectivism (Bailey, 1981, 1983, 1987, 2007, 2008; Davies, Holdaway, and Fan-
ning, 2016; Dibble et al., 2016; Fletcher, 1992; Holdaway and Wandsnider, 2008;
T. Murray, 1999; T. Murray and Walker, 1988; Stern, 1993, 1994; Wandsnider,
2008), are premised on the time-averaged nature of the archaeological record.
Time averaging has also been discussed, albeit obliquely, in the research on
occupation span and assemblage composition (e.g., Ammerman and Feldman,
1974; Schiffer, 1974, 1987; Shott, 1989b, 2004, 2008) and on sample size and as-
semblage richness (e.g., Grayson, 1984; Jones, Grayson, and Beck, 1983; Kin-
tigh, 1989; Meltzer, Leonard, and Stratton, 1992; Rhode, 1988; Shott, 1989a, 2008,
2010). And there are a few studies that have examined the effect of time aver-
aging on specific domains of archaeological research, such as foraging theory
(Lyman, 2003), lithic chaine opératoire (Vaquero, 2008), and cultural trans-
mission (Garvey, 2018; Por¢i¢, 2015; Premo, 2014). But unlike paleontologists
(e.g., Behrensmeyer, Kidwell, and Gastaldo, 2000; Fiirsich and Aberhan, 1990;
Hunt, 2004; Kidwell and Behrensmeyer, 1993; Kidwell and Flessa, 1996; Kidwell
and Holland, 2002; Kowalewski, 1996; Kowalewski and Bambach, 2003; Kow-
alewski, Goodfriend, and Flessa, 1998; Olszewski, 1999; Sadler, 1981; Schindel,
1980; Wilson, 1988), archaeologists have not developed a thorough and general
theory of how mixing affects their data and their capacity to test hypotheses.
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ORDINARY AND SIGNIFICANT MIXING

A good theory of mixing first needs to recognize that the extent to which mix-
ing interferes with archaeological inferences depends on the phenomenon of
interest. The resolution of an archaeological unit can never be zero—every
archaeological assemblage is mixed at some scale or another, be it minutes
or centimeters. Thus, the question is not so much whether a unit is mixed or
not but whether it pools together contexts that are, given the phenomenon of
interest, related or unrelated. The pooling of related contexts constitutes “or-
dinary” mixing, and the pooling of unrelated contexts is “significant” mixing
(Kowalewski, 1996; Kowalewski and Bambach, 2003).

By and large, ordinary mixing is desirable. For every phenomenon, there
is a Goldilocks level of mixing—an amount of mixing that is just right to avoid
sampling errors while avoiding mixing with unrelated contexts. Paleontolo-
gists call this level of mixing the “minimum duration of time averaging”: the
time period over which samples must be pooled in order for the composition
of a fossil assemblage to reflect that of a living community (Kidwell and Bos-
ence, 1991; Martin, 1999). The same reasoning applies to archaeological con-
texts. For example, as mentioned previously, an archaeologist needs to pool
together a certain number of individual meals in order to reconstruct the diet
of ancient people (Lyman, 2003).

By contrast, significant mixing is undesirable because it distorts our view of a
given phenomenon. Imagine a historian characterizing the diet of seventeenth-
century American yeomen using a database of recipes that included, unbe-
knownst to her, the recipes of twentieth-century American cook Julia Child—
she would conclude that homards thermidors and éclairs aux chocolats were
standard fare on the colonies’ tables.

A good theory of mixing also acknowledges that it is not always possible
to distinguish ordinary from significant mixing. As we saw earlier, measuring
precisely the amount of mixing due to discard is impossible without accu-
rate estimates of discard rates and population size. Similarly, the geological
markers that indicate number and duration of occupations, such as hearth
area, artifact/feature ratios, and the thickness of anthropogenic soils (for
more examples, see Malinksy-Buller, Hovers, and Marder, 2011; Wandsnider,
2008), or that signal pre- and postburial disturbance are not always present
and, when they are, may go undetected by archaeologists. Even an excavation
technique like décapage, whereby sediments are removed one thin layer at a
time, can be misleading, as the surface it exposes is arbitrary and may still
contain material that has been deposited at different points in time (Dibble
et al.,, 2016). The same is true of lithic refits, which tell us the order in which
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flakes have been removed from a core but not the duration of time over which
the reduction took place: multiple knappers may very well have reused the
same block of stone at different points in time and for different purposes
(Dibble et al., 2016).

In a seminal volume on natural formation processes published in 1987,
David T. Nash and Michael D. Petraglia pointed out that archaeologists often
operate under the belief that the effects of natural processes can be readily
identified and separated from the cultural ones. Thirty years later, not much
has changed. Although awareness of natural formation processes is greater
today than it was in 1987, their effect is often treated as nonexistent, negli-
gible, or easily identifiable. Still today, archaeologists often assume that sets of
contemporary traces can be separated from palimpsests and interpret non-
random spatial patterns strictly in cultural terms. And still today, the pre-
vailing assumption among archaeologists is that archaeological contexts can
be treated as ordinarily mixed unless proven otherwise. For instance, the ar-
chaeologist who classifies sites and site areas on the basis of their “function”
is assuming that the site is not significantly mixed (Holdaway and Wand-
snider, 2006; Shott, 2008, 2010). Similarly, aberrant radiocarbon dates are of-
ten labeled as “outliers” and discarded. But these dates are outliers only if one
assumes that the dated assemblage has a fine-grained resolution. Once that
assumption is removed, the outlying dates become important pieces of in-
formation about the formation of the site and its resolution (Seymour, 2010).

THE REPRESENTATION OF TIME IN
MIXED ASSEMBLAGES

The effect of temporal mixing on archaeological data depends not only on the
duration of mixing but also on the representation of time in the mixed unit.
For instance, a temporally mixed unit is not necessarily an averaged represen-
tation of the period of time it represents (Stern, 2008). Instead, the represen-
tation of time in the unit is likely to be uneven and skewed (Kowalewski and
Bambach, 2003; Martin, 1999).

Several factors conspire to create a nonuniform representation of time in
time-averaged assemblages. Because of changes in discard rate, some moments
will be overrepresented in a mixed assemblage and others will be underrepre-
sented. Similarly, sequences of occupation and abandonment will create dis-
continuities in the temporal coverage of a mixed unit. Taphonomic biases can
also create a discontinuous and skewed representation of time. Whole sections
of time may have disappeared because of a degradation event. More subtly,
age-biased taphonomic destruction, by which older material is more likely to
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FIGURE 3.9: Taphonomic loss leads to internally skewed mixed assemblages that are biased toward
younger specimens. Assume that every year, 1000 artifacts are discarded at a site. Objects are lost to ta-
phonomic destruction at a rate of p = 1.3925309/(2176.4+t) (Surovell et al., 2009), where ¢ is the age of the
objects. The inserts show the internal temporal structure of assemblages with a resolution of 500 years

sampled at different time periods.

have been destroyed than younger material, will create mixed assemblages in
which older material is underrepresented and younger material is overabun-
dant (Olszewski, 1999). For instance, the global process of loss of preserva-
tion identified by Surovell et al. 2009) generates an exponential-like loss of
material over time (see chapter 4). This process can generate mixed units that
are skewed toward younger material, even when the input rate of artifacts re-
mained constant over time. Imagine that 1000 artifacts are discarded at a site
every year between 20,000 BP to the present. Without taphonomic loss, the
temporal frequency distribution of artifacts would be uniform: the artifacts
dated to, say, 15,000 BP would be as frequent as those of any other year. But if
artifacts are destroyed at the rate identified in Surovell et al. 2009, the temporal
frequency distribution of artifacts will be heavily skewed toward younger time
periods (fig. 3.9). The mixing of material deposited at different points in time,
and after taphonomic destruction, will result in a skewed representation of
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time inside mixed units. For instance, a unit that lumps the material deposited
between 1500 and 1000 BP will contain 18% fewer objects from the year 1500
than from the year 1000 (fig. 3.9). Thus, the average value of an archaeological
trait in this temporally mixed unit will be closer to what the value was in the
year 1000 BP than it was at 1500 BP. Since the rate of taphonomic loss decreases
with age, the representation of time in mixed units becomes more uniform as
we go back in time. In a unit that lumps the material deposited between 5000
and 5500 BP, the artifacts from 5500 BP are 9% less frequent than those from
5000 BP material (fig. 3.9). Similarly, the unit mixed over 15,000 and 15,500 BP
is only slightly skewed, with a difference between the frequency of oldest and
youngest material of less than 4%. This suggests that the effect of taphonomic
loss on the internal structure of mixed assemblages decreases with the increas-
ing age of the assemblage and will affect more severely the younger parts of the
archaeological record.

MIXING AFFECTS THE SIZE AND THE
COMPOSITION OF ANALYTICAL UNITS

The most immediate effect of mixing on archaeological data is to increase
the number of specimens in archaeological units. This is why archaeologists
often use artifact density to monitor occupation span, occupation intensity,
or sedimentation rates—all agents of mixing.

The inflation of frequencies caused by mixing can affect archaeological in-
terpretations. There are objects and features whose mere presence is thought
to be a meaningful anthropological signal about the past, such as objects made
of exotic material, ritual paraphernalia, or specialist tools, and that are used
as smoking guns to confirm hypotheses. Mixing, by increasing the frequency
of these objects from zero to one or from one to many, can affect the way an
archaeological context will be interpreted.

The effect of mixing on frequencies can also make different depositional
sequences look similar archaeologically. Table 3.2 illustrates how three faunal
assemblages representing different subsistence strategies can look equivalent
archaeologically (de Lange, 2008). In the first scenario, adult and juvenile
prey are acquired at a constant rate over the entire occupational history of
the site. In the second scenario, the population shifts gradually from a focus
on adult prey to a preference for younger and older animals. In the third sce-
nario, there is a punctuated shift from the exclusive deposition of adults to the
exclusive deposition of young and old animals, with a 150-year hiatus in be-
tween. When mixed, the three deposition sequences yield assemblages with
the exact same frequency of adults and young/old animals. If the three mixed
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TABLE 3.2. Three scenarios of animal procurement history

CHAPTER THREE

Time (years) Scenario 1 Scenario 2 Scenario 3
0-50 10 adults, 3 young/old 15 adults 10 adults
50-100 10 adults, 3 young/old 22 adults, 1 young/old 30 adults
100-150 10 adults, 3 young/old 16 adults, 1 young/old 40 adults
150-200 10 adults, 3 young/old 11 adults 20 adults
200-250 10 adults, 3 young/old 21 adults, 3 young/old —

250-300 10 adults, 3 young/old 6 adults, 4 young/old —

300-350 10 adults, 3 young/old 4 adults, 6 young/old —

350-400 10 adults, 3 young/old 3 adults, 5 young/old 8 young/old
400-450 10 adults, 3 young/old 2 adults, 6 young/old 15 young/old
450-500 10 adults, 3 young/old 4 young/old 7 young/old

Mixed content 100 adults, 30 young/old 100 adults, 30 young/old 100 adults, 30 young/old

Source: de Lange 2008.

Note: Because of mixing, the assemblages formed under these three scenarios contain the same frequency of
adult and young/old animals, even though they represent different animal procurement strategies.

assemblages represented three different cultural levels at a site, an archaeolo-
gist may be tempted to interpret the sequence as indicating a stable foraging
strategy over a long period of time, even if in reality there were significant
short-term adaptive changes in procurement strategies (de Lange, 2008).

In addition to inflating frequencies, mixing also affects the composition
of analytical units. For instance, mixing can distort the composition of a ce-
ramic assemblage by changing the relative frequency of decorative styles that
are present in it, by inflating the diversity of tempers observed, or by increas-
ing the variance in vessel size. These three classes of effects are discussed
in more detail below. But it is worth nothing here that the extent to which
mixing affects the composition of an archaeological unit depends on how
much the parameter of interest changed over the period of mixing (or the
area of mixing in the case of space averaging). For instance, if a community
manufactured ceramic pots in the exact same way over a period of 500 years,
the variance in pot thickness will remain the same whether an assemblage is
time averaged over 50 or 500 years. But if the ceramic tradition evolved over
the course of the site occupation, then variance in pot thickness will increase
with time averaging. Effectively, time averaging and space averaging act as
nets that capture temporal and spatial variation in material culture and in-
corporate this variation into the same analytical unit. The longer the period
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of mixing is or the larger the area of spatial mixing, the larger the net is, and
the more likely it is to capture some variation in the parameter of interest.

Mixing Skews Relative Frequencies

Relative frequencies, whether of tool types, ceramic styles, or body parts in
a faunal assemblage, occupy a central place in archaeological analyses. Un-
like absolute frequencies, relative frequencies are more robust to sample size
issues and, because of that, are assumed to capture better what happened in
the past. But for relative frequencies to capture past dynamic contexts with
fidelity, the level of mixing has to be just right—not too little mixing but also
not too much.

A factor like tool use-life can keep the level of mixing on the “too little”
side of the scale: that is, not enough mixing to qualify as “ordinary mixing”
(see above). Relative frequencies change with occupation span, not only be-
cause longer occupations capture a wider range of activities, but also because
they capture the discard of objects with long use-lives (Shott, 2004). In fact,
tool use-life alone can make relative frequencies shift significantly during an
occupation, even when the activities performed at a site remain constant.

Archaeologist Michael Shott (1989b) examined the joint effect of occupa-
tion span and tool use-life on the composition of tool assemblages left at IKung
San camps. He found that the occupation span of !Kung San camps is shorter
than the typical tool use-life: the use-life of !Kung San tools is counted in
hundreds and thousands of days, whereas their camps are occupied for a few
dozens of days at the most (Shott, 1989b, 13, table 3). As a result, he found no
agreement between occupation span, the size of assemblages, and their com-
position (table 3.3). Neither did he find an association between the activities
conducted at the camps and the composition of assemblages, since most tools
used at a camp were not discarded there. For example, there is no correlation
between the number of days the !Kung San hunted or the number of kills they
made and the number and types of stone tools left behind. Shott’s results are at
odds with the prevailing working assumption—especially among archaeolo-
gists studying foragers—that the size and the composition of an assemblage
reflect, somehow, the occupation span as well as the activities that were con-
ducted at the site (Shott, 1989b). In the case of the !Kung San camps, both tool
assemblage size and the frequency of the different tool types underdetermine
the occupation span of the camp and the set of activities that took place there.

Thus, relative frequencies will change from the moment a site is occupied
to the moment when the tools with the longest use-life are discarded, even if
the activities performed at the site remain constant. Take a simple scenario

printed on 2/13/2023 7:02 AMvia . All use subject to https://ww.ebsco.coniterns-of-use



EBSCOhost -

68 CHAPTER THREE

TABLE 3.3. Occupation span, activities, and tool assemblage composition from !Kung San camps

Occupation span Activities Tool assemblage

Camp Days Man-days Person-days N hunts N kills Size Types Hunt

1 8 13 29 6 9 21 5 1
2 9 18 36 9 2 0 0 0
3 11 28 54 28 8 15 1 0
4 20 48 98 - — 13 3 0
5 2 4 8 2 4 0 0 0
6 3 9 15 9 2 0 0 0
7 10 40 75 27 9 5 2 1
8 30 180 330 — — 3 2 2
9 2 6 10 5 6 4 1 0
10 12 84 156 — 2 14 2 2
11 3 21 39 — — 11 2 1
12 3 15 30 11 3 8 1 0
13 5 25 50 16 1 31 2 0
14 7 56 115 — 6 18 4 2
15 1 5 10 2 2 3 1 0
16 6 36 72 17 4 7 2 0

Source: Adapted from Shott, 19898; original data from Yellen 1977.

Note: Occupation span is measured in terms of the number of days a camp is occupied, the number of man-
days, and the number of adult-person-days. The hunting activities are measured in terms of the number

of man-days in which hunting occurred and the number of animals obtained. The composition of the tool
assemblage is captured by the total number of tools involved in collecting and hunting, the number of types
of tools left, and the number of tools used for hunting.

imagined by Shott (2008): an individual performs, every day, the same set of
activities. This set of daily activities involves five tools that each belong to a
different class of tools. The tools from the five classes have different use-lives.
Those from the first class have a use-life of one day, the tools from the second
class have a use-life of two days, the tools from the third class have a use-life
of three days, and so on. Within the same site, the relative frequencies of tool
class will change every day as tools that are at the end of their use-life are
discarded. For example, from the first to the fifth day of occupation, the rela-
tive frequency of class 1 tools decreases from 100% to 50% (table 3.4). Rela-
tive frequencies will continue to change until a site has been occupied long
enough for the tools with the longest use-life to be discarded, at which point
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relative abundances remain stable over time. If the individual were to occupy
different locations for different amounts of time, the assemblages she would
leave behind would have different compositions, even though she performed
the exact same activities at each site. Thus, variation between archaeological
contexts in the relative frequency of artifacts is driven not necessarily just by
variation in behavior but also by the joint effect of occupation span and tool
use-life (Shott, 2008; Surovell, 2009). In this example, the relative frequencies
of the five tool classes settle on the fifth day, after which there is “enough”
mixing to capture the composition of the forager’s toolkit, so that the relative
frequencies after 100 days of occupation are not much different from what
they were after 5 days.

Forces such as disturbance processes and analytical lumping are par-
ticularly conducive to the problem of “too much mixing” For instance, the
analytical-lumping schemes used by zooarchaeologists can easily affect prey-
abundance ratios in ways that can change archaeological interpretations (Ly-
man, 2003). As long as the types of objects discarded remain the same over
time, and the frequency of these types remains constant, temporal mixing will
not affect relative frequencies (fig. 3.10A). But if there is variation in the type
of object discarded or in the frequency at which they are discarded, then the
relative abundances in the mixed assemblage will be unlike those at any given
point in time (fig. 3.10B). The time-averaged assemblage will likely overesti-
mate the importance of objects that have been discarded at a constant rate
over time while underestimating the importance of those whose frequency
has fluctuated over time. For instance, in figure 3.10B, type D dominates the
mixed assemblage even though it was never the most important type of ob-
ject. Conversely, type F is relatively rare in the mixed assemblage even though
it was initially the dominant type. Finally, even a single short-term fluctuation
in abundance ratios is sufficient to make the relative frequencies of the mixed

TABLE 3.4. A model of the joint effect of occupation span and tool class use-life on toolkit composition

Occupation N (relative frequency)

span Class 1 Class 2 Class 3 Class 4 Class 5 Richness
1 day 1(100%) — — - — 1

2 days 2 (66%) 1 (33%) — — — 2

3 days 3 (60%) 1(20%) 1(20%) — — 3

4 days 4(50%) 2 (25%) 1(15%) 1(15%) — 4

5 days 5 (50%) 2 (20%) 1 (10%) 1 (10%) 1(10%) 5

100 days 100 (44%) 50 (22%) 30 (13%) 20 (8%) 10 (4%) 5
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FIGURE 3.10: Temporal mixing affects relative frequencies in the archaeological record. Mixing affects
the relative frequencies of types of objects (denoted by uppercase letters). (A) Relative frequencies remain
constant over the period of mixing. (B) Relative frequencies fluctuate over time. (C) Relative frequencies
are generally constant but with a short fluctuation. (Adapted from Fiirsich and Aberhan, 1990.)

assemblages unlike any of those that prevailed at any given point in time
(fig. 3.10C) (Fiirsich and Aberhan, 1990).

And of course, the impact of mixing on relative frequencies undermines
not only the interpretations of these relative frequencies but also the other
methods that depend on them, such as the use of power-law frequency dis-
tribution of cultural traits to identify modes of social learning (Por¢i¢, 20155
Premo, 2014) and frequency seriation (de Barros, 1982).

Mixing Affects Richness

Figure 3.10B also illustrates how mixing influences richness—that is, the
number of types or classes in an analytical unit (e.g., Bobrowsky and Ball,
1989; Kintigh, 1989; Shott, 2004). Archaeologists use richness in things such
as raw-material types, prey items, and style to infer all sorts of parameters
about past populations, such as occupation span, level of mobility, group size,
extent of social networks, subsistence patterns, and modes of social learning.

Richness is underestimated when there is not enough mixing. Perhaps the
excavated portion of a site is not representative of the unexcavated portion.
After all, types of objects are not homogeneously distributed within a site,
so that richness may increase as the excavated area is expanded (e.g., Gray-
son, 1984; Jones, Grayson, and Beck, 1983; Kintigh, 1989; Meltzer, Leonard,
and Stratton, 1992; Rhode, 1988; Shott, 1989a). Or maybe there is not enough
mixing because a site has not been occupied long enough to incorporate
low-probability activities (Grayson and Delpech, 1998; Yellen, 1977) like the
butchering of a prey item that is rarely captured or the acquisition of a rare
metal. Similarly, the same joint effect of occupation span and tool use-life that
affects relative abundance also affects richness (Ammerman and Feldman,
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1974; Schiffer, 1975, 1987; Shott, 1989a, 1989b, 2008), leading to the so-called
“Clarke effect”—that is, the tendency for richness to increase with a settle-
ment’s occupation span (Schifter, 1987, 54-55).

Conversely, richness may be inflated by mixing. Measures of richness are
particularly sensitive to inflation by mixing because an object has to appear
only once in a context to contribute to its richness. Thus, even a very short-
term fluctuation in past behavior can be enough to increase richness. Imagine
a group that returns to a location every fall. During the first 99 years of the
site’s history, the same three species are butchered at the site: bighorn sheep,
pronghorn antelope, and mule deer. In the 100th year, however, the group
kills a deer, a jackrabbit, and a marmot. Because of this once-in-a-century
fluctuation in the group’s foraging, the mixed assemblage left at the site has a
prey taxa richness of 6—twice the richness that prevailed for 99% of the time
the site was occupied (Grayson and Delpech, 1998).

Richness inflation can create deceiving patterns. An assemblage that con-
tains six different tool types may have been left by one group that stuck to the
same toolkit over the occupation history of the site (fig. 3.11, left), but it may
also have been left by multiple groups that drew from different small toolkits
(fig. 3.13, right). Interpreting richness is thus challenging. The archaeologist
Manuel Vaquero (2008) used the site of Abric Romani in Spain to examine
how the analytical lumping of lithic artifacts by stratigraphic units influences
archaeological interpretations. Archaeological remains found embedded
in one of the stratigraphic levels of the site exhibited five clusters. Vaquero
shows that lumping the lithic remains from these clusters on the basis of their
presence in the same stratigraphic unit, as archaeologists often do, would lead
to wrong conclusions about the activities that took place at the site. For in-
stance, since the mixed assemblage would contain the by-products of every
step of a chaine opératoire—cortical products, flakes of all sizes, debris, cores,
and retouched flakes—one may conclude that the entire reduction sequence
was carried out at the site. But this conclusion could be wrong. Cores and
tools can be brought to a site at any stage of a chaine opératoire. It is possible
that objects representing different states of reduction were introduced into
the different clusters. Indeed, cores are present in only two of the five clusters,
and another cluster lacks both cores and retouched tools. The impression that
the entire reduction sequence was conducted at the site would be an artifact
of the mixing of spatially distinct contexts. In turn, second-order inferences
about settlement pattern, site type, or occupation span that are contingent
on the presence of a complete chaine opératoire would also be false. Because
of how sensitive richness is to mixing, it is not surprising that the statistical
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FIGURE 3.11: Mixing can increase richness in equifinal ways. The mixing of contexts produced by a
stable group (left) and the mixing of contexts produced by different groups (right) generate an equally
diverse assemblage. (Adapted from Fiirsich and Aberhan, 1990.)

methods that rely on richness perform poorly with time-averaged assem-
blages (e.g., Premo, 2014).

Mixing Increases Variance

Mixing inflates variance in continuous traits such as morphometric variables
(Bush et al., 2002; Hunt, 2004; Lynch, 1990; Wilson, 1988). It does so by col-
lapsing the variance that exists within contexts (e.g., within a population at
time f) into the variance that exists between contexts (e.g., between a popu-
lation at time t and t + 1). The greater the between-contexts variance is, the
more inflated the variance in a mixed assemblage will be.

The magnitude of the between-contexts variance is a function how (1) the
mean and (2) the variance of a trait have changed between contexts. Imag-
ine the mixing of five archaeological contexts that were deposited at differ-
ent points in time. In one scenario, the mean of a trait represented in these
five contexts (e.g., hearth circumference) changed linearly and gradually over
time, while the variance around the mean remained constant. If these five
contexts were to be mixed, the variance in the time-averaged assemblage
would be much larger than it ever was at any single point in time: the dis-
tribution of the trait would be wider, flatter, and converging to a uniform
distribution (fig. 3.12A). The same goes for a scenario in which the mean of
the trait fluctuates over time (fig. 3.12B). A punctuated shift in the mean or a
gap in the sequence of mixed contexts would lead to a bimodal distribution
(fig. 3.12C and D). And a stable mean but changing variance would result in
a time-averaged distribution in which the central values are overrepresented
(fig. 3.12E). Finally, the same processes can also occur in space (fig. 3.12F). What
is more, none of the mixed distributions shown in figure 3.12 have a shape that
betrays their time-averaged nature—even the bimodal distributions in panels
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C and D could be interpreted as signaling the coexistence of two classes of
objects with overlapping morphologies.

We can actually go a step further than the qualitative model shown in
figure 3.12 and develop a formal model that we can use to test archaeologi-
cal hypotheses. Imagine a continuous archaeological trait that is normally
distributed (e.g., vessel size). As in figure 3.12A and B, the mean of the trait
changes over time but its variance remains stable. Appendix A shows that the
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FIGURE 3.12: Mixing increases variance in archaeological assemblages. (A) Linear change in mean of
the distribution of a trait. (B) Fluctuating mean. (C) Slow change with punctuated period of rapid change.
(D) Noncontinuous time averaging. (E) Stable mean and fluctuating variance. (F) Variances in space.
(Adapted from Bush et al., 2002; Wilson, 1988.)
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variance inflation in mixed assemblages is not so much a function of how
much the mean of a trait changed between each context but rather of the
overall dispersion of the mean over the period of mixing. A trait that oscil-
lates rapidly but within a narrow range of values will not inflate the variance
of a mixed assemblage to the same extent as a trait that evolves more slowly
but over a larger range (Hunt, 2004).

The next step in building the model is to describe how the mean of a trait
changes over time. There are many ways to do this, but the safest bet is to
assume that the distribution of the archaeological trait is temporally autocor-
related: the distribution of the trait at time t depends on its distribution at the
preceding time step, ¢ — 1. Such autocorrelation can arise for multiple reasons,
including social transmission, stylistic drift, or environmental constraints.
And let us further assume that the mean of the trait distribution shifts ev-
ery time step by an incremental amount drawn from a random distribution
with a mean p  and a variance §_. Thus, u represents the directionality
of change. When p = 0, the change in the mean is an unbiased random walk.
When y <o, the mean of the trait decreases over time, and when > o, it
gets larger. Similarly, 8 represents the pace of change—how volatile change
is around the trend set by j. When §__ = o, change occurs at a constant pace
set by, and when it is greater than zero, change over time becomes a ran-
dom walk. The expected inflation of the variance due to mixing is thus

tzuz t52
G3)  E[V,]= 71;‘“’ + 7;‘” .

This equation (see Hunt, 2004, for derivation) partitions the variance infla-
tion that is due to p_ (the first term on the right side of the equation) and to
d,,, (the second term). The variance inflation due to y increases exponen-
tially with time, whereas the inflation due to §_ increases linearly with it
(fig. 3.13). Thus, all other things being equal, the directionality of change (i.e., the

magnitude of p__, whether positive or negative) is a more potent driver of vari-

ance inflation thtzjn unbiased changes (i.e., the magnitude of & ). In an archaeo-
logical context, this means that the problem of variance inflation is particularly
acute during the periods in which a trait is evolving in a systematic manner (e.g.,
projectile points become smaller). In contrast, traits that do not evolve in one
particular direction, either because they are neutral or because they are bounded
by functional constraints, are more robust against the effect of mixing.

We can use this model of variance inflation to answer all sorts of questions
about the effect of mixing on variance. For instance, how fast does the statisti-

cal signal of a punctuated event decay in a mixed assemblage?
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FIGURE 3.13: Variance inflation in a time-averaged assemblage due to changes in the mean of a popula-
tion through time due to the effect of Mooy (left-side plot and first term on the left side of eq. A4) and §
(right-side plot and second term on the left side of eq. A4). Both . and 5mp are set to 0.1.
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Imagine that two groups split from the same population and settle in two
different locations, sites A and B. Initially, because they come from the same
cultural group, the pottery produced at sites A and B is the same. However,
the second group abandons its new home after just 1 year, whereas the first
group remains at site A for decades. Assuming that the ceramic produced ev-
ery year is mixed with the ceramic discarded the previous years, and that the
ceramic tradition evolves over time, how many years must pass before the ce-
ramic assemblages left at sites A and B become statistically different? In other
words, how long will it take for the distribution of a trait at a particular point
in time (the first year of occupation of sites A and B) to become swamped by
the distributions produced at other points in time? This is an important ques-
tion because an archaeologist may use, for example, the similarity between
two assemblages, or a lack thereof, to infer whether the occupants of sites A
and B are culturally related or not.

The answer to this question depends on how the ceramic tradition changed
over time, or, in terms of the Markov model above, the values of p _and §__.
We can simulate the Markov model to explore how the time to signal loss var-
ies with p_and 8 . Let us assume that the ceramic vessel volume during the
first year of occupation of the two sites was normally distributed, with a mean
m = 1500 mm and a standard deviation o = 50 mm. The vessel volume evolves
over time: the mean volume size m changes every year by an increment y that
is drawn from a normal distribution with mean p and variance 8. Every
year (and every time step in the simulation), 50 pots are produced and dis-
carded in a midden where they mix with the vessels discarded in the previous
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EIGURE 3.14: Simulation of the effect of mixing on the loss of short-term signal due to variance infla-
tion. The short-term signal is the distribution of a trait at the beginning (year 1) of the simulation (see
text for details). Y-axes are truncated: the values under arrows indicate years to signal loss when p = o.

years. At the end of each year, the simulation tests whether the mixed assem-
blage is significantly different from the distribution produced in the first year
at both sites A and B—that is, a normal distribution with 71 = 1500 mmand o =
50 mm—using a two-tailed Kolmogorov-Smirnov test. The simulation tallies
the time to signal loss: the average number of years until the probability that
the two distributions have been drawn from the same distribution is less than
5%. The simulation is repeated until the sample error of time to signal loss is
smaller than 1% of the mean time to signal loss.

The d  parameter is set to 0.1, 1, or 10, and the values of y explored range
from o to 10. Note that these values correspond to smaller rates of change than
the rates observed empirically in the archaeological record. The typical ratio
between the initial and final value of a cultural trait after 1 year in the archaeo-
logical record of North America is 1.022 (Perreault, 2012), which, for a trait with
a mean of 1500 mm, would correspond to an increment of change of 33 mm. In
other words, the values explored in the simulation are conservative.

The results show that even when assuming that archaeological traits
evolve more slowly than they do in reality, short-term statistical signals are
lost after just a few years of mixing (fig. 3.14). The signal of the distribution
of vessel volume during the first year is most robust when traits change fol-
lowing an unbiased random walk and when variance in step size is very small
(i.e, p,, = 0). This is because unbiased change is marked by a series of in-
crease and decrease that cancel each other out, so that the distribution of
the trait evolves slowly. But when variance in step size is increased, mixing
can bury the statistical signal within decades (3,
(8, =10). Traits that change following a biased random walk y > o will be

=1) or even within years

greatly affected by mixing, and time to signal loss is for the most part shorter

than 10 years, independently of step variance §__.
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These results do not bode well for one of the most common exercises
in lithic and ceramic studies, the statistical comparison of continuous traits
between sites. Indeed, continuous traits are so vulnerable to mixing that even
a small difference in occupation span (or mixing by any other way) may be
enough to lead archaeologists to overstate the behavioral significance of the
difference between the sites.

Mixing Confounds Associations and Correlations

Mixing also creates associations and correlations that never existed in past
dynamic contexts. For example, the discard of tools over a long period of time
can generate new correlations between tool types. What is more, these new
correlations may very well resemble those generated by behavioral patterns
(Ammerman and Feldman, 1974). For instance, gravity-induced disturbances
at the Ccurimachay rock shelter in Peru created statistically significant asso-
ciations between zones of high bone density and projectile points that look
like they are the result of human behavior (Rick, 1976). These spurious associa-
tions and correlations are particularly likely to affect durable objects, as they
are more susceptible to mixing by disturbance.

The effect of mixing on associations is not necessarily an adverse one.
Some correlations are visible only in assemblages that have been sufficiently
mixed. Unless two traits are perfectly correlated, there is always some ran-
dom error in a regression model: data points do not all fall perfectly along
the regression line. These random errors can dominate and mask correla-
tions, but they can be muted by mixing. In figure 3.15A, the correlation be-
tween two variables is not visible when the fine-grained contexts C,, C,, C,,
and C, are looked at individually but is revealed by mixing the four contexts
together.

Alas, mixing can also have the opposite effect: it can mask existing cor-
relations under random noise. A correlation that exists within a context can
disappear when mixed with other contexts in which the correlation is absent
or is in the opposite direction. For example, in figure 3.15B the correlation that
exists in context C, disappears when mixed with contexts C, to C,. Correlation
may be present in some contexts and not others because of differences in so-
cial, cultural, or environmental contexts. For instance, a correlation between
access to metal tools and wealth may fade away as metal becomes cheap and
abundant. Finally, mixing can mask correlations when the intercept of the
models varies between contexts (fig. 3.15C) or when the strength of the cor-
relations changes between contexts (i.e., the slope; fig. 3.15D).
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FIGURE 3.15: Mixing affects correlations between variables. (A) Mixing can unravel correlation. In fine-
grained contexts (C,, C,, C,, C,), the correlation between variable 1 and variable 2 is dominated by random
errors, but it becomes visible in a time-averaged assemblage. (B) The correlation between variables 1 and 2
in context C, disappears when mixed with contexts C, to C,, in which the variables are not correlated.
(C) Mixing conceals correlations when the intercept varies between contexts C, and C,. (D) Mixing affects

the slope of the regression model because the slope varies between contexts C, and C,. (Adapted and modi-
fied from Bush et al., 2002.)

Mixing Reduces Rates of Change

Mixing also affects the perceived rates of change in the archaeological record.
Mixing can make change appear to have been rapid whereas it was gradual,
and vice versa. The pace of change in the archaeological record, and whether
it was gradual or abrupt, has a lot of bearing on how archaeologists interpret
the past. In some cases, such as the extinction of megafauna at the end of the
Pleistocene, the rate of change—whether it was gradual or rapid—is consid-
ered to be a smoking gun in and of itself.

Mixing can create the appearance of abrupt and systemic cultural change,
especially when due to analytical lumping. Different cultural traits that disap-
peared at different points in time may look like they disappeared at the same
time when they are aggregated into the same cultural time period (i.e., the
opposite of the Signor-Lipps effect discussed in chapter 4). Indeed, the lump-
ing of archaeological contexts by cultural time period leads to a stepwise pat-
tern of cultural change, according to which change occurs between periods
and not within (Frankel, 1988; Lucas, 2005; E. Plog, 1974; Shott, 2015).

Conversely, mixing reduces observed rates of change in continuous
traits such as length, thickness, or volume. This inverse correlation between
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temporal mixing and rates happens when mixing causes the two analytical
units from which a rate is calculated to converge toward the same mean trait
value, as they can do when traits drift randomly or are under selection (Per-
reault, 2018). The effect of mixing on rates can be seen in the archaeological
record. Rates of change calculated from technological traditions found in the
Holocene North American archaeological record, such as Anasazi pit struc-
ture depth, Chesapeake pipe stem diameters, and Missouri ceramic vessel
wall thickness, are inversely correlated with the duration of the cultural time
periods the units are assigned to (Perreault, 2018). For instance, a rate calcu-
lated from two units representing two cultural time periods of 50 years will
be faster, on average, than rates calculated from two time periods of 500 years
(19%-68% slower according to the statistical model fitted to the empirical
data) (Perreault, 2018). One of the dominant features of the global archaeo-
logical record is that the pace of change appears to decrease as we go back
in time. The results presented here suggest that time averaging may be con-
tributing to this pattern, along with the effect of time intervals (Perreault,
2012), as archaeologists lump archaeological material into increasingly longer
cultural time periods when they analyze older deposits.

Conclusion

The taxonomy of the forces that shape archaeological data presented in this
chapter is, at first glance, unusual. It brings together disparate phenomena
that are not usually thought of as belonging together, such as site reoccupa-
tion, disturbance by burrowing animals, and dating imprecision. Yet all these
phenomena have the same net effect on archaeological data, that of decreas-
ing their resolution. By destroying existing patterns and creating new ones,
the forces of mixing influence every aspect of the archaeological record from
which archaeologists draw inferences, including the size of assemblages, rela-
tive frequencies, richness, variance, correlations, and rates of change.
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The Forces That Shape the Quality of
the Archaeological Record,
II: The Loss of Archaeological Data

Most of the information about the human past is missing from archaeological
data, because of either preservation loss or observational loss. Preservation
loss happens when the remains of the past have not been preserved or have
been damaged to such an extent that the information-bearing traces they
contain have been obliterated. Observational loss occurs when the physical
remains are preserved in the archaeological record but have not yet been dis-
covered or recognized by archaeologists. Both forms of loss have many dif-
ferent causes. Expanding on George Cowgill’s (1970) idea of three sampling
populations, Michael Collins (1975) identified a series of sampling biases that
affect archaeological data:

1. Not all behavior results in patterned material culture

2. Of those that do, not all can enter the archaeological record

3. Of those that do, not all will enter the archaeological record

4. Of those that do, not all will be preserved

5. Of those that do, not all survive indefinitely

6. Of those that do, not all will be exposed by archaeologists

7. Of those that do, not all will be identified or recognized by archaeologists

Biases 1-5 are those that lead to preservation loss, and biases 67 lead to ob-
servational loss.

Many of the causes and effects of preservation and observational loss on
archaeological data and interpretations are well understood by archaeolo-
gists. Zooarchaeologists, for instance, have produced over the years a rich
body of literature on the preservation and modification of bones (Marean and
Spencer, 1991; Grayson, 1984; Lyman, 1994; Reitz and Wing, 2008). Instead of
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wasting time reinventing the wheel, I dwell in this chapter on those aspects
of loss that have not been investigated as thoroughly by archaeologists.

The Causes of Loss

MOST THINGS ARE NEVER RECORDED
IN THE FIRST PLACE

Most things from the human past have not left any traces in the archaeologi-
cal record, for the simple reason that they did not involve material culture.
Most behavior, most cultural traditions, most social norms, most historical
events, and most psychological, social, demographic, and cultural processes
never make it past Collins’s third bias and are never recorded archaeologi-
cally. This is the single most important factor that explains the gulf that sepa-
rates the ethnographic record from the archaeological record.
Archaeologists pride themselves on finding clever ways to recover these
intangible aspects of the past by identifying how they may correlate, somehow,
with material culture. The classic example is “ceramic sociology” (S. Plog,
1978), which sought to infer residence patterns and other aspects of prehis-
toric social systems from the spatial/temporal distribution of ceramic styles.
But to use these purported material proxies to infer what is missing from the
archaeological record is to accept standing on shaky scientific ground. Each
one of these proxies is a hypothesis in need of verification and, in practice, is
never more than tenuously verified. Some proxies are based on ethnographic
analogies and thus suffer from the same limitations as analogical reasoning
(chapter 1). Others are supported only by an unverified line of reasoning, be-
cause to verify them would require an independent line of evidence, which,
if it existed, would defeat the need for a proxy in the first place. For instance,
we may have good reasons to expect that cultural assimilation should covary
with the cessation of imports from the homeland, and nothing is stopping us
from interpreting a decline in imports as evidence for assimilation. But there
is no way to verify that both variables were indeed causally linked in the past.
What is more, even if the proxy was valid, it is, in all probability, an imperfect
and noisy one. The reasonings that underlie these archaeological proxies all
come with an “all other things being equal” clause—a string of factors that
need to be controlled in order for the proxy to be accurate. The cessation of
imports from the homeland may indeed covary with cultural assimilation,
but it also probably covaries with many other variables. Before an archaeolo-
gist can use cessation of imports to infer cultural assimilation, he would need
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to show that these other covariates cannot explain the decline in imports ob-
served in a region. The problem, however, is that these other covariates may
not have left unambiguous traces in the archaeological record either.

Even behaviors that are deeply anchored in material culture have facets
that are never recorded archaeologically. Take the production and the use
of stone tools. Even though stone tools preserve well archaeologically, we
do not understand at even the most basic level how they were used. Studies
have repeatedly shown that the form of stone implements does not encode
enough information—about the intentions of the knapper, about the actions
that contributed to their production, about the number of individuals who
contributed to their production, or about whether the form recovered was
the one intended as the end product—to allow archaeologists to ascertain
what implements were used for, let alone if they were used at all (as is the
case with unretouched flakes) (Dibble et al., 2016). The presence of use-wear
and residue can mitigate these problems, but not all activities leave use-wear or
residues, and the same tool may have had multiple uses during its lifetime
(Dibble et al., 2016).

CULTURAL PRACTICES

Cultural practices in the past lead to the loss of information by (1) dissociating
remains, (2) destroying them, and (3) affecting their archaeological visibility.

Residential and logistic mobility, reuse, and scavenging can dissociate
remains that would have been associated with each other otherwise. When
foragers leave a camp and take their tools with them, they are, effectively, dis-
sociating these tools from the remains left behind at the site. This is why some
sites contain evidence of flint knapping but no finished products, whereas
others contain finished tools but no flakes (Dibble et al., 2016; Schick, 1987b;
Turq et al., 2013). Similarly, reuse and scavenging (Schiffer, 1987) disarticulate
archaeological contexts and lead to the loss of associations between remains.

Cultural practices also destroy objects and traces. The use-wear left on a
tool may be obliterated after the tool is reused. Wood used at a site may be
scavenged and burned during a subsequent occupation. Likewise, the way
animals are cooked and their carcasses disposed of affects their preservation
(Reitz and Wing, 2008). Of course, cultural practices can also have the op-
posite effect and improve preservation. For instance, the practice of burying
the dead shields bodies from surface disturbance processes and improves the
chance that they are recovered by archaeologists.

Finally, cultural practices affect the visibility of archaeological remains,
thereby influencing the probability that they are observationally lost. The den-
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sity of artifacts discarded at a site, the area of a site, and whether or not archi-
tectural features are present affect the likelihood of their discovery through
pedestrian survey or shovel testing (Schiffer and Wells, 1978). Construction
of structures, roads, or terraces can also improve archaeological visibility. For
instance, in the Aegean, archaeological visibility is heavily determined by the
particular terrace construction technique used at a site (Frederick and Krahto-
poulou, 2000). Similarly, human remains buried in cemeteries are more likely
to be discovered by archaeologists than those that are not.

DETERIORATION

Of the few aspects of the human past that were lucky enough to enter the
archaeological record and escape loss by cultural practices, many will dete-
riorate and disappear well before archaeologists have the chance to record
them. Whether or not a material trace deteriorates and the rate at which it
does depend on its environment and its intrinsic properties (Schiffer, 1987).

Some environments are more conducive than others to deterioration. For
instance, organic material will deteriorate more rapidly in a tropical forest than
in a desert (Schiffer, 1987). But the microenvironment that immediately sur-
rounds the remains is as important as the regional environment (Schiffer, 1987).
Microenvironments can create, within a regional environment that is normally
conducive to preservation, circumstances that are favorable to deterioration.
Conversely, they can create opportunities for good preservation even in envi-
ronments that do not normally facilitate preservation (Schiffer, 1987).

Within any given microenvironment there exists a multitude of agents
of deterioration—chemical agents, physical agents, and biological agents
that operate on different types of material (Greathouse, Fleer, and Wessel,
1954; Rapp and Hill, 2006; Reitz and Wing, 2008; Schiffer, 1987; St. George
et al,, 1954). Chemical agents deteriorate archaeological remains by trigger-
ing chemical reactions. For instance, oxygen and water in the atmosphere
corrode metals, acid soils degrade bones, while basic soils degrade pollen.
Physical agents such as moving water and wind can break down, abrade, and
dissolve artifacts. Others, like earthquakes, landslides, and volcanoes, can not
only damage and collapse architectural features but also favor their preserva-
tion by quickly burying them. Physical agents can also move and dissociate
objects much as the cultural practices of scavenging and reuse do. For ex-
ample, flowing water winnows artifacts according to their size and weight,
displacing small objects while leaving the heavier ones in place. In a series
of experiments, Kathy Schick (1987a) found that flowing water alone could
create core-rich deposits in the vicinity of the original site and debitage-rich
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deposits downstream, with a significant spatial gap in between. Biological
agents are the main causes of the decay of organic matter. Living organisms
such as fungi, bacteria, and insects destroy artifacts made of wood and plant
fibers. Other biological agents do not obliterate cultural remains but modify
them substantially. For instance, the gnawing, swallowing, and trampling of
bones by animals can remove diagnostic marks on their surfaces and even
leave traces that resemble intentional fragmentation and butchering marks.

These agents of decay operate at varying rates depending on the micro-
environment and the type of material. While all types of material can dete-
riorate, including stone and ceramic, they do so at varying rates because they
are affected differentially by the different agents of degradation (Greathouse,
Fleer, and Wessel, 1954; Rapp and Hill, 2006; Schiffer, 1987).

Degradation also leads to an indirect form of observational loss by de-
stroying datable material. For instance, surface lithic scatters often remain
undated because they do not contain organic material that can be dated with
radiocarbon. An archaeologist may exclude these undated surface scatters
from her dataset, either because there is too much uncertainty about the age
of the assemblage or because the analysis she is conducting demands that
some archaeological variables be plotted against time. In either case, the in-
formation preserved in the scatters, within the context of that study, is ef-
fectively lost.

SEDIMENTATION AND SURFACE COVER

Sedimentation rates modulate both preservation and observational loss.
Sedimentation leads to preservation loss by regulating rates of deterioration
(Ferring, 1986; Waters, 1986a). Several agents of deterioration operate at or
near the surface, like sunlight, wind, bacteria, and animals. As archaeologi-
cal remains are gradually covered by sediments, they become increasingly
shielded from these agents of deterioration (Schiffer, 1987, 150-52). Cultural
remains are thus more likely to be preserved when discarded during a period
of aggradation. Conversely, the material deposited during a period of stability
or slow sedimentation will be exposed to a wider range of agents of deterio-
ration (as well as cultural practices such as reuse and scavenging) and for a
longer period of time. Objects that are fragile, easily transported, or reusable
will be particularly affected by increased residence time on the surface.
Sedimentation generates observational loss by affecting the visibility and ac-
cessibility of archaeological deposits. Archaeological sites that are located in areas
where sediments accumulate frequently or at a fast rate, such as alluvial plains,
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are, for all practical purposes, invisible to archaeologists. Whereas remote-
sensing technologies do increase the visibility of these sites, they are costly and
time-consuming to use. What is more, deposits that are buried deep are difficult
to access, as excavating them is costlier than excavating surface sites (Schiffer and
Wells, 1978).

Because of erosion, the volume and area of sediments available for ar-
chaeologists to excavate decrease with the age of the sediments: that is, older
geological deposits are, all other things being equal, rarer than younger ones
(Raup, 1979), which, in turn, means that older archaeological deposits are
fewer, less visible, and more degraded than younger ones. Sedimentation also
gives rise to secular trends in the loss of archaeological material. Since aggra-
dation, stability, and degradation depend in part on climate, climatic fluctua-
tions will generate systematic biases in preservation loss and visibility.

Surface cover also affects archaeological visibility. For example, sites lo-
cated under a dense forest cover will be difficult to detect by pedestrian sur-
vey (Schiffer, 1987). Changes in the levels of oceans and lakes have also made
the traces of human activities along coastlines difficult to find. Likewise, the
induration of the surface influences site visibility. Artifacts can sink and dis-
appear in loose surface, especially when they are trampled over, so that ar-
tifacts are more visible on hard, scoured surfaces than on softer and sandier
ones (Wandsnider, 1987).

FIELD METHODS

No matter how careful archaeologists are, information is always lost during
the excavation process. Depending on the field methods, some information
may be missed, left out, or destroyed. There was a time when screening was
not a standard practice, and the excavations conducted decades ago failed to
recover traces that, today, are systematically recovered, such as lithic debris
and seeds. Likewise, there are surely traces that we do not collect today but
that will be systematically recovered in the future. Above and beyond what
the current excavation standards are, remains are also selectively recovered
on the basis of what the excavator finds important, as well as the costs of
transportation, analysis, and curation (Reitz and Wing, 2008).

Leaving portions of sites unexcavated so that future archaeologists can go
back and recover what we missed only partially mitigates this problem. After
all, the portion of a site left untouched may not be representative of the exca-
vated one. What is more, leaving parts of a site unexcavated is in itself a type
of observational loss, albeit a temporary one (Meadow, 1981).
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The Effects of Loss

LOSS DECREASES ASSEMBLAGE SIZE AND
FREQUENCY OF SITES

In contrast to mixing, the primary effect of preservation and observational
loss is to decrease the size of archaeological assemblages. For instance, of the
60 postholes left at a site, only 4 may have been preserved and observed by
archaeologists. By the same token, loss also decreases the frequency of ar-
chaeological sites.

The decrease in the number of archaeological remains caused by loss has
a dramatic effect on archaeological research. The archaeological record is a
finite resource, and preservation loss chips it away and irremediably. It is al-
ways possible that too many traces have been destroyed for archaeologists to
compile samples that are representative of the past. For instance, there may
not be enough Archaic period hearths in a region, whether discovered or
undiscovered, to estimate accurately what the typical hearth diameter was
during that time period. By increasing the rate of sampling errors, loss al-
lows chance to play a disproportionate role in the patterns that archaeologists
observe in the record. Because of loss, two assemblages can appear different
when they should look the same, or they can appear the same when they
should look different. How many of these false patterns created by loss have
archaeologists imbued with anthropological meanings?

One false pattern that has been wrongly interpreted by archaeologists is the
temporal frequency distribution of radiocarbon dates. Around the globe, fre-
quency distributions of radiocarbon dates from archaeological contexts all show
the same peculiar pattern: an exponential increase over time. This pattern is of-
ten taken by archaeologists as signaling population growth. But Todd Surovell
and his colleagues suggested that the pattern may be instead the result of pres-
ervation loss (Surovell and Brantingham, 2007; Surovell et al., 2009). Testing this
hypothesis, however, is difficult because the effect of demographic change and
the effect of preservation loss on the frequency of radiocarbon dates are equi-
final. To circumvent this problem, Surovell et al. looked at the temporal frequency
distribution of volcanic eruptions. Volcanism, an abiotic process, is unaffected by
demographic or cultural factors. And just as important, there are two indepen-
dent records of volcanic activity: a record of radiocarbon-dated eruptions in ter-
restrial sediments and the GISP2 (Greenland Ice Sheet Project) ice core in Green-
land. What Surovell et al. realized was that the terrestrial record is subjected to
preservation loss, whereas the ice core record is not, and that by comparing the
two, we can estimate the rate of preservation loss in terrestrial sediments.
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EIGURE 4.1: Temporal frequency distribution of radiocarbon-dated terrestrial volcanic deposits (solid

line, data from Bryson, Bryson, and Ruter, 2006) and of volcanic eruptions in the GISP2 ice core from
Greenland (dashed line, data from Zielinksi et al., 1996). (Redrawn from Surovell et al. 2009.)

The terrestrial and the ice-core record paint two very different pictures
of volcanic activity over time (fig. 4.1). The terrestrial record shows volcanic
activity increasing exponentially over time, much like archaeological radio-
carbon dates do, whereas according to the ice-core record, volcanic activity
has remained fairly constant over the last 40,000 years.

The curve of terrestrial volcanic events can be used as a proxy for the tem-
poral distribution of “geologic opportunities for archaeological sites to exist”
(Surovell et al., 2009, 209), that is, for preservation loss. Surovell et al. found
that the model that best explains the terrestrial volcanic temporal frequency
distribution is one in which the rate of taphonomic loss p varies with site age:

_ 1.3925309

(41) 21764+t

where ¢ is the site age, p represents the probability that a site is lost in any given
year after its creation. Equation 4.1 says that a site has a 0.06% chance of being
lost during its first year (i.e., a 99.94% chance of survival). Following that first
year, the annual probability of a site being destroyed becomes smaller and
smaller every year. For example, if the site has survived its first 10,000 years,
the probability that it is lost during the year 10,001 is 0.01%. This decline in
rates of preservation loss with site age makes sense. Since many agents of dis-
turbance and deterioration operate primarily at or near the surface (Surov-
ell et al., 2009), archaeological remains are at greatest risk immediately after
they have been deposited. Subsequently, their chance of survival gradually
improves as they are blanketed by an increasingly thick layer of sediments.
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FIGURE 4.2: Taphonomic loss leads to a frequency distribution of archaeological sites that decreases
through time. The figure shows the frequency distribution of archaeological sites, assuming that each
year, from 40,000 BP to the present, 1000 sites are created and that every year, sites are destroyed with
probability p = 1.3925309/(2176.4 + t) (Surovell et al., 2009), where ¢ is the site age (see text for details). Of
the 40,000,000 sites generated, 3,812,753 (9.5%) have survived to the present, most of which come from
the recent past.

The probability of site destruction, p, is always very small, but over long
time scales its effect adds up: the probability that a site survives not just one
but thousands of years is very small. The result is a frequency distribution
that increases over time in a curvilinear fashion (fig. 4.2). Surovell et al’s study
suggests that the exponential increase in the frequency distribution of ar-
chaeological radiocarbon dates around the globe is primarily due to tapho-
nomic loss.

Surovell et al’s study also provides us with a useful number: an empirical
estimate of p, the rate of preservation loss in terrestrial sediments. In the rest
of this chapter, I use their fitted p value to parametrize models of loss. Of
course, this estimate is not without limits. The taphonomic rate p is probably
not representative of the rates of preservation loss in all types of archaeo-
logical contexts, especially those that can be dated by methods other than
radiocarbon techniques. What is more, rates of preservation loss will vary
microregionally, regionally, and temporally. There may also be secular trends
in human prehistory that influence taphonomic loss. For instance, the transi-
tion to agriculture was accompanied by permanent architecture and by the
production of durable technologies such as pottery, which may have led to a
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decrease in preservation loss that is not captured by radiocarbon databases.
But despite these limitations, Surovell et al’s estimate of p is the best model
available to describe how preservation loss affects the archaeological record.

LOSS AFFECTS THE COMPOSITION
OF ASSEMBLAGES

The effect of loss on the composition of assemblages is widely recognized
and needs to be only mentioned here. Loss introduces sampling errors and
systematic biases that, in many ways, have the opposite effect to mixing.

Because of loss, the archaeological record is a highly biased record of the
human past. With smaller sample sizes, low-frequency remains, like those
associated with tools with a long use-life or behaviors that are rarely per-
formed, will be systematically underrepresented. This will affect the integrity
of assemblages (i.e., the extent to which an assemblage represents the totality
of the activities that took place; Dibble et al., 2016). Preservation loss will also
skew relative-abundance curves toward the most durable objects. To enter the
archaeological record and be discovered by archaeologists is a rare event, and
objects that have even slightly better chances of being preserved or of being dis-
covered will be dramatically overrepresented in archaeological datasets (Raup,
1979). This, in turn, may lead archaeologists to overestimate the importance
of the activities that involve durable material and to underestimate, if not ig-
nore completely, the importance of activities that involve nondurable material.
Similarly, loss can differentially affect objects from the same class of material
on the basis of their size. For instance, small bones are less likely to survive or
to be observed than large bones. In turn, correlations and association between
classes of objects that are differentially affected by loss—such as stone tools and
plant seeds, large and small body parts, or those objects that people transport
as they move in the landscape and those that they leave behind (Dibble et al.,
2016)—can disappear completely. And of course, the task of comparing the
composition and the content of assemblages will result in underdetermination
if the assemblages have suffered from different amounts of preservation loss
(e.g., the sites were exposed to different microenvironments) or observational
loss (e.g., one site has been excavated more thoroughly than the other).

LOSS INCREASES SAMPLING INTERVAL

Preservation loss and observational loss increase the sampling interval of ar-
chaeological data. This is an important fact not only because sampling inter-
val is a major source of underdetermination but also because long hiatuses in
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archaeological sequences are often interpreted as signaling the abandonment
of a region by prehistoric people, with little regard to the possibility that the
hiatuses are a statistical artifact resulting from loss (Rhode et al., 2014).

How exactly loss gives rise to the intervals observed in the archaeological
record is more complicated than it seems. Gaps are a function of three factors:
(1) sample size (e.g., the number of archaeological sites in a database), (2) the
spatial and temporal dimensions of the sampling universe, and (3) how much
material has been preserved in the archaeological record. These three factors
interact in complicated ways, and while archaeologists have some intuitions
about why there are gaps in the archaeological record, they lack a mechanistic
theory of how gaps arise. In this section I lay the foundation of such theory.
I begin by looking at the three factors individually before considering how they
interact with each other. For the sake of convenience, I assume that the unit of
interest is the archaeological site, but the exact nature of the analytical unit is
not important—the term “site” here can refer to any dated and geolocalized
archaeological context.

Sample Size Is Inversely Correlated with Time Gaps

Even if the preservation of past cultural remains was total and perfect, archae-
ologists would still have to contend with gaps in their data. Archaeologists
always work from limited samples that are drawn from the larger set of ar-
chaeological sites that are available to be discovered, known and unknown—
what Cowgill (1970) calls the “physical finds population.” This case of obser-
vational loss is as much a determinant of the number and the duration of gaps
in archaeological datasets as preservation loss is.

The effect of site sample size on time gaps is easy to describe mathemati-
cally. Archaeologist David Rhode and his colleagues (2014) developed a model
that describes the probability of observing long time gaps in regional se-
quences of radiocarbon dates. While their goal was to distinguish gaps result-
ing from sample size from gaps marking true hiatuses in human occupation,
their model can be adapted to examine how the distribution of time gaps in
regional sequences varies with sample size. The model, which they call the
“uniform-frequency model,” assumes that all sites have the same probability
of being discovered by archaeologists. This assumption allows us to isolate
the effect of sample size from covariates like preservation biases, variation in
archaeological visibility of sites, and changes in the intensity of human occu-
pation over time.

One counterintuitive result of the model is that despite the fact that sites
are uniformly distributed in time, the frequency distribution of time gaps is
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FIGURE 4.3: Probability distribution of gap length in the uniform-frequency model (eq. 4.2) assuming
that \ = 0.005.

not uniform. The uniform-frequency model assumes that the age of archaeo-
logical sites is uniformly distributed (hence its name). For instance, a site oc-
cupied 600 years ago has the same probability of being sampled as a site that
dates back to 5000 years ago. This probability of being sampled is captured
by the parameter A, which represents the average number of sites per year.
When A = o0.01, the probability of sampling a site of any particular age is 1%.
The parameter A can be estimated by calculating the average number of sites
discovered per year. For example, when 7 = 50 sites have been sampled from
archaeological deposits spanning t = 10,000 years, A = n/t = 50/10,000 = 0.005.
Under these conditions, after ordering the sites chronologically, the probabil-
ity distribution of time gaps is exponentially distributed (Rhode et al., 2014;
Short et al., 2009; Strauss and Sadler, 1989). In other words, the probability P
of observing a time gap of duration d, P(d), is

(4.2) P(d)= e 1,

where e is the base of the natural logarithm. This equation says that the prob-
ability distribution of time gaps is dominated by short time gaps but has a
long tail that incorporates rare but long gaps (fig. 4.3). In other words, most
gaps will be short, but every now and then there will be a large gap.
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FIGURE 4.4: Median time gap as a function of the number of sites sampled, based on sampling n =
100,000 time gaps from the probability distribution described in eq. 4.2 for each site sample size. Sites are
sampled with probability A from an interval of time of 5000 years (see text for details). The model assumes
that gap length cannot be longer than 5000 years. The solid line represents the median gap duration, and
the dashed lines represent the 25th and 7sth percentile gap duration.

The median of exponential functions such as equation 4.2 is In 2A™. Since
\ = n/t, the median time gap in a sequence of archaeological sites is

-1
(4.3) median gap = anK;j .

This equation describes how the median time gap decreases in proportion to
sample size. For instance, if the number of sites sampled per 5000-year inter-
vals (i.e., t = 5000) is 10, then the median time gap between the sites is 344 years
(fig. 4.4). Doubling the size of the sample to # = 20 cuts the median gap by roughly
half (174 years). Again, doubling the sample size to 4o further halves the median
gap (87 years). This inverse proportional relationship between time gaps and site
sample size holds for all values of site sample size and all amounts of time t.

The uniform-frequency model illustrates how a significant temporal hia-
tus can be observed simply as a result of sampling error (Rhode et al., 2014).
Because the distribution of time gaps is exponential, long gaps, though rare,
are always possible, even for a sizable sample.

The model also tells us that the sampling interval of archaeological data
will improve nonlinearly with the intensity of field research in a region.
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Similarly, the nature and the intensity of human activity in the past set an
upper boundary on the number of sites that are available for archaeologists
to sample. Even with an equal amount of field research, the sampling inter-
val of the archaeological record of a region occupied only sporadically by
small populations of hunter-gatherer tribes will always be longer than that of
a region occupied continuously by large sedentary groups over thousands of
years, since it will contain fewer datable sites.

Wider Sampling Universes Lead to Longer Time Intervals

The uniform-frequency model assumes that sites are sampled from an in-
finite time line and that there are no limits to how long gaps can be. For
instance, when equation 4.3 says that the median time gap between 10 sites
sampled over a 5000-year period is 344 years, it incorporates in its estimates
time gaps that are longer than 5000 years (however rare they are).

In the real world, archaeologists sample sites from finite time lines—they
work with sampling universes that have a finite span and duration. These sam-
pling universes are limited by two orders of boundary.

The first-order boundary is set by the present time—time gaps cannot
extend into the future. A time gap cannot be longer than the age of the oldest
site from which it is calculated. For instance, the gap between a 5000-year-old
site and a younger site cannot be longer than 5000 years. The second order
of boundary stems from the fact that archaeologists rarely sample the global
archaeological record. Rather, they collect data from a particular region and
time period. Both orders of boundaries influence the sampling interval of
archaeological data by setting an upper limit on the amount of time that can
separate two samples.

When sampling takes place on a finite time line rather than on an infinite
time line, the probability distribution of time gaps is not exponential, as is the
case in the uniform-frequency model, but rather follows a Dirichlet distribu-
tion (Strauss and Sadler, 1989). The properties of the Dirichlet distribution
are more complicated to describe than those of the exponential distribution,
so I used simulations to study the impact of the duration of the sampling uni-
verse on time gaps.

I took samples of n = 100,000 pairs of sites from sampling universes that
varied in duration from 2 to 40,000 years and measured the time gaps within
each pair. Plotting the gaps against the age of the older site in the pair yields a
wedge-shaped distribution (fig. 4.5). The distribution is wedge shaped because
the age of the older site limits how long the gaps can be. For example, if the
older site is 30,000 years old, the gap between the sites cannot be longer than
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FIGURE 4.5: The median duration of the sampling universe covaries linearly with time gaps. For any
given duration of sampling universe ranging from 2 to 40,000 years, # = 100,000 pairs of sites are sampled
from a uniform-frequency distribution, and the time gap between them is calculated (see text for details).
The solid line represents the median time gap, and the dashed lines represent the 25th and 75th percentile
gap duration. For visibility, only n = 750 data points are plotted on the chart.

30,000 years. The time gap between archaeological sites varies linearly with
the duration of the sampling universe (fig. 4.5). For instance, the median time
gap between pairs of sites sampled from a 1000-year-long universe is 293 years,
and the 25th and 75th percentile gaps are 134 and 499 years, respectively. Dou-
bling the duration of the sampling universe to 2000 years leads to a median
time gap that is twice as long, 585 years (268 and 998 years for the 25th and
75th percentiles); increasing it tenfold to 10,000 years leads to time gaps that are
ten times longer, 2924 years (1337 and 4996 for the 25th and 75th percentiles).

These results apply to both types of sampling-universe boundaries. The
duration of the sampling universe can represent the first-order boundary (the
boundary set by the present time) if we assume that it represents the age of
the oldest site that could possibly be included in a sample. For instance, a
duration of 2000 years may represent the case where archaeological sites are
sampled from a universe that stretches from 2000 BP to the present. But the
same results can also capture the second type of boundary—that is, the situ-
ation in which sites are sampled from a period of 2000 years, for instance,
8000-6000 BP.

Thus, archaeologists’ research interests determine, in part, the sampling
interval of their data. Archaeologists working on short-lived phenomena, such
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as the spread of a particular ceramic style, will enjoy better sampling intervals
than archaeologists working on longer-lived phenomena, such as the Middle
Stone Age of Africa, because they are sampling from a shorter time line. This
is true even for archaeologists sampling from the same regional record: the
archaeologist who collects both preceramic and ceramic-period remains in a
region will have to contend with longer time gaps than the archaeologist work-
ing in the same region but who analyzes only the ceramic-period sites.

Age-Biased Preservation Loss Leads to Shorter Time Gaps
(All Other Things Being Equal)

Preservation loss further alters the sampling interval of the archaeological re-
cord. First, preservation loss sets an upper limit on the size of archaeological
samples by affecting the size of the population of physical finds. If only 25 ar-
chaeological sites have been preserved in a region, the sample cannot contain
more than 25 sites. More counterintuitive, however, is the effect of age-biased
preservation loss. Age-biased preservation loss, whereby older sites are more
likely to have been destroyed than younger sites, creates a “pull of the recent”
in the archaeological record that results, all other things being equal, in shorter
time gaps between sites. The “pull of the recent” skews the temporal frequency
distribution of archaeological remains toward younger ages. As a result, when
a site is discovered, it is more likely to be of younger age than of older age. Now,
for a sampling universe of any given duration, age-biased loss means that the
age of the sites in a sample will tend to aggregate toward the younger end of the
sampling universe and, because of that, will have shorter time gaps between
them. In contrast, in the absence of age-biased preservation loss, the age of
the sites will be uniformly distributed within the sampling universe and thus
have longer time gaps between them. The stronger age-biased preservation
loss is, the shorter the gaps in the archaeological record will be, all other things
being equal.

To explore the effect of age-biased preservation loss on time gaps, I rep-
licated the simulation presented in the previous section. But instead of sam-
pling pairs of sites from a uniform-frequency distribution, I sampled them
from a distribution affected by the age-biased taphonomic loss process iden-
tified by Surovell et al. (2009) in the terrestrial volcanic record. The probability
of sampling a site of age g, P(q), is

q
44)  peoy o Ty 1:3925309
@ E 2176 + ¢
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FIGURE 4.6: Age-biased preservation loss leads to shorter time gaps. For any given duration of sampling
universe ranging from 2 to 40,000 years, # = 100,000 pairs of sites are sampled from a uniform-frequency
distribution, and the time gap between them is calculated (see text for details). The solid line represents
the median gap duration, and the dashed lines represent the 25th and 75th percentile gap duration. For
visibility, only n = 750 data points are plotted on the chart.

The rightmost term of the equation is the p (eq. 4.1) as parametrized by
Surovell et al. 2009). It represents the probability that a site is lost during year
t after its creation. Thus, the term to the right of the product equation is 1 - p,
the probability that a site survives year t. The whole equation specifies the
probability of finding a site of age g, which is the probability that it has sur-
vived every single year from the moment of its creation (¢ = 1) to the present
(t=q).

As before, I sampled n = 100,000 pairs of sites from sampling universes
of duration that varied from 2 to 40,000 years. Here, however, I assumed
that all the sampling universes had for an upper limit the present, so that a
5000-year-long universe spans from 1 to 5000 BP, and a 10,000-year-old uni-
verse spans from 1 to 10,000 BP. This assumption allows us to compare the
results of the simulation directly with the results of figure 4.5 and isolate the
effect of preservation loss from that of the duration of the sampling universe.

The resulting time gaps form a wedge-shaped distribution (fig. 4.6) that
looks much like that of figure 4.5. The difference between the two figures,
however, is that the distribution with age-biased preservation loss is heavy at
the bottom: gaps cluster at the bottom of the chart, where gaps are short. As
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a result, the median time gap between pairs of sites is shorter. For instance,
the median time gap when sites are sampled from a sampling universe that
spans from 1 to 2000 BP is 569 years, whereas it is 585 years without preserva-
tion loss.

The longer a sampling universe is, the more pronounced the effect of age-
biased loss is. In the case of the taphonomic loss rate in the terrestrial volcanic
record (Surovell et al., 2009), the effect becomes important when the duration
of the sampling universe is on the order of 10° years and falls within the last
20,000 years (fig. 4.7). The effect is most pronounced when the younger limit
of the sampling universe is the present (o BP). With age-biased preservation
loss, the median gap between pairs of sites drawn randomly from a universe
spanning from o to 1000 BP (the dotted line in fig. 4.7) is about 1% shorter
than what it would be in the absence of preservation loss (290 vs. 293 years).
But if the sampling universe is longer and extends from o to 5000 BP (the
dashed line in fig. 4.7), the median time gap is 11% shorter (1319 vs. 1473 years).
Finally, with a sampling universe that extends from o to 10,000 BP (the solid
line in fig. 4.7), the median time gap is 20% shorter than what it would nor-
mally be (2349 vs. 2924 years).
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FIGURE 4.7: Decrease factor in median time gap caused by age-biased preservation loss process, assum-
ing three sampling-universe durations: 1000, 5000, and 10,000 years. The median values are calculating
from n = 1,000,000 samples of time gaps between pairs of sites. The age on the x-axis corresponds to
the upper (i.e., younger) limit of the sampling universe. For instance, at o0 BP on the x-axis, a 1000-year
sampling universe spans from o to 1000 BP. The median time gaps for sampling universes of 1000, 5000,
and 10,000 years without age-biased preservation loss are 293, 1473, and 2924 years, respectively (fig. 4.5).
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Shifting the upper limit of the sampling universes back in time decreases
the effect of age-biased preservation loss. For example, the gap decrease fac-
tor changes from 11% to less than 2% when the 5000-year-long sampling uni-
verse span is moved from 0-5000 BP to 10,000-15,000 BP (fig. 4.7).

At first glance, the result that preservation loss decreases time intervals
is at odds with archaeologists’ intuition that the quality of the archaeological
record decreases the farther we go back in time. But it is not. First, the result
does not mean that preservation loss augments the quality of archaeological
data. After all, although preservation loss may improve the time gaps between
our observations, it comes at a cost, that of undersampling the older portions
of the sampling-universe record. Second, preservation loss has consequences
that are not captured in the simulation. Preservation loss creates discontinui-
ties in the archaeological record above and beyond those predicted by the
age-biased process observed in the terrestrial volcanic record. For instance,
the geological deposits associated with a time period in a region may have
been completely eroded away, creating a larger gap in the archaeological se-
quence than predicted by the model. Second, age-biased preservation loss re-
duces time gaps between sites at equal sample size. This is an important caveat,
because preservation loss decreases the frequency of archaeological material
(see above). When preservation loss has made archaeological remains rarer,
archaeologists may have to increase the duration of their sampling universe to
capture an adequate sample. Archaeologists expand their sampling universe
when they study older time periods in part so that they can tally a workable
sample size. For instance, an archaeologist working on the colonial period of
the United States can easily collect dozens of sites from the eighteenth century.
A Paleolithic archaeologist, however, is unlikely to ever find two contexts that
date from the same century. This joint effect of smaller sample size and wider
sampling universe will generally be strong enough to counteract any positive
effects that age-biased loss may have on the sampling interval of archaeologi-
cal data. Thus, while age-biased preservation loss leads, all other things being
equal, to shorter time gaps, it will in practice lead to longer time gaps.

Putting It All Together: The Sampling Interval of the Archaeological
Record Ranges from 10° to 10° Years

Now let’s put it all together. What kind of time gaps should we expect to see
in the archaeological record when samples of 7 sites are taken from a universe
of duration t and when sites were lost to preservation at the age-biased rate p?

Let us assume that archaeologists, to obtain adequate samples, expand
their sampling universe as they study older time periods. Realistically, we can
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imagine that the duration of sampling universes is equal to 50% of the oldest
occupation age that an archaeologist would consider excavating. For example,
if sites have to be no older than 1000 BP to be of interest to an archaeologist,
the sampling universe would be 500 years long (500-1000 BP). Similarly, if
the lower age limit is 20,000 BP, the sampling universe is 10,000 years long
(10,000-20,000 BP). This number is not arbitrary: it corresponds to the me-
dian ratio between the temporal scope and the earliest date in the archaeologi-
cal literature (chapter 5). Let’s also assume that sample size varies from 2 to
100, and that the rate of preservation loss p identified in the volcanic record
(Surovell et al., 2009) is valid beyond 40,000 BP.

Under these conditions, the expected temporal sampling interval of the
archaeological record of the last 100,000 years varies from 10° to 10* years
(fig. 4.8). Short time gaps on the order of 10° years are extremely rare and
are confined to the recent past and large sample sizes. Similarly, long time
gaps of 10* years are restricted to time periods older than 70,000 years and
samples of fewer than 5 sites. The model predicts that, in most cases, the
expected median time gap will be on the order of 10’ (i.e., 10-99 years) to 10°

102 years

Number of sites

10° years

20,000 40,000 60,000 80,000 100,000
Time (year BP)

FIGURE 4.8: The expected temporal sampling interval of archaeological data ranges from 10° to
10° years. For any given point in time (x-axis) and site sample size (y-axis), n = 1000 samples are taken,
with replacement, from a sampling universe equal to 50% of the point in time. The chart shows the param-
eter space under which the median time gap among the samples is on the order of magnitude 10° (white
area on the upper-left side), 10!, 10% 107 and 10* years (the small white area in the lower-right corner).
The dashed white line indicates the boundary for median time gaps of one human generation (20 years).
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(i.e., 1000-9999 years). What is more, the model predicts that under the vast
majority of conditions, the typical time gap will be longer than one human
generation (about 20 years). Intervals shorter than a human generation are
not expected in the archaeological record beyond around 7000 BP or when
sample sizes are smaller than 10.

The upper-right region of figure 4.8 is unlikely to ever be explored. Both
preservation and observational loss are always pulling the sampling interval
of any dataset to the bottom of the chart by decreasing the number of sites
available. Increasing the duration of the sampling universe can only do so
much to compensate for loss, and archaeologists working on the oldest por-
tions of the record will always have to contend with small sample size, no mat-
ter what.

A Wider Sampling Universe Leads to Longer Space Intervals

What about the spatial sampling interval of the archaeological record? Even
though archaeologists privilege time over space, the spatial distance between
archaeological units is as much a source of underdetermination as the time
gap between them. It is thus equally important to build a theory of the de-
terminants of spatial sampling interval. For instance, how is spatial sampling
interval affected by sample size and the spatial dimensions of the sampling
universe?

The relationship between spatial gaps, sample size, and the dimensions
of the sampling universe is simpler than is the case for time gaps. Imagine
the simplest scenario in which the sampling universe is a square area and ar-
chaeological sites are distributed randomly within it. How does the expected
distance between these archaeological sites vary as a function of the size of
the square? The solution to this problem has already been worked out by
mathematicians: the median pairwise distance between each and every pair
of sites converges to 0.512 of the side length of the square (Weisstein, 2015).
What that means is that the median distance between archaeological sites in
a100 X 100 kilometer square is 51.2 kilometers. Similarly, the median distance
between sites that are randomly distributed in a 1000 x 1000 kilometer area
is 512 kilometers. Sample size matters little here. As sample size increases, the
distance rapidly converges to 0.512 of the side length of the square, after which
adding more sites does not lead to shorter median pairwise distances.

There is thus a trade-off between time sampling interval and spatial sam-
pling interval. Increasing the spatial area of the sampling universe may be
seen as a panacea to long time intervals. After all, a wider sampling universe
increases the chances of discovering a site that will fill the time gap between
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two other units. But increasing the area of the sampling universe comes at a
cost—that of an increase in the spatial distance between archaeological units.
Any gains in improving the temporal sampling interval of the data by increas-
ing the spatial scope would be accompanied by a worsening of the spatial sam-
pling interval of the data.

THE TEMPORAL RANGE OF CULTURAL TRAITS IS
UNDERESTIMATED BECAUSE OF LOSS

One of the most important systematic biases in the archaeological record is
that it always underestimates the true range of cultural traditions. Because
of loss, it is always unlikely that the true first (and true last) instance of a
cultural trait is ever found. As a result, temporal ranges in the archaeological
record are always shorter than true ranges (fig. 4.9). This is a problem, as the
date of appearance of different archaeological phenomena (e.g., when fire was
first manipulated) and the timing of historical events (e.g., when humans first
enter Australia) shape our understanding of the past in profound ways. In
fact, many archaeological hypotheses are tested by translating them in terms
of relative timing between variables, with the causal variable appearing be-
fore its consequent. For instance, if large-scale irrigation systems caused the
rise of complex societies, then they should precede the first manifestations of
complex societies.

We underestimate temporal ranges of cultural traits because of three re-
lated reasons: (1) sampling errors, which are exacerbated (2) by the fact that
traits are relatively infrequent at the boundaries of their temporal range and
(3) by preservation and observational loss.

True time of True time of
disappearance appearance
Time
< | N va |
- | Al N |
Youngest archaeological Oldest archaeological
context context

FIGURE 4.9: The archaeological record underestimates the true temporal range of cultural traits. The
earliest known instance of a cultural trait associated with a cultural tradition is younger than the true time
of appearance of the tradition. Similarly, the latest known instance of the trait is older than the true time
of disappearance of the tradition.
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Archaeologists underestimate temporal ranges primarily because of sam-
pling errors. Archaeological datasets always represent a limited sample drawn
from the larger set of archaeological sites that are available to be discovered,
known and unknown. The smaller this sample is, the less likely it is to incor-
porate the earliest and the latest occurrence of a cultural trait.

This problem is compounded by the fact that traits are infrequent at
the boundaries of their temporal range. Typically, the temporal frequency
distribution of a trait is either concave or S-shaped. A concave distribution
emerges when the population of a new trait waxes and wanes, producing the
iconic battleship curves when seriated. S-shaped distributions are character-
istic of traits that are maintained in a population for a long period of time
because of their functional value. For instance, ceramics and the making of
fire have rarely disappeared from the human cultural repertoire after their
appearance. In the case of concave distributions, the frequency of a trait is
at its lowest around its time of appearance and disappearance; in the case of
S-shaped distributions, it is at its lowest at the time of appearance.

This makes the discovery of archaeological material dating to these pe-
riods of low frequency a rare event. In fact, the archaeological record most
likely presents rises and drops in popularity rather than the actual times of
appearance and disappearance.

In addition, the overall abundance of a trait influences the extent to which
temporal ranges are underestimated (McKinney, 1991). The temporal range
of traits that are rare in the dynamic context will be more greatly underesti-
mated than the range of abundant traits, because rare traits are less likely to
appear in the archaeological record and be discovered by archaeologists. For
instance, houses are built less frequently than ceramic cooking vessels are
produced. Because of their lower baseline frequency in dynamic contexts,
the temporal range of any particular house design may be recorded as shorter
than that of a ceramic style.

The spatial range of traits also interacts with how we observe their tem-
poral range. Of two traits with the same temporal range, the one with a small
geographic range will be recorded as having a shorter temporal range, as it is
less likely to be sampled by archaeologists (McKinney, 1991). In addition, the
frequency of a trait may be highest near the center of its geographic range and
lowest at its margin. Range estimates based on archaeological deposits near
the margin will thus underestimate the true range more greatly than deposits
near the center (McKinney, 1991).

Years ago, I built a simulation to study the impact of sample size on the
reconstruction of cultural histories (Perreault, 2011). I used the simulation
to describe how sample size affects the accuracy and the precision of our es-
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timates of six aspects of culture history: (1) date of appearance; (2) date of
disappearance; (3) date and (4) magnitude of the peak in popularity; (5) rate
of spread; and (6) rate of abandonment. By accuracy, I am referring to how
close the mean of repeated independent measurements is to the true value of
a parameter. By precision, I mean the extent to which repeated independent
measurements vary around their mean. What I found is that very small sam-
ples yield both inaccurate and imprecise estimates of earliest and latest dates.
Take a cultural trait that lasted 500 years, appearing at year 1 CE and gone by
500 CE. In between, it increased and decreased in popularity following a bell-
shaped function that peaked at 250 CE (fig. 4.10, left). Estimates of when the
trait first appeared, based on a small sample, are vastly inaccurate. When the
sample size is 1 (i.e., only 1 site is known), the median estimate of the earliest
age is 250 CE (because the temporal frequency distribution of the trait is sym-
metrical). Estimates are also imprecise: 50% of the time, the estimate of the
time of appearance of the trait falls between 184 and 317 CE (fig. 4.10, right).
Then, as more sites are added to the sample, accuracy grows asymptotically.
With 10 sites, the expected estimate of the time of appearance is still off by
more than a century—a fifth of the actual temporal range of the trait. With 20
sites, it is oft by 75 years. With 100 sites, a very large sample given the duration
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FIGURE 4.10: Estimates of the date of appearance of a cultural trait as a function of site sample size. A
cultural trait appears in the year 1 CE, peaks in popularity in 250 CE, and disappears by 500 CE, yielding
a temporal frequency distribution of a trait that is bell-shaped (left). For each site sample size from 1 to 100,
1 =100,000 dates are drawn, with replacement, from the temporal frequency distribution of the trait, and
the earliest date in each sample is tallied. The median earliest date (solid line) and the 25th and 75th per-
centile earliest date, as a function of sample size, are plotted on the right.
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of the tradition (1 site per 5 years), the estimates are off by 27 years. Thus, even
though two traditions have the same temporal range, one will appear to have
a shorter life span than the other if it is known from a smaller sample of sites.
Precision improves more slowly with sample size than accuracy does (Per-
reault, 2011). Among samples of 20 sites, 50% of the estimates will fall between
45 and 104 CE, a spread of 59 years (fig. 4.10, right). And with a sample of 100
sites, 50% of the estimates will fall between 14 and 44 CE, a spread of 30 years.

When the temporal frequency of a trait is asymmetrical, however, the
time of appearance and the time of disappearance require different sample
sizes in order to be estimated accurately and precisely (Perreault, 2011). An
asymmetrical distribution could arise, for example, when the history of a trait
is marked by a long period of adoption but a short period of abandonment.
In this example, estimating the time of appearance accurately would require
a larger sample than estimating the time of disappearance.

Preservation loss exacerbates the underestimation of temporal ranges by
further depleting the already narrow tails of the temporal frequency distri-
bution. When preservation loss is not age biased (young and old sites are
equally likely to be destroyed), its effect is equivalent to a reduction of sample
size (Perreault, 2011). But age-biased preservation loss lowers the accuracy
of time-of-appearance estimates, while increasing the accuracy of time-of-
disappearance estimates. By shifting the weight of the temporal frequency
distribution away from the past and toward the present, age-biased loss de-
creases the likelihood of sampling data that are close to the time of appear-
ance (Perreault, 2011). Thus, in general, archaeologists have better estimates
of when a tradition disappears than when it appears.

THE SIGNOR-LIPPS EFFECT

Loss makes sudden cultural change appear gradual. The effect is known in
paleontology as the Signor-Lipps effect, after the work of Signor and Lipps
(1982), who recognized that the sudden extinction of multiple taxa would
appear in the fossil record as a smeared-out, sequential series of extinctions
because of incomplete preservation.

Cultural change can be abrupt, such as when a particular way of life is
abandoned after an environmental crisis, a societal collapse, or a demo-
graphic crash. And as with the fossil record, errors in the estimation of the
time of disappearance of various traits will result in apparent gradual change
(fig. 4.11). This is because the most abundant and preservable traits will per-
sist, archaeologically, close to the boundary event, whereas the other traits
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FIGURE 4.11: The Signor-Lipps effect makes sudden cultural change appear gradual. Errors in estima-
tion of the times of disappearance of different traits result in apparent gradual disappearance, whereas the
traits disappeared at the same time owing to a boundary event.

will disappear before, depending on their abundance and preservability. The
Signor-Lipps effect also operates on origination events. The sudden appear-
ance of several new traditions, triggered, for instance, by the massive arrival
of migrants in a region or an imperial conquest, will look gradual and se-
quential because of loss.

The Signor-Lipps effect explains why, for example, the archaeological re-
cord of Homo sapiens predates its fossil record, because stone tools preserve
better than bones (Morgan and Renne, 2008). Thus, the discrepancy between
the timing of the emergence of modern human behavior in the archaeologi-
cal record and the appearance of anatomically modern humans in the fossil
record may not need a special explanation beyond that of the Signor-Lipps
effect. Similarly, gradual change in the archaeological record should not be
considered evidence against abrupt, catastrophic change—nor should it be
considered evidence for gradual change. For example, the gradual extinction
of megafauna at the end of the Pleistocene period (Wroe and Field, 2006) or
the gradual cessation of monument building during the collapse of Maya so-
ciety (Gill et al., 2007) may have more to do with the Signor-Lipps effect than
with the actual abruptness of these events.

LOSS SLOWS DOWN APPARENT RATES OF CHANGE

One of the dominant features of the global archaeological record is that the
pace of change in material culture appears faster in more recent periods than
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it does in older ones. This feature is explained, at least in part, by the effect
of loss on rates of change.

Paleontologists have long been interested in how fast species evolve. One
of the metrics that paleontologists use to measure rates of change is the “dar-
win” (d), a standardized unit of change in factors of e, the base of the natural
log, per millions of years (Haldane, 1949):

_Inx, —Inx, ,
A

t

d

where x and x_ are the mean trait value at time 1 and 2 (e.g., the mean body
size in a population at time 1 and 2), In is the natural logarithm, and A, is the
time interval between x and x, in millions of years. (The time scale of dar-
wins is in millions of years because when J. B. S. Haldane devised it in 1949,
he assumed that natural selection operated over such long time scales. Today
we know that this is not true and that natural selection can lead to significant
morphological change over just a few generations.) The mean values of the
trait are scaled logarithmically to control for the size magnitude of traits—
this makes an increase from 1 to 2 centimeters equivalent to a growth from
100 to 200 centimeters, for instance.

Paleontologist Philip D. Gingerich made a puzzling discovery while study-
ing a large collection of rates of change in the fossil record: he found that
rates of evolutionary change are inversely correlated with the time interval
over which they are measured. Figure 4.12 reproduces the chart published by
Gingerich in the Science paper in which he reported his finding (Gingerich,
1983). You can see that the rates calculated over short time intervals (the left
side of the chart) are much faster than the rates calculated over longer time
intervals (the right side of the chart). This is weird. When you calculate a rate,
when you divide an amount of change by time, what you are effectively trying
to do is to get rid of the effect of time intervals. Why are rates of evolution
dependent on time intervals?

Rates are dependent on time intervals for two reasons, both stemming
from the fact that the process of biological evolution operates over shorter
time scales than the typical sampling interval of the fossil record (Gingerich,
1983). First, as time interval increases, it becomes increasingly more likely
that the net rate observed is in fact averaged over several disparate rates and
evolutionary reversals and that, as a result, rapid change can be observed
only over short time intervals (fig. 4.13). Second, because of the effect of sta-
bilizing selection or functional constraints, morphologies often reach some
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FIGURE 4.12: Rates of evolution are inversely correlated with the time interval over which they are mea-
sured. Rates of change from the fossil record, measured in darwins (d), are plotted against time intervals
in millions of years, on a natural log scale. Data from Gingerich 1983 made available by author.

evolutionary stasis and consequently undergo change only rarely (fig. 4.14).
Thus, when time intervals are longer than the time it typically takes for evolu-
tion to reach evolutionary stasis, rates of change will be slow compared with
rates calculated over shorter time intervals.

These two factors explain why, as we go back in time, the pace of biological
evolution appears to slow down, and eventually, if we go far enough back in
time, what we see is mostly stasis. What is more, the two factors also explain
why rates of change in nonbiological systems are also inversely correlated with
the time span over which they are measured, such as rates of sedimentation
(Sadler, 1981) or of change in land surface elevation (Gardner et al., 1987).

Cultural rates of change in the archaeological record show the same in-
verse relationship with time interval. In a previous study (Perreault, 2012) I
analyzed 573 rates of cultural change that I compiled from the archaeological
literature (see fig. 7.5). The rates, measured in darwins, represent change in
the dimension of various technologies observed in the archaeological record
of North America, such as changes in Anasazi pit structure depth and in the
size of printer type block in Annapolis (Perreault, 2012). What is more, be-
cause time intervals increase as we go back in time, these rates of change are
also inversely correlated with the age of the material (Perreault, 2012). This
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EIGURE 4.13:Reversals in the value of a trait can generate an inverse correlation between rates of change
and time intervals. Rapid change in body size can be observed only over short time intervals, whereas,
when observed over long time intervals, the net amount of change in body size is averaged over several
reversals, leading to slower rates of change.
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FIGURE 4.14: Stasis can generate an inverse correlation between rates of change and time intervals. Be-
cause of the effect of stabilizing selection or functional constraints, the amount of change (the numerator
in the rate equation) is bounded, whereas time (A, the denominator in the rate equation) is unbounded

and free to increase.

explains why the pace of change in material culture appears to slow down as
we look at older time periods, from the objects that surround us in our daily
lives, to the material culture at the time of our grandparents, to the material
culture from 10,000 years ago. And as with the fossil record, if you look back
far enough in time, what you see in the archaeological record is mostly stasis.
This global pattern in the archaeological record is due to the fact that we are
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not observing these different periods of our history using the same observa-
tional time scales.

LOSS LIMITS OUR CAPACITY TO CONTROL
FOR COVARIATES

The decay of information that results from preservation and observational
loss severely limits our capacity to control for covariates. This, in turn, means
that we may not be able to shield our research from false-negative or false-
positive results.

Controlling for covariates is paramount in social sciences. Humans are
complex creatures, and their actions are shaped by a myriad of factors that
operate at different scales and that interact with each other. In fact, humans
are so complex that even the most reductionist approaches to human be-
havior recognize that to test any hypotheses, one needs to control for a long
string of covariates, such as age, gender, number of offspring, or group size.
These covariates need to be controlled for because they can all influence the
analyst’s target variable, and by leaving them unchecked, the analyst risks
reaching a false conclusion.

Take the example of the size of tool assemblages at !Kung San camps (ta-
ble 3.3). All other things being equal, the size of a tool assemblage should in-
crease with occupation span, and an archaeologist excavating the !Kung San
camps recorded by Yellen (1977) may find it reasonable to treat the size of tool
assemblages as a marker of occupation span. Yet, occupation span and the
number of tools left at these camps are uncorrelated (Shott, 1989b). Indeed,
the variation in assemblage size is largely driven by variation in the use-life
of objects, a variable that is usually inaccessible to archaeologists. Controlling
for tool use-life would lead to very different estimates of occupation span
than an analysis in which tool use-life is ignored.

But, statistically, archaeologists work with their hands tied behind their
backs. Of all the independent variables that would need to be controlled for to
ensure that the “all other things being equal” clause that comes with a model
is met, archaeologists have access to just a handful, at best. If that handful of
independent variables is insufficient to study a process ethnographically, it is
also insufficient to study it archaeologically.

Conclusion

The forces discussed in this and the previous chapter are all sources of under-
determination. They lead to underdetermination because they decrease the
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overall amount of information that is present in the archaeological record,
either by decreasing the resolution, by increasing the sampling interval, or
by decreasing the dimensionality of the record (table 4.1). And archaeologists
can do only so much to control these forces. Some of them, like analytical
lumping, can be modulated to a certain extent, but most are completely out
of archaeologists’ control. Their net effect is to set an absolute limit on the
quality of archaeological datasets.

Because these forces are numerous and diverse, the sampling interval, res-
olution, and dimensionality can vary independently of each other (Behrens-
meyer, Kidwell, and Gastaldo, 2000). For example, it is perfectly possible to
have a cultural layer at a site that is high resolution but with low dimensional-
ity because the occupants took most of their belongings with them when they
left the site. Alternatively, an assemblage may be time averaged over centuries
and yet be uniquely rich dimensionally because of good preservation. Or a

TABLE 4.1. The forces that affect the quality of archaeological data

Effect on quality of data
Force Sampling interval Resolution Dimensionality Trend
Discard — Decrease — Decrease with age
Reoccupation — Decrease Decrease —
Sedimentation rates Increase Decrease Decrease —
Degradation — Decrease — Increase with age
Preburial disturbances — Decrease — —
Postburial disturbance — Decrease — Increase with age
Analytical lumping — Decrease — Increase with age
Imprecision of — Decrease — Increase with age
dating techniques
Unrecordable Increase — Decrease —
information
Mobility, reuse, Increase — Decrease Increase with age
scavenging
Burial, permanent Decrease Increase — Decrease with age
architecture
Deterioration Increase — Decrease Increase with age
Fieldwork Increase Decrease Decrease Increase with age
techniques

Note: These forces are discussed in chapters 3 and 4. Trend refers to changes in the intensity of the force as
one goes back in time, from the youngest portion of the archaeological record to the oldest.
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series of cultural layers at a stratigraphic site may have fine temporal resolu-
tion while being separated by hundreds of years from each other. Nonethe-
less, the review of these forces conducted here conveys how unlikely it is that
any given set of archaeological observations has all that it takes—the short
sampling interval, the fine-grained resolution, and all the necessary dimen-
sions—to study short-term, ethnographic-scale processes.

Because of these forces, the archaeological record is not just incomplete
but also biased. Historical trends have influenced the magnitude of some of
the forces that shape the archaeological record. For example, the shift from a
nomadic to a sedentary lifestyle that marked the Holocene period increased
the opportunities for mixing through discard. Similarly, the arrival of perma-
nent architecture, ceramic technology, and metalworking also marked shifts
in the quality of the record, as they caused changes in archaeological visibil-
ity and preservation and allowed archaeologists to analytically lump material
into shorter time periods (M. E. Smith, 1992). More importantly, perhaps, is
the fact that many of these forces are time dependent—their effect increases
with time—which means that the quality of archaeological data worsens the
farther back we go in time. The “pull of the recent” that these time-dependent
forces generate inevitably skews our view of human history, creating trends
that could easily be mistaken for anthropologically meaningful signals.
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The Quality of the Archaeological Record

The two previous chapters were concerned with the forces that shape the
quality of the archaeological record. What the outcome of these forces is—
what the quality of the archaeological record really is—is an empirical ques-
tion. And answering this question is the first step toward solving the under-
determination problem because the answer will dictate what kind of research
questions can, and cannot, be addressed archaeologically.

Here I focus on the sampling interval and the resolution of archaeological
data and not so much on the scope or dimensionality. The scope is a param-
eter that archaeologists can vary with few constraints, and dimensionality is
difficult to measure in a systematic manner across studies.

I also focus on the expected sampling interval and resolution of archaeo-
logical data. Obviously, there is a significant amount of variation in the qual-
ity of the record, and the quality of one’s data may be very different from the
quality of someone else’s data. But it is against the expected quality of ar-
chaeological data that archaeologists need to calibrate their general research
program.

Materials

The quality of archaeological data is a function of two things: (1) the intrinsic
quality of the archaeological record as it exists in nature and (2) the decisions
made by archaeologists, such as the field methods used, the nature of the ana-
lytical units created, and the dating techniques employed. The first item, the
quality of the archaeological record, is outside archaeologists’ control and sets
an upper bound on what the quality of archaeological data can be, whatever
decisions archaeologists make.

EBSCChost - printed on 2/13/2023 7:02 AMvia . All use subject to https://wmv. ebsco. coniterms-of -use



EBSCOhost -

THE QUALITY OF THE ARCHAEOLOGICAL RECORD 113

With this in mind, I used two sources of data to estimate the expected
sampling interval and resolution of the archaeological record: peer-reviewed
journal articles and regional databases. The sources complement each other.
The data published in journal articles represent the data archaeologists use to
test their hypotheses and draw their interpretations. They are the yarn from
which archaeologists weave the story they tell in academic, peer-reviewed
publications. They represent the quality of archaeological data after one or
multiple rounds of analytical lumping and sampling of the data collected in
the field. More often than not, however, more data are collected in the field
than appear in publications. In that regard, regional databases that seek to
represent the archaeological record of a region in an exhaustive manner are a
better proxy for the intrinsic quality of the archaeological record.

JOURNAL ARTICLES

I surveyed the articles published in American Antiquity, Current Anthropology,
Journal of Anthropological Archaeology, Journal of Archaeological Research, and
World Archaeology, between the years 2000 and 2010, inclusively (appendix B).
These five journals are prime venues for anthropological archaeology. The
articles that appear in them represent the wide range of theories and perspec-
tives that define archaeological research today. They also account for a wide
range of regions and time periods.

Articles with a goal other than making inferences about the human past
were excluded from this survey. These include articles concerned with the
history of the discipline, philosophical debates, or the testing of new meth-
ods. In total, data from 402 journal articles were collected.

For each article, I tallied the age of every analytical unit analyzed. Ob-
viously, the nature of these analytical units varies among articles. In some
papers, the units are burials, while in others they are occupation levels, sites,
or time periods. The data collected from the peer-reviewed articles thus rep-
resent the quality of the archaeological record at the hierarchical scales over
which archaeologists typically construct their analytical units.

Seventy-six of the articles surveyed included more than one series of data.
For instance, an article may compare the chronology of the rise of villages in four
regions of the world and interpret the data pertaining to each region indepen-
dently. In such cases, I separated the chronological data into four different data
series, as the region is the primary level at which the author is interpreting his
data. This is a conservative procedure that minimizes estimates of time interval.

In total, I collected 532 series of analytical units from 402 articles. Ra-
diocarbon dates were calibrated using OxCal 4.1 (Bronkog) and the IntCal13
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calibration curve (Reimer et al., 2013) and terminus post quem and terminus
ante quem dates were excluded. All the dates were converted to calendar years
before the present (BP).

REGIONAL DATABASES

I used three regional databases and extracted from them five different data-
sets. Together, the five datasets represent a varied sample of regions, with a
spatial scope that ranges from microregions to continents, as well as different
types of populations: archaic Homo species, hunter-gatherers, small-scale ag-
riculturalists, and complex societies.

Datasets 1 and 2: European Middle Paleolithic and Upper Paleolithic

The regional database PACEA Geo-referenced Radiocarbon Database (d’Errico
et al,, 2011) is an exhaustive collection of European Paleolithic radiocarbon dates,
which range from the late Middle Paleolithic to the initial Holocene in Europe.
The unit of analysis in this database is the cultural level—many entries repre-
sent the different levels from the same site. I extracted from this database two
datasets, one containing the units assigned to the Middle Paleolithic period and
one with the units designated as Upper Paleolithic (the levels attributed to both
Middle and Upper Paleolithic, such as the Szeletian, Bohunician, and Chétel-
perronian, were included in both datasets). These two datasets represent the
archaeological record of mobile foraging groups of Neanderthals (Middle Paleo-
lithic) and modern humans (Upper Paleolithic). The Middle Paleolithic dataset
includes 659 georeferenced levels and 551 dated levels (some levels are georefer-
enced but are not dated, and vice versa) coming from 184 archaeological sites.
The Upper Paleolithic dataset contains 3691 georeferenced levels and 3676 dated
ones collected from 702 archaeological sites.

Datasets 3 and 4: Near Eastern Natufian and Pre-Pottery Neolithic B

The Radiocarbon CONTEXT Database (Utz and Schyle, 2006) contains radio-
carbon dates from the Near East ranging from the Upper Paleolithic to the Chal-
colithic period. Again, the unit of analysis is the cultural level. I extracted from
this regional database two datasets: one comprising Natufian units (including
both Natufian and Late Natufian) and one comprising Pre-pottery Neolithic B
(PPNB) units. The Natufian and PPNB archaeological record, produced
by some of the earliest populations of farmers, represents the beginning of
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sedentary life and food domestication. The Natufian dataset contains 93 geore-
ferenced and dated units recovered from 17 archaeological sites, and the PPNB
dataset contains 150 georeferenced units and 147 dated ones from 21 different
sites.

Dataset 5: Valley of Mexico

The Valley of Mexico Archaeological Survey database is the outcome of an
intensive archaeological survey program that took place in the 1960s and 1970s
in the Valley of Mexico (Parsons, Kintigh, and Gregg, 1983). The units rep-
resent surface sites. Unlike with the other databases, these sites are not dated
radiometrically but assigned to different time periods (Parsons, 1974): the
Early Formative (3050-2750 BP), Middle Formative (2750-2450 BP), Late
Formative (2450-2150 BP), Terminal Formative (2150-1850 BP), Early Clas-
sic (1850-1550 BP), Classic (1850-1250 BP), Late Classic (1550-1250 BP), Early
Toltec (1250-1000 BP), Late Toltec (1000-750 BP), and Aztec (750-430 BP). I
used the entire regional database as a dataset in the analysis below. The Val-
ley of Mexico dataset represents the rise of complex societies in a small and
intensely surveyed area. The dataset contains 2047 georeferenced and dated
units.

Sampling Interval of the Archaeological Record

MEASURING SAMPLING INTERVAL

To measure sampling interval, I began by ordering chronologically the ana-
lytical units listed within each one of the data series from journal articles or
within each regional dataset. Then, I calculated the time interval between
each and every pair of consecutive units within the same series. For example,
if the three units described in a paper are dated to 1200, 1050, and 800 BP,
I calculated the time intervals between 1200 and 1050 BP (150 years) and be-
tween 1050 and 800 BP (250 years). Many units, however, were dated to a
range of ages, such as 5000-4000 BP. When calculating the time interval be-
tween such units, I took the average of the shortest and longest possible in-
terval between the units, in order to preserve the information about the un-
certainty of these dates. For example, the shortest interval of time between
a unit dated to 5000-4000 BP and one dated to 3500-2500 BP is 500 years
(the interval between 4000 and 3500). Conversely, the longest time interval
between them is 2500 years (the gap between 5000 and 2500). This means that
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the time interval between the two units could be anywhere between 2500 and
500 years, Or, on average, 1500 years.

I also calculated the age of each of these time intervals, so that I could in-
vestigate the relationship between sampling interval and the age of archaeo-
logical deposits. I measured the age of an interval as the average age of the two
units. Thus, the age of an interval between two units dated to 1050 and 800
BP is 925 BP. When one or both of the units in a pair are dated with a range of
dates, the age was taken as the average between the oldest and the youngest
possible date. For instance, the age of the interval between two units dated
to 5000-4000 BP and 3500-2500 BP is the average of 5000 and 2500 years,
that is, 3750 BP.

Of the 5608 time intervals calculated from journal articles, 301 (5.4%) were
equal to zero. Intervals of zero happened when two units were dated impre-
cisely and to the same age. For instance, the interval between two units dated
to “approximately 6000 years” is zero. However, it is extremely unlikely that
the two units represent perfectly contemporaneous events. For that reason,
the duplicates of a date within a data series were eliminated.

The spatial sampling interval could be measured in only the regional da-
tasets. Journal articles generally do not provide the spatial coordinates of the
units they discuss. In contrast, the regional databases sampled provide the
location of the archaeological sites they include. However, with only the co-
ordinates of the sites to georeference the data, it is impossible to calculate
the spatial distance between units coming from the same site. Therefore, the
spatial sampling interval measured here is the between-site spatial-interval
scale. This is an important limitation, since archaeological research is often
conducted at a within-site spatial scale.

With each regional database, I calculated the spatial distance between each
unique pair of sites. The distances are as-the-crow-flies measurements, using
the spherical law of cosines, in order to take into account the curvature of the
earth. In the Valley of Mexico, the spatial location of the sites is rounded to the
nearest meter. But in the other datasets, the locations of the sites are reported
as longitude and latitude rounded to the second decimal place. Depending on
where you are on the planet, the second decimal place can represent as much
as 1.1 kilometer—more than enough to separate distinct archaeological sites. Be-
cause of this lack of precision, there are distinct sites that share the same coordi-
nates. Of the 3,703,600 pairwise spatial distances tallied from the regional data-
sets, 3532 (less than 0.1%) were equal to zero and were eliminated from the analysis.

In total, the material I assembled contains 6509 time intervals from the
peer-reviewed literature, 2046 from the Valley of Mexico dataset, 147 from the
PPNB dataset, 91 from the Natufian dataset, 3675 from the Upper Paleolithic
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dataset, and 550 from the Middle Paleolithic dataset. It also contains 2,094,081
spatial intervals from the Valley of Mexico dataset, 231 from the PPNB data-
set, 171 from the Natufian dataset, 232,221 from the Upper Paleolithic dataset,
and 16,471 from the Middle Paleolithic dataset.

TEMPORAL SAMPLING INTERVAL

In Journal Articles

As I surveyed the journal articles, two types of data immediately stood out:
bioarchaeological data and archaeological data from the American South-
west. Bioarchaeological studies in which the analytical units are burials had
larger samples than the other archaeological studies in which the units are
cultural ones. As a result, the average bioarchaeological article contained al-
most twice as many time intervals as nonbioarchaeological studies (24 vs. 14).
This is not surprising since burials are special features: a prehistoric cemetery
can contain dozens of burials, each of which is a well-defined archaeological
context that can be excavated and dated individually. Burial practices influ-
ence sampling interval by leading to larger samples, which, in turn, lead to
shorter time gaps between the units (chapter 4).

The archaeological record of the American Southwest also has shorter
time intervals than most other regions, thanks to a combination of forces that
includes a precise dating technique (dendrochronology), good preservation,
high site visibility, the presence of permanent architecture that allows indi-
vidual contexts within a site to be dated independently, decades of intensive
research effort, and a particular focus on the last millennium of the region’s
prehistory.

For these reasons, the intervals from “general” contexts (i.e., not from
burial contexts and from outside the American Southwest), from burial con-
texts, and from the American Southwest are analyzed separately. This allows
for a more accurate description of the quality of the data in each one of these
contexts. This is useful because bioarchaeological and archaeological data are
often analyzed separately, and because most of us never deal with an archaeo-
logical record like that of the American Southwest.

Expected Time Intervals Are Greater Than One Generation The time in-
tervals in the journal articles vary greatly, encompassing orders of magnitude
that range from 107 to 10° years. The time intervals in general contexts (n =
4490) vary from a minimum of 0.5 years to a maximum of 4,000,000 years.
Their distribution is heavily skewed, with a long tail: its central tendency is
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FIGURE 5.1: Boxplots of time intervals in journal articles in general contexts (1 = 4490), in burial con-
texts (n = 632), and in the American Southwest (SW) (1 = 486). Boxes show the median and the 25th and
75th percentiles; error bars show 1.5 x IQR (interquartile range).

better captured by its median (140 years) than by its mean (5482 years). Its
25th and 75th percentiles are 27 and 550 years, respectively (fig. 5.1). The 25th
to 75th percentile range is a measure of dispersion around the median and
defines the range within which 50% of the values fall. Hereafter, the 25th and
75th percentiles are specified in parentheses following the median—for ex-
ample, 140 years (27-550).

Time intervals can also be measured in terms of human generations instead
of years. Biologically, generation time is the mean age of females at first repro-
duction (Charlesworth, 1994), which in the case of humans is about 20 years
(Gurven and Kaplan, 2007). Generation time is thus different from life expec-
tancy, which, at the beginning of the twenty-first century, was 66 years for hu-
mans (Gurven and Kaplan, 2007). Human generation time is a useful unit of
time, because many of our theories describe processes that operate over time
scales that are well within the lifetime of individuals. Thus, in terms of genera-
tion time, the median time interval in general contexts is 7 generations (1.4-27.5)
long. Seventy-eight percent of the intervals are longer than 20 years (1 human
generation), 55% are longer than 100 years (5 generations), and 15% are longer
than 1000 years (50 generations).

In burial contexts (n = 632), time intervals are shorter and range from 1
to 5951 years, with a median of 54 years (13-219), or 2.7 generations (0.7-11).
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Sixty-seven percent of them are longer than 20 years, 39% are longer than 100 years,
and only 4% are longer than 1000 years. In a two-sample Kolmogorov-Smirnov
test, the intervals in burial contexts are significantly different from those in general
contexts (D = .19, p-value < .0005).

Time intervals in the American Southwest (n = 486) range from 0.5 to 8821
years, with a median of 50 years (20-121), or 2.5 (1-6) generations. Of these,
75% are longer than 20 years, 29% are longer than 100 years, and only 2% are
longer than 1000 years. They are different from intervals in general contexts
(two-sample Kolmogorov-Smirnov test, two-sided, D = .30, p-value < .0005)
and from those in burial contexts (D = .14, p-value < —.0005).

Time Intervals Increase the Farther We Go Back in Time The age of archae-
ological material covaries with time sampling interval. For instance, the time
intervals that are on the left side of the boxes in figure 5.1 (i.e., the intervals
that are shorter than the median interval) tend to be of a younger age than the
ones that are on the right side of the boxes.

The time intervals vary widely in age. In general contexts, the youngest
interval is 105 BP and the oldest is 4,750,000 BP, with a median age of 3219 BP
(1075-8500). Units in burial contexts are younger, as burials become more
elaborate and visible after the transition to agriculture. The ages of the time
intervals between burials range from 156 to 13,795 BP with a median of 3400 BP
(1427-5300). Finally, the intervals from the American Southwest are even younger,
spanning from 300 to 12,432 BP, with a median of 880 BP (731-1200).

To examine how time intervals are affected by the age of archaeological
deposits, I fitted mixed linear regression models to the intervals in general,
burial, and Southwest contexts. In the three models, time interval is the out-
come variable, age is a dependent variable, and the journal article from which
the intervals come is a random effect (random intercept). This random effect
controls for the fact that the data points that come from the same article are
not independent of each other (the numbers of journal articles represented in
general, burial, and Southwest contexts are 331, 26, and 49, respectively; these
numbers add up to more than the total number of journal articles represented
in the dataset, 402, because some articles contain data from more than one
category). The data were analyzed using a Bayesian generalized linear mixed
model (GLMM) approach with Markov chain Monte Carlo (MCMC) meth-
ods to estimate the parameter values using the rjags package in R (Plummer,
2013). The linear model is

log Interval = Normal(y,, 0);
W ~a+S; +plog Age;.
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With weakly informative priors:

0 ~ Gamma(0.001, 0.001);
a ~ Normal(0,0.001);

B ~ Normal(0,0.001);

S ~ Normal(0,1);

T ~ Gamma(0.001, 0.01).

Figure 5.2 shows the time intervals from general archaeological contexts
plotted against their age on a logarithmic scale (base 10). The solid line is the
fitted regression model and has an intercept of —0.66 and a slope of 0.89. The
95% central credible interval of the slope parameter is 0.83-0.95. The fact that
the central credible interval excludes zero is evidence that age has an effect on
the duration of intervals, much like a p-value of less than .0s.

The fact that the data can be modeled as a linear equation on a logarith-
mic scale tells us that time intervals increase proportionally with age rather
than absolutely. For example, with an effect size of 0.89, an increase in age of
10% results in an increase in time intervals of nearly 9% (1.1°%°). Similarly, an
increase in age of 50% results in an increase in time intervals of 43% (1.5°%).

The linear model represents the expected time intervals. If we were to take a
large sample of intervals of a given age, what would be the average interval in the
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FIGURE 5.2: Time intervals in general contexts increase with time. Time intervals in general archaeo-
logical contexts are plotted against their age on a log-log scale (1 = 4490). The solid line is a mixed linear
regression model fitted to the data (intercept = —0.66; slope = 0.89), and the dashed lines are prediction
intervals for different quantile percentile values.
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sample? We can answer this question using the fitted linear model. In general
contexts, the expected time interval at 100 BP is 13 years, or 65% of a human gen-
eration. By 500 BP, which roughly marks the beginning of historical archaeol-
ogy in North America and other parts of the world (Pykles, 2008), the expected
interval is about 54 years, or 2.7 generations. By 5000 BP, which falls within the
late Neolithic period in Europe, the expected time interval is 415 years—more
than 20 generations. Around the time when many groups are about to transi-
tion to agriculture, 10,000 BP, the expected time gap is 768 years long, or more
than 38 generations. Sixty thousand years ago, around the time when our spe-
cies may have left Africa to colonize the rest of the world (Mellars, 2006), the
expected time interval is 3769 years, or 188 generations. Finally, at 150,000 BP,
when our species may have been undergoing significant behavioral changes,
the sampling interval of the record is 8500 years, more than 425 generations.

In burial contexts, the expected time intervals also increase with age but at
a much slower pace than in general contexts (slope = 0.18; fig. 5.3), suggesting
that burial contexts are robust against many of the forces that shape the record
and that strength increases with time. The model shows that at 100 BP, 500
BP, 5000 BP, and 10,000 BP, the expected time intervals are 47 years, 63 years,
97 years, and 109 years, or 2.4, 3.15, 4.9, and 5.5 generations, respectively.

The American Southwest has the intervals that increase the most rapidly
with age: the slope of the linear model fitted to the data is 1.02 (fig. 5.4). This
means that on alog scale, time intervals increase roughly linearly with age: a10%
increase in age results in an increase in time intervals of about 10%. At 100 BP,
500 BP, 5000 BP, and 10,000 BP, the expected time intervals are 44, 62, 99, and 114,
respectively. This is equivalent to intervals of 2.2, 3.1, 5, and 5.7 generations.

These values are similar to the predictions of the model discussed in chap-
ter 4 that link site sample size and time to expected time interval (fig. 4.8). Us-
ing only the number of analytical units in the study and their age as input, the
model accurately predicts the order of magnitude of the median time interval
within a journal article in 263 of the 402 cases (65%) (fig. 5.5). The fact that
the empirical record matches the model well supports the theory developed in
chapter 4 that says that sample size and the scope and the age of the archaeo-
logical material are prime determinants of the time sampling interval of the
archaeological record. The plots in figure 5.5 also show that most archaeological
studies fall well within the lower-leftmost portion of figure 4.8, which corre-
sponds to the last 10,000 years and sample sizes of 20 or less.

Thus, unless they work on very recent time periods or deal with burial con-
texts, archaeologists are, on average, dealing with century- and millennium-
scaled time intervals (table 5.1). In general contexts, intervals of decades (10 years,
or from 0.5 to 5 generations) are confined to the last millennium—that is,
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FIGURE 5.3: Time intervals in burial contexts increase with time. Time intervals in burial archaeologi-
cal contexts are plotted against their age on a log-log scale (n = 632). The solid line is a mixed linear regres-
sion model fitted to the data (intercept = 1.31; slope = 0.18). The 95% central credible interval of the slope is
0.03-0.36. The dashed lines are prediction intervals for different quantile percentile values.

¢ -]
10 3 o 0_—9154,—
s e 018
b - - ’—"o‘
10° £-3 00 O m

\ EREERLLLY|

v
3
S 100 F
©
b
Q
<
L f .
= 8
10°
Ex A.|.1.°.l L L P S [ 2 |
10° 10*

Age (year BP)

FIGURE 5.4: Time intervals in the American Southwest increase with time. Time intervals in SW con-
texts are plotted against their age on a log-log scale (n = 486). The solid line is a mixed linear regression
model fitted to the data (intercept = —1.23; slope = 1.02). The 95% central credible interval of the slope is
0.76-1.29. The dashed lines are prediction intervals for different quantile percentile values.
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FIGURE 5.5: The order of magnitude of the median time interval in journal articles (small numbers,
n = 402) plotted against the sample size of the study (y-axis) and the age of its oldest unit (x-axis). The data
include time intervals in general, burial, and Southwest contexts. The diagonal lines and the associated
large numbers define the regions over which the theoretical model presented in chapter 4 (the contour
lines of fig. 4.8) predicts time intervals of a certain order of magnitude. The right plot zooms in on the
lower-left portion of the left plot.

TABLE 5.1. Range of age over which different magnitudes of time intervals are expected

Age range (BP)
Interval General Burial Southwest
10° years Present to 75 Present to 0.02 Present to 0.08
10" years 75 to 1005 0.02-6004 0.08-5231
102 years 1005 to 13,456 >6004 >5231
10° years 13,456 to 180,181 — —
10* years 180,181 to 2.4 MYA — —
10° years >2.4 MYA — —

Note: Ranges are given for general, burial, and American Southwest contexts. For instance, between 1005
and 13,456 BP, the expected time intervals in general contexts are on the order of centuries (i.e., between 100
and 999 years long). The values are computed using the linear regression models presented in the text.

from 75 to 1005 BP. Between 1005 and 13,456 BP, intervals are expected to be on
the order of centuries (10* years, or 5-50 generations). From 13,456 to 180,181 BP,
expected intervals are on the order of millennia (10° years, 50-500 genera-
tions). For periods between 180,181 and 2,412,000 BP, the expected intervals
are counted in tens of thousands of years (10* years, 500-5000 generations),
and for those beyond 2.4 MYA, they are counted in hundreds of thousands
of years (10° years, >5000 generations). In burial contexts, the expected time
intervals range from decades, between 0.02 (about one week) and 6004 BP,
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to centuries, between 6004 BP and older. In Southwest contexts, expected
time intervals range from decades, between 0.08 and 5231 BP, to centuries for
material older than 5231 BP.

So far, the results discussed have been about the expected time intervals.
But what about the variance in the data? In figures 5.2-5.4, there are, for any
given age, some intervals that fall above the regression line and some that fall
under it. This variance is due to all the forces described in chapters 3 and 4
that affect the quality of the archaeological record above and beyond the ef-
fect of age. In the statistical model fitted to the data, the effect of these forces
is captured by o as well as by S—that is, the distortion of the intercept of the
model that is generated by having the data clustered by journal articles. What
if instead of taking a very large sample of intervals and looking at their aver-
age, we were to sample just one time interval? What range of values should
we expect a single new interval, taken from a previously unknown article, to
fall in, given the variance in the data—that is, given the effect of age plus the
variance o and the effect of S? The dashed lines in figures 5.2-5.4 represent the
answer to this question. The two innermost dashed lines represent the region
within which there is a 50% chance that the one new data point falls. And the
two outermost lines specify the region within which there is a 95% chance
that the new data point falls. For instance, at 1000 BP, there is a 50% chance
that a new interval has a duration somewhere between 94 and 104 years, and
a 95% chance that it falls between 85 and 116 years. By 10,000 BP, the 50% and
95% prediction intervals are 352-1644 years and 82-7079 years, respectively.
And by 100,000 BP, the 50% and 95% prediction intervals are 2807-6471 years
and 4662-7673 years, respectively.

In burial contexts, including the statistical noise (i.e., the factors that affect
the sampling interval of archaeological data above and beyond the age of de-
posits), there is at 1000 BP a 50% chance that an interval falls between 60 and
86 years and a 95% chance that it falls between 43 and 120 years. At 10,000 BP,
the 50% and 95% ranges are 92-135 and 62-186 years, respectively.

In the American Southwest, there is a 50% chance that an interval dating
to 1000 BP falls between 60 and 73 years and a 95% chance that it falls between
49 and 88 years. At 10,000 BP, the ranges are 565-870 and 330-1315 years,
respectively.

In Regional Datasets

As in journal articles, time intervals in regional datasets are predominantly
century and millennium scaled, and they increase with age. Figure 5.6 shows
the distribution of the time intervals in each of the datasets, as well as the
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distribution of the age of these intervals. The Valley of Mexico dataset has the
shortest time intervals, with a median of 125 years (100-150), or 6 generations
(3-8). The PPNB dataset follows, with a median of 165 years (125-207), or 8 gen-
erations (6-10). Next are the Natufian dataset, with a median of 300 years (162
390), or 15 generations (8-20); the Upper Paleolithic period, with a median of
405 years (265-645), or 20 generations (13-32); and the Middle Paleolithic, with
a median of 1045 years (654-1675), or 52.25 generations (33-84).

The variation in time intervals between the datasets is explained in part
by how old the intervals in the datasets are. Each dataset covers a different pe-
riod of human history, and the datasets overlap little in time. The sequence of
datasets discussed above, ordered by their median time intervals, matches the
sequence of datasets ordered by their median interval ages (fig. 5.6). The me-
dian ages of the intervals in the Valley of Mexico, PPNB, Natufian, Upper Pa-
leolithic, and Middle Paleolithic datasets are, respectively, 875 BP (490-1550),
9440 BP (8960-9845), 12,610 BP (11,684-13,065), 22,140 BP (15,890-31,280),
and 40,020 BP (34,700-43,510).

The time intervals in the regional datasets are shorter than those in jour-
nal articles, with one exception, the Valley of Mexico dataset. The average
time interval in the Valley of Mexico dataset is 109 years, which is very close
to the 104 years that the linear regression model fitted on time intervals in
journal articles on general contexts predicts for an interval dated to 875 BP. In
contrast, the mean interval in the PPNB dataset is shorter than the predicted
mean by 65% (the mean interval is 208 years, whereas the predicted interval is
589 years); the Natufian interval is 40% shorter (445 vs. 742 years); the Upper
Paleolithic interval is 51% shorter (546 vs. 1113 years); and the Middle Paleo-
lithic interval is 14% shorter (1322 vs. 1730 years).

The time sampling interval of regional databases tends to be better than
that in journal articles because databases have much larger samples (see
chapter 4). On the one hand, the temporal scope of the regional dataset is
much longer than the typical scope in journal articles. The median temporal
scope in journal articles, calculated as the difference between the youngest
and the oldest context, is 2174 years (637-6201). While this is longer than the
temporal scope of the PPNB dataset (about 1600 years) and similar to that of
the Valley of Mexico dataset (about 2500 years), it is shorter than that of the
Natufian dataset (about 3200 years) and of the Upper and Middle Paleolithic
datasets (both roughly 50,000 years). Since a wider sampling universe leads to
longer time intervals (see chapter 4), we expect the time intervals in regional
datasets to be longer than those of journal articles, not shorter. What is go-
ing on? What is happening is that regional datasets also have wide sampling
universes. For instance, the Valley of Mexico has an area of about 2500 km?
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EIGURE 5.6: Time intervals in regional datasets. Top: The distribution of time intervals from the re-
gional datasets. Boxplots show the median and 25th and 75th percentiles. Bottom: Ages of time intervals
from the regional datasets. Valley of Mexico, n = 2046; PPNB, n = 147; Natufian, n = 91; Upper Paleolithic,
n = 3675; and Middle Paleolithic, n = 550. Error bars show 1.5 x IQR.

(Parsons, 1974); PPNB sites are distributed over an area of roughly 320,000 km?;
Natufian sites, over about 130,000 km? Upper Paleolithic sites, over 8,850,000 km?
and Middle Paleolithic sites, over 7,920,000 km? (the spatial scope of the last
four databases is estimated using the areas of the regions and the countries in
which sites are found). In contrast, the spatial scope of the research presented
in journal articles tends to be much smaller, such as a single site or a small re-
gion and, as a result, encompasses fewer sites. The overall effect of this is that
regional datasets have larger sample sizes. For instance, the median sample
size in journal articles is 8 (4-16), which, combined with a median scope of
2174, means 0.36 archaeological contexts per 100 years. In contrast, in regional
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databases, the number of contexts per century is always larger: 81, 6.62, 2.38,
0.41, and 0.95 for the Valley of Mexico, PPNB, Natufian, Upper Paleolithic,
and Middle Paleolithic, respectively.

SPATIAL SAMPLING INTERVAL

The spatial sampling interval in the regional databases encompasses three
orders of magnitude: 10'-10° km (fig. 5.7). With the exception of the Valley
of Mexico, where the median distance between each pair of sites is 38 km
(17-66), the typical distance between archaeological sites is measured in hun-
dreds of kilometers: 185 km (93-312) in the Natufian dataset, 502 km (256-815)
in the PPNB’s, 931 km (499-1511) in the Upper Paleolithic’s, and 1121 km (610-
1794) in the Middle Paleolithic’s.

As with time intervals, age is an important determinant of the variation in
spatial sampling interval between regional datasets. Sites from younger time
periods tend to be closer to each other than the sites from older time periods.
And once again, this correlation is because datasets from younger time periods
have smaller spatial scope and because a wider sampling universe leads to lon-
ger space intervals (chapter 4). In fact, the simple model presented on page 100
predicts fairly well the median distance in each regional dataset. According to
the model, the median pairwise distance between each pair of sites distributed
randomly within a square area is equal to 0.512 the side length of the square.
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PPNB |---- {
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T T T T T T T T
0 500 1000 1500 2000 2500 3000 3500
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FIGURE 5.7: Spatial intervals from databases: Mexico (1 = 2,094,081), Natufian (n = 171), PPNB (n = 231),
Upper Paleolithic (n = 232,221), and Middle Paleolithic (n = 16,471). Boxes show the median and 25th and
75th percentiles. Error bars show 1.5 x IQR.
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TABLE 5.2. Predicted and observed spatial sampling interval in regional databases

Predicted spatial Observed spatial
Database interval (km) interval (km)
Valley of Mexico 26 38
Natufian 185 185
PPNB 289 502
Upper Paleolithic 1523 931
Middle Paleolithic 1441 1121

Assuming that the area covered by each regional dataset is a square, the model
predicts median distances between the sites that are remarkably similar to the
actual values (table 5.2).

Spatial scope increases with time because it is easier for archaeologists
working on the younger parts of the archaeological record to amass sizable
samples even when sampling from a small spatial universe. The regional da-
tasets examined here suggest that archaeologists working on farming socie-
ties typically contend with between-site spatial intervals ranging from 10’ to
10? km, whereas archaeologists working on hunter-gatherers deal with dis-
tances of 10°-10° km.

Temporal Resolution of the Archaeological Record

Archaeologists have long been aware of the palimpsest nature of the archaeo-
logical record and of the fact that the temporal-resolution scale of the record
varies tremendously (Meltzer, 2004), from a few hours, as is probably the case
for small lithic scatters, to days (Sullivan, 1992; Wandsnider, 2008), years (Sul-
livan, 2008b), decades (Sullivan, 2008b; Varien and Ortman, 2005), centuries
(Hosfield, 2005; Lyman, 2003; Wandsnider, 2008), millennia (Bailey and Jamie,
1997; Hosfield, 2005; Lyman, 2003; Stern, 1993, 2008; Wandsnider, 2008), and
tens of thousands of years (Hosfield, 2001, 2005; Stern, 1993, 2008). What is
not known, however, is the probability distribution of these different orders of
magnitude. How coarse, on average, are archaeological contexts?

MEASURING RESOLUTION

Temporal resolution can be measured in two ways: as the amount of activ-
ity time represented in a context or as the total span of time represented in
it. The two measures can be very different. Take a group of hunter-gatherers
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who visit a quarry site where they spend, once a year, about a week. Imagine
that the group keeps visiting the quarry for 100 years. The amount of activity
time represented at the quarry site is about 100 weeks, whereas the total span
of time represented in it is 100 years. Both measures of temporal resolution
are useful and complementary. An assemblage that mixes 100 weeks’ worth of
human activity time accumulated over a period of a century does not contain
the same kind of information as an assemblage that mixes the same amount
of human activity time accumulated over a millennium.

Unfortunately, the archaeological record often underdetermines activity
time. Activity time is difficult to measure in the field and requires a thorough
understanding of a site’s deposition history, multiple chronometric dates, and
the presence of taphochronometric indicators such as artifact accumulation
(Varien and Ortman, 2005), the shape of hearths (see Wandsnider, 2008, table 5.1),
or assemblage composition (Surovell, 2009). Often, we are able to determine
only the total time span, which, unsurprisingly, is the most common method
used by paleontologists to estimate the duration of temporal mixing in the
fossil record (e.g., Flessa and Kowalewski, 1994; Kowalewski and Bambach,
2003). In practice, total time span is calculated as the difference between the
age of the youngest and the age of the oldest dated samples in a unit.

Of course, measuring the total span of time can be done only when at least
two dates are associated with the same archaeological context. Units that are as-
sociated with a single date cannot be assumed to be fine-grained Pompeii-like
snapshots. Dating, after all, is expensive, and archaeologists sometimes date only
one sample per context. In addition, a context may be heavily time averaged
and yet contain only one specimen of datable material (e.g., only one fragment
of charcoal). For these reasons, archaeological units that are associated with a
single date—which includes most of the units that appear in journal articles as
well as all those tallied in regional datasets—were eliminated from my analysis.

Burials were also eliminated but for a different reason. Burials represent,
by nature, a very brief moment in time, and even though not a single burial
discussed in the journal articles is associated with more than one date, it is
safe to assume that they all have very fine temporal resolutions. The results
discussed below thus represent the temporal resolution of units in general
contexts and from the American Southwest.

For the units associated with more than one date, I calculated the differ-
ence between the mean of the youngest age and the mean of the oldest age. In
the cases where the age of a unit is a culture time period, I calculated the time
span as the difference between the lower and the upper bound of the time
period. For instance, the time span of a unit dated to a time period spanning
from 5000 to 4000 BP is 1000 years.
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As with sampling interval, I also tallied the age of the units as the midpoint
between the youngest and the oldest date. In total, I collected 1015 measure-
ments of resolution from the journal articles, coming from 165 sources. Of
these, 818 come from general contexts and 197 from the American Southwest.

TEMPORAL RESOLUTION

The temporal resolution of the archaeological units analyzed varies in magni-
tude from 10' to 10° years. The distribution is skewed, with a long tail (fig. 5.8).
The resolution of the 818 units from general contexts ranges from 14 to 394,000
years, with a median of 400 years (187-1000), or 20 generations (9—50). More
than 99% of them are longer than 1 generation (1 = 815), 82% (1 = 674) are longer
than 5 generations (100 years), and 20% (n = 160) are longer than 50 generations
(1000 years).

Archaeologists working in the American Southwest enjoy finer resolu-
tions. The resolution of the 197 units from the Southwest ranges from 10 to
2050 years, with a median of 100 years (40-199), or 5 (2-10) generations.
Ninety-six percent of the units have a resolution longer than 1 human genera-
tion (n = 189), 43% are longer than 5 human generations (n = 84), and only
1.5% are longer than 50 generations (n = 3).
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FIGURE 5.8: Distribution of the temporal resolution of archaeological units in journal articles in gen-
eral contexts (n = 818) and the American Southwest (n = 197). Boxes show the median, 25th and 75th
percentiles. Error bars show 1.5 x IQR. In a two-sample Kolmogorov-Smirnov test, two-sided, D = .498
and p-value < .0005.
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Temporal Resolution Becomes Coarser with Time

As with sampling interval, the age of deposits has an important effect on the
resolution of archaeological data. The units in the sample range in age from 45
to 233,000 BP, with a median of 3162 BP (1300-5467). The units in Southwest
contexts range from an age of 225 to 4050 BP, with a median of 913 BP (763-1140).

This variation in age accounts for some of the variation in resolution. Fit-
ting the same statistical model as the one used for sampling interval above,
but with resolution as the outcome variable, I found that age does have an
effect on resolution.

In general archaeological contexts, the expected resolution for a given age,
on a log-log scale, is given by the linear model with an intercept of 0.58 and
a slope of 0.61. The 95% central credible interval of the slope parameter is
0.52-0.85 (fig. 5.9).

Resolution decreases with age at a rate of 0.61, which means that for any
given proportional increase in age, the total amount of time represented in a
unit increases by more than half that amount. For instance, a 10% increase in
age leads to an increase in resolution of 6%, and a 50% increase in age trans-
lates to a 28% increase in resolution.
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FIGURE 5.9: The resolution of the archaeological record decreases with time. The resolution of the
units in general contexts (n = 818) is plotted against their age on a log-log scale. The data points are not all
independent measurements but are grouped by journal articles (n = 135). This is the reason why some data
points are distributed evenly horizontally in the plot: they represent sequences of time periods of the same
duration. This covariance structure in the data is taken into account by fitting a hierarchical linear mixed
model with the article from which the data come as a random effect (random intercept).
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TABLE 5.3. Range of ages over which different orders of magnitude of temporal resolution are

expected

Age range (BP)
Resolution General Southwest
10° years 0-0.1 0-0.7
10' years 0.1-213 0.7-685
10? years 213-9425 685-21,605
10° years 9425-416,375 —

Note: The values are computed using the linear regression models discussed in the text.
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FIGURE 5.10: The resolution of units in the American Southwest decreases with time. The resolution of
the units (n = 197) is plotted against their age on a log-log scale. The data points are not all independent

measurements but are grouped by journal articles (n = 30).

The regression model predicts temporal resolution mostly on the order
of centuries and millennia (table 5.3). An expected resolution in decades is
found only in units that are younger than about 213 BP. Century-scaled reso-
lutions are expected for units dating from 213 to 9425 BP. And millennial-
scale resolutions are typical of units dating from 9425 to 416,375 BP.

Accounting for the spread of the data around the linear model, we expect
50% of the data points that are 100 years old to fall between 38 and 95 years
and 95% of them to fall between 14 and 234 years. For 1000-year-old units, the
50% range is 159—397 years and the 95% range is 61-1004. By 10,000 years, the
50% and 95% ranges are, respectively, 628-1690 and 284-3572.

printed on 2/13/2023 7:02 AMvia . All use subject to https://ww.ebsco.coniterns-of-use



EBSCOhost -

THE QUALITY OF THE ARCHAEOLOGICAL RECORD 133

In the American Southwest, the expected resolution for a given age, on a
log-log scale, is given by the linear model with an intercept of 0.11 and a slope
of 0.66. The 95% central credible interval of the slope parameter is 0.45-0.78
(fig. 5.10).

The regression model predicts temporal resolution on the order of centu-
ries for most of the region’s prehistory (table 5.3). An expected resolution of
decades is found in units that are younger than about 685 BP. Century-scaled
resolutions are expected for units dating from 685 to more than 20,000 BP.

Accounting for the spread of the data around the linear model, we expect
that 50% of the data points that are 100 years old will fall between 19 and
41 years and 95% of them will fall between 8 and 84 years. For 1000-year-old
units, the 50% range is 90-179 years and the 95% range is 46-345 years.

Conclusion

The typical archaeological dataset contains units that are separated by hun-
dreds of years and hundreds of kilometers and that lump together traces of
human activities that may easily have taken place over centuries. Overwhelm-
ingly, the sampling interval and the resolution of the data that appear in journal
articles and in regional databases are greater than 1 human generation. In most
cases, they are on the order of 10%-10° years. Sampling interval and resolution
of an order of magnitude of 10" years do exist, but they are rare. Spatially, at the
hierarchical level of the site, the spatial sampling interval is on the order 10'-10°
kilometers.

The results highlight some of the points made in the two previous chap-
ters. For instance, the nature of the human activities can play a significant
role in shaping the quality of the archaeological record. In the data published
in journal articles, the intervals of time between burials are typically shorter
than those between nonburial contexts, suggesting that bioarchaeologists
have access to data of higher quality than archaeologists do.

Similarly, the age of an archaeological deposit is an important determi-
nant of its quality. The temporal sampling interval, spatial sampling interval,
and the temporal resolution of archaeological units all degrade with time.
While this is not surprising given the time dependence of many of the forces
affecting the record, the analysis conducted here allows us to move beyond
qualitative intuition and quantify, for the first time, the relationship between
time and the quality of the record.

What is more, the different aspects of the quality of the archaeological
record decrease with time following proportional rates that are smaller than 1.
This means that the impact of age on the quality of the archaeological record
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diminishes with time, a result that is in line with other studies that have found
taphonomic loss to decrease in magnitude over time (e.g., Surovell et al., 2009).

Several aspects of the quality of the archaeological record were not discussed
in this chapter because the data to do so are either unavailable or difficult to col-
lect systematically and on a large scale. This is the case for the spatial resolution.
But it is safe to assume that the spatial resolution of archaeological contexts is
probably better than their temporal resolution. For instance, discard in second-
ary refuse and disturbance processes are unlikely to move objects by more than
a few dozens of meters, leading to assemblages with a spatial resolution of an
order of 10°-10" meters (Meltzer, 2004). But above the level of the site, analytical
lumping is the dominant source of spatial mixing and can easily generate units
with resolutions of hundreds if not thousands of kilometers.

More importantly, the dimensionality of the archaeological record has not
been evaluated here. It would be difficult to measure in a systematic way the
number of dimensions of datasets published in journals or in databases. But
the background knowledge about how archaeologists analyze the record and
about preservation loss tells us that archaeological data are highly dimensional
with regard to certain phenomena and poor with regard to others. For in-
stance, the archaeological record is highly dimensional when it comes to tech-
nologies. Archaeologists are trained to collect dozens of variables to describe
objects like stone tools, ceramics, or basketry. Thus, when it comes to testing
hypotheses about technological organization, archaeologists have access to di-
mensionally rich datasets. They can investigate, for instance, whether or not
raw-material transportation distance increases rates of tool rejuvenation while
controlling for covariates such as raw-material quality or the type of tool. The
same dataset, however, is dimensionally poor when it comes to addressing
questions that belong in the realm of behavior, society, or culture, such as for-
aging behavior or gender ideology, as most of the variables that shape these
processes did not leave any direct material traces.

A lot of work remains to be done on evaluating, empirically, the quality of
the archaeological record. Following the example of paleontologists, archae-
ologists should make the study of the quality of the archaeological record a
component of their research program. Examples of questions that would fall
under such a program include what is the typical sampling interval in different
depositional environments (e.g., marine coast, temperate forest, alluvial plain)?
How is sampling interval affected by the level of social complexity of the groups
studied (e.g., hunter-gatherers, chiefdoms, states) or by the type of remains an-
alyzed (e.g., lithic, ceramic, bone)? Only by treating the archaeological record
as an empirical object, in and of itself, can archaeologists develop a sufficient
understanding of the possibilities and the limitations of their data.
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Archaeology and Underdetermination

Archaeologists pay lip service to the underdetermination problem. They
know it exists but in practice act as if it does not. Archaeologists have repeat-
edly made claims about the past that, although consistent with the archaeo-
logical record, are not supported by any smoking gun. Indeed, it is difficult
to find in the current literature an archaeological interpretation that does not
demand some leap of faith from its reader. This is puzzling because when
pushed, most archaeologists would readily admit that their data underde-
termine much of their theory and that few of their claims are not based on
conjectures.

This underdetermination problem originates from the discrepancy be-
tween the quality of the archaeological record and the way that the behav-
ioral, cultural, and social explanatory processes used by archaeologists oper-
ate. In chapters 3 and 4, I reviewed the forces that shape the quality of the
archaeological record. The number and the diversity of these forces strongly
suggest that archaeologists should not hold their breath waiting for datasets
with a quality similar to that of ethnographic data. This was confirmed in
chapter 5, in which we saw that archaeological data are dominated by sam-
pling intervals and resolutions of 10°-10° years. What is more, very few di-
mensions of past human behavior, culture, and society are preserved in the
archaeological record, allowing archaeologists to control for only a small
handful of covariates. With a better understanding of the quality of archaeo-
logical data, we can now turn around and evaluate how archaeologists use this
information.
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The Processes Studied by Archaeologists Operate over Time Scales
of <10' Years

Contemporary archaeology has two major goals: (1) the reconstruction of
the cultural history of human populations and (2) the explanation of these
cultural histories in terms of high-level causal processes (Binford, 1968a;
O’Brien, Lyman, and Schiffer, 2005; Tolstoy, 2008; Willey and Sabloft, 1993).

The first thing that archaeologists do to achieve these two goals is to draw
low-level inferences from the archaeological record. Low-level inferences are
not so much about human behavior as about the nature of physical finds (Trig-
ger, 1989). They include the identification of objects (e.g., this is a hearth; this
is the distal part of the femur), typological classification (here is a Clovis point;
there a sidescraper), and material identification (this is obsidian; this is iron).

Low-level inferences are not severely underdetermined by the archaeo-
logical record. First, being about the physical nature of objects, they naturally
lend themselves to the smoking-gun approach, as the information required to
make them tends to be abundant and nonambiguous in the archaeological re-
cord. Second, the number of hypotheses that compete with each other in the
realm of low-level inferences is limited. For instance, only a very restricted
number of competing processes can give rise to a charcoal stain surrounded
by a ring of burned stones. Similarly, the list of lithic raw material available in
a region is always limited and relatively short. For all these reasons, archae-
ologists rarely disagree on low-level inferences.

Using low-level inferences, archaeologists then turn to the “what,” “when,”
and “where” questions of cultural history (i.e., the establishment of the se-
quence of events that marked human history) and interpretations in terms
of invention, diffusion, inertia, migration, or trade (Lyman, O’Brien, and
Dunnell, 1997; Tolstoy, 2008). Compared with low-level inferences, cultural
historical processes interface more directly with human behavior and for that
reason are more susceptible to being underdetermined by the archaeologi-
cal record. For example, some of the tasks of cultural history, such as esti-
mating the date of appearance and disappearance of traits, are vulnerable to
the forces of loss that shape the archaeological record (chapter 4). And some
processes, such as trade and migration, are often impossible to distinguish
archaeologically.

But many of the basic questions of cultural history are amenable to the
smoking-gun approach. As with low-level inferences, many cultural histori-
cal questions are very much about the physical world and material culture,
which increases the chance that a smoking gun is found. And as is the case for
low-level inferences, the number of hypotheses that compete in the arena of
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cultural history is often restricted. In fact, many cultural historical questions
involve only two competing hypotheses. For example, was there or was there
not a pre-Clovis occupation of North America? In addition, several cultural
historical questions can be resolved without multidimensional data and the
control of covariates. Instead, a single piece of physical evidence, such as a
radiocarbon date, may be enough to constitute a smoking gun. This is why
questions such as where sheep were first domesticated or when humans first
reached Australia, while certainly not without controversy, often are, eventu-
ally, settled empirically and unequivocally.

But in the minds of most archaeologists, low-level inferences and cultural
history are of secondary importance compared with the explanation of cul-
tural histories. Indeed, the search for the causes of cultural change has de-
fined the practice of North American archaeology since the 1960s. We train
our graduate students for this task, and the majority of the literature we pro-
duce is presented as a contribution to our understanding of the processes
underlying culture and society.

Yet, it is the task of explaining human history that is the most affected by
underdetermination. The theories and processes archaeologists use for this
task—those that are at the core of archaeology’s research agenda—operate
over short time scales of 10! years or less.

For instance, a growing number of archaeologists (myself included) have
adopted cultural evolution theory as the main lens through which to inter-
pret archaeological data. Cultural evolution theory (Boyd and Richerson,
1985; Cavalli-Sforza and Feldman, 1981) approaches culture as an inheritance
system and describes the forces affecting cultural transmission. Many ar-
chaeologists posit that these forces are detectable in the archaeological re-
cord. But these forces operate quickly and can generate cultural change in
an entire population in just a few years. Take, for instance, the force called
“conformist-biased transmission.” Conformist-biased transmission describes
our tendency to conform to the majority and adopt the most frequent be-
havior in our group. Empirical studies of diffusion of innovations suggest
that conformist-biased transmission can affect the frequency of cultural traits
within a decade. For example, in the mid-1920s, a new hybrid type of corn
seed diffused among farmers in Iowa (Ryan and Gross, 1943). Initially, the
tarmers were slow to adopt the new seeds. But the adoption rates eventually
accelerated, peaking in 1936 and 1937, so that within 13 years most farmers
were growing the new corn hybrid. The overall diffusion curve of this new
corn seed (fig. 6.1) has two interesting features: it is S-shaped, and it is less
than two decades long. The S-shape is a signature of conformist-biased trans-
mission (Henrich, 2001), and the curve’s duration indicates that conformism
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FIGURE 6.1: Diffusion of a new hybrid corn seed among Iowa farmers. The shape and the duration
of the curve suggest that conformist-biased cultural transmission operates over decennial time scales.
(Adapted from Ryan and Gross 1943; Henrich 2001.)

can lead to a population-wide shift in behavior in less than two decades.
Other cases of cultural diffusion (E. Rogers, 1995) tell a similar story, suggest-
ing, again, that the forces described by cultural evolution theory operate over
time scales of 10°-10" years.

The same is true for human behavioral ecology, a theoretical framework
that is especially popular among archaeologists who study hunter-gatherers.
Human behavioral ecology specifies, within the theory itself, the time scale
over which the processes it describes operate. Behavioral ecologists start by
making the assumption that natural selection has endowed individuals with
the capacity to adjust their behaviors to changes in their social and ecological
environment in ways that maximize their reproductive success. These behav-
ioral adjustments are operationalized as decision rules. For instance, under
a certain set of environmental conditions A, do x; under conditions B, do y.
While the exact mechanisms by which individuals adjust their behavior op-
timally are black-boxed, the theory assumes that they are broad, flexible, and
under minimal genetic, cultural, or cognitive constraints (E. Smith, 2000).
As a result, humans can adjust their behavior to a wide range of environmen-
tal conditions and, more importantly, instantaneously. Behavioral ecologists
thus expect human and other animal species to exhibit little adaptive lag, and
they assume that variation in contemporary populations is mostly driven by
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variation in contemporary environments (E. Smith, 2000). Thus, behavioral
ecological processes such as changes in diet, mobility regime, and mating pat-
terns are predicted to take place very rapidly and well within an individual’s
lifetime (i.e., within time scales on the order of 10! years).

Similarly, agency theory describes processes that unfold over short time
scales. The archaeologists who use agency theory are concerned with indi-
vidual subjective perspectives and intentions as a source of change in the ar-
chaeological record. For instance, several ethnographic accounts of feasting
suggest that feasting is used intentionally as a social and political tool to even
out local and temporal variation in food supply, expand social networks, ac-
quire prestige and status, or broadcast a costly signal (Hayden and Villeneuve,
2011). By definition, individual perspectives and intentions operate within the
lifetime of individuals.

I did not cherry-pick these examples. Virtually every theory and process
used by archaeologists describes mechanisms of change that operate over a
decade or less. This is as true for the processual and evolutionary theories as
it is for the humanistic ones. In fact, current archaeology has been marked by
a renewed focus on processes that could be transposed to an ethnographic
setting with no modifications whatsoever and that operate so fast that they
could, theoretically, be observed by a cultural anthropologist within a single
field season (Harrison-Buck, 2014; Kahn, 2013; Morehart, 2015). Similarly,
when archaeologists were polled on what the most important scientific ques-
tions that the field will be facing over the next 25 years are (Kintigh et al.,
2014), their responses focused on complex phenomena that unfold rapidly.
Archaeologists are primarily interested in microscale processes.

Microscale processes have two related properties: (1) they operate within
the span of a human lifetime (Dobzhansky, 1937) and usually within a decade;
and (2) they operate at the hierarchical level of the individual or at a nearby
level, such as the level of the household or the community, as is the case for pro-
cesses like craft specialization, group identity, ideology, and power negotiation.

These microscale processes are used to interpret archaeological patterns that
emerge at various scales ranging in order from 10° years and 10° km to 10° years
and 10° km. For instance, an archaeologist may invoke microscale processes to
explain why the activity areas at a site vary in content (10° years; 10° km) or to ex-
plain a temporal trend across three cultural time periods in a physiographic
province (10° years; 10° km). This focus on patterns of 10°-10° years is evidenced
by the fact that the temporal scope of 86% of the journal articles surveyed in
chapter 5 falls within the range of 10'-10° years, with a median scope of 2174 years
and a 25th-75th percentile range of 637-6201 years (fig. 6.2).
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EIGURE 6.2: Temporal scope of journal articles (n = 402). The temporal scope of studies that appear in
journal articles (see chapter 5) is calculated as the difference between the youngest and the oldest analyti-
cal unit to appear in an article. The data include datasets from general contexts, burial contexts, and the
American Southwest.

Even the purported deep-time, macroscale archaeological studies, those
that look at change over thousands of years and kilometers, boil down in the
end to repeated rounds of microscale processes. This is what archaeologist
Philip J. Arnold ITI (2008) calls “reel-time archaeology”: the reconstruction of a
series of ethnographic vignettes of the past, with the goal of viewing them in se-
quence, much like a movie reel, to obtain a lifelike animated picture of the past.

Most of these microscale processes are borrowed from source disciplines,
such as cultural anthropology, psychology, and animal biology, that investi-
gate individual behavior in the present time and have little concern for time
and long-term trends. Archaeologists are transposing to the archaeological
record a research program designed by, and for, scholars who have access to
data quality that is better than that of the archaeological record by several
orders of magnitude.

Not surprisingly, then, the vast majority of microscale processes are un-
derdetermined by the archaeological record. First, most of them operate over
time scales of 10' years or less. This is one, two, three, four, and sometimes
five orders of magnitude faster than the sampling interval and the resolution
of archaeological data (chapter 5).

Second, isolating the effect of microscale processes requires highly di-
mensional data. Humans are most complex at the hierarchical level of the
individual—the very level at which most microscale processes operate. At
an individual level, human behavior is little constrained. For instance, a phe-
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nomenon like religious belief can take a vast number of forms, whereas some-
thing like a projectile point cannot, constrained as it is by physical, mechanical,
and functional factors. Thus, the set of competing hypotheses that can account
for the social function of Upper Paleolithic cave paintings is vaster than the set
of candidate explanations for why stone raw material shows signs of having
been heated. The greater the degrees of freedom in a system, the more infor-
mation is needed to study it, since it is more likely to have undergone signifi-
cant changes within the intervals of time that separate observations or within
the amount of time represented within the analytical unit, and since a greater
number of independent processes can affect it. Indeed, a myriad of processes
operate at an individual level, including decision making, personality, uncon-
scious psychological biases, intention, social construction, age, gender, social
interactions, norms, institutions, identity, life history, social learning, cultural
evolution, political change, demographic change, weather, and seasons. Thus,
the number of covariates that need to be controlled for to avoid false-positive
or false-negative results is very large. What is more, most of these covariates do
not directly involve material cultural and do not leave any traces whatsoever in
the archaeological record. The test of consistency may allow archaeologists to
turn a blind eye to this problem, but it does not make it disappear.

Finally, given the various forces that shape the quality of the record (chap-
ters 3 and 4), the 1007-year and 1007-kilometer patterns that archaeologists
seek to interpret may very well be false ones. For instance, the differential
timing of adoption of agriculture between neighboring regions may be made
consistent with several anthropological stories, but the timing could also be
due to a Signor-Lipps effect (chapter 4). What is more, the information that
would distinguish true from false patterns may have been irreversibly lost. In
other words, the archaeological record can underdetermine the anthropo-
logical and taphonomic origins of its patterns.

Of course, there are exceptions—some microscale processes can be distin-
guished archaeologically. This is especially the case for the microscale processes
that are close to the cultural history side of things. For instance, food pref-
erence and the trade of nonutilitarian items are individual-level, microscale
processes. And yet, it is possible to infer that the people who occupied a re-
gion at a certain point in time preferentially consumed deer over other prey
items or that they valued, somehow, the exotic birds that they imported from
a distant region. But we cannot know why deer were preferentially selected
or the cultural significance of the exotic birds. We may be able to make good
guesses about the answers to these questions, guesses that are consistent with
the data and the ethnographic record, but we will probably never have smok-
ing guns to support them.
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None of this implies that microscale processes are not responsible for the
patterns that we see in the archaeological record. Quite the contrary: most
processes that shape human material culture do so over short time scales of a
decade or less. The very fact that rates of change in the archaeological record
are dependent on the time intervals over which they are measured (see chap-
ter 4) implies that material culture changes over time scales that are shorter
than the sampling interval of the archaeological record: the processes that
affect human material culture operate so fast that material culture has enough
time to fluctuate back and forth or reach stasis within the interval of time that
typically separates two archaeological samples. Archaeologists may thus be
right that microscale processes are the main factors responsible for changes
in material culture. But this does not mean that they can discriminate be-
tween these microscale processes, much as a detective may know that a crime
occurred and yet be unable to identify the perpetrator.

As explained in chapter 1, rather than finding smoking guns that dis-
criminate between competing hypotheses, archaeologists see it as their job
to interpret their data through the lens of a theory in terms that are noth-
ing more than consistent with the data. This has allowed a research program
that is heavily underdetermined by the archaeological record to become
mainstream. The gulf that separates the quality of the archaeological record
and the research topics favored by archaeologists has three important conse-
quences for the field.

CONSEQUENCE 1. MOST ARCHAEOLOGICAL RESULTS
ARE WRONG

Inferences drawn despite an underdetermination problem are bound to be
wrong. Until a smoking gun that can discriminate between all the plausi-
ble alternatives is found, there is no way whatsoever to know whether an
interpretation is correct or not. And the greater the number of alternative
explanations, the greater the likelihood of archaeologists’ picking the wrong
one—not wrong in the sense that “all statements in science are provisional
and therefore bound to be wrong,” but wrong in the sense that astrological
predictions are bound to be wrong and, if they are right, are so purely because
of luck. Astrology is still alive today because astrologers (and their clients) use
the test of consistency, along with a generous serving of confirmatory bias, to
turn a blind eye to the inconsistencies between astrological theory and the
empirical world: the very same factors that have allowed the gap between
archaeological theories and archaeological data to perpetuate and grow. This
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gap is so wide that archaeology today has more to do with pseudoscience
than with science. If archaeologists were to apply the reasonable-doubt rule
discussed in chapter 1, they would have to recant a large number of their
claims about the human past. Indeed, how many archaeological results are
supported by empirical data beyond reasonable doubt?

Would you want to live in a world in which detectives solved cases and put
people in jail even when the evidence underdetermined the identity of the
criminal? A world in which detectives start their investigation with one single
hypothesis (“Colonel Mustard is the killer”), find evidence that can be made
somehow consistent with that hypothesis (Colonel Mustard was in town the
day the murder occurred), and imprison Colonel Mustard, without ever pay-
ing attention to the fact that other lines of evidence are equally consistent
with other hypotheses (Professor Plum, Miss Scarlett, and Mister Green were
also in town at the time of the murder)? And what about living in a world
in which the safety of a new airplane design was determined with the same
degree of confidence that we have in our interpretations of, say, the social role
of clay figurines in Mesoamerica? Would you board that plane?

These rhetorical questions are not unfair. They do not set the bar too high
for archaeologists. Archaeologists often lament that given how fragmentary the
archaeological record is, it is unfair to hold them to the same epistemological
standard adhered to by other disciplines. That if archaeologists were held to the
same standard as physicists or biologists, they would never answer any interest-
ing questions. And that we simply have to accept that archaeological inferences
come with a high level of uncertainty. There are two flaws to these responses.
First, the problem is not that we will not make any progress if we set the epis-
temological bar too high but rather that we will not if we set it too low. What
matters is not whether we are doing the best we can with the data we have, or
whether we are “at least trying” to explain cultural history in terms of high-level
causes—what matters is that a leap of faith is a leap of faith and never a scientific
result. It is always unwise to make up stories when we know that we lack the
evidence to support them. Conjecture will always be part of the historical sci-
entific process, but it does not have to loom so large as to threaten a disciplin€’s
entire epistemological status. That a smoking gun has not been found yet is
not an excuse to fall back on the test of consistency and pick an interpretation.
Second, these responses ignore the fact that underdetermination is relative not
only to the quality of the data at hand but also to the type of questions that are
being asked. The archaeological record, with its quality, underdetermines some
processes more so than others. Nothing is forcing us to focus on the very pro-
cesses that happen to be the most underdetermined by the record.
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CONSEQUENCE 2. MUCH ARCHAEOLOGICAL RESEARCH
IS UNNEEDED

By focusing on a research program that is underdetermined by the archaeo-
logical record, archaeologists have made themselves largely irrelevant to other
disciplines. Even among university administrators, archaeology is perceived as
a low-status discipline that has lost its relevance because it produces (granted,
like many other social sciences) vast amounts of unverifiable information
(Upham, 2004). But archaeological research is not irrelevant only because ar-
chaeological results are likely to be wrong but also because the research itself
is unneeded. Archaeologists like to think of themselves as contributing to our
understanding of the ahistorical processes that affect humans. Archaeologists
do not merely borrow theories from various source disciplines, the thinking
goes, but they also contribute to them. From the point of view of these source
disciplines, however, archaeology has little to contribute. The psychologist
who studies how craft skills are acquired by children does not need archaeol-
ogy to confirm or disconfirm his ideas, and it is doubtful if he will ever learn
anything new about craft skills acquisition from archaeologists using his theo-
ries to interpret the archaeological record. At best, he will treat the archaeo-
logical study-case as an interesting anecdote; at worst, he will dismiss it as
pseudoscience, since studying skill transmission requires highly dimensional,
high-resolution, fine-grained data that are difficult to obtain in contemporary
contexts, let alone in the archaeological record. As Marion Smith ([1955] 1998,
173) pointed out more than 60 years ago, a large part of our research “may
seem to an outsider, conscious of the weak logic involved [that of interpreting
or explaining the past in ethnographic terms], that the subject has no sound
intellectual basis at all” If what archaeologists are genuinely interested in are
the processes described by their source disciplines, they should leave their
trenches and their trowels behind and go study living populations. To borrow
a question from paleontologists Stephen Jay Gould and Niles Eldredge (1977,
149), why be an archaeologist if we are to observe only very imperfectly what
students of living populations can do directly?

CONSEQUENCE 3. ARCHAEOLOGICAL THEORY
IS BALKANIZED

The underdetermination problem also causes archaeological theory to be
heavily balkanized. The archaeological literature is crowded with a daunt-
ing number of theories and claims that are mutually exclusive (see Bentley,
Maschner, and Chippindale, 2008; Hegmon, 2003; Hodder, 2001; Preucel,
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1991; Preucel and Hodder, 1996; Upham, 2004). This is because new theo-
ries and processes are added to the literature faster than they are eliminated.
Since the archaeological record underdetermines most processes that affect
humans, the potential number of theories and processes that one can come
up with and that can be made consistent with field observations is incred-
ibly vast. What is more, the test of consistency shields these theories and
processes from elimination. As a result, theories and processes accumulate
quickly, disappearing only when they fall out of fashion.

This is also why debates about high-level archaeological explanations are
rarely settled empirically. Rather than empirically testing competing hypoth-
eses, different archaeologists interpret the archaeological record through the
lens of their particular theoretical interests and thus settle on different expla-
nations, even when they are looking at exactly the same data. It is thus not
surprising that discipline-wide consensus for archaeological explanations—
for instance, on the role that gender ideology played in patterning the mate-
rial culture at Catalhoylik—is exceedingly rare.

Why Archaeologists Ignore the Underdetermination Problem

How is it that archaeologists have come to pursue a research agenda that is un-
derdetermined by their data? It is not because they are naive—archaeologists
have long been aware of the mismatch between archaeological data and the-
ory and the perils of uncritically borrowing theories from disciplines that
study humans at the scale of individuals (e.g., Ascher, 1968; Bailey, 1981, 1983,
1987, 2007, 2008; Bar-Yosef and Van Peer, 2009; Dibble et al., 2016; Dunnell,
1984; Frankel, 1988; Garvey, 2018; Lyman, 2003, 2007; T. Murray, 1999; T. Mur-
ray and Walker, 1988; M. A. Smith, [1955] 1998; Stern, 1993, 1994).

As early as 1954, Christopher Hawkes, in a seminal paper, recognized that
some aspects of prehistoric populations are more difficult than others to infer
from the archaeological record—as illustrated by the so-called Hawkes’s pyra-
mid (fig. 6.3). Technologies, at the base of the pyramid, are the easiest to infer
from the archaeological record. Above technologies, and thus more difficult to
infer, are subsistence and economic systems, followed by sociopolitical institu-
tions and, at the very top, religion and ideologies. Describing the difficulty of
inferring sociopolitical institutions, Hawkes (1954, 161-62) notes that if “you
excavate a settlement in which one hut is bigger than all the others, is it a
chief’s hut, so that you can infer chieftainship, or is it really a medicine lodge
or a meeting hut for initiates, or a temple?” Hawkes also notes that as one
climbs from the base to the top of the pyramid, one goes from processes that
he calls “generically animal” to ones that are increasingly specific to humans.
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EIGURE 6.3: Hawkes’s pyramid. (Adapted from Hawkes 1954.)
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Hawkes comments that “the more human [a process is], the less intelligible
[it is archaeologically]” (162); that is, as one moves up the pyramid, the less
physically constrained processes are and the greater the number of competing
explanations for the same piece of data. Hawkes’s pyramid is a metaphor that
captures the fact that the archaeological record underdetermines some pro-
cesses to a greater extent than others. Processes that are higher up on the pyra-
mid require higher-quality data to be studied. For instance, establishing that
prehistoric shamans used access to long-distance trade networks to acquire
psychoactive substances in order to justify their social status would require
fine-grained and highly dimensional data that are unlikely to ever be found in
the archaeological record, whereas determining what type of temper was used
in the making of cooking vessels is perfectly feasible.

A year later, Marion Smith ([1955] 1998) followed up on Hawkes’s critique
in a paper that is very much in line with the argument laid out in this book.
Although she never uses the terms “underdetermination” and “equifinality;’
Smith agrees with Hawkes that the archaeological record underdetermines
several aspects of human behavior and culture. Not only that, but she also ar-
gues that claims that are underdetermined by archaeological data—however
consistent they are with it—are not justifiable. Returning to Hawkes’s exam-
ple of a large hut, Smith says, “If you decide to call the large hut a chief’s hut,
and not a meeting house, or a temple, this is an assertion, not an argument.
You can't really say that you know that it is, and if someone criticizes your
assertion, it is impossible to provide sufficient evidence to convince him you
are necessarily right. This is not the result of any fortuitous incompleteness in
the archaeological record; the position couldn’t be improved by better excava-
tion, by finding a more favorable site, or by the invention of a new technique
of analysis” (171). Given the quality of the archaeological record, Smith argues
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that “there are real and insuperable limits to what can legitimately be inferred
from archaeological material” (172). For Smith, the archaeological record, by
its very nature, is incompatible with goals such as re-creating the past or ap-
prehending past societies. Because “unobtainable ends cannot be the proper
ends for any subject,” she says, we need to recalibrate our research aims “by
strict reference to the potentialities of the evidence” (173).

Later, some archaeologists found inspiration in the French Annales school
of history program, primarily the work of Fernand Braudel (1980). The histo-
rians of the Annales school point out that different historical processes oper-
ate at different temporal scales, ranging from individual historical events to
the longue durée, a set of environmental and social structural constraints that
can endure for centuries. Archaeologists have used Braudel’s work to argue
that archaeology also needs a hierarchy of explanation and that incompati-
bilities between socioeconomic processes and the archaeological record stem
from interpreting the record at the wrong scale (e.g., Bintliff, 1991; Knapp,
1992; M. E. Smith, 1992). The Annales school, however, had a limited impact
on archaeological thought, in part because the hierarchical levels it recog-
nizes (events, conjectures, longue durée) are somewhat rigid and poorly de-
fined and because, although it sought to identify processes that unfold over
long time spans, it did not speak directly to how assemblages that formed
from the accumulation of processes operating at various time scales should
be interpreted (Holdaway, 2008). As a result, its influence mostly extended to
archaeologists who work on recent time periods and who deal with a quality
of data that is similar to that of historians (Bailey, 2007; Fletcher, 1992).

In a string of papers published over three decades, Geoft Bailey spearheaded
“time perspectivism,” an approach that also emphasizes the idea that different
processes are observable at different time scales (Bailey, 1981, 1983, 1987, 2007,
2008). Time perspectivism rests on two pillars: (1) All archaeological artifacts
are palimpsests; that is, they are time and space averaged. (2) These palimpsests
are both a blessing and a curse. They are a curse because they make the processes
described in contemporary social theory difficult to infer archaeologically and
render suspicious the legitimacy of many popular archaeological concerns, such
as finding tool kits, activity areas and living floors, assigning function to clusters
of artifacts and features, and estimating population size (Wandsnider, 2008).

But palimpsests are also a blessing, time perspectivism contends, as they
can bring into focus processes that are not visible over fine time scales, an
idea also put forward independently by both Lewis Binford and Robert
Foley the same year that Bailey published his first paper on time perspectiv-
ism (Binford, 1981; Foley, 1981). More than a mere problem that needs to be
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corrected, palimpsests offer the opportunity to observe long-term processes.
Time perspectivism, like the French Annales school of history, calls for scale-
dependent explanations: archaeologists ought to focus on those processes
that unfold over time scales that are commensurate with the resolution of
archaeological data.

As an approach, time perspectivism never gained significant ground (Bai-
ley, 2008). From England, where it originates, it spread primarily to Austra-
lia and New Zealand, where archaeologists such as Tim Murray and Nicola
Stern took Bailey’s ideas and refined them significantly, emphasizing the links
between site formation processes and time averaging (Fletcher, 1992; Frankel,
1988; Holdaway, 2008; T. Murray, 1999; T. Murray and Walker, 1988; Stern,
1993, 1994, 2008). Developments in the study of site formation processes, arti-
fact reuse, and tool life history over the last 30 years have led to a wider adop-
tion of time perspectivism, including by North American archaeologists, as
illustrated by the contributions in Holdaway and Wandsnider 2008. Whereas
these empirical studies have been successful at confirming that palimpsests
are a universal phenomenon (see also Olivier, 2011), they fell short when it
came to extracting compelling and substantive examples of long-term pro-
cesses from the archaeological record (Bailey, 2008).

There are multiple reasons why time perspectivism never became as pop-
ular as it deserves. Some of these reasons are reviewed by Bailey himself in a
retrospective of time perspectivism (Bailey, 2008) and are similar to the rea-
sons why archaeologists ignore the general problem of underdetermination:
an unshakable belief in the primal importance of the individual as an object
of study and in the idea that the output of archaeology ought to take the form
of a story with a narrative structure. Time perspectivism also suffered from
a lack of clarity on how it is to be implemented (Bailey, 2008). The approach
argues for the search for long-term processes in the “varying resolutions of
different palimpsests” (Bailey, 2008, 26), but what these long-term processes
might be is never made clear. Time perspectivism lacks a methodological
précis, even if only the sketch of one, that would guide archaeologists in their
quest for long-term processes. This lacuna stems in part from a reliance on
fuzzy terms, such as “scale” and “temporality,” with meanings that shift from
one author to another.

But more importantly, perhaps, time perspectivism is overwhelmingly
concerned with only one aspect of the quality of archaeological data: its tem-
poral resolution. This near-exclusive focus on temporal resolution explains
why many time-perspectivist studies have focused on intrasite analyses of
palimpsests—a spatial scope of observation that is likely too narrow to avoid
the underdetermination problem and unravel any compelling large-scale
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processes. In many ways, this book is an extension of time perspectivism:
in addition to searching for “scale-dependent” processes (i.e., resolution-
dependent ones), I argue that we also need to search for scope-, sampling-
interval-, and richness-dependent processes.

The critiques of archaeology’s research program—by time perspectivism,
the Annales school, by Marion Smith, Christopher Hawkes, and many oth-
ers over the last four decades (e.g., Barton and Riel-Salvatore, 2014; Binford,
2001; Clarke, 1968; deBoer, 1983; Dibble et al., 2016; Dunnell, 1982, 1984; Fran-
kel, 1988; Garvey, 2018; Holdaway and Wandsnider, 2006; Lucas, 2005, 2012;
Lyman, 2003, 2007; Meltzer, 2004; Olivier, 2011; Ramenofsky, 1998; Shennan,
2002; M. E. Smith, 1992; Vaquero, 2008)—have been largely ignored or per-
ceived as misplaced pessimism and a lack of resolve at improving the quality
of archaeological data. This extends even to Paleolithic archaeologists, who
contend with a record whose low quality is definitely impossible to ignore,
and yet who still try to map processes about hunter-gatherer mobility and
social organization that operate over days or seasons on assemblages that ac-
cumulated over centuries (S. Kuhn and Clark, 2015).

Archaeologists ignore the underdetermination problem mainly because
of (1) the history of their discipline, which has led them to become interested
in ethnographic-scale processes that are not commensurate with the archaeo-
logical record. This problem is further amplified by (2) an incomplete defi-
nition of uniformitarianism, (3) the psychological pull of a human-centric
view of the world, and (4) the way archaeologists are trained, especially with
regard to hypothesis testing and the narrow way they think about the quality
of their data.

FACTOR 1: THE HISTORY OF THE DISCIPLINE

In America, the failure of archaeologists to recognize the underdetermination
problem can be traced back to a mistake made in the early days of the field.
The first practitioners of American archaeology believed that the archaeo-
logical record of the New World was very recent. They thought so largely
because they lacked chronometric dating techniques and because the Euro-
pean model of stone tool evolution, which suggests that the prehistoric cul-
tures of Europe have changed significantly over time, did not seem to apply
to the archaeological record of America (Lyman, 2007; Meltzer, 1985, 2005;
Trigger, 1989; Willey and Sabloff, 1993). Rather, anthropologists like Franz
Boas (1902) and Alfred Kroeber (1909) saw no significant differences between
the material culture of prehistoric populations and contemporaneous Native
American tribes. As a result, they assumed, mistakenly, that the American
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archaeological record had been produced by cultures similar to the ones ob-
served ethnographically, and thus they came to view archaeology as prehis-
toric ethnology (Lyman, 2007), setting, by the same token, the discipline on
the path it is still on today.

By going down the “prehistoric ethnology” path, archaeologists sought to
interpret the macroscaled record in terms of microscale anthropological the-
ory. Archaeology became a subordinate to cultural anthropology. As early as
the 1940s, Walter Taylor described archaeologists as paltry technicians whose
job is to recover cultural information that is to be interpreted by “those who
have made it their business to study culture, namely anthropologists” (Taylor,
1948, 43). From the outset, American archaeology stood not only as a subfield
of anthropology but as a minor one at that.

The idea that archaeologists must explain archaeological data through the
lens of cultural anthropological theory was magnified by the advent of pro-
cessual archaeology in the 1960s (Lyman, 2007). Processual archaeologists,
under the mantra “archaeology is anthropology or nothing,” endeavored to
elevate archaeology above the rank of “history” and to the rank of “science”
(Binford, 1962, 1964, 1965, 1968a). Lewis Binford, the most prominent archi-
tect of the processual agenda, though he would later revise his view, pro-
moted the idea that the archaeological record is nothing less than “fossilized
human behavior” (Binford, 1964, 425) and that most, if not all, components
of prehistoric cultural systems are preserved, directly or indirectly, in the ar-
chaeological record (Binford, 1962, 1964, 1968a). Binford (1962) argued that
archaeologists can, and should, contribute to cultural anthropology by study-
ing these past cultural systems.

In Europe, a similar change in the goals of archaeology was propelled by
the radiocarbon revolution. The advent of radiocarbon dating, by showing
that Europe’s megaliths were older than Egypt’s pyramids and the temples of
Malta, forced archaeologists to find other explanations for Europe’s megaliths
besides their diffusion from the Near East (Renfrew, 1973). With the diffu-
sion paradigm shattered, European archaeologists working during the end
of the 1960s shifted from “talk of artifacts to talk of societies” (Renfrew, 1973,
253). The new theoretical framework that developed during these years em-
phasized understanding the societies behind the artifacts recovered by ar-
chaeologists. Practically, this meant explaining the changes observed in the
archaeological record in terms of population growth, population density, and
subsistence patterns, and how these are linked to changes in social organiza-
tion, beliefs, art, and religion (Renfrew, 1973).

The processual archaeologists of the 1960s, in America and Europe, did
recognize the incomplete nature of the archaeological record, but they saw
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it as a methodological problem, a technicality that needed to be dealt with,
rather than as an epistemological barrier. The processual archaeologists rea-
soned that before archaeologists can study these past cultural systems, they
must translate the archaeological record into an ethnographic record. This
task is the domain of the so-called “middle-range theories,” the theories that
describe the functional link between the various aspects of human behavior
and material culture (Binford, 1968a), and whose purpose is to bridge the
static archaeological record and the dynamics of past human behaviors that
created that record (Binford, 1977). If only archaeologists are clever enough
in building these middle-range theories, Binford (1968a, 23) argued, they
can reconstitute prehistoric cultures in their entirety: the “limitations on our
knowledge of the past are not inherent in the archaeological record; the limi-
tations lie in our methodological naivete” It is up to us to find a way to infer,
say, a prehistoric group’s kinship system from its material culture (Binford,
1962). Archaeologists thus started conducting systematic ethnoarchaeologi-
cal and experimental studies in an effort to build these middle-range theories.

This view of archaeology as ethnography of the past led archaeologists to
mine cultural anthropology and other disciplines for theories and processes,
which further amplified the underdetermination problem. Indeed, most of
these source disciplines study processes that operate over short time scales
that are rarely longer than a few years. Most of them have short scope, either
because they are relatively new disciplines (e.g., primatologists started col-
lecting observations about primate behavior only in the 1950s) or because the
human life span is limited: individual scientists do not get to conduct active
research for more than a few decades, and ethnographers are unlikely to ob-
serve more than four human generations in their fieldwork. Like blinders on
a horse, these short scopes limit the range of processes they can observe to the
fast-acting ones (see chapter 2).

Starting in the late 1960s and the 1970s, research in ethnoarchaeology and
experimental archaeology raised awareness about how the archaeological re-
cord forms (O’Brien, Lyman, and Schiffer, 2005), and archaeologists started
to question the premise that the archaeological record is a direct reflection of
behavioral processes. This questioning included Binford himself, who, in a
change of mind, argued in 1981 that the archaeological record is a palimpsest
that is irremediably different from the dynamic record. Binford, along with
others (Bailey, 1981; Foley, 1981), saw the palimpsest nature of the record as of-
fering an opportunity to focus on human behavior at a hierarchical scale that
is inaccessible to ethnographers. But this realization did little to change the
general aims of archaeology, and site formation processes remain an unfor-
tunate methodological hurdle that complicates archaeological research but
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that, with careful investigation, can be controlled for in order to reveal small-
scale behavioral events (Reid, Schiffer, and Rathje, 1975; Schiffer, 1976, 1987).

To this day, the view that pervades archaeological thought is that archaeo-
logical assemblages need only to be cleared of the distorting effects of site
formation processes and fleshed in with ethnoarchaeology or experimental
archaeology before they can be used as proxies of actual observations of in-
dividual behaviors (Holdaway, 2008). Indeed, the literature is filled with at-
tempts at isolating “living floors” and discrete synchronic behavioral episodes
using “ethnographic excavation” methods such as décapage (see Dibble et al.,
2016, for a list of examples).

And to this day, the principal source of archaeological research ques-
tions and interpretations remains anthropological theory, the bulk of which
is based on observations made in the ethnographic present (Lyman, 2007).
However we may view the processualist agenda—as naive, incomplete, or
simply wrongheaded—it cemented the view that archaeologists should inter-
pret their data in the frame of reference of cultural anthropology or of other
fields that study humans in contemporary settings. This view is evidenced by
the current trend for an individual-centered archaeology, which is marked
by a concern for the subjective experience of individuals, their intentionality,
their creativity, and their actions (e.g., Gamble, 1999; Gamble and Porr, 2005;
Hodder, 2000; M. L. Smith, 2010), and by the fact that the reconstruction of
past lifeways is still listed as one of the objectives of archaeology in textbooks
and classes the world over (Holdaway, 2008).

FACTOR 2. AN INCOMPLETE DEFINITION
OF UNIFORMITARIANISM

A widespread incomplete definition of the principle of uniformitarianism also
contributes to the view of archaeology as ethnography of the past. Unifor-
mitarianism refers to the assumption that there are universal principles that
apply irrespective of time and space (S. Gould, 1965). But many archaeologists
take uniformitarianism to mean that the archaeological record is the product
of the same processes that are observable in the present (the same mistake
was made by paleontologists; see S. Gould, 1965; Shea, 1982). This definition
of uniformitarianism is not wrong per se, but it is incomplete and misleading.
It is easy to conclude from it, mistakenly, that the archaeological record ought
to be explained in terms of the processes that are visible on a daily basis in the
ethnographic present (Bailey, 1981, 1983). This conclusion fails to acknowledge
the fact that different processes can act uniformly in time and space but at dif-
ferent rates. Not all the uniformitarian principles that affect human behavior
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(if they exist at all) have to be observable in the present. Some uniformitarian
principles may be operating too slowly, or over too wide a spatial scale, to
be detectable ethnographically (Bailey, 1981, 1983). The incomplete view of
uniformitarianism further compels archaeologists to force their data into the
frames of references of cultural anthropologists and other source disciplines
concerned with the study of human behavior in the present. Equally critical,
it also draws archaeologists away from studying slow-acting, large-scale pro-
cesses that cannot be reduced to short-scale ones.

FACTOR 3. AN ANTHROPIC BIAS

Archaeologists are also pulled toward short-term processes because of an an-
thropic bias. We all view and experience the world at the scale of a human
individual. It is natural for us to seek to explain the world in terms of those
processes that are the most familiar to us, that is, those that operate over time
scales shorter than our lives and over spatial scales smaller than those that
our social groups occupy. Naturally, this leads to the still strongly held belief
that the individual is the most, if not the only, relevant object of study (Bai-
ley, 2008). This pull of the familiar also makes it difficult for us to wrap our
heads around vast expanses of space and time. Processes that operate over
millennial or global scales are hard to grasp intuitively, feel foreign, and, as a
result, are less likely to become objects of scientific inquiry. The scale of the
archaeological record, in particular, is difficult to comprehend, and archae-
ologists have hardly been able to resist the psychological tendency to couch
their research, whether it is about a particular place, people, or even global
history, in the form of a linear story that unfolds in a way that is similar to
how the individual experiences time and is shaped by the same processes that
we can observe in our daily lives (Bailey, 1981, 2008; Clarke, 1968).

FACTOR 4: THE WAY ARCHAEOLOGISTS ARE TRAINED

Finally, the way archaeologists are trained shields them from having to recog-
nize the underdetermination problem.

First, most archaeologists have been taught, perhaps implicitly, to confirm
hypotheses instead of thinking of fieldwork as a quest for a smoking gun. In
fact, many archaeologists think of their research not as a hypothesis-driven
enterprise but rather as an interpretive one. The test of consistency allows
them to explain their data in terms of their favorite theory while ignoring
the fact that their interpretation is only one of a large set of equally consistent
explanations (Bailey, 1981, 1983; Stern, 1993).
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What is more, the test of consistency makes archaeologists prone to the
confirmatory bias and causes them to be deeply committed to their theoreti-
cal perspectives (chapter 1). Think how rare it is for a finding to ever have the
power to overturn one’s theoretical orientation (T. Murray and Walker, 1988).
It is even more difficult to resist confirmatory-biased thinking when one has
been trained in an environment in which mentors, reviewers, editors, and
peers all participate in interpretive, confirmatory research.

Second, archaeologists are not trained to think clearly about the quality of
their data. And they are not trained to consider all the different pathways by
which underdetermination can creep into their research programs. Whereas
archaeologists all know that their data are incomplete and distorted in some
ways, they tend to focus on one aspect of data quality instead of considering
the data’s scope, sampling interval, resolution, and dimensionality all together.

A focus on resolution, for instance, may lead archaeologists to overesti-
mate the number of processes that they can study and to fall back into the
underdetermination trap. An archaeologist may mistakenly conclude that she
can study a process that has been observed in the ethnographic record because
her site contains a sequence of fine-grained stratigraphic units. Or an archae-
ologist may argue that because small-scale events representing hours, or even
minutes, of activity time, such as a burial, the knapping of a stone implement,
or the butchery of an animal, are visible in the archaeological record, they can
be studied (Lucas, 2005). Along the same lines, one of the ways in which Pa-
leolithic archaeologists tend to respond to the mismatch between their theo-
ries and the quality of their data (when they respond at all) is to concentrate
on those exceptional locations with “ethnographic-scale” resolutions (S. Kuhn
and Clark, 2015) and so-called “living floors” (Dibble et al., 2016).

The problem with this is that exceptionally fine-grained resolutions are,
by definition, exceptionally rare and form a poor sample of the archaeological
record. More importantly, visibility does not mean studiability. Isolating the
causes behind an outcome requires more than observing the outcome. Fine
resolutions are necessary but not sufficient to study short-scale processes.
Even a series of cultural layers with extraordinarily fine resolution will, in all
likelihood, underdetermine short-scale behavioral processes, be it because
the intervals between them are too large or because the layers do not have the
dimensionality to control for the relevant covariates. What is more, the ar-
chaeological record can underdetermine its own resolution: a site or a context
that appears to represent an ethnographic snapshot may; in reality, have accu-
mulated over decades or centuries. Because of the forces of mixing and loss,
the possibility of false positives (e.g., two objects are interpreted as belong-
ing to the same small-scale event when they do not) or false negatives (e.g.,
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evidence that should have been there is missing) is always looming, even in
fine-grained contexts.

Another response of Paleolithic archaeologists to the mismatch between
theory and data is to accept the coarse-grained nature of the record and in-
terpret it in terms of repeated rounds of short-scale behavioral processes
(S. Kuhn and Clark, 2015). Positing that the variation between coarse assem-
blages is due to repeated rounds of some short-scale behavioral process does
nothing to solve the problem of a mismatch between theory and data. If two
processes are equifinal over short time scales, chances are that their long-
term effects are also equifinal. And even if two processes do lead to different
outcomes over the long term (perhaps because they operate at different rates),
coarser resolution also increases the chance that a third, a fourth, a fifth, or
many more additional and equifinal processes also operated and shaped the
data at hand.

Archaeologists also have minimal exposure to studies of large-scale pro-
cesses. Over the course of their careers, archaeologists see hundreds of exam-
ples of archaeological cases involving microscale, individual-level processes
but seldom any cases of truly large-scale ones. This makes it difficult for ar-
chaeologists to even conceive of what large-scale processes they could pos-
sibly study (Bailey, 2008). In addition, few efforts have been made to measure
empirically and quantitatively the different aspects of the quality of the ar-
chaeological record. This, in turn, makes it difficult to delineate the range of
research questions that can be answered properly. Understanding what qual-
ity of data we can reasonably expect from the archaeological record, and tak-
ing into account not just the resolution of our data but also its scope, its sam-
pling interval, and its richness, allow us to narrow down more rigorously, like
so many circles in a Venn diagram, the range of processes that archaeologists
ought to study. This, in turn, helps us define a more practical implementation
program for the search for long-term phenomena.

Finally, the archaeological community inhibits the recognition of the un-
derdetermination problem. Even if a young archaeologist were to free her-
self from the blinders of her training and recognize the underdetermination
problem in her research, there is little incentive for her to modify her research
agenda accordingly. A historical scientist facing data that underdetermine
their cause must remain agnostic about what that cause may be, and agnos-
ticism does not make for catchy papers. By insisting on remaining agnostic
about a past phenomenon, our young archaeologist would swim against the
tide of what the great British biologist C. H. Waddington (1977) calls the “Con-
ventional Wisdom of the Dominant Group.” She would frustrate her thesis
committee. She would publish fewer papers and in less prestigious journals.
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She would have a harder time finding an academic job and getting tenure.
Changing one’s research program to avoid an underdetermination problem
is a frequency-dependent strategy: when rare, it is a high-cost, low-benefit
strategy. This is even truer when funding agencies favor “useful” research that
provides solutions to contemporary societal problems, nudging archaeologists
to link the archaeological record to events that are observed in the present.

Paleontology Overcame the Same Underdetermination Problem

Like the proverbial frog in hot water, archaeologists have grown accustomed
to the underdetermination problem and to claims about the past that are
based on conjectures and leaps of faith. But the history of another field, pa-
leontology, tells us that it does not have to be that way. Like archaeologists,
paleontologists suffered an underdetermination problem that arose from a
mismatch between the quality of the fossil record and the theories they used
to interpret that record. But unlike archaeologists, they overcame their un-
derdetermination problem during the 1970s, as their field underwent an epis-
temological revolution (D. Sepkoski, 2005, 2012; ]. Smith, 1984).

Before this epistemological revolution, paleontology played a subordinate
role in biology. Like archaeologists, paleontologists had been trying to make
sense of the fossil record in terms of a microscale theory—in their case, evo-
lutionary biology. Ever since the modern synthesis of the 1940s, evolutionary
biology has been emphasizing changes in gene frequency as the main pro-
cess of biological evolution. Because of this, geneticists and other laboratory
biologists became the main players in the field. And since paleontologists
cannot recover direct evidence of genetic transmission in the fossil record,
they were relegated to the rank of cheerleaders, whose job was to discuss how
the fossil record is consistent with microevolutionary theory (J. Smith, 1984;
Valentine, 2009).

At the time, paleontologists were conducting two types of research. The
first type resembled archaeology’s cultural history; it consisted in recon-
structing the history of life on earth by mapping the spatial and temporal
distribution of fossil groups and phenotypic traits. The second type of re-
search was similar to archaeology’s explanation of history and consisted in
reconstructing the behavior and biology of fossil organisms to create some-
thing that a field biologist would recognize—living organisms (Turner, 2009,
2011). What were the members of this taxon eating? Were they nocturnal or
diurnal? Sociable or solitary? The different features of these fossil organisms,
and how they changed through time and space, were explained in terms of
evolutionary biology theory.
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With this research agenda, paleontologists made themselves unneeded
by biologists, playing only a “marginal role compiling a photo album of the
history of life on earth” (Princehouse, 2003, 6). Their reconstruction of the
history of life was deemed useful by the other biological disciplines, but their
explanation of this history in terms of microevolutionary theory was not. The
processes that paleontologists claimed to observe in the fossil record actu-
ally demanded a data quality that the fossil record could simply not provide.
Most of the processes described by evolutionary biology theory are better
observed among living organisms or in test tubes. For example, population
geneticists do not need paleontology to confirm the existence of a process
like the founder effect or to better understand how it works. But paleontolo-
gists’ confirmations of these microevolutionary processes were more than
unneeded: they were also unconvincing, as the fossil record underdetermines
microevolutionary processes. In addition, by confining themselves to an in-
terpretive and confirmatory agenda, paleontologists could not make theoreti-
cal contributions and propose novel evolutionary mechanisms of their own
(S. Gould, 1980; J. Smith, 1984). As John Maynard Smith (1984, 402) put it,
“the attitude of population geneticists to any paleontologist rash enough to
offer a contribution to evolutionary theory has been to tell him to go away
and find another fossil, and not to bother the grownups”

During the 1970s, however, the agenda of the discipline was transformed,
not only by the adoption of quantitative tools such as mathematics, simulation,
and statistics but also, and more importantly, by a new way of reading the fossil
record (S. Gould, 1980; Jablonski, 1999; D. Sepkoski, 2005, 2012). Paleontologists
began to look at the fossil record as a record of macroevolution rather than of
microevolution. In biology, the term “microevolution” denotes the processes
that are observable within the span of a human lifetime, while “macroevolu-
tion” refers to those that are observable on geological time scales (Dobzhansky,
1937). What the paleontologists who led the epistemic revolution did was to rec-
ognize that the quality of the fossil record is inadequate to study microevolution
and that expecting the fossil record to measure up to a programmatic agenda
designed by, and for, microevolutionists would always remain unproductive.
The only viable solution was to recalibrate their research interests to the quality
of the fossil record. In this recalibrated research program, the reconstruction of
the biology and the behavior of past organisms was largely replaced by a search
for macroevolutionary processes that operate above the species level, such as
extinction rates and species selection (Turner, 2009).

You may be surprised by how far this revolution went. Henry Gee, a Brit-
ish paleontologist and senior editor at Nature, notes that some paleontolo-
gists in the 1970s gave up on trying to understand the adaptive function of
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traits (why did birds start to fly?) or on trying to place fossils in a sequence
of ancestry and descent (did Homo sapiens evolve from Homo erectus?)—the
kind of questions that had been the bread and butter of the field for most of
the century (Gee, 1999; see also R. Smith and Wood, 2017, for a paleoanthro-
pological treatment of similar ideas). Given the quality of fossil data, Gee
notes, any adaptive scenario that links birds to flight is elusive and will remain
so for a long time, if not forever. This is not to say that natural selection is not
an important force that has shaped life on earth. Rather, it is to say that it is
impossible to identify in the fossil record the particular selective pressures
that led, say, some fish to grow legs.

Consider how hard it is to observe natural selection even in contemporary
organisms. While adaptations are ubiquitous in nature, the cases where natu-
ral selection has been seen in action in the wild are rare. Most often, biologists
can only collect data that suggest the presence of natural selection (Endler,
1986). This is because several conditions have to be met in order to isolate
the effect of natural selection from other processes, and these conditions are
hard to meet. To demonstrate the action of natural selection, a researcher
needs to show that Darwin’s three conditions for natural selection have been
met. First, the researcher needs to show that there is a superabundance of
individuals—that the environment cannot support the entire population and
that not every individual can reproduce with the same success (Darwin’s first
condition). The researcher also needs to document that phenotypic variation
among individuals exists and that it translates into variation in the individu-
al’s ability to survive and reproduce (Darwin’s second condition). Finally, this
phenotypic variation must be shown to be heritable (Darwin’s third condi-
tion). After showing that these three conditions are met, the researcher needs
to identify the source of the selective pressure and rule out alternative sources
of phenotypic variation, such as migration, all of which requires detailed
quantitative measurements of the environment and the study population—
over multiple generations.

The most famous and compelling case of natural selection in the wild
comes from a study of Darwin’s finches on Daphne Major, a Galapagos Is-
land, by Peter Grant and Rosemary Grant (1986). The insularity of Daphne
Major allowed the Grants to rule out migration as a source of phenotypic
change in their study population. What is more, the island possesses a simple
ecosystem, which facilitated the identification of the selective pressure that
acted upon the finch population: fluctuation in the availability of different
kinds of seeds caused by yearly changes in environmental conditions. What
is more, the population of Darwin’s finches on the island is small, so that it
was feasible for the Grants to collect precise quantitative data about the beak

printed on 2/13/2023 7:02 AMvia . All use subject to https://ww.ebsco.coniterns-of-use



EBSCOhost -

ARCHAEOLOGY AND UNDERDETERMINATION 159

morphology and the diet of most of the individuals in the population, over
20 consecutive generations. The Grants demonstrated that there is compe-
tition for resources, especially during the dry season, when food is scarce
and dominated by large, tough seeds (first condition). They also showed how
variation in beak morphology causes variation in the birds’ capacity to pro-
cess different kinds of seeds and, thus, to variation in survival (second condi-
tion). Finally, they were able to show that beak morphology is heritable (third
condition). Thus, in order to demonstrate that the beak morphology of Dar-
win’s finches is an adaptation to different kinds of seeds, the Grants collected
multidimensional data (among the dimensions measured: the beak morphol-
ogy of individual birds, their diet, their number of offspring, the availability
of different plant foods, the characteristics of different seeds) with a short
sampling interval (data points are separated by just a few months) and with
high resolution (the data were collected at a seasonal scale, shorter than one
finch generation). It would be impossible to obtain this kind of information
in the fossil record, which is why the fossil record underdetermines natural
selection and, for that matter, any other microevolutionary process.

The recalibration of paleontology’s research agenda can be interpreted as
an attempt to reduce the underdetermination problem by focusing on the
processes that can be observed in the fossil record, given its scope, its sam-
pling interval, its resolution, and its dimensionality. It is thus not surprising
that the recalibration was accompanied by an effort to better understand the
quality of the fossil record.

Paleontologists made the incompleteness of the fossil record an object of
study in itself (Turner, 2011), and discussions about the quality of the fossil
record have occupied a prominent place in the paleontological literature ever
since (e.g., Behrensmeyer and Chapman, 1993; Behrensmeyer, Kidwell, and
Gastaldo, 2000; Fursich and Aberhan, 1990; Jackson and Erwin, 2006; Kidwell
and Bosence, 1991; Kidwell and Flessa, 1996; Kidwell and Holland, 2002; Kow-
alewski, 1996; Kowalewski and Bambach, 2003; Kowalewski, Goodfriend, and
Flessa, 1998; Martin, 1999; Raup, 1979; Walker and Bambach, 1971).

Focusing on those processes that are actually observable in the fossil re-
cord, that are not merely the products of repeated rounds of microevolution
(Erwin, 2000; S. Gould, 1980; Jablonski, 1999; Turner, 2011), and that cannot
be studied by biologists in the laboratory or in the field allowed paleontol-
ogy to become a source of challenge and modification to evolutionary theory
(Princehouse, 2003) and, eventually, to be welcomed to the high table of evo-
lutionary biology (J. Smith, 1984).

Archaeologists can take inspiration from the success of the paleonto-
logical revolution. This does not mean that archaeologists should directly
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transpose paleontology’s agenda to the archaeological record, nor is it that
the fossil record and archaeological record are the same and that archaeolo-
gists should view artifacts as species. Rather, it means that, like paleontolo-
gists, archaeologists can solve the mismatch between the quality of their data
and their research program by changing their research program. This is how
archaeologists will take full advantage of the archaeological record and its
quality.
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Taking Advantage of the Archaeological Record

Despite more than 60 years of exhortations (e.g., Bailey, 1981, 1983, 1987, 2007,
2008; Barton and Riel-Salvatore, 2014; Binford, 2001; Dibble et al., 2016; Dun-
nell, 1982, 1984; Fletcher, 1992; Frankel, 1988; Garvey, 2018; Hawkes, 1954;
Holdaway and Wandsnider, 2008; Holdaway, 2008; Holdaway and Wand-
snider, 2006; Lyman, 2003, 2007; Meltzer, 2004; T. Murray, 1999; T. Murray
and Walker, 1988; Shennan, 2002; M. A. Smith, [1955] 1998; M. E. Smith 1992;
Stern, 1993, 1994; Vaquero, 2008), archaeologists are still primarily interested
in microscale processes that unfold over time scales of decades or less. Given
the quality of the archaeological record, archaeologists could not have picked
worse processes to study.

By emphasizing microscale processes, archaeologists are not only misus-
ing the archaeological record but also underusing it. Indeed, archaeologists
have yet to take full advantage of the archaeological record and its contribu-
tive value to the social sciences (beyond the contribution of cultural history).
To do that, archaeologists need to recalibrate their agenda to the quality of
the archaeological record. This recalibrated research program is very differ-
ent from the one that currently defines the field. It evacuates the study of
most individual-level processes and prioritizes instead two tasks: (1) the re-
construction of cultural histories and (2) the search for macroscale patterns
and processes in the global archaeological record.

Recalibrating archaeology’s research agenda is the only viable solution to
the underdetermination problem that plagues archaeology. Whereas techno-
logical breakthroughs and other methodological advances will continue to
expand the amount of information archaeologists can extract from the re-
cord, these gains will never change fundamentally its expected quality. At the
mercy of nature, archaeologists have to contend with the fact that there is a
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strictly limited amount of information about the human past that has been
preserved on the earth’s surface. This amount of information, and its quality,
set boundaries on the range of processes that can be studied. It is up to the
archaeologists to work within those boundaries or not.

The field’s agenda should also be adjusted for ethical reasons. The archae-
ological record is a finite resource, much like petrol. Segments of the record
already appear to be near depletion, as rates of discovery in a broad variety of
sites, such as Classic Maya monumental centers, European Upper Paleolithic
sites, proboscidean kill sites, and shipwrecks, are in decline (Surovell et al.,
2017). Before archaeologists go out to the field and destroy another portion
of the record, they should ensure that it is to answer a question that is (1) an-
swerable given the quality of the archaeological record and (2) unanswerable
given the data that have already been collected.

It falls on each and every archaeologist to evaluate, on a case-by-case ba-
sis, the match between the quality of their data and the phenomenon they are
interested in. Can I answer this research question beyond reasonable doubt?
Can I show that the traces recovered from the field are consistent with this
particular cause and this cause only? These questions are not easy to answer.
First, archaeologists need to think clearly about what hierarchical level they
need to work at, since some processes are observable at some levels and not
at others (chapter 2). For instance, the impact of conscription on gender di-
vision of household labor will be best observed with household-level data.
Then, archaeologists need to estimate the minimum and maximum scale over
which the process of interest can affect material culture. How quickly can this
process affect material culture? In the case of conscription and household
labor, the answer is probably days. And what would be the longest a pro-
cess takes to affect material culture? At the most, conscription would take
a year to affect household division of labor, such as when there is a seasonal
cycle to household labor. Similarly, the minimum and maximum spatial scale
over which the phenomenon is expected to affect material culture needs to
be estimated. The answer to all these questions will determine the scope, the
sampling interval, and the resolution scale that are needed to study the pro-
cess (see fig. 2.5). Finally, archaeologists need to build a list of competing ex-
planations for the pattern observed. For example, what, besides conscription,
could generate a lack of evidence for male-related craft production activities
in households occupied during a period of warfare? An absence of male-
related domestic craft production could be due to the fact that the assem-
blage analyzed happens to represent a season during which men do not par-
ticipate in household activities. Or it could represent a season during which
men’s and women’s contributions to craft production are the same. Another
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possible explanation is that the war affected the economy and resulted in a
dwindling demand for the goods produced by men. The impact of the war on
trade networks may also have affected the availability of raw material neces-
sary to produce the men’s craft goods. Or women may have taken over the
production of craft goods for cultural or social reasons that have nothing to
do with conscription. The list of competing explanations will determine what
covariates need to be measured in order to discriminate between the compet-
ing hypotheses and shield the result from false positives and false negatives.

Crucially, all these questions have to be answered without regard for what
can and cannot be expected from the archaeological record. If archaeologists
had access to a time machine, what kind of data would have to be collected in
order to convince the rest of the scientific community that their explanation
is necessarily superior to all the others? What would be the shortest scope,
the maximum interval, the minimum resolution, and the minimum set of di-
mensions that would allow them to answer their research question and avoid
the underdetermination problem? Only after having answered these ques-
tions should archaeologists ask themselves whether it is reasonable to expect
the archaeological record to provide this kind of information. If the process
of interest is a microscale one, and especially if it is derived from a source
discipline that studies humans or animals in the present time, the answer will
likely be no.

A New Program for Archaeology

If every archaeologist were to undertake the exercise above, we would witness
a major recalibration of the discipline’s core agenda. Archaeologists would
leave the study of individual-level microscale processes and move in two
opposite directions: toward fundamental cultural history and toward mac-
roscale patterns and processes.

Figure 7.1is a schematic illustration of the severity of underdetermination
for different types of research questions. On the left side of the spectrum are
low-level inferences and cultural history, which, as discussed in the previous
chapter, are not heavily underdetermined by the archaeological record.

Ever since the 1960s, archaeologists have been undervaluing cultural his-
tory (Lyman, O’Brien, and Dunnell, 1997) and have shown a much greater
concern for high-level explanations than for historical questions (Kintigh et
al,, 2014), as if, when it comes to important archaeological research, history
should take the back seat (Cobb, 2014).

In the new program for archaeology, cultural history returns to the front
seat. The reconstruction of cultural history is perhaps the single most important
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FIGURE 7.1: Schematic illustration of how, given the quality of the archaeological record, the severity of
the underdetermination problem varies as a function of the type of research question.

contribution that archaeology has to offer to the social sciences. Archaeolo-
gists are making useful contributions by describing, even in the most basic
manner, ancient cultures and lifeways and their distribution in time and
space: What were people eating? What technologies were they using? Where
did they acquire their raw materials? How fast did farming spread in Europe?
When was writing invented in Mesoamerica? Some of these historical ques-
tions do involve individual-level processes, but ones that sit at the bottom of
Hawkes’s pyramid (fig. 6.3) and that are commensurate with the quality of the
archaeological record. Over the years archaeologists have produced a wealth
of knowledge about the particular history of various populations, technolo-
gies, and other traditions that is truly novel and useful to researchers outside
archaeology. Just think of how our view of the human species is shaped by
the knowledge that for millions of years our ancestors were hunter-gatherers
and relied on chipped stone tools, and that agriculture and large-scale societ-
ies emerged independently in different regions of the world and did so only
recently. And more than just useful, cultural history accounts for nearly all
the epistemologically valid knowledge that archaeologists have produced.
The usefulness and the validity of cultural history are the reasons why the
archaeological studies that Science, Nature, and other high-impact interdis-
ciplinary journals publish are ones that advance our knowledge of cultural
history, especially those that push back the antiquity of cultural practices or
historical events (O’Brien, Lyman, and Schiffer, 2005).

After cultural history, underdetermination increases sharply when it comes
to high-level microscale processes—those that populate the theories from which
archaeologists borrow their concepts and explanations (fig. 7.1 and chapter 6).
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By focusing on microscale processes, archaeologists have been living be-
yond their epistemological means. The archaeological record, because of its
quality, demands that we abandon the study of such microscale processes or
at least make their study the exception instead of the norm. It demands that
we cease, altogether and for good, interpreting the archaeological record in
individual-level, ethnographic terms that a cultural anthropologist, a sociolo-
gist, or a field biologist would recognize. This is not because microscale pro-
cesses are uninteresting or unimportant. Nor is it because they do not operate
on material culture or that short-term events are invisible in the archaeo-
logical record. Rather, it is because the archaeological record is not a suitable
medium for stories that unfold over individual time scales: archaeologists
cannot, in most cases, isolate the action of individual microscale processes.
Archaeologists must accept the limitations of the archaeological record and
remain agnostic about how the vast majority of these microscale processes
played out in the human past.

On the right side of figure 7.1, beyond the peak of underdetermination,
lie macroscale patterns and processes. Macroscale patterns and processes are
those that operate so slowly that they become visible only over time scales
longer than 10° years and that, spatially, operate over continents, hemispheres,
or the entire planet.

When you observe the night sky, the stars appear to maintain fixed posi-
tions relative to each other, unlike the sun, earth’s moon, and the other plan-
ets of our solar system. But stars do move relative to each other; they just
do so very slowly. So slowly, in fact, that even today we can easily recognize
the same constellations that the astronomers of Bronze Age Babylonia saw
thousands of years ago, such as Leo and Taurus. The motion of stars was dis-
covered in 1718 by Edmund Halley, when he noticed that their positions in
the night sky were a fraction of a degree away from where the Greek astrono-
mer Hipparchus had placed them 1850 years earlier (Neugebauer, 1975). Thus,
whereas the motion of the stars relative to each other on the celestial sphere is
so slow that it is undetectable within the lifetime of any single astronomer, it
is detectable with measurements with the scope of 1850 years.

What comparable phenomena, undetectable in the ethnographic present,
influence human matters? We do not know, because scientists have rarely
searched for macroscale patterns in human culture. Much like a geologist
who wants to understand the forces that shape the earth but looks exclusively
at her backyard and ignores what is beyond it, social scientists try to under-
stand human behavior using an incredibly narrow observational window that
is usually limited to orders of <10 years and <10” kilometers. The archaeo-
logical record provides us with our only opportunity to expand the temporal
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scope of our observations to capture cultural processes that, like the motion
of the stars or tectonic drift, act so slowly that they are effectively invisible to
social scientists, with their noses so close to the ground.

Archaeologists have yet to explore systematically human material culture
at a macroscale. Indeed, the typical temporal scope of archaeological studies
ranges from 10* to 10° years (fig. 6.2), and their spatial scope is usually re-
stricted to a site, a region, or a physiographic province. What is more, archae-
ologists rarely work with a scope that is large both temporally and spatially,
even when they are purportedly conducting macroscale research (e.g., the
contributions in Prentiss, Kuijt, and Chatters, 2009). For instance, a long-
term, “macro” study may involve the occupational history of a cave site over
8000 years—a long temporal scope indeed but confined to a very narrow spa-
tial scope. At the temporal and spatial scope archaeologists currently work
with, the effect of any macroscale phenomena would be undetectable and
drowned by the noise generated by microscale processes, historical contin-
gencies, and the forces of mixing and loss reviewed in chapters 3 and 4.

The payofs of searching for macroscale principles in human culture could
be significant. Paleontologists have made some of their most important con-
tributions to the biological sciences by discovering patterns and processes
above the species level that were not predicted by the microscale Darwinian
theory. First, paleontologists leverage the vast scope of the fossil record to
estimate various parameters of biological systems, such as the typical rate of
evolution (e.g., Gingerich, 1983), with an accuracy that would be impossible
to achieve for field biologists, who have to contend with a much narrower
sampling universe. Paleontologists have also discovered several unexpected
patterns and trends in biodiversity at taxonomic levels above that of the spe-
cies. For example, in the early 1980s when David Raup and Jack Sepkoski first
got their hands on the Compendium of Fossil Marine Families, a database of
3500 fossil marine families that lived over the last 250 million years, one of
the first things they did was to plot the frequency of extinction against time.
Much to their surprise, they found that extinctions were not evenly distrib-
uted over time but, rather, clumped around marked peaks (D. Sepkoski, 2012).
Even more remarkable was the fact that the extinction peaks appeared to be
episodic: they occurred roughly every 26 million years (Ma). After checking
that their result was not an artifact of the lumping of fossil data into geological
stages, of errors in taxon identification, or of the “pull of the recent,” they pub-
lished their results (Raup and Sepkoski, 1982, 1984) and, in doing so, started
a longstanding debate that forced biologists to rethink how the history of life
unfolds over geological time scales. The idea of cyclical periods of mass extinc-
tion still holds today. In 2014 Adrian Melott and Richard Bambach, using an
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updated version of the Compendium of Fossil Marine Families that doubled
the temporal coverage of the original dataset and increased its sample size ten-
fold, revised the length of the cycle to 27 Ma. In addition, an even stronger sig-
nal of a 62 Ma cycle, apparently unrelated to the 27 Ma one, was also detected
(Melott and Bambach, 2014; Rohde and Muller, 2005) (fig. 7.2). What drives
this pattern is unknown—the smoking gun that would resolve this question
has yet to be found—but the working hypotheses include vertical oscillations
of our sun in the galaxy plane that modulate the flux of cosmic rays hitting
our planet (Medvedev and Melott, 2007), as well as the intriguing “Nemesis
hypothesis,” according to which our sun has a dark, yet-unseen companion
star that approaches the Oort Cloud of comets roughly every 26 Ma, pulling
comets toward the earth (M. Davis, Hutt, and Muller, 1984).

Could similar cycles in global cultural diversity lie, waiting, in the ar-
chaeological record? The idea may seem far-fetched, yet analogous phenom-
ena have already been observed in the historic records. The historian Peter
Turchin mined the historical records of agrarian states and, using spectral
analysis, discovered two periodic cycles of sociopolitical instability. The first
one, which he calls the secular cycle, is two to three centuries long and is
marked by waves of political instability and violence that are interspersed with
periods of peace and order (fig. 7.3). This secular cycle appears in all states for
which there is an accurate historical record, including those of Europe, the
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FIGURE 7.2: A 62-million-year cycle in fossil diversity. (A) The wiggly line shows the number of known
marine animal genera (n = 36,380) but with single occurrences and poorly dated genera removed. The
trend line is a third-order polynomial fitted to the data. (B) Same as A, with the third-order polynomial
trend removed. The trend line is a 62-million-year sine wave superimposed on the data. (Adapted from
Rohde and Muller 2005.)
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FIGURE 7.3: Secular cycles of sociopolitical instability in China. Secular cycles of sociopolitical instabil-
ity with a period of 200-300 years appear in the historic record of every agrarian state and are examples
of large-scale periodic cycles in human behavior. (Turchin 2012.)

Middle East, China, Southeast Asia, and the United States (Turchin, 2012).
The second cycle has a shorter period of about 50 years and, though not uni-
versal, appears in many different regions, including in the United States, where
outbreaks of political violence increased in frequency around 1870, 1920, and
1970 and, presumably, will do so again in 2020 (Turchin, 2012).

Paleontologists have also discovered macroscale processes, including novel
evolutionary forces such as species selection, whereby species-level proper-
ties, like geographic range or population structure, affect a lineage’s rate of
speciation and extinction (Jablonski, 2008), as well as biogeographic drivers
of global diversity that have shaped the history of life on the planet, such as
tectonic-plate movements (Valentine and Moores, 1970) and continental area
(Flessa, 1975).

Biogeography may also have shaped the course of human history. Jared
Diamond (1997) famously argued that the shape of continents influenced
the course of human societies in many important ways. He notes that ideas,
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crops, and technologies spread more easily between areas of the same latitude
than between regions at different latitudes and with different climates and en-
vironments. Thus, innovations spread more easily within continents that ex-
tend in an east-west direction than within continents that are aligned along
a north-south axis. This process, Diamond argues, explains why gunpowder
spread from China to western Europe in just a few centuries, whereas the
wheel developed in southern Mexico never reached the Andes. Diamond’s
biogeographic hypothesis is a good example of a potential macroscale driver
that operates over thousands of years and at a continental level, and that is
worth investigating archaeologically.

Likewise, biogeography drives linguistic diversity. There is a latitudinal
gradient in the density of human languages around the world (Mace and Pa-
gel, 1995; Nettle, 1998; Sutherland, 2003). Most of the world’s languages are
spoken near the equator, and language density falls as one moves away from
the equator and toward the poles. This pattern is not a simple function of
population density and holds true even when controlling for the area of coun-
tries. Amazingly, this latitudinal gradient in language is qualitatively simi-
lar to that found in mammal and bird species diversity such that areas with
high language diversity also have high bird and mammal diversity (Mace and
Pagel, 1995; Nettle, 1998; Sutherland, 2003), suggesting that the same factors
underlie both patterns.

If cyclical patterns and biogeographic drivers can be detected in the his-
torical and linguistic record, why shouldn’t they also be present in the global
archaeological record? For instance, does the shape and alignment of conti-
nents influence the rates of technological change? Are there biogeographic
contexts that favor cultural persistence or diversity? This kind of research
question falls under the umbrella of macroarchaeology.

MACROARCHAEOLOGY

Macroarchaeology—the search for macroscale phenomena in the archaeolog-
ical record—entails a different set of research questions than the one archae-
ologists are trained to ask. There are very few examples of macroarchaeologi-
cal studies in the extant literature, but we can draw parallels with paleobiology
and the related field of macroecology (Brown, 1995; Brown and Maurer, 1989;
Gaston and Blackburn, 2000) (fig. 7.4) to outline what a macroarchaeology
program would look like.

Like paleobiology and macroecology, macroarchaeology can be divided
into two components: (1) the search for macroscale patterns and (2) the
search for macroscale processes.
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EIGURE 7.4: Macroecology is a subfield of ecology that analyzes broad statistical patterns in taxa abun-
dance, distribution, and diversity (Brown, 1995; Brown and Maurer, 1989; Gaston and Blackburn, 2000).
Though it focuses primarily on spatial patterns (as opposed to temporal ones), it illustrates the kind of re-
search strategy that can be transposed to the archaeological record, with its focus on global databases and
variables that are not species specific, such as body mass, population density, area of geographic range,
and biodiversity. The graph on the left shows the effect of latitude on biodiversity. Each point represents
the number of avian families for birds in the New World. (Adapted from Gaston and Blackburn, 2000.)
The latitudinal richness gradient is one of the most consistent ecological patterns discovered by macro-
ecologists (Gaston and Blackburn, 2000). The graph on the right shows the area of geographic range as a
function of the latitude of the center of the range for North American land birds. (Adapted from Brown,
1995; Brown and Maurer, 1987.) The graph shows a general tendency for ranges to decrease with latitude.

Macroscale Patterns

Macroscale patterns are statistical signals that can be lumped into two catego-
ries: (1) temporal and spatial trends and (2) expected values.

The first category is self-explanatory. It includes temporal trends observed
over long temporal and spatial scales, such as the 62 Ma cycle in fossil diver-
sity mentioned above. Archaeologists could detect similar trends in the ar-
chaeological record. What would a plot of global cultural diversity over time
look like? For example, did the number of artifact types observed in the global
archaeological record increase over time? And if so, how did it increase? Lin-
early? Exponentially? At what rate? Did it ever reach an asymptote? Are there,
superimposed on this increase, periodic cycles in global cultural diversity?

The second category of macroscale patterns, expected values, is less famil-
iar to archaeologists. Expected values refer to the description of statistical dis-
tributions of global data in terms of central tendencies (e.g., average) and limits
(minimum, maximum). The description of statistical distributions is nothing
new: it is actually one of the fundamental goals of science. Indeed, much of
science is not so much about testing hypotheses as about measuring properties
such as the speed of light or rates of erosion and of genetic mutations.
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Archaeologists have yet to seize the opportunity of aggregating archaeologi-
cal contexts to measure the expected properties of various aspects of human
culture. Despite more than a century of scientific archaeological fieldwork, con-
ducted in every corner of the earth, archaeologists would still be hard-pressed to
answer even the most basic questions about material culture. If a sociocultural
colleague tells me that the people at her field site have been making ceramics
using the same type of decoration for 200 years, I do not know if this tradition
is unusually long-lived, unusually short-lived, or typical of the duration of hu-
man traditions. I may have some intuitions about it, I may be able to compare it
with the ceramic traditions in the region and the time period where I work, but
I cannot point her to a study that has measured the duration of cultural tradition
globally and systematically. I cannot tell her, for example, if her ceramic tradition
falls in the 30th or 50th or 8oth percentile of traditions in terms of its duration.

Archaeologists are in a unique position to accomplish the scientific task of
measuring the expected properties of human culture. As mentioned previously,
archaeologists, unlike other social scientists, have access to a vast observation
window. The ethnographic record represents only a sliver of human history,
and even an exhaustive survey of every human society currently living on the
planet would constitute but a small sample of the forms human culture can
take. What is more, it is unclear to what extent human societies today, in a
post—demographic transition, postindustrial, and post-Internet world, are rep-
resentative of past groups. Archaeologists can cast a much wider net, sampling
from a universe tens of thousands of years long, and tens of thousands of kilo-
meters wide, allowing them to measure the average properties of cultural sys-
tems with greater accuracy than any ethnographer could ever achieve.

Some of the fundamental properties of human material culture that archae-
ologists can measure include the following (see also Clarke, 1968; Shott, 2015):

o The pace and direction of cultural change

o The pace of change in material culture along linear dimensions (e.g., change
in height, thickness, surface area)

o The direction of change. Is change in one direction (e.g., toward smaller
size) more likely than change in the other direction (e.g., toward larger
size)? Is there a cultural equivalent to Cope’s rule of size increase (i.e., the
statistical trend toward larger body size over time discovered by paleon-
tologists; Benton, 2002; Stanley, 1973)?

o The pace of change in technological complexity. How fast do technologies
increase in terms of the procedural steps they involve (Perreault et al., 2013)
or in terms of the hierarchical depth and breadth of the manufacturing pro-
cess (Muller, Clarkson, and Shipton, 2017)?
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o The range and duration of archaeological types
o The geographic range of archaeological types
o The life span of archaeological types
o The shape of the temporal frequency distribution of archaeological types.
For instance, do types always rise in popularity at the same rate as when
they fall out of fashion?

All these properties are statistical signals that come into view at a hierarchical
level well above that of the individual. Rather than focusing on individual-level
responses, like much of normal archaeology (e.g., how do individuals typically
adjust their toolkit diversity in response to raw-material scarcity?), macroar-
chaeology is interested in the population-level properties that emerge out of
the interactions between thousands of individuals over multiple generations.

What is more, the search for macroscale patterns is independent of the
processes that underlie it, especially the individual-level ones. By nature, the
search for macroscale patterns is descriptive. All the properties listed above
can be measured while remaining agnostic about the suite of individual-level
processes that explain why the values observed are what they are. Yet, by sim-
ply measuring any one of these things, archaeologists can make themselves
useful and provide other disciplines with estimates for the quantities that are
in their theories and models.

An Example Let us look at the first property listed above, the pace of change
of material culture. Most anthropological theories assume, without hav-
ing ever tested the assumption, that cultural change is faster than biological
change. The faster pace of cultural change is thought to allow humans to adapt
to new environments more rapidly than other animals can, explaining why
humans thrive in most of the world’s terrestrial habitats. That cultural change
is faster than biological change may seem self-evident and trivial, but it is not.
First, remember that rates of change are inversely correlated with the time
interval over which they are measured (see chapter 4). Thus, our impression
that cultures change more rapidly than species could be due to the fact that we
observe the objects that surround us—our cars, phones, and computers—on
a daily basis, whereas when we think of biological change we tend to think of
the fossil record with its intervals of millions of years. Second, the archaeo-
logical and the historical records are filled with traditions that have remained
stable over hundreds and sometimes thousands of years, whereas biologists
have observed, both in the laboratory and in the wild, significant phenotypic
change over time periods of decades or less. At the very least, the distributions
of cultural rates and biological rates of change overlap. And third, science is
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not about intuitions and impressions—we want to measure things, not just
estimate them qualitatively.

Measuring the pace of cultural change in the ethnographic record is dif-
ficult. The pace of change of any particular tradition will depend on a host of
microscale factors and contingencies that make any results difficult to gener-
alize. What is more, rates of technological change as seen in the ethnographic
present may have been affected by recent developments such as the printing
press, universities, or the economic market system and as such may not be
representative of rates during prehistory. It is much easier, however, to col-
lect a sample of cultural rates of change in the archaeological record that is
large enough to allow us to average over the effect of microscale factors and
contingencies. This is precisely what I tried to do when I studied the rates
of change in technologies in the archaeological record a few years ago (Per-
reault, 2012). In that study, I assembled hundreds of data points sampled from
a universe that comprised the whole North American continent and the last
10,000 years. Using this large dataset, I answered two questions: (1) how fast,
on average, material culture changes; and (2) how the pace of cultural change
compares with the pace of biological change. Figure 7.5 shows the rates of
change in material culture from the archaeological record and the rates of
biological change in the fossil and historical record, both measured in dar-
wins, d (see chapter 4).

The data suggest that the expected pace of change in the linear dimension
of technologies (e.g., length, width, thickness) over a 1-year period is about
21,989 d (about 0.22%) (Perreault, 2012, fig. 2). To compare cultural rates and
biological rates, I controlled for the generation time of the species in the
sample, since species with shorter generation time evolve, on average, more
rapidly than species with a longer life span. When controlling for the effect
of generation time, I found that the pace of cultural change is faster than the
pace observed in the fossil record by a factor of "% = 49.8 (fig. 7.5). Thus,
cultural evolution is faster than biological evolution over all observation time
intervals, including time intervals that are equal to or shorter than the gen-
eration time of humans. In the biological world, species either evolve rapidly
but die young or live longer but evolve slowly. What figure 7.5 demonstrates is
that culture frees humans from the generation time constraints and gives us
the best of both worlds: culture allows us to evolve over very short time scales
that are normally accessible only to species with a very short life span, while
at the same time letting us enjoy the benefits of being a species with a long
life history, investing in large bodies, big brains, and long childhoods. This
is what makes humans such a successful species (at least so far) and why we
have come to dominate so many of the world’s ecosystems.
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FIGURE 7.5: Rates of cultural change (circles, n = 573) and of biological change (squares, n = 283) as seen
in the archaeological and fossil record. (Adapted from Perreault 2012. See the original article for details
on the linear regression models fitted to the two groups of data points, but note that the scale here has
been changed from a natural log scale to a log 10 scale.) The difference between the intercept of the two
linear models is 1.698.

This study is only a preliminary step toward a full research program on
rates of cultural change. A larger sample that includes rates from all around
the world and from a wider temporal scope would not only offer us a more
accurate and precise estimate of rates of change but also allow us to detect
potential patterns in the pace of cultural change over time and space.

And note that this rate study does not try to explain why the rates of change
of individual technologies are what they are. Instead, it seeks to average over a
vast number of technological traditions and their microscale determinants in
order to pick up a statistical signal, that of the typical pace of change of the ma-
terial culture produced by humans. In doing so, it provides other disciplines
with a useful quantity that they can incorporate in their theories and models.
At the time of this writing, 95% of the publications citing the study are from
fields outside archaeology, most predominately psychology, cognitive science,
and biological anthropology, but also economics, genetics, animal behavior,
ecology, computer sciences, physics, history, sustainability, religious studies,
musicology, medical research, and, of all things, rural sociology.
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Macroscale Processes

In addition to macroscale patterns, archaeologists can also identify mac-
roscale processes that are invisible to cultural anthropologists. Macroscale
processes are large-scale drivers of macroscale patterns. Like microscale pat-
terns, they operate at a hierarchical level above that of the individual. As such,
they cannot be reduced easily to microscale processes—no more than human
behavior can be easily reduced to molecular interactions between the cells
in our bodies. This means that unlike microscale processes, macroscale pro-
cesses cannot generate variation among the individuals of the same group.
Instead, macroscale processes generate variation that is detectable only over
thousands of years or thousands of kilometers. Examples of research ques-
tions about macroscale drivers include the following:

o External drivers
o Geography
« Do the shape and the size of continents affect cultural diversity, cultural
complexity, or rates of change?
« Does latitude affect the life span of archaeological types?
« Does latitude affect the geographic range of archaeological types?

o Global climate

o Do fluctuations in global climate cause changes in global cultural diversity?

o Does climate affect cultural complexity?

o Does climate influence the life span and geographic range of archaeologi-
cal types?

« Does the orientation of a continent’s major topographic features (e.g.,
north-south in North America, east-west in Europe) affect the orienta-
tion of cultural geographic ranges, as it does for the range of land birds
and terrestrial mammals (Brown and Mauer, 1989)?

o Are there climatic factors (e.g., temperature, precipitation) that affect
cultural traditions more than others?

o Does the effect of climate change rate differ from the effect of absolute climate?

o Internal drivers
o Subsistence
o Was the advent of agriculture accompanied by changes in macroscale
trends, such as a change in the typical duration of cultural traditions or in
cultural diversity?
o Technology
« Did the advent of new materials, such as ceramics and metals, affect the
life span of cultural types? Did it affect global cultural diversity?
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o When a new technology arises (e.g., the bow and arrow), is the diversity
in form concentrated in a particular part of the history of the technology
(e.g., the beginning)? And if so, at what pace does the winnowing of less-
efficient types occur (e.g., Lyman, VanPool, and O’Brien, 2009)?

Quasi Examples At present, it is difficult to find an example of a study that
seeks to answer questions like the ones above. Social scientists, including ar-
chaeologists, have shown little interest in macroscale processes. And even if
they did, the global archaeological database needed to answer these questions
does not exist yet.

But there are studies that, in spirit, come close to this approach. For in-
stance, Lyman, VanPool, and O’Brien (2009) analyzed changes in diversity
types of North American projectile points—a macroarchaeological endeavor
indeed, even though they looked at a small dataset comprising six sites from
the western United States. Another quasi example comes from the discovery
of the Neolithic demographic transition. Jean-Pierre Bocquet-Appel (2002,
2009, 2011; Bocquet-Appel and Naji, 2006) examined the demographic com-
position of Neolithic cemeteries and found that the spread of farming led
to an increase in fertility of populations around the world. The bioarchaeo-
logical marker of increased fertility and population growth is an increase in
a population-level property of its skeletal population: the frequency of 5- to
19-year-old individuals relative to the frequency of individuals 5 years old
and older. Obviously, the age structure observed in any particular cemetery
will be a function of many different factors, including historical contingen-
cies, microscale processes, and forces that shape the quality of the archaeo-
logical record, including the span of time over which the cemetery was used.
To circumvent this problem, Bocquet-Appel sampled from a wide scope and
assembled a large dataset of 133 cemeteries with at least 50 skeletons. Tem-
porally, the scope of his dataset is almost 9ooo years, as the age of the oldest
cemetery in his sample is ~9000 BCE and the age of the youngest is ~350 BCE.
Spatially, the scope of his sample is equally impressive, as the cemeteries come
from the whole Northern Hemisphere—North America, Eurasia, and North
Africa (Bocquet-Appel, 2002, 2009; Bocquet-Appel and Naji, 2006). By plot-
ting the proportion of juveniles in the cemeteries against the years since the
advent of farming in the region (fig. 7.6), Bocquet-Appel found that over the
first 1000 years following the beginning of farming in a region, the proportion
of juveniles in the skeletal population increased to 28% from 20%, on average.
By using a relative chronology (the time elapsed since the advent of farming in
a region) instead of an absolute chronology (i.e., the absolute age of the cem-
eteries), and by averaging over a large number of cemeteries, Bocquet-Appel

printed on 2/13/2023 7:02 AMvia . All use subject to https://ww.ebsco.coniterns-of-use



EBSCOhost -

TAKING ADVANTAGE OF THE ARCHAEOLOGICAL RECORD 177

was able to pick up the faint signal of the Neolithic demographic transition.
The vast dispersion of the data points in figure 7.6 is testimony to the noise
generated by the hundreds of processes that operate at an individual level and
influence individual fertility or that shape the quality of individual archaeo-
logical contexts. Had Bocquet-Appel worked with a smaller sample of, say, 10
cemeteries, he would have observed only statistical noise. The demographic
shift discovered by Bocquet-Appel represents a major social and economic
transition in the history of our species and a genuinely novel archaeological
contribution to our understanding of how human populations were affected
by farming.

The case of the Neolithic demographic transition is a good example of
how a macroscale driver, the advent of farming, can be linked to a weak sta-
tistical pattern that is buried in noisy archaeological data and revealed by
sampling from a universe that encompasses thousands of years and multiple
continents. But Bocquet-Appel’s work on the demographic transition differs
from the macroarchaeological program outlined here owing to its bioar-
chaeological nature. The markers used in bioarchaeology typically have a re-
stricted number of competing biological explanations. Here, the link between
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FIGURE 7.6: The Neolithic demographic transition is signaled by an increase in the proportion of
skeletons of 5- to 19-year-old individuals relative to all skeletons of individuals 5 or more years old within
1000 years after the advent of farming at a location. The data (n = 133) come from cemeteries across the
Northern Hemisphere. The line represents a locally weighted least squares regression (LOESS) fitted to
the model. (Modified from Bocquet-Appel, 2011.)
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the pattern observed—a change in the relative proportion of different age
groups—and its putative driver, the arrival of farming, could be reduced to
an individual-level process, an increase in fertility. In the case of cultural
remains, however, linking a macroscale pattern to a particular microscale
mechanism will always be more challenging.

APPLYING THE MACROARCHAEOLOGY APPROACH

Macroarchaeology is concerned with the characterization of statistical pat-
terns of rates of cultural change, abundance, distribution, and diversity and
with the explanations of these patterns in terms of macroscale drivers such as
climate change and biogeography. This research program demands a research
strategy that differs from normal archaeology in several ways:

1. A narrow set of research questions. Macroarchaeology, like paleobiology
and macroecology, intentionally sacrifices the details and much of the infor-
mation contained in the archaeological record in order for the big picture to
emerge. It is about the forest, not the trees. And studying the forest means ask-
ing a narrow, but deep, set of research questions.

A single-minded focus on a set of questions that is limited and restrained
by design is a defining feature of successful disciplines (Upham, 2004). In
paleobiology and macroecology, such restricted sets of questions have blos-
somed into full-fledged, rich, and busy research programs. By pruning merci-
lessly its research agenda and by making the search for macroscale principles
one of its main tasks, archaeology can shed its dizzying patchwork of theories
and research questions and hopefully rise on the academy’s ladder.

2. A program centered on archaeological entities. In the questions that it asks,
macroarchaeology is material-culture-centric, as opposed to individual- or
behavior- or social-centric. Its primary interest is in archaeological entities and
their distribution in time and space. As such, it has more in common with Da-
vid Clarke’s Analytical Archaeology (1968) than it does with the contemporary
and much more influential New Perspectives in Archaeology edited by Lewis
Binford and Sally Binford (1968). Whereas the latter argues that archaeologists
ought to study social, economic, ecological, and ideological processes, Clarke’s
approach is centered on artifacts and is concerned with the birth, growth, and
death of archaeological entities. “Archaeology as archaeology” is a more ap-
propriate motto for macroarchaeology than the “archaeology as anthropology”
that has been the rallying cry of the field for six decades (Shennan, 1989).

It would be wrong, however, to see in macroarchaeology an attempt to de-
humanize the past—one of the main criticisms raised against time perspec-
tivism (Bailey, 2008). Macroarchaeology does not dehumanize the past any
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more than the astrophysicist who studies the shape of galaxies “de-atomizes”
the universe, the field biologist who researches whale feeding behavior “de-
geneticizes” the animal world, or, to use one of Bailey’s examples, the pa-
leobotanist reconstructing Pliocene vegetational history “de-botanizes” the
study of ancient plant life by failing to demonstrate that Pliocene plants used
photosynthesis for energy (Bailey, 2008, 23). It would be surprising if prehis-
toric people did not live rich lives in which social norms, culture, perception,
identity, power, and agency played crucial roles. But not everything that may
have conceivably taken place in the human past can, and ought to, be re-
constructed (Bailey, 2008). Like time perspectivism, macroarchaeology does
not move away from an individual-centered research program for dogmatic
reasons; rather, it does so out of epistemological necessity.

In the preceding sections, I have focused on one of the most basic units in
archaeology, the artifact type. The artifact types that macroarchaeology is pri-
marily interested in are the sets of homogeneous populations of artifacts “that
share a consistently recurrent range of attribute states” (Clarke, 1968, 206) and
that have a unique spatiotemporal range and represent heritable continuity
and cultural traditions (Lyman, VanPool, and O’Brien, 2009; O’Brien and Ly-
man, 1999). Such units have already been constructed by archaeologists to
measure time, and they can be repurposed for the task of macroarchaeology
(Lyman, VanPool, and O’Brien, 2009; O’Brien and Lyman, 1999). I set aside
here the methodological issues surrounding the creation of archaeological
types because they have been discussed at length elsewhere (e.g., Clarke, 1968;
Dunnell, 1971; Lyman, VanPool, and O’Brien, 2009; O’Brien and Lyman, 1999,
2002, 2003), but it is worth emphasizing that macroarchaeology does not re-
quire an essentialist view of types, no more than the analysis of fossil diversity
shown in figure 7.2 implies that species are essential objects.

Macroarchaeology, however, can encompass analytical units constructed
at a variety of other hierarchical levels. Although the effect of mixing and
loss on correlations in archaeological contexts would complicate such an
analysis, macroarchaeology could be applied to the study of archaeological
culture—that is, those sets of types that consistently appear together in as-
semblages within a limited geographic area (Clarke, 1968, 247). For example,
archaeologist Katie Manning and her colleagues (Manning et al., 2014) have
collected chronometric data about the archaeological cultures of Neolithic
Europe. While their primary goal was to refine the chronology of these cul-
tures, they also discovered an interesting macroscale pattern in the shape of
the temporal frequency distribution of radiocarbon dates of the cultures: they
are normally distributed, much like the waxing and waning popularity of ar-
chaeological types or even of marine invertebrate genera (Foote, 2007). Some
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follow-up questions to this finding include whether or not the archaeological
cultures in other parts of the world also rise and fall following a Gaussian pat-
tern, but also the same set of macroarchaeological questions that can be asked
about archaeological types: questions about their duration, their geographic
range, as well as about the external and internal drivers of global diversity in
archaeological cultures.

3. General properties. Macroarchaeology analyzes general properties that
can be measured, at least theoretically, at any given point in time and space
in the human past. Archaeologists are used to building datasets with time-
specific, place-specific, or technology-specific variables: lithic data, zooar-
chaeological data, ceramic data, household architecture data, and so on. In
contrast, macroarchaeology is about drawing inferences from the statistical
distributions of variables among many different traditions and technologies
from different times and places. The difference between normal archaeol-
ogy and macroarchaeology is analogous to the difference between a zoologist
studying bat echolocation systems (a trait that is species-specific since not
every species has a capacity for echolocation) and a macroecologist analyzing
the geographic range of terrestrial species (a trait that is not species-specific
since every species has a geographic range). Some of the general analytical
variables of interest to macroarchaeology include temporal ranges, geographic
ranges, diversity, complexity, rates of change, rates of appearance, and rates
of disappearance.

These variables have the advantage of being observable directly in the ar-
chaeological record. In contrast, the variables that populate normal archaeol-
ogy, even those that are general and universal, are based on indirect proxies
in material culture. For instance, a comparative study of complex societies
may look at the relationship between variables such as population size, num-
ber of administrative levels, social network topology, or wealth redistribution
mechanisms—all measurements that are based on unverified and unverifi-
able inferences.

4. Large databases with wide spatial and temporal scope. The “macro” in
macroarchaeology refers, first and foremost, to its scope (as opposed to the
hierarchical level of the analytical units, as it is sometimes used; see, e.g.,
Prentiss Kuijt, and Chatters, 2009). Macroarchaeology takes a 10,000-miles
view of the archaeological record. This translates into datasets that have a
much larger scope than archaeologists typically analyze. In fact, by embrac-
ing macroarchaeology, archaeologists would be doing the very opposite of
what they have been trying to do for years: moving as far away as possible
from an ethnographic scale of analysis.
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The secret to paleontologists’ success was the “crunching of the fossils”
(D. Sepkoski, 2012; Turner, 2009), that is, the analysis of global multitaxa da-
tabases. Starting in the 1970s, Jack Sepkoski started to assemble the Compen-
dium of Fossil Marine Families (J. Sepkoski, 1982), the first global and com-
prehensive database of fossil marine animals. The database was simple—it
contained the times of origination and extinction of the different families of
marine animals. Yet, the database was enough to identify several temporal
trends in biodiversity and extinction rates. Today, the database exists under
the name of Paleobiology Database (www.paleobiodb.org) and contains hun-
dreds of thousands of data points. It is this database that has allowed pa-
leontologists to replace the interpretation of the history of individual taxo-
nomic groups in microevolutionary terms by a true search for macroscale
patterns in biodiversity. Archaeologists too can build global archaeological
databases—large databases that pool together hundreds of analytical units
drawn from a vast sampling universe, with a scope that is on the order of at
least 10° years and 10’ kilometers or, ideally, that encompasses the global ar-
chaeological record, both spatially and temporally.

Macroarchaeology and Underdetermination

Macroscale patterns and processes are less likely to be underdetermined by
the archaeological record than microscale ones. The macroscale patterns ob-
served are less likely to be false ones, and the macroscale processes identified
are more likely to be the right ones.

First, the number of hypotheses that compete at a macroscale is smaller
than at a microscale. As the temporal and spatial scale at which a pattern
emerges increases, the number of processes that can explain the pattern de-
creases. For instance, there are a myriad of possible explanations for the func-
tion of a plaza in an ancient city or for why two prehistoric houses differ in
size. But there are few explanations for, say, millennial-scale fluctuations in
global cultural diversity over the last 500,000 years. Similarly, in Bocquet-
Appel’s study of the Neolithic demographic transition described above, a dif-
ference in the age ratio between two cemeteries may be due to a plethora
of factors (the temporal resolution of the cemeteries, migration, changes in
social norms, short-term fluctuation in climate, or sample size). But a similar
pattern observed across more than one hundred cemeteries spread across the
entire Northern Hemisphere can be accounted for by very few factors besides
something like the advent of farming. Indeed, any explanation has to be com-
mensurate with the time and spatial range of the pattern observed. Just as the
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emergence of complex societies over the last five thousand years happened
too late in human history to have been solely the result of individual-level
psychological processes or population growth (Richerson and Boyd, 2005),
most processes known to the social sciences operate too rapidly to viably ex-
plain macroscale archaeological patterns.

The second reason why macroarchaeology reduces the underdetermi-
nation problem is that global archaeological databases would have a qual-
ity that is commensurate with macroscale patterns and processes. A global
archaeological database would have the scope necessary to make macroscale
phenomena visible (chapter 2). And just as important, it could act as a low-
pass filter that cancels the noise generated by microscale factors. The noise-
canceling property of global databases hinges on the virtues of low-resolution
data. When studying microscale processes, the time averaging and space av-
eraging of archaeological assemblages are a nuisance. But when it comes to
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