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Preface

A virtual conference on computational science (VCCS-2017) was organized online
from 1st to 31st August 2017. This was the fifth virtual conference which was started in
2013. The month of August was chosen to commemorate the birth anniversary of
Erwin Schrödinger, the father of quantum mechanics, on 12th August.

There were 25 presentations for the virtual conference with 110 participants from
15 countries. A secured platform was used for virtual interactions of the participants.
After the virtual conference, there was a call for full papers to be considered for
publication in the conference proceedings. Manuscripts were received and they were
processed and reviewed as per the policy of De Gruyter.

This book is a collection of the eleven accepted manuscripts based on density
functional theory method. These manuscripts cover a range of topics from funda-
mental to applied science using computational methods. Chowdhury and Jana stu-
died the optical properties of monolayer BeC under an external electric field. Rhyman
et al. performed computations on the derivatives of Favipiravir as potential drugs for
Ebola virus. Gümüş and Gümüş investigated the structural and electronic properties
of a series of dicyano dibenzo[f,h]quinoxaline using different functionals and the
6-311+G(d,p) basis set. Mulwa and Dejeune synthesized and investigated γ-Al2O3:
Ce3+Cu2+ as a phosphor material. Dhar and Jana analyzed the optical properties of
defected germanene mono-layer. Gulati and Kakkar studied on the storage and
adsorption capacities of gases on metal-organic frameworks. Ouma and Meyer
probed the metastability of the boron-vacancy complex in silicon. Kavitha et al.
explored the molecular structure and vibrational spectra of 2-(4-bromophenyl)-3-
(4-hydroxyphenyl)1,3-thiazolidin-4-one and its selenium analogue. Kuznetsov stu-
died the complex formation between the core-modified ZnP(X)4 (X=P and S) without
any substituents or linkers and semiconductors Zn6S6 nanoparticles. Palafox ana-
lyzed the scaling procedures to improve wave numbers of vibrational spectra. Sekar
et al. reported on the substituent effects on linear and nonlinear optical properties of
fluorescent (E)-2-(4-halophenyl)-7-arylstyrylimidazo[1,2-a]pyridine.

I hope that these chapters will add to literature and theywill be useful references.
To conclude, VCCS-2017was a successful event and I would like to thank all those

who have contributed. I would also like to thank the Organising and International
Advisory committee members, the participants and the reviewers.

Prof. Ponnadurai Ramasami

https://doi.org/10.1515/9783110568196-201
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Suman Chowdhury and Debnarayan Jana

1 Optical properties of monolayer BeC under
an external electric field: A DFT approach

Abstract: BeC, a two-dimensional hypercoordinated nanostructure carbon compound,
has been the focus of the nanoworld because of its high value of dynamical stability,
in-plane stiffness, carrier mobility and the existence of band gap. In this work, we have
explored the electronic and the optical properties of this material under the influence
of static external perpendicular electric field within the framework of density
functional theory. Under the influence of a uniform electric field, the band gap changes
within themeV range. The electron energy loss function study reveals that thismaterial
has optical band gaps which remain constant irrespective of the applied electric field
strength. The optical property also exhibits interesting features when the applied field
strength is within 0.4–0.5 V/Å. We have also tried to explain the optical data from the
respective band structures and thus paving the way to understand qualitatively the
signature of the optical anisotropy from the birefringence study.

Keywords: electronic properties, optical properties, density functional theory

1.1 Introduction

The era of two-dimensional (2D) materials has started through the experimental
discovery of graphene in 2004 [1–5]. It has attracted the scientific community because
of its unusual and exotic properties. For an example, the charge carriers in graphene
move at a very high speed due to its linear dispersion relation at the K point on the
Brillouin zone (BZ). So, it is natural to think of using pure graphene in the electronic
industry. But because of its zero band gap at the Fermi energy, its use in electronic
industry as a switch is restricted. So, opening of band gap with suitable order of
magnitude in graphene has been an important key issue in the study of 2D materials.
Various possible ways have been predicted to open band gap in graphene: by B-N
doping [6–9], by chemical functionalization [10–12] and by applying strain [13].
Topological defects like Stone–Wales defects and local defects like voids can also
alter the electronic structure of graphene significantly [14–16].

It is now clear that pristine graphene can no longer be used as a switch. One has to
break the sublattice symmetry in a controllable manner. In all the previously men-

This article has previously been published in the journal Physical Sciences Reviews. Please cite as:
Chowdhury, S., Jana, D. Optical properties of monolayer BeC under an external electric field: A DFT
approach Physical Sciences Reviews [Online] 2018, 3. DOI: 10.1515/psr-2017-0162

https://doi.org/10.1515/9783110568196-001
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tioned ways, opening up of band gaps occur but rather in an uncontrollable way.
Applying a tunable external electric field can be an effective viable way to control this
band gap opening problem in graphene. Here again the problemwith graphene is that,
its sublattice symmetry is not broken due to the application of an external electric field.
It is due to its intrinsic planarity in the structure. After few years of the discovery of
graphene, a new 2D material has been predicted which is the graphene analog of 2D
silicon, named as silicene [17–21]. Later, it has been experimentally realized [22] on
silver (Ag) surface. Silicene possesses similar properties of that of graphene apart from
the fact that it has an intrinsic buckling in the structure. Kamal et al. [23] have studied
the electronic and optical properties of a transverse external static electric field on
silicene. Their studies have also been corroborated by other groups [24–26].

Carbon being the backbone of organic and biochemistry, in most cases, the carbon
atoms are found to be hypercoordinated. So, the search for materials having hyper-
coordinated carbon atoms is very crucial for the development of these two fields [27–29].
After the suggestion put forward by Hoffmann et al. [30] that electronically planar
tetracoordinated carbon could be stabilized, several hypercoordinated carbon com-
pounds have been identified both theoretically and experimentally [31–33]. In order to
stabilize the hypercoordinated carbon, beryllium has been found to be an ideal ligand
[34]. Many planar hypercoordinated carbons have been found to be beryllium stabilized
[35–37]. Recently, some 2D nanomaterials have been proposed such as Be2C and Be5C2

with quasi-planar hexa- as well as pentacoordinated carbons [38, 39].
Very recently, a new 2Dmaterial (BeC) has been predicted by Liu et al. [40] which

is composed of beryllium (Be) and carbon (C) that are found to be semiconducting in
its pristine form. They have used global particle-swarm optimization method to find
its dynamical stability (up to 2000 K), in-plane stiffness (145.54 N/m), carrier mobility
(⁓104cm2V�1s�1) and indirect band gap of 1.01 eV. These data make BeC a suitable
candidate in electronics and photoelectronics industry. Motivated by the huge poten-
tial of BeC, here we have studied the electronic and optical properties of BeC under
the influence of a uniform transverse static external electric field through first
principles density functional theory (DFT).

1.2 Computational details

All the calculations have been performed within the framework of DFT [41–43], using
generalized gradient approximation (GGA) according to Perdew–Burke–Ernzerhof
(PBE) [44] parametrization which is implemented in the SIESTA [45–47] code. Well-
tested Troullier–Martins [48] norm conserving pseudopotentials have been adopted in
a fully separable form of Kleinman and Bylander for all the elements. Double ζ
polarized basis set is employed throughout the calculation. The sampling of the BZ
has been done using a 10× 10 × 1 Monkhorst–Pack (MP) [49] of k points. But the PDOS
calculation has been performed by using 60× 60× 1 MP of k points. A 300 Ry mesh
cutoff has been used for the expansion of the reciprocal space of the total charge

2 1 Optical properties of monolayer BeC
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density. During the iteration process, the diagonalization method is used. All the
doped structures are optimized by minimizing the forces on each atom below
0.02 eVÅ �1 using the standard conjugate-gradient (CG) technique. The criteria of
convergence for the energy of the self-consistent field is set to be 10�5 eV. All the
systems are simulated with a 15 Å of vacuum perpendicular to the 2D surface to avoid
the artificial interaction between the images. The static external electric field has been
applied perpendicular to the plane of the sample. In Figure 1.1, we have depicted the
top and side views of the monolayer BeC structure under the influence of an externally
applied static perpendicular electric field. Besides, the optical properties have also
been studied and an attempt has been made to interpret the result from the respective
band structures. The imaginary part of the dielectric function �2ðωÞ in the long
wavelength limit (q ! 0), which denotes the real transition between the occupied
and unoccupied electronic states, is calculated from first-order time-dependent per-
turbation theory [7, 19, 20, 50, 51]:

�2ðωÞ ¼ 2e2π
Ω�0

X
k;v;c

j <ψc
kju:rjψv

k > j2δðEc
k � Ev

k � ωÞ

where Ω is the unit cell volume, �0 is the free space permittivity, ω is the photon
frequency and ψc

k, ψ
v
k are the wave function of the conduction band (CB) and the

valence band (VB) respectively. u and r represent, respectively, the polarization and

Bond

B3

B2

B1

C1

C2

C3

1.39 1.391.79 1.79 2.31 2.31Length(Å)

C1-C2 C1-B1 C3-B3 B1-B2 B2-B3C2-C3

Figure 1.1: (Left panel) Top view and side view of the monolayer BeC structure. The red and blue balls,
respectively, denote the carbon and the beryllium atoms. The unit cell is denoted by the green-
colored box. The bonds and the corresponding bond lengths are also shown.
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the position vector of the electromagnetic (EM) field. The real part of the dielectric
function (�1ðωÞ) can be obtained from �2ðωÞ by using Kramers–Kronig relation [52, 53].
The complex refractive index (N) is related to the complex dielectric function by the
relation N ¼ ffiffiffiffiffiffiffiffiffi

�ðωÞp
. From this relation, the real (nðωÞ) and the imaginary (kðωÞ) parts

of the complex refractive index can be extracted to be:

nðωÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�21 þ �22

p
þ �1

2

 !1
2

; kðωÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�21 þ �22

p
� �1

2

 !1
2

The electron energy loss function (EELF) (LðωÞ), which is a measure of collective
excitation of plasma, is calculated by the relation

LðωÞ ¼ Im � 1
�ðωÞ

� �
¼ �2

�21 þ �22

1.3 Results and discussion

1.3.1 Electronic properties

The pristine system has been reported to be an intrinsic semiconductor with an
indirect band gap of 1.01 eV [40]. In Figure 1.2, we have illustrated the band structure
that we have obtained and also that is depicted in Ref. [40] and partial density of
states (PDOS) of pristine BeC that we have simulated. It is quite much clear from the
figure that the valence band maxima (VBM) and the conduction band minima (CBM)
lie along the same k point (here Γ) in our calculation. This eventually renders the
band gap of this intrinsically semiconducting material direct. We believe that
the direct nature of the band gap originates from the significantly large difference
of the lattice constants with our structure and that of Ref. [40]. From the PDOS, it
can be observed that the C� 2pz orbitals contribute maximum. C � 2s and Be� 2s

-4
-3
-2
-1
0
1
2
3
4

Γ Y S Γ

E-
E F

 (e
V)

Ref[40]
Our-structure

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

-3 -2 -1 0 1 2 3

PD
OS

 (e
V-1 )

E - EF (eV)

Be-2s
Be-2px

C-2s
C-2px
C-2py
C-2pz

Figure 1.2: (Left panel) Comparison of GGA–PBE band structure of our simulated pristine BeC to that
shown in Ref. [40]. (Right panel) PDOS of pristine BeC that we have obtained.
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orbitals contribute least because they are the core states. It can also be inferred that
the three orbitals Be� 2px, C� 2px and C � 2py hybridize. Now, in order to use this
material in the electronic industry, we need to tune the band gap by some external
influences. In this work, we have tried to investigate the change in band gap under
the application of a static uniform external electric field. In Figure 1.3, we have
presented the variation of the intrinsic band gap with external electric field. Here,
we have considered the magnitude of the electric field from 0.1 to 0.9 V/Å. From the
figure, it can be observed that the band gap initially increases up to 0.5 V/Å, but then
it starts decreasing. The band gap is seen to vary within 60meV. So, the band gap can
be tuned within the meV range by applying static external perpendicular electric
field. In Figure 1.4 and Figure 1.5, we have depicted, respectively, the band structure
and the PDOS for four different field strengths. From Figure 1.4, it is clear that the
nature of the band gap does not change upon applying external electric field. This is
due to the fact that as BeC has planar structure (see Figure 1.1), so its inversion
symmetry remains preserved upon application of an external electric field [24]. All
the band gaps are seen to be direct and also the nature of the PDOS does not change.
After applying electric field, here also the C� 2pz orbitals contribute maximum and
the three orbitals Be� 2px, C � 2px and C � 2py are seen to be hybridized.

1.3.2 Optical properties

1.3.2.1 Dielectric properties
The dielectric functions are related to the electronic band structure of the material. �1 is
related to the amount of stored energy within the medium and �2 is related to the
dissipation of the energy within the medium. �1ð0Þ is known as the static dielectric

0.89

0.9

0.91

0.92

0.93

0.94

0.95

0.96

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Ba
nd

 G
ap

 (E
g) 

in
 eV

Applied Electric Field in VÅ−1

Figure 1.3: Variation of band gap with varying strengths of external electric field.
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Figure 1.5: Partial DOS for four different electric field strengths.
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constant (SDC) which is related to the material’s behavior at low or constant frequency.
The characteristic frequency at which the real part of the dielectric function vanishes
(�1ðωpÞ ¼ 0) is known as plasma frequency (PF). At these frequencies, �1ðωÞ changes
from negative to positive. This behavior corresponds to the collective excitations of the
electrons.

In Figures 1.6 and 1.7, we have depicted the frequency-dependent imaginary
(�2ðωÞ) and real (�1ðωÞ) parts of the dielectric function for different applied electric
field strengths. In Table 1.1 and Table 1.2, we have shown, respectively, the SDC and
PF for parallel and perpendicular polarizations. From both the figures and the tables,
the most interesting feature can be observed between the applied electric fields of 0.4
and 0.5 V/Å. For both the polarizations, there is a sudden jump in the optical activity
that can be noted. For parallel polarization, the value of the SDC changes from 7.50 to
11.55. Then, it increases continuously up to the range we have considered, i.e.,
0.9 V/Å. This same trend is observed for perpendicular polarization. Here, the SDC
changes from 1.85 to 2.41. As we know, the low- and the high-energy regime is
dominated, respectively, for parallel and perpendicular polarizations. So the changes
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Figure 1.6: Frequency-dependent imaginary part of the dielectric function for different applied
electric field strengths for (left panel) parallel and (right panel) perpendicular polarization.
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in SDC for perpendicular polarization are not as large as that of parallel polarization.
From Table 1.1 and Table 1.2, it can be noted that with increasing electric field
strength, the number of PF increases at the low-energy regime and decreases in the
high-energy regime for parallel polarization. However, an opposite trend is found for
perpendicular polarization, where the number of PF decreases at the low-energy
regime and increases in the high-energy regime with increasing electric field
strength. This indicates that in the low-energy sector, the electronic excitation is
more for parallel polarization. This is the actual physical reason why the parallel
polarization dominates the low-energy regime. The opposite trend is observed for
perpendicular polarization which proves its dominant nature in the high-energy
regime. In Tables 1.3 and 1.4, we have tried to interpret the optical data from the
band structure, respectively, for parallel and perpendicular polarizations. We have

Table 1.1: Static dielectric constant (SDC) and plasma frequencies (PF) for
different applied electric field strengths for parallel polarization.

Applied field
in V/Å

SDC (parallel) PF (parallel) in eV

0.0 7.45 2.36,2.42,4.32,4.69,5.46,
6.52,6.94,8.11,8.27,

8.48,9.30,9.67
0.1 7.45 2.34,2.42,4.34,4.73,5.49,

6.11,6.17,6.50,6.94,8.09,
8.24,8.47,9.30,9.68

0.2 7.46 2.36,2.42,4.34,4.72,5.47,
6.11,6.17,6.49,6.93,8.09,

8.24,8.47,9.31,9.69
0.3 7.47 2.34,2.42,4.32,4.72,5.46,

6.12,6.20,6.49,6.92,8.08,
8.24,8.45,9.33,9.67

0.4 7.50 2.33,2.41,4.31,4.73,5.43,
6.12,6.22,6.57,6.91,8.10,

8.22,8.42,9.31,9.68
0.5 11.55 2.31,2.42,4.28,4.74,5.35,

6.68,6.80,8.51,8.66,8.95,
9.27

0.6 11.82 2.31,2.41,4.28,4.44,4.50,
4.74,5.27,6.68,6.80,8.51,

8.67,8.92,9.27
0.7 12.39 2.33,2.42,4.53,4.74,5.26,

8.52,8.75,8.88,9.23
0.8 11.21 2.33,2.43,4.30,4.74,5.46,

6.65,6.80,8.94,9.28
0.9 12.95 2.35,2.41,4.57,4.73,5.22,

8.51,9.17
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also listed the energy at the VB (EVB) and at the CB (ECB) for each transition. For each
electric field strength, we have considered the highest peak in the �2ðωÞ data and tried
to identify the corresponding transition from the band structure only at the high
symmetry points at the BZ. Because transitions at the high symmetry points are more
probable than the other points at the BZ for 2D materials. From Table 1.3, it can be
seen that all the transitions occur at the Y point of the BZ. So, for parallel polarization,
the highest peak corresponds to a single transition at the high symmetric Y point of
the BZ. Looking carefully into the energy range, it is obvious that all the transitions
occur mainly from the top of the VB to the bottom of the CB. Mostly, the π bands are
situated in this energy regime. So, all these transitions correspond to π to π* type of
transitions. The situation becomesmore interesting if we look into Table 1.4. Here, for
perpendicular polarization, the highest peak corresponds to multiple transitions.
Here all the high symmetric points contribute in the transition process. Moreover, if
we look into the energy range, we can observe that some transitions occur from the

Table 1.2: Static dielectric constant (SDC) and plasma frequencies (PFs) for different
applied electric field strength for perpendicular polarization.

Applied field
in V/Å

SDC (perpendicular) PF (perpendicular) in eV

0.0 1.86 11.59,11.75,16.49,
17.26

0.1 1.85 11.60,11.75,16.51,
17.36

0.2 1.85 11.60,11.75,16.51,
17.37

0.3 1.85 11.60,11.75,16.51,
17.37

0.4 1.85 11.60,11.75,16.51,
17.38

0.5 2.41 10.73,10.89,11.04,
11.24,11.54,11.85,

15.19,15.55,16.44,18.02
0.6 2.46 10.74,10.88,10.97,

11.25,11.56,11,88,
15.55,16.39,17.95

0.7 2.55 10.91,11.25,11.48,11.88
15.02,15.29,15.33,15.47,

16.11,17.94
0.8 2.35 10.66,10.91,11.52,11.84,

15.27,15.56,16.21,16.31
16.47,18.05

0.9 2.64 11.08,11.85,12.81,12.92,
13.60,13.80,13.86,13.98,14.80,15.39,

15.64,15.88,18.07

1.3 Results and discussion 9

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



deep of the VB to the bottom of the CB. As the σ bonds are stronger than the π bonds,
so these type of transitions correspond to σ to π* type of transitions. There exist other
transitions occurring from top of the VB to the deep of the CB. These type of transi-
tions correspond to π to σ* type of transitions. As the high-energy region is affected in
perpendicular polarization, σ band is associated in these kinds of transitions. In
Figure 1.8, we have shown two band structures for each polarization. In the left panel
of Figure 1.8, we have depicted the π bands which are associated with the C2pz

electrons and shown the transition correspond to the 2.02 eV peak in the correspond-
ing �2 data for parallel polarization under the applied electric field of 0.1 V/Å. We
know that different orbitals can contribute to one particular band. Now, in the left
panel of Figure 1.8, we have taken into consideration the contribution of C2pz orbitals
denoted by the blue thick lines. Whereas, in the right panel of Figure 1.8, we have
depicted both the π and the σ bands (here contributions of different orbitals are not
taken into consideration) and shown the respective transition corresponding to the
10.09 eV peak in the corresponding �2 data for perpendicular polarization under the
applied electric field of 0.1 V/Å.

1.3.2.2 Electron energy loss function (EELF)
The EELF describes the energy loss of fast-moving electrons in a material. In
Figure 1.9, we have shown the EELF for both parallel and perpendicular polariza-
tions. The peaks in LðωÞ reveal collective excitations of the electrons correspond-
ing to PF, i.e., dip in the dielectric function. Actually, these peaks indicate the
point of transitions of electrons from semiconducting to dielectric. From Figure
1.9, we can estimate the optical band gap of BeC, i.e., up to that point in the
energy axis where no excitations of electrons can be observed. Here it can be

Table 1.3: Identification of the highest transition of �2 for parallel polarization
from band structure. EVB and ECB are, respectively, the energy at the VB and
the CB between which the transition occurs.

Applied
field (V/Å)

Highest peak
position of �2

(parallel) in eV

BZ point EVB(eV) ECB(eV)

0.0 2.02 Y –1.32 0.74
0.1 2.02 Y –1.32 0.74
0.2 2.02 Y –1.31 0.74
0.3 2.02 Y –1.56 0.49
0.4 2.02 Y –1.56 0.49
0.5 2.01 Y –1.51 0.53
0.6 2.00 Y –1.69 0.33
0.7 2.01 Y –1.65 0.38
0.8 2.01 Y –1.32 0.73
0.9 2.03 Y –1.62 0.41
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Table 1.4: Identification of the highest transition of �2 for perpendicular
polarization from band structure.

Applied field (V/Å) Highest peak

position of �2
(perpendicular) in eV

BZ

point

EVB(eV) ECB(eV)

0.0 10.09 Γ �8.48 1.52
Y �7.28 2.76
S �7.24 2.85

�6.06 4.10
Γ �8.48 1.52

0.1 10.09 Γ �8.48 1.52
Y �7.29 2.74

�1.32 8.82
S �7.24 2.88

�6.06 4.10
Γ �8.48 1.52

0.2 10.10 Γ �8.48 1.53
�6.27 3.88

Y �7.29 2.74
�1.31 8.83

S �7.24 2.89
�6.05 4.09

Γ �8.48 1.53
�6.27 3.88

0.3 10.10 Γ �8.73 1.28
�6.51 3.63

Y �7.53 2.48
�1.56 8.59

S �7.49 2.64
�6.30 3.82

Γ �8.73 1.28
�6.51 3.63

0.4 10.10 Γ �8.72 1.28
Y �7.53 2.48

�2.42 7.77
�1.56 8.61

S �7.48 2.64
�6.29 3.80

Γ �8.72 1.28

0.5 10.07 Γ �8.67 1.34
Y �7.47 2.52
S �7.43 2.69

�6.24 3.79
Γ �8.67 1.34

(continued)
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advocated that irrespective of the applied electric field, the optical band gap
remains the same for both the polarizations. For parallel polarization, the optical
band gap is seen to extend up to ⁓ 2 eV, whereas for perpendicular polarization,
it is extended upto ⁓ 5 eV.

1.3.2.3 Refractive index: Birefringence characteristics
Amaterial is said to possess birefringence characteristics if the velocity is different in
different polarization directions. It can be determined from the real part of the
refractive index (nðωÞ) from the following expression:

ΔnðωÞ ¼ neðωÞ � noðωÞ

Table 1.4 (continued)

Applied field (V/Å) Highest peak

position of �2

(perpendicular) in eV

BZ

point

EVB(eV) ECB(eV)

0.6 10.07 Γ �8.85 1.15
�6.36 3.61

Y �7.66 2.32
�7.66 2.47

S �7.61 2.49
�6.42 3.54

Γ �8.85 1.15
�6.36 3.61

0.7 10.10 Γ �8.81 1.22
Y �7.63 2.39

�2.49 7.65
�1.65 8.51

S �7.57 2.52
Γ �8.81 1.22

0.8 10.11 Γ �8.49 1.52
Y �7.30 2.75

�7.30 2.76
�1.32 8.83

S �7.25 2.89
�6.06 4.11

Γ �8.49 1.52

0.9 10.09 Γ �8.80 1.28
Y �7.62 2.41

�2.48 7.66
�1.62 8.46

S �7.56 2.48
Γ �8.80 1.28
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where neðωÞ and noðωÞ are the refractive indices when the electric field of the EM
wave is directed parallel and perpendicular to the c-axis, respectively.

In Figure 1.10, we have illustrated the real part of the refractive index for
both parallel and perpendicular polarizations. From the figure, the signature of
optical anisotropy can be observed. In order to further understand the optical
anisotropy of BeC, in Figure 1.11, we have shown the birefringence properties of
BeC as a function of the energy of the incident EM wave for each externally
applied electric field. It should be brought to notice that Δnð0Þ < 0, i.e., BeC
possesses negative static birefringence. In Figure 1.11, we can see that up to
5 eV, the value of Δn is indeed negative except at an extremely narrow window
of energy (2.36–2.46 eV). This means that the value of the refractive index for
the ordinary ray is more than that of the extraordinary ray. But after ⁓ 5 eV, it
goes above the positive x-axis. This suggests that after ⁓ 5 eV, the extraordinary
ray dominates over the ordinary ray. The refractive index is highest in that
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Figure 1.9: (Left panel) EELF for parallel and (right panel) perpendicular polarizations.
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direction where the density of ions is the highest. From Figure 1.10, it can be
inferred that in BeC, the velocity of light is greatest when it polarizes along the
direction of the electrons in the lattice because of its interaction with the loosely
bound π electrons. However, the velocity decreases when the polarization is
perpendicular because in perpendicular polarization, the EM wave interacts with
the strongly bound σ electrons of the BeC lattice.

1.4 Conclusions

The electronic and optical properties of tetracoordinated carbon compound BeC has
been studied within the realm of DFT. The nature of the band gap has been found to
be direct in contrary to that has been reported in Ref. [40]. From our study, it has
been revealed that there are modifications in the band gap up to 60 meV with
varying external electric field. The optical property study shows interesting features
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between the electric field range of 0.4 and 0.5 V/Å. Within this range, a sudden
jump of optical activity has been found. The number of PF suddenly increases
within this electric field range. We have also tried to interpret the optical data
from the band structure. From the band structure, it has been observed that for
parallel polarization, the transitions are mostly π to π* transitions. And all the
transitions occur at the Y point of the BZ. However, for perpendicular polarization,
for each external electric field strength, the highest point in the �2 data corresponds
to multiple transitions. It has been noticed that in this case all the BZ points
contribute in the optical transition. From the EELF study, it has been noticed that
the optical band gaps are same for both the polarizations irrespective of the applied
electric field strength. The value of the optical band gap is ⁓ 2 eV and ⁓ 5 eV for
parallel and perpendicular polarizations, respectively. The calculation involving
the birefringence property of this material indicates that the static value of the
birefringence is negative for each electric field strength. The velocity of the EMwave
has been noticed to be higher when the polarization is parallel, whereas it
decreases for perpendicular polarization.
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2 Theoretical investigation of the derivatives of
favipiravir (T-705) as potential drugs for Ebola virus

Abstract: Density functional theory (DFT) method was used to compute the structural
and vibrational parameters of favipiravir (T-705) in the gas phase. The functional used
was B3LYP in conjuction with the 6–311++G(d,p) basis set. We also computed these
parameters for unsubstituted T-705 and derivatives of T-705 by substituting fluorine by
chlorine, bromine and the cyanide group. There is a good comparison between the
computed and experimental parameters for T-705 and therefore, the predicted data
should be reliable for the other compounds for which experimental data is not avail-
able. We extended our DFT study to include molecular docking involving the Ebola
virus viral protein 35 (VP35). The docking results indicate that the T-705 and its chlorine
and bromine analogues have comparable free energy of binding with VP35.
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2.1 Introduction

In 1975, Ebola was first identified in the Democratic Republic of Congo formerly known
as Zaire [1]. Ebola viruses are known to be the most lethal pathogens against mankind
[2]. The reappearance of the Ebola outbreak was officially notified on 22 March 2014 in
Guinea [3]. Although this outbreak was declared over by World Health Organisation
(WHO) in 14 January 2016 [4], on the same day, one casewas reported by theMinistry of
Health in Sierra Leone [1]. So far, over 28 500 people are infected and more than 11 300
persons died due to Ebola [1]. Ebola causes economic, society and emotional distur-
bances and affect international air travel [5, 6]. The early symptoms of Ebola infections
are fever, diarrhea and vomiting, ultimately leading to haemorrhagic symptoms [7].
Transmission of Ebola occurs through contact with virus contaminated body fluids,
materials contaminated with these fluids and infected bats or animals [8].

This brief overview of Ebola over almost 40 years is frightening but challenging.
Therefore, Ebola has aroused the interest of scientists to find an effective drug for the
treatment of this disease [9]. This is more important because viruses are known to
undergo antigenic changes leading to the disease becoming acute [10]. There are several
potential drugs that have been tested against Ebola [11]. However, to date the perfor-
mance of Ebola drugs is still being questioned [12]. One of the drugs which has been
cited to act against Ebola is T-705 favipiravir and its related compounds [13]. There is
also a detailed review of T-705 and its related compounds as broad spectrum inhibitors
of RNA-viral infections [14]. T-705 was first prepared by Furuta et al. [15] and Shi et al.
[16] reported a modified procedure with four steps to improve the yield and reduce the
cost of the production of T-705.

The elegant comment, in 2013, by De Clercq on antivirals: past, present and future,
opens the avenue for antiviral therapy [17]. Comments by the same author on dancing
with chemical formula on antivirals lead to several potential compounds which can be
tested and used efficiently [18, 19]. It is also reported that halogen effect should be
considered in drug design [20]. We have been tempted by these reports [17–20] and a
recent contribution by some of us [21] to undertake a systematic theoretical study of
unsubstituted T-705 and substituting fluorine of T-705 by other halogens namely
chlorine and bromine and the cyanide group. We investigated these compounds in
terms of their structural and spectroscopic parameters using density functional theory
(DFT) method. We also complemented the study using molecular dynamics.

2.2 Methodology

2.2.1 Ab initio

All DFT computations were performed with the Gaussian 09 suite of programs [22]
running on Gridchem [23–25]. The DFT method was used to optimize T-705 and
its derivatives. The functional used was B3LYP and the basis set for all atoms was
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6–311++G(d,p). Frequency computations based on the same geometry optimization
method (tight criteria) were used to confirm the nature of the stationary points. The
electronic energies, geometrical parameters, atomic charges, energy of the highest
occupied molecular orbital (HOMO), energy of the lowest unoccupied molecular orbital
(LUMO), uncorrected harmonic wavenumbers and infra-red intensities were computed.

2.3 Docking

2.3.1 Protein structure

The starting structure of Ebola virus viral protein 35 (VP35) was obtained from PDB
(PDB id: 4IBG) [26]. All heteroatoms and water molecules were removed from the
VP35. Polar hydrogen atoms, Kollman-Amber united atom partial charges and solva-
tion parameters were added by utilizing AutoDockTools [27].

2.3.2 Ligand structure

The initial structure of 1D6 was obtained from the ligand of VP35 (PDB id: 4IBG) [26]
while the coordinates for T-705, T705-Br, T705-Cl, T1105 and T1106were generated using
Hyperchem 7.0 [28]. All ligands were retained with polar hydrogen atoms. Gasteiger
charges and torsional angles were added by utilizing AutoDockTools [27]. Figure 2.1
shows the chemical structure of all the above-mentioned ligands including T-705-CN.

2.3.3 Molecular docking simulation

Grid maps of 60 × 60 × 60 points with 0.375 Å spacing generated by AutoGrid3 were
centered at the ligand binding site in the VP35 crystal structure. The docking was
performed employing Lamarckian genetic algorithm with pseudo-Solis and Wets
local search with population size of 50 and energy evaluation of 2,500,000; root
mean square tolerance of 1.0 Å and 100 docking runs by AutoDock 3.0 [27]. The ligand
conformation with lowest free energy of binding in the most populated cluster was
selected for comparison.

2.4 Results and discussion

The energetic and some molecular parameters of the compounds studied in the gas
phase in the Cs symmetry are collected in Table 2.1. It is worth to note that the
compounds have large dipole moment and this is an essential criteria for drug-receptor
interaction [29].

The theoretical and experimental geometrical parameters of T-705 are summar-
ized in Table 2.2. The structural parameters of the optimized structures of all
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compounds studied are summarized Tables S1a-S1e (available from the correspond-
ing author). In general, there is a good agreement between the predicted and experi-
mental parameters for T-705 and therefore, the predicted data for the other
compounds should be reliable. These structural parameters will be useful when
these compounds are synthesized and characterized.

To clarify the vibrational frequencies, it is essential to examine the geometry of
the compound. A very small change in the geometry can potentially cause substantial
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Figure 2.1: The chemical structure of (a) 1D6 (PDB id 4IBG), (b) T-705, (c) T-705-Br, (d) T-705-Cl,
(e) T-1105, (f) T-1106 and (g) T-705-CN.
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variations in their frequencies. Regarding the computations, the largest difference
between the experimental and calculated bond lengths (angle/torsion) is 0.17 Å for
O2-H2 (2.6° for C3-O2-H2/1.4° for N3-C4-C5-F1). Generally, it is expected that the bond
distances calculated by electron correlatedmethods are longer than the experimental
distance. This situation is clearly observed in Table 2.2 especially where hydrogen is
present. The observed difference in OH bond distances is not due to the theoretical
shortcomings since experimental results are also subject to variations owing to
insufficient data to calculate the equilibrium structure and which are sometimes
averaged over zero point vibrational motion. In X-ray structure the error in the
position of the hydrogen atoms is such that their bonding parameters greatly vary
compared to the non-hydrogen atoms. Intra- or intermolecular hydrogen bonding is
also an important factor in the crystalline state of compound which usually leads to
shortening of the OH bond. This compound is planar and has an intramolecular O9–
H10 . . .O12 hydrogen bond as H10-O12: 1.880 Å, O9-O12: 2.591 Å andO9-H10-O12: 144°
[30]. These experimental values have been supported by theoretical results and
calculated as about 1.723 Å, 2.610 Å and 147°, respectively. In general, the computed
parameters are in excellent agreement with the reported experimental data. The root
mean square deviation (RMSD)/mean absolute deviation (MAD) values between the
experimental and calculated bond lengths, bond angles and torsional are 0.081 Å/
0.049 Å, 0.966°/0.795°, and 0.779°/0.706° respectively. The difference in values
noticed in the present study may be due to the fact that the experimental results
were obtained at solid phase and the molecular rotations were restricted, while the
theoretical results were obtained in the gas phase.

Table 2.1: Energetic and relevant parameters of the compounds studied in Cs symmetry.

T-1105 T-705 T-705-Cl T-705-Br T-705-CN

ΔG (Hartree) −508.343851 −607.623509 −967.977882 −3081.89912 −600.608953
Dipole moment
(Debye)

4.616 3.240 3.347 3.399 2.752

Thermal total energy
(kcal/mol)

73.0 68.3 67.6 67.4 73.0

Heat capacity (kcal/
mol.K)

30.5 33.4 34.5 34.9 36.6

Entropy (cal/mol.K) 87.7 92.0 95.0 98.0 97.2
Vibrational energy
(kcal/mol)

71.2 66.6 65.8 65.6 71.2

Zero point vibrational
energy (kcal/mol)

68.0 62.9 61.8 61.4 66.9

Rotational constant
(GHz)
A 2.398 1.830 1.690 1.631 1.680
B 1.291 0.959 0.688 0.442 0.719
C 0.839 0.629 0.489 0.348 0.504
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Table 2.2: Structural parameters, root mean square deviation and mean absolute deviation of T-705
computed using the B3LYP/6–311++G(d,p) method in the gas phase.

H1A H1B

N1

O1

C1

C2

N2

C5

F1

C4

H4

C3

N3O2
H2

Bond lengths (Å) Experimental [30] Computed Bond angles (o) Experimental Computed

C1-O1 1.244 1.237 N2-C5-F1 116.8 117.6

C1-N1 1.318 1.346 N2-C5-C4 123.3 123.0

C1-C2 1.481 1.491 F1-C5-C4 119.9 119.4

C2-N2 1.335 1.341 C1-N1-H1A 120.0 119.1

C2-C3 1.397 1.416 C1-N1-H1B 120.0 120.0

C3-O2 1.328 1.327 H1A-N1-H1B 120.0 120.9

C3-N3 1.340 1.338 C5-N2-C2 116.3 117.1

C4-N3 1.306 1.323 C4-N3-C3 117.0 117.9

C4-C5 1.390 1.399 C3-O2-H2 109.5 106.9

C4-H4 0.930 1.085 Dihedral angles (o) Experimental Computed

C5-N2 1.295 1.302 O1-C1-C2-N2 179.2 180.0

C5-F1 1.339 1.344 N1-C1-C2-N2 −0.4 0.0

N1-H1A 0.860 1.007 O1-C1-C2-C3 −0.7 0.0

N1-H1B 0.860 1.009 N1-C1-C2-C3 179.7 180.0

O2-H2 0.820 0.990 N2-C2-C3-O2 179.1 180.0

Bond angles (o) Experimental Computed C1-C2-C3-O2 −1.0 0.0

O1-C1-N1 123.1 123.5 N2-C2-C3-N3 −1.0 0.0

O1-C1-C2 119.7 120.5 C1-C2-C3-N3 178.9 180.0

N1-C1-C2 117.3 116.0 N3-C4-C5-N2 −0.9 0.0

N2-C2-C3 121.4 120.9 N3-C4-C5-F1 178.6 180.0

N2-C2-C1 118.0 118.6 F1-C5-N2-C2 −179.3 −180.0

C3-C2-C1 120.7 120.6 C4-C5-N2-C2 0.2 0.0

O2-C3-N3 115.6 116.8 C3-C2-N2-C5 0.7 0.0

O2-C3-C2 123.5 122.7 C1-C2-N2-C5 −179.2 −180.0

N3-C3-C2 120.8 120.5 C5-C4-N3-C3 0.6 0.0

N3-C4-C5 121.2 120.7 O2-C3-N3-C4 −179.8 −180.0

N3-C4-H4 119.4 118.4 C2-C3-N3-C4 0.3 0.0

C5-C4-H4 119.4 120.9

RMSD of bond length 0.081 Å MAD of bond length 0.049 Å,

RMSD of bond angle 0.966° MAD of bond angle 0.795°,

RMSD of torsional angle 0.779° MAD of torsional
angle

0.706°
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2.5 Vibrational studies

All the theoretical wavenumbers for T-705, alongwith corresponding vibrational assign-
ments and intensities are given in Table 2.3. The simulated vibrational spectra are
depicted in Figure 2.2. All the computed wavenumbers presented in this paper are
obtained within the harmonic approximation. The theoretical wavenumbers of all the
compounds studied are also collected in Tables S1a-S1e. This allows describing the
vibrationalmotion in termsof independent vibrationalmodes, eachofwhich is governed
by a simple one-dimensional harmonic potential. The compound consists of 15 atoms,
having 39 normal vibrational modes, and it belongs to the point group Cs. The 39 modes
of vibrations account for the irreducible representations Γv = 27A′ + 12A″ of the Cs point
group. The assignments of vibrational modes for the investigated symmetry have been
provided by VEDA 4. The following are some of the important vibrational motions that
were predicted: NH2, OH, CH, C = O, C-O, CF, CC, CN and ring vibrations.

Table 2.3: Computed wavenumbers (cm−1) of T-705 in the gas phase.

Mode Assignmentsa B3LYP/6–311++G(d,p)

PED (≥ 10%)b νc IIR
d IR

d

ν1 A′ νa(NH2) (99) 3717 98.04 7.51
ν2 A′ νs(NH2) (99) 3582 70.74 18.99
ν3 A′ ν(OH) (99) 3326 412.71 12.87
ν4 A′ ν(CH) (100) 3177 7.61 30.09
ν5 A′ ν(C = O) (75) + δ(NH2) (10) + δ(OH) (10) 1718 407.70 12.65
ν6 A′ νring (66) + δ(NH2) (20) + δ(OH) (10) 1618 79.82 17.61
ν7 A′ νring (67) + δ(OH) (20) + δ(NH2) (10) 1611 9.21 9.03
ν8 A′ δ(NH2) (85) + νring (10) 1594 164.73 13.49
ν9 A′ νring (59) + ν(CO) (21) + ν(CN) (14) 1487 125.34 0.34
ν10 A′ δ(OH) (59) + νring (30) 1465 546.75 0.14
ν11 A′ ν(CC) (56) + δ(OH) (20) + δ(NH) (15) 1429 89.60 80.82
ν12 A′ ν(CO) (52) + δ(CH) (41) 1369 0.54 15.77
ν13 A′ δ(CH) (71) + νring (15) 1341 17.87 1.35
ν14 A′ ν(CF) (52) + δ(CH) (33) + δ(OH) (10) 1277 110.66 6.83
ν15 A′ νring (93) 1233 149.06 2.23
ν16 A′ δ(NH2) (35) + νring (32) + δ(CH) (27) 1131 21.45 1.88
ν17 A′ ν(CN) (63)) + νring (20) 1092 6.60 12.79
ν18 A′ δring (75) + δ(NH2) (20) 987 28.43 24.06
ν19 A′′ γ(CH) (94) 936 9.19 0.10
ν20 A′ δring (80) + δ(NH2) (13) 828 38.85 7.13
ν21 A′′ γ(OH) (96) 823 104.27 0.37
ν22 A′′ γ(CC) (70) + γring (16) 796 12.23 1.63
ν23 A′′ γ(CN) (48) + γring (45) 749 0.00 1.44
ν24 A′ δring (91) 706 15.10 20.21

(continued)
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For the present compound, the high wavenumber region contains characteristic
wavenumbers of the amine NH2, OH and CH stretchings. The carbonyl stretch of the
compound is computed at 1718 cm−1 as both Raman and IR active band. These
computations indicate that all the raw values for stretching vibrations will be within
the expected range, together with scaling factor. Also, these raw values are consistent
with previously reported data [31–33]. Similarly, C = O, C-O, CF, CC, CN and ring
vibrations are found in the expected range and are in good agreement with the
literature values [31–33]. The ring, C-O, CC, CN, CF stretching and NH2, CH, OH and
ring in plane bending modes dominate the regions of 1600–700 cm−1, while the CH,
OH, CC and CN out of plane bendingmodes are seen in the 900–700 cm−1. The CN, CF,
C = O, C-O and C-C in plane and NH2, CF, C = O, C-O and ring out of plane bending
vibrations are seen in the low frequency region. Vibrational modes in the low
wavenumber region of the spectrum contain contributions of several internal coor-
dinates and their assignment is a reduction approximation to one of two of the
internal coordinates. All other vibrations are collected in Table 2.3.

2.6 Electronic spectrum

The UV–Vis spectra, electronic transitions, vertical excitation energies, absorbances
and oscillator strengths of the compounds were calculated with the time-dependent

Table 2.3 (continued)

Mode Assignmentsa B3LYP/6–311++G(d,p)

PED (≥ 10%)b νc IIR
d IR

d

ν25 A′ δring (92) 667 44.52 1.42
ν26 A′′ γ(NH2) (92) 628 0.23 1.62
ν27 A′′ γring (60) + γ(NH2) (32) 579 3.56 0.06
ν28 A′ δ(CC) (52) + δring (40) 573 0.53 2.18
ν29 A′ δring (95) 498 1.95 20.35
ν30 A′′ γring (80) + γ(CH) (12) 472 49.31 0.05
ν31 A′ δ(C = O) (58) + δ(CO) (33) 442 1.73 11.17
ν32 A′ δ(CF) (48) + δ(CN) (37) 404 5.55 6.57
ν33 A′′ γring (75) + γ(NH2) (18) 395 0.55 7.90
ν34 A′′ γ(NH2) (95) 364 178.53 0.46
ν35 A′ δ(CO) (57) + δ(CC) (35) 352 7.22 1.45
ν36 A′ δ(CN) (78) + δ(CF) (10) 215 13.17 15.47
ν37 A′′ γ(CF) (80) + γring(11) 171 0.02 4.24
ν38 A′′ γ(CO) (72) + γring (10) + γ(C = O) (10) 130 0.01 22.37
ν39 A′′ γ(C = O) (81) + γ(CO) (11) 88 3.01 28.79

ν, δ and γ denote stretching, in plane bending and out of plane bending, respectively.
aT-705 in the Cs symmetry. bPED data are taken from VEDA4. cRaw frequency. dIIR and IR: Calculated
infrared (km/mol) and Raman (Å/amu) intensities.
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density functional theory (TD-DFT) [34] using the gas-phase optimized geometries.
The simulated UV spectra of the compounds were shown in Figure 2.3. The major
molecular characteristics of the electronic spectrum are collected in Table 2.4.

From UV spectra, the absorption bands were centered at 301.38, 293.52, 286.17,
284.40 and 275.43 nm in the gas phase for Br-, Cl-, F-, CN- and H-compound,
respectively. For with CN-compound, HOMO-LUMO translation is close to T-705.
According to periodic table from H to Br, it is suitable due to ordering atoms via
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Figure 2.2: Theoretical (a) IR and (b) Raman spectra of T-705.
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electro-negativity. As can be observed from Table 2.4, for T-705, the contribution to
charge transition in 286.2 nm results from the HOMO to the LUMO with 90%. The
largest contribution for 318.7 nm is assigned to H-1→L transition with 98%. H-3→L
transition with 96% is computed at 265.9 nm.

Table 2.4: Calculated wavelength, excitation energy and oscillator strength of the
compounds.

Compound λ (nm) E (eV) f Major
contribution

T-705-Br 322.9 3.84 0.0031 H-1→L (99%)
301.4 4.11 0.1663 H→L (92%)
267.5 4.64 0.0010 H-2→L (36%)

T-705-Cl 321.2 3.86 0.0031 H-1→L (99%)
293.5 4.22 0.1965 H→L (92%)
266.1 4.66 0.0010 H-3→L (96%)

T-705 318.7 3.89 0.0027 H-1→L (98%)
286.2 4.33 0.2267 H→L (90%)
265.9 4.66 0.0011 H-3→L (96%)

T-705-CN 325.3 3.81 0.0032 H-1→L (99%)
284.4 4.36 0.2113 H→L (90%)
271.6 4.56 0.0002 H-1→L-1 (95%)

T-1105 328.0 3.78 0.0035 H-1→L (99%)
275.4 4.50 0.2191 H→L (90%)
264.5 4.69 0.0008 H-3→L (96%)

1,0
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Figure 2.3: Simulated UV spectra of the compounds.
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The energy gaps between HOMO and LUMO are largely responsible for the
chemical and spectroscopic properties of the molecules [35]. The energy values of
HOMO and LUMO levels are presented in Table 2.5.

The density plot of the HOMO and LUMO of T-705 shown in Figure 2.4. These
diagrams were plotted with a contour value of 0.02. It can be observed from Figure
2.4 that HOMO is delocalized on all atoms while LUMO is delocalized on all the atoms
except on fluorine atom and OH group. The HOMO-LUMO gap is 4.5 eV which is
sufficiently large to meet the viability criterion suggested by Hoffmann et al. [36].

2.7 Molecular docking

In addition to the DFT study, we supplemented this research work with molecular
docking studies (Figure 2.5) relevant to drug-target interactions. The docking results
indicate that 1D6 has the most favourable free energy of binding compared to other
compounds (Table 2.6). It is also noted that the substitution of fluorine atom in T-705
by bromine atom in T-705-Br, chlorine atom in T-705-Cl and hydrogen atom in T-1105
does not improve the binding energy with VP35. Docked conformation shows that
smaller compounds with pyrazine ring (T-705, T-705-Br, T-705-Cl and T-1105) were
docked at deeper but relatively smaller pocket of VP35. The larger compounds are

Table 2.5: HOMO and LUMO energy values (eV) of the compounds studied.

Parameters T-1105 T-705 T-705-Cl T-705-Br T-705-CN

LUMO −2.51 −2.85 −2.82 −2.82 −3.14
HOMO −7.23 −7.37 −7.30 −7.24 −7.81
Gap 4.7 4.5 4.5 4.4 4.7

HOMO (-7.37 eV) LUMO (-2.85 eV)

Figure 2.4: HOMO and LUMO of T-705.
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bound at the same ligand binding site of VP35 (IFN inhibitory domain; IID). This
docking simulation shows that in order to occupy the binding site of VP35 IID with a
better binding affinity, the compound should consist of the essential benzene rings
and pyrrolidinone scaffold as suggested by the recent study [14, 26, 27, 39].

2.8 Conclusions

This combined ab initio and docking study targeted unsubstituted T-705, T-705 and
substituted T-705. Ab initio method based on DFT was used to predict the structural
and spectroscopic parameters. The computed data compare favourably with litera-
ture for T-705 while the literature for the other compounds is limited. Therefore, the
reported information for should be reliable for future investigations. The molecular

Table 2.6: Estimated free energy of binding for ligands docked into Ebola virus
viral protein 35 (VP35).

Ligand Free energy of binding (FEB; kcal/mol)

1D6 −6.50
T-705 −4.71
T-705-Br −4.78
T-705-Cl −4.89
T-1105 −4.59
T-1106 −5.46

Figure 2.5: The docked conformation of (a) 1D6 (PDB id 4IBG; red stick), (b) T-705 (yellow stick),
(c) T-705-Br (green stick), (d) T-705-Cl (blue stick), (e) T-1105 (purple stick), and (f) T-1106 (grey stick)
in the binding pocket of Ebola virus VP35 (surface representation).
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docking indicates that the compounds studied have comparable free energy of
binding with VP35 although this is less when compared with 1D6 and T-1106.

Acknowledgements: The authors acknowledge the facilities from their respective
universities.
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Ayşegül Gümüş and Selçuk Gümüş
3 Potential thermally activated delayed

fluorescence properties of a series
of 2,3-dicyanopyrazine based compounds

Abstract: 2,3-Dicyanopyrazine based acceptor was combined with a series of well
studied donors to obtain donor-acceptor type potential thermally activated delayed
fluorescence emitters. Their structural and electronic properties were computed
theoretically at the level of density functional theory and time dependent density
functional theory with the application of two different hybrid functionals and various
basis sets. Almost all of the designed structures were computed to have the potential
of being TADF compounds since they possess very narrow singlet-triplet gaps.
Indeed, acridine-pyrazine (9) derivative was calculated to be the best candidate for
the purpose among them.

Keywords: TADF, Dicyanopyrazine, donor-acceptor, DFT, TDDFT

3.1 Introduction

Light is a physical quantity that is emitted by a luminous body. An incident on the eye
causes the sensation of sight through nerves. However, only a tiny proportion of the
whole electromagnetic spectrum is visible to the human eyes. Although human capabil-
ities for perception of light are highly elevated, only a very narrow range of the electro-
magnetic spectrum, which extends from the deepest violet (400 nm) to the deepest
red (750 nm), can be seen by human. According to the wavelength and frequency,
the color of light changes. The emission of wavelengths corresponding to the visible
region requires a minimum excitation energy ranging between 1.8 and 3.1 eV [1].

There are two possible practical phenomenon to create light, namely incandes-
cence and luminescence. Heated to a high enough temperature, a material starts
glowing. The process of incandescence is emittion of light from heat energy. When
atoms or molecules are heated, they release some of their thermal vibrations as
electromagnetic radiation in the form of incandescent light. This is the most common
type of light obtained from the sun. The sun provides almost all of the heat, light, and

This article has previously been published in the journal Physical Sciences Reviews. Please cite as:
Gümüş, A., Gümüş, S. Potential thermally activated delayed fluorescence properties of a series of
2,3-dicyanopyrazine based compounds. Physical Sciences Reviews [Online] 2018, 3. DOI: 10.1515/
psr-2017-0197
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other forms of energy that are necessary for life on our planet by the process of
incandescence. Luminescence, on the other hand, is cool emission caused by the
movement of electrons within a substance from more energetic states to less energetic
states and hence it is a process of giving off light without generating heat. This can be
caused by absorption of photons, chemical or biochemical reactions, activity of suba-
tomic particles, radiation, or stress on a crystal. The wavelength of light emitted is a
characteristic of luminescent substance and not of the incident radiation [2, 3].

Fluorescence was experimentally demonstrated in 1852 that certain substances
absorb the light of a narrow spectral region (e. g., blue light) and instantaneously
emit light in another spectral region not present in the incident light (e. g., yellow
light). Thus, fluorescence is the property of some atoms andmolecules to absorb light
at a particular wavelength and to subsequently emit light of longer wavelength after a
brief interval, which is called the fluorescence lifetime [4]. Following excitation via
ultraviolet or visible radiation, excited electrons release their excess energy in the
form of photons, thereby making a back transition to the ground state (singlet state),
emitting excitation energy as fluorescence. During these transitions the multiplicity
of the system is conserved. On the other hand, phosphorescence is delayed lumines-
cence which involves forbidden energy state transitions [1]. A triplet-singlet transi-
tion is much less probable than a single-singlet transition, thus, phosphorescence
takes place in a longer time scale [5]. A simplified Jablonski diagram illustrating
fluorescence and phosphorescence is shown in Figure 3.1. Reinhoudt’s empirical rule
states that the intersystem crossing (ISC) process will be effective when Δε(S1-T1) is
lower than 0.6 eV for all type of ligands [6].

Light-emitting devices (LEDs) have been pronounced for almost 50 years, but until a
decade ago, they were used as indicator lamps in electronic equipment. After this
initiation, LED technology flourished due to its high efficiency, high reliability,
rugged construction, durability, and the fact that it is toxic metals free. The search
for brighter LEDs resulted in widening of application area such as; lighting, traffic

S0
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T1

ISC

F

P

E

En
er

gy

Figure 3.1: Illustration of fluorescence and phosphorescence. (E, F and P stand for Excitation,
Fluorescence and Phosphorescence, respectively).
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lighting, indicators, electronic billboards, headlamps for motor vehicles, flashlights,
searchlights, cameras, store signs, destination signs on vehicles, general illumina-
tion, visual display, decorative purposes, etc. As better performance LED investiga-
tions go on the newest applications includes the use of organic materials.

The name OLED comes from the initials of Organic Light Emitting Diode. OLED is
internationally recognized as unique light source that possesses the potential to
replace conventional lighting source. It is a display device that sandwiches carbon-
based (as the name implies) films between two charged electrodes, ametallic cathode
and a transparent anode, usually being glass [7]. The organic films consist of a hole-
injection layer, a hole-transport layer, an emissive layer and an electron-transport
layer [8]. These organic arrays produce brighter light and utilize less energy [9–11].

OLED technology was invented by Eastman Kodak in the early 1980s. It is
beginning to replace LCD technology in handheld devices such as PDAs and cellular
phones because the technology is brighter, thinner, faster and lighter than LCDs, use
less power, offer higher contrast and are cheaper to manufacture [12].

In an OLED, with the application of an electric field, electrons are transported
through the lowest unoccupied molecular orbital (LUMO), while holes are trans-
ported through the highest occupied molecular orbital (HOMO) toward the emissive
layer and recombine on the emitter molecules so as to form triplet or singlet excitons.
When voltage is applied to the OLED cell, the injected positive and negative charges
recombine in the emissive layer and create electro luminescent light. Unlike LCDs,
which require backlighting, OLED displays are emissive devices – they emit light
rather than modulate transmitted or reflected light [1].

In this work, we have constructed a series of dicyano dibenzo[f,h]quinoxaline
(Figure 3.2) compounds and investigated the structural and electronic properties
theoretically at the level of density functional theory. These D-A type compounds
may be potential candidates for organic solar cell applications or organic light
emitting diodes or fluorescent organic materials.

3.2 Method of calculation

The three-dimensional ground state (S0) geometries of all compounds were geo-
metry optimized using DFT [13] with the Gaussian 09W [14] package program and

NN

CNNC

Figure 3.2: Structure of the parent compound (dibenzo[f,h]quinoxaline-2,3-dicarbonitrile).
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the hybrid functional B3LYP and M06-2X. B3LYP is composed of Becke’s three
parameter exchange functional (B3) [15] and the nonlocal correlation functional by
Lee, Yang, and Parr (LYP) [16]. On the other hand, M06-2X is a set of four meta-
hybrid GGA DFT functionals. They are constructed with empirical fitting of their
parameters, but constraining to the uniform electron gas [17]. The suite has a very
good response under dispersion forces, improving one of the biggest deficiencies
in DFT methods. The s6 scaling factor on Grimme’s long range dispersion correc-
tion is 0.20, 0.25 and 0.06 for M06-L, M06 and M06-2X respectively. Compare it
with the values of 1.05 for B3LYP or 0.70 for PBE0 [18–20]. The basis set used for all
atoms was 6–311 + G(d,p) for geometry optimizations.

For each compound, vibrational analyses were carried out using the same
basis set employed in the corresponding geometry optimizations. The frequency
analysis of none of the compounds yielded any imaginary frequencies, indicating
that the structure of each molecule corresponds to at least a local minimum
on the potential energy surface. The normal mode analysis was performed for
3N-6 vibrational degrees of freedom, with N being the number of atoms in the
molecule.

The low-lying triplet (T) and singlet excited states (S) of the compounds were
relaxed to obtain their minimum energy geometries using the TD-DFT. The vertical
excitation energies and oscillator strengths were obtained for the lowest triplet and
singlet transitions at the optimized ground state equilibrium geometries by using TD-
DFT with a series of hybrid functionals and basis sets [21]. Optimized ground state
structures were utilized to obtain the electronic absorption spectra, including max-
imum absorption wavelengths, oscillator strengths, and main configuration assign-
ment by using TD-DFT. Although there exists some exceptions, information in the
literature suggest that the analysis of the excitation energies with PBE0, wB97XD and
CAM-B3LYP functionals predict the best agreement with the experimental data [22].
Therefore, for TD-DFT computations B3LYP/6-31G(d,p), B3LYP/6–311 + G(d,p),
B3LYP/cc-PVTZ and CAM-B3LYP/6–311 + G(d,p) methods have been applied and
the results have been compared.

3.3 Results and discussion

The demand for economically viable for large-scale power generation based on envir-
onmentally green materials with limitless availability and variety has forced people to
search for novel ideas and applications. Organic semiconductor materials are cheaper
alternatives to inorganic counterparts like Si. Organic photovoltaics can have extre-
mely high optical absorption coefficients which provide potential for the production of
very thin solar cells; therefore, they can be fabricated as thin flexible devices.

For fluorescent molecules, the radiative exciton fraction is typically assumed to
be 0.25 [23, 24]. But, this value could be increased upto 1.0 by the introduction of
phosphorescent emitters [25–27]. However, due to the need for rare metals like
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iridium or platinum, which facilitate efficient spin-orbit coupling, it is very likely that
the cost for the production of an OLED device will increase [28–30]. The classical limit
of external quantum efficiency of OLEDs using fluorescent and phosphorescent
emitters is 5% and 20%, respectively. Recently, the conversion of non-radiative
triplets to radiative singlets has been a promising concept to enhance device effi-
ciency over these limits [31].

Recently, TADF emitters have drawn much attention and many novel compounds
with this behaviour have been synthesized [32–36]. By design modification, it is
possible to spatially separate the HOMO and LUMO, causing a decrease of the energy
gap ΔEST between the lowest excited singlet (S1) and triplet (T1) state. According to
Boltzmann statistics, this results in efficient conversion of triplet to singlet excitons by
reverse intersystem crossing (RISC), which is a thermally activated mechanism.
Because the emission originates due to decay from the S1 state, this mechanism is
sometimes called singlet harvesting [34]. It is thus possible to enhance the fluorescence
efficiency of OLEDs by an increase of the radiative exciton fraction. Therewith, OLEDs
with external quantum efficiency data far beyond the classical limit and comparable to
devices using phosphorescent emitters have been reported [36].

In other words, a small ΔEST value means that there is a small overlap integral
between the wave functions of the ground and excited states of a luminescent mole-
cule, thus minimizing electron–electron repulsion between the electron orbitals in the
triplet state [32]. In this context, the ground state of themolecule is equivalent toHOMO
level, and the excited state is in turn equivalent to LUMO. One useful strategy to
minimize the overlap between the wave functions is to localize the electron densities
of the HOMO and LUMO states on donor and acceptor moieties, respectively [33].
Additional steric separation that is achieved by introducing a spiro junction or bulky
substituents between the acceptor and donor units also helps this effect [33].

With all these information from the literature in hand, we have designed a series
of Donor-Acceptor (D-A) type dicyano dibenzo[f,h]quinoxaline derivatives in order to
suggest potential TADF emitters (Figure 3.2). The parent compound (dicyano dibenzo
[f,h]quinoxaline) was synthesized from benzil [37] and used as a presursor to obtain
novel pyrazinoporphyrazines. The importance of dicyanopyrazine derivatives has
been mentioned mainly in the chemical industry, food, agricultural and medicinal
chemistry [38]. In this work, the pyrazine fused phenanthrene moiety with two cyano
groups attached (dicyano dibenzo[f,h]quinoxaline) (1) was the acceptor, benzene (2),
thiophene (3), thiophene oligomers (3a-3c), anthracene (4), pyrene (5), triphenyla-
mine (6), carbazole (7), phenoxazine (8), and dihydroacridine (9) were donor com-
partments (Figure 3.3).

The parent compound (1) is the phenanthrene derivative of dicyanopyrazine and its
crystals were prepared [37, 39]. The compound exhibited high decompositon point at
248–365 °C and could be purified by sublimation. The absorption maxima was com-
puted to be 328 nm, which is very close to the experimetal data of 318 nm in dimethyl-
formamide [40]. According to the literature; phenanthrene derivative (1) did not show
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any field effect transistors (FET) characteristics indicated that some electron-accepting
properties were necessary for producing the active conducting channel [39].

The idea of the present study emerged from the extensive spectroscopic investi-
gations of the parent pyrazine compound performed in the literature [37, 39, 40].
Containig a well acceptor moiety in its structure, combination of 1 with donor units
may produce potential TADF compounds.

3.3.1 Semiconductor properties

The electronic structure of all organic semiconductors is based on the conjugation of
π-electrons. A conjugated organic system consists of alternating between single and
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Figure 3.3: Structures of potential TADF compounds.
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double carbon-carbon bonds. Single bonds are known as σ-bonds and are associated
with localized electrons, while double bonds are composed of one σ-bond and one
π-bond. The π-electrons are mobile and can jump between carbon atoms due to the
mutual overlap of pi orbitals along the conjugation path, which causes the wave
functions to delocalize over the conjugated skeleton. The empty π-bands are called
the LUMO and π-bands filled with electrons are called the HOMO. The band gap (ΔE)
of semiconductor materials ranges from 0.5 to 4.0 eV [41].

Frontier molecular orbital energies of the compounds were computed at the level
of B3LYP/6–311 + G(d,p) and the results are given in Table 3.1. All computed band gap
(ΔE) values have been found to be below 4 eV. As expected, the combination of donor
units with acceptors is expected to reduce the inter-frontier molecular orbital energy
gap of a compound due to extension of the conjugation path. The parent compound
(1) had a band gap of 3.87 eV which was ennarrowed by the attachment of donor
units. Therefore, all the compounds carry the potential of usage as semiconducting
materials. The narrowest band gaps among all have been obtained for compounds
3c, 8 and 9.

The geometry optimized structure and 3D-frontier molecular orbital energy schemes
of the compounds are given in Figures 3.4–3.8. The schemes for HOMO and LUMO
give information about the reactivity of the compounds. HOMO provides basicity,
while LUMO shows the Lewis acidity property of the corresponding system. Thus,

Table 3.1: Results of computations (All data are in eV).

Compound DFT TD-DFT (ΔEST)

B3LYP/6–311+(d,p) B3LYP CAM-B3LYP

HOMO LUMO ΔE 6–31(d,p) 6–311+(d,p) cc-pvtz 6–311+(d,p)

1 −6.79 −2.92 3.87 0.25 0.22 0.21 0.53
2 −6.39 −2.86 3.53 0.18 0.17 0.18 0.41
3 −6.16 −2.91 3.25 0.12 0.05 0.06 0.47
3a −5.66 −2.90 2.76 0.11 0.07 0.08 0.72
3b −5.09 −2.92 2.17 0.11 0.06 0.07 0.76
3b_Me −5.11 −2.91 2.20 0.07 0.06 0.06 0.30
3c −4.81 −2.93 1.88 0.08 0.02 0.04 1.02
4 −5.48 −2.89 2.59 0.03 0.03 0.03 0.95
4_Me −5.49 −2.79 2.70 0 0 0 0.03
5 −5.67 −2.84 2.83 0.06 0.04 0.04 0.21
6 −5.21 −2.71 2.50 0.16 0.14 0.15 0.41
7 −5.74 −3.01 2.73 0.18 0.16 0.16 0.38
8 −5.03 −3.14 1.89 0.04 0.04 0.04 0.21
9 −5.20 −3.13 2.07 0 0 0 0.01
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investigation into frontier molecular orbitals is very important. It is also important to
know which atoms contribute to these orbitals because the reactivity centers are
determined by these schemes. For the compounds to be potential candidates for
TADF, it is critical to possess separate HOMO and LUMO to give small exchange
energies. Steric hindrance which results in twisting between donor and acceptor
units can successfully achieve this purpose [42–44]. The HOMOs ofD-A structures are
predominantly distributed on the donor moieties (Figures 3.4–3.8), whereas the
LUMOs are localized over the acceptor core, and are composed of highly electron-
withdrawing cyano units together with the pyrazine. This offers clear spatial separa-
tion of the HOMO and LUMO because of the large dihedral angles (ca. 25–90°)
between the donor units and the cyano-containing phenanthrene pyrazine core.
The HOMO and LUMO orbitals are distributed clearly on the donor and acceptor
parts of the system, respectively.

The phenanthrene pyrazine compound (1) is rigid planar structure with full
conjugated fused rings and the cyano groups. Thus, HOMO and LUMO are both
distributed over the structure. In order to be able to achieve succesful separation of
the frontier molecular orbitals benzene (2) and thiophene (3) substitution were done
on each side of the phenantherene moiety of the parent compound (Figure 3.4).

321

GSG

DA 26°38°

LUMO

HOMO

Figure 3.4: Ground State Geometry (GSG), Dihedral Angle (DA), HOMO and LUMO of 1–3.
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Although geometry optimized structures of 2 and 3 resulted in a tilted structures from
planarity with dihedrals 38° and 24°, respectively, still well separated HOMO and
LUMO could not be observed. HOMO and LUMO energy levels have not changed
enough for the duo, to possess better semiconducting ability, either.

The potential OLED applications of oligomeric thiophene systems have been
investigated in the literature recently [45]. Therefore, we aimed to separate HOMO-
LUMO distribution together with possible narrowing of the interfrontier molecular
orbital energy gap due to extension of the conjugation by lengthening the thiophene
linkage. 2 (3a), 5 (3b) and 10 (3c) thiophenes linked to the system in order to achieve
better donor ability. Although, geometry optimized structures did not yield even
more tilted structures, HOMO and LUMO could be separated. On the other hand,
HOMO-LUMO energy gap was narrowed due to increase in the energy of the HOMO
upon introduction of extended π system (Figure 3.5).

Anthracene [46], pyrene [47], triphenylamine [48], carbazole [49], pheoxazine [50]
and acridine [51] based OLED and TADF systems have been widely investigated in the
literature. Therefore, combination of the present dicyano dibenzo[f,h]quinoxaline
with each of the above may possibly produce potential candidates for OLED and

3c3b3a

GSG 

DA 24°24° 23°

LUMO 

HOMO 

Figure 3.5: Ground State Geometry (GSG), Dihedral Angle (DA), HOMO and LUMO of 3a-3c.
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TADF compounds. The geometry optimized structures and the frontier orbitals of the
compounds 4–9 are given in Figure 3.6 and Figure 3.7. The donor-acceptor dihedral
angles for compounds 4–9 are promising (Anthracene 71°, pyrene 38°, triphenyla-
mine 34°, carbazole 50°, pheoxazine 71° and acridine 90°) to achieve very well
separation of the HOMO-LUMO distribution throughout the system. For compounds
4–9, HOMOs are located totally on the donor part and LUMOs are located on the
acceptor part, leading to create good semiconductor materials with potential use in
OLED devices.

3.3.2 TADF properties

One of the most important design considerations of TADF molecules is obtaining a
small energy gap between the S1 and T1 states (ΔEST). A molecule meets this require-
ment only when its lowest-energy transition has low singlet–triplet exchange energy
[52]. Current trends in the research into novel TADF emitters are mainly focused on

654
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DA 38°71° 34°

LUMO 

HOMO 

Figure 3.6: Ground State Geometry (GSG), Dihedral Angle (DA), HOMO and LUMO of 4–6.
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intramolecular donor-acceptor (D-A)-type molecules, as in the present case [53].
Therefore, appropriate donor-acceptor units have to be selected carefully to obtain
full-color TADF molecules, with their HOMO and LUMO being localized on different
constituents. To obtain details about the geometric and electronic structures of 1–9
time-dependent density functional theory (TD-DFT) calculations were performed at
the B3LYP/6-31G(d,p), B3LYP/6–311 + G(d,p), B3LYP/cc-PVTZ and CAM-B3LYP/6–311
+ G(d,p) level. The HOMO, LUMO energies and the energy gap between singlet- and
triplet-excited states for compounds 1–9 are given in Table 3.1.

The clear separation of the frontier molecular orbitals results in narrower ΔEST
values. ΔEST data for 1 itself was computed to be 0.53 eV with CAM-B3LYP/6–311 +
G(d,p) level. The ΔEST values for 2 and 3 slightly smaller from the parent but still
needed to be improved. Thiophene oligomers did not work well due to uncut con-
jugation path (Table 3.1). Since ΔEST values ≤ 0.50 are considered to be productive for
TADF potential, compounds 5–9 have been found to be best candidates for TADF
emitters. Compound 9, has been computed to possess very well separated HOMO-
LUMO distribution and completely twisted geometry together with even degenarate
T1 and S1 levels. Therefore it can be considered the most potential candidate for TADF
emitter. Thus, the ΔEST values predicted by the TD-DFT calculations are small enough

987
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DA 71°50° 90°

LUMO 

HOMO 

Figure 3.7: Ground State Geometry (GSG), Dihedral Angle (DA), HOMO and LUMO of 7–9.
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for thermal repopulation of the S1 state via T1→S1 RISC for almost all of the com-
pounds, but especially for 5–9. Among all, nine might suggest the highest potential
as TADF emitters as they possess the narrowest S1-T1 energy difference and best
separated HOMO and LUMO schemes. All computed lowest-energy excited states
may be described by the HOMO-LUMO transition, which corresponds to an intramo-
lecular charge transfer (ICT) with small exchange energy.

Although anthracene derivative (4) have separate HOMO-LUMO distribution
and 71° dihedral angle, it is calculated to possess 0.95 eV ΔEST data which is
quite high to be considered to be a contestant. Therefore, we have decided to
force a more tilted structure from planarity by introducing two methyl groups on
each side of the molecule to form 4_Me. The same procedure has been carried
out for 3b, too (Figure 3.8) to obtain 3b_Me. The dihedral angles were improved
to 85° and 40° for anthracene (4_Me) and five oligothiophene (3b_Me), respec-
tively. 15° better tilt from the initial structure led to an improvement of −0.92 eV

4_Me 3b_Me

GSG 

DA 40°85°

LUMO 

HOMO

Figure 3.8: Ground State Geometry (GSG), Dihedral Angle (DA), HOMO and LUMO of 7–9.
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for 4_Me to result a ΔEST value of 0.03 eV. For 3b_Me, ΔEST data has been
narrowed down to 0.30 eV.

3.4 Conclusion

A well known acceptor, namely, dicyano dibenzo[f,h]quinoxaline has been com-
binedwithmostly prefered donors to design potential TADF emitters. Their structural
and electronic properties were computed with the application od density functional
theory at different levels of theory.

Among the designed compounds 9, 4_Me and 3b_Me were elected as the best
candidates for TADF emitters due to their well separated HOMO-LUMO orbitals and
ΔEST data. On the other hand, 3c and 8 may be used as semiconductors since they
possess interfrontier molecular orbital energy gap lower than 2 eV.
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4 γ-Al2O3:Ce
3+Cu2+ as a phosphor material; DFT+U

and experimental approach

γ-Al2O3:Ce
3+Cu2+ industrial applications in optical components

Abstract: The γ-Al2O3 and Ce3+Cu2+-doped γ-Al2O3 powders have been synthesized by
sol-gel method. Phases of the synthesized powders were characterized with X-ray
diffraction. Morphological analysis and elemental composition of the samples were
determined by scanning electron microscopy, high-resolution transmission electron
microscopy and energy dispersive X-ray spectroscopy. Luminescence characterizations
have been used to study the synthesized samples. Ab initio calculations by the use of
local density approximation with the Hubbard U correlation were used to compute the
structural, electronic and optical properties of γ-Al2O3 and Al2O3:Ce

3+Cu2+. The results
indicate that the particle size and morphology of the samples depend on the concen-
tration of the dopants. In comparison with undoped γ-Al2O3 sample, the intensities of
emission peaks at 430 and 458 nm of Ce3+Cu2+-doped γ-Al2O3 powders have been
enhanced. This shows that, increasing Ce3+ and Cu2+ concentration causes an increase
in the number of emitting ions which is expected in order to increase the number of
applications of γ-Al2O3:Ce

3+Cu2+ composite powders. The photoluminescence spectrum
detected at λex = 253 nm shows a newpeak located at 549 nmdue to Cu2+ ions. This was
confirmed computationally when the Ce_4f and Ce_5d states are found in the conduc-
tion band while the Cu_4p state was found at conduction band minimum and Cu_3d
state at valence band maximum. This location of states showed there is no possible
luminescence from the Ce3+ ions. The only possible luminescence was due to transition
from Cu_4p to Cu_3d states.

Keywords: doped alumina, luminescence, DFT+U

4.1 Introduction

Alumina comprises of several metastable phases (boehmite ! γ! δ! θ-Al2O3) in
addition to the stable rhombohedral α-alumina [1]. Among these metastable phases,
γ-Al2O3 has been widely used in industrial applications such as adsorbents, catalysts,
optical components, phosphors and soft abrasives [2, 3]. By investigating the emis-
sion spectra of pure γ-Al2O3 powders, Yu et al. [4] reported a blue luminescence band
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at 422 nm related to defect level in the γ-Al2O3 powder. The luminescent properties
have an advantage for flat-panel display techniques, which requires a purer blue
emission. The pure and doped alumina powders or single crystals have recently
attracted a great deal of research interest due to their optical properties and low
cost. Considerable research efforts have been made on (1) the powder synthesis
techniques and (2) appropriate dopants [4]. The main objective of these efforts is to
obtain high-quality powders, emitting in the three basic colours [4]. Recently, many
efforts have been directed towards the fabrication of good-quality powders to
enhance their performance in currently existing applications as phosphors. The
sol-gel technique is a very promising way of producing high-quality nanopowders.
The structure and composition of these high-quality nanopowders especially γ-Al2O3

transition alumina have been the subject of a number of controversial works [5–7].
This led to the current study which investigates the composition of γ-Al2O3 as well as
its structural, electronic and luminescent properties.

Considerable efforts of many other researchers have been directed towards the
improvement of the optical properties of alumina by introduction of various dopants
such as Si and Ti [8], Mg and Y [9], Cr and Ni [10]. For instance, Menon [11] observed
that the interaction between Ce and Cu is the main cause of the high reactivity of the
bimetallic catalyst in the total oxidation of toluene. This was realized after the total
oxidation of toluene as volatile organic compound was studied over the binary metal
oxide CuO-CeO2/γ-Al2O3. Given that catalytic oxidation is an important technique for
the destruction of volatile organic compounds, it was necessary to investigate the
structural, electronic and luminescence properties of γ-Al2O3:Ce

3+Cu2+ powders.
In this work, sol-gel technique is used to synthesize γ-Al2O3 and γ-Al2O3:Ce

3+Cu2
+. In the synthesis of γ-Al2O3 and γ-Al2O3:Ce

3+Cu2+ nanopowders, citric acid was
used as a complexant agent which can effectively chelate metal ions with varying
ionic sizes [12]. Citric acid as a convenient ligand is inexpensive and is a more
effective complexing agent than other complexants producing fine ferrite powder
with smaller particle size [13].

4.2 Methodology

The ab initio and characterization techniques used to investigate the properties of the
Al2O3:Ce

3+Cu2+ in this study are presented.

4.2.1 Experimental details

The structure of the powders was analysed using the Xcrysden program and the X-ray
diffraction (XRD). The crystal size was analysed by use of XRD and the high resolution
transmission electron microscopy (HRTEM). Morphology was analysed using the
scanning electron microscope (SEM) and HRTEM. The absorption properties of the
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oxides were investigated using UV-VIS-NIR spectrophotometer. The photolumines-
cence (PL) properties were determined using F- 7000 Fluorescence and the Franck-
Condon equation while energy dispersive X-ray spectroscopy (EDS) gave the compo-
sition of the powders.

4.2.1.1 Materials and synthesis
Al2O3:Ce

3+Cu2+ powders were prepared using commercially available cerium nitrate
Ce(NO3)3.6H2O, copper nitrate Cu(NO3)2.4H2O, aluminium nitrate Al(NO3)3.9H2O
and citric acid C6H8O7.H2O using the sol-gel technique [14]. The initial solution
was prepared by dissolving aluminium nitrate and citric acid into deionized water.
The concentration of aluminium nitrate was 0.5 M. The molar ratio of citric acid to
aluminium nitrate was 0.5. The solution was placed on a hot plate (50°C) and
constantly stirred for 3 h using a magnetic stirrer until it changed to yellowish
solution. The temperature was then increased to 80°C and stirring continued for 2 h,
after which the solution changed to a transparent sticky gel. The gel was transferred
to an ovenmaintained at 300°C. All the liquid evaporated and high amount of gases
were produced during the 1 h when the gel was in the oven. After the 1 h, the gel
swells into a fluffy citrate precursor. This precursor was grounded into fine powders
with the help of a mortar and a pistle. The fine powder was calcined at 950°C for 3 h
in a muffle furnace to improve their crystallinity and optical properties. The synth-
esis of Al2O3 nanostructures with Ce3+ and Cu2+ cations as dopants was performed
by adding different amounts of Ce(NO3)3.6H2O and Cu(NO3)2.4H2O to the Al
(NO3)3.9H2O precursor to obtain concentrations of 0.31, 0.62, 0.93 and 1.24 mol%
Ce3+Cu2+.

4.2.1.2 Characterization techniques
The crystal structures of the powders were investigated using the Bruker AXS
Discover diffractometer with Cu K α(1.5418 Å) radiation. High-resolution transmission
electron microscopy (HR-TEM) was done using the Shimadzu Superscan SSX-550
system. Scanning electron microscopy (SEM) and selected area electron diffraction
(SAED) micrographs were used to determine the morphology of synthesized nano-
particles. The optical properties were obtained via the use of the Agilent HP1100
diode-array UV-visible spectrophotometer while photoluminescence (PL) spectro-
scopy was done using the Hitachi F-7000 fluorescence spectrometer.

4.2.2 Computational details

Ab initio calculations were carried out using Density functional theory and the
Hubbard U term (DFT+U) as implemented in the Quantum ESPRESSO code [15].
Within DFT+U, the electron–electron interaction was expressed as the sum of the
Hartree and exchange-correlation (XC) terms which is usually approximated. The
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XC approximation within the DFT formalism was carried out using the local density
approximation (LDA) as parameterized by Perdew–Wang [16]. The nuclei core’s
effect on the system was analysed using norm-conserving pseudopotentials [17].
Using the following converged calculation parameters, kinetic energy cut-off of 60
Ry, Gaussian smearing of 0.02 eV, 8 × 8 × 8 Monkhorst–Pack [18] k-point mesh and
electronic energy convergence criterion of 10−6 Ry, a lattice constant of 7.79 Å and a
band gap of 3.5 eV were obtained compared to experimental value of 7.91 Å [19] for
the lattice constant. Another theoretical study obtained the lattice constant to be
7.89 Å [20]. The underestimation of the lattice constant with LDA is a known trend
[21]. Band gap underestimation within LDA is also known and has been documen-
ted in several studies [22, 23]. However, it is also worth noting that, despite hybrid
functionals being successful in overcoming the band gap under estimation issue
[24], they are also known to fail in some cases such as in the prediction of the defect
properties [25–27]. Using the optimized unit cell, a supercell of 80 atoms was
obtained by multiplying the unit cell using a 2 × 2 × 2 k-point mesh. The undoped
γ-Al2O3 supercell was then optimized by relaxing only the atomic positions keeping
the volume fixed using a 2 × 2 × 2 Monkhorst–Pack [18] k-point mesh. The kinetic
energy cut-off and electronic energy convergence were similar to that of the unit
cell. The supercell was then doped by substituting two Al atoms with a Ce3+ and a
Cu2+ atom (0.31–1.24% doping percentage). Although anion substitution is also
possible, cation substitution results in lower substitution energies compared to the
anion substitution in the case of rare earth-doped semiconductors [28, 29]. Al atoms
occupy both the tetrahedral and octahedral sites within the lattice thus Ce3+Cu2+

doping was done on each of these sites. Since Ce3+and Cu2+ are strongly correlated
elements, we added the Hubbard correction term U to the Ce3+ 4f electrons and to
the Cu2+ 3d electrons within the DFT+U formalism so as to properly account for their
properties which could not have been accounted for in the case of using DFT alone.
DFT+U is robust in accounting for the properties of transition metals as well as rare
earth and lanthanide elements [30, 31]. The choice of U is however highly depen-
dent on the material property being converged with respect to experimental find-
ings. Common material properties that have been used to obtain the value of U
include charge localization, Lattice parameter and band gap energy [32–34]. In this
study, we have adopted the reportedmethodology of [35] where the calculated band
gap energy was converged with respect to experimental band gap. A value of U = 4
eV for Ce3+ was chosen while that of Cu2+ was chosen to be 3 eV which substituted
Al3+ in Al site.

4.3 Results and discussion

In this study, ab initio density function theory and the Hubbard U term (DFT+U) has
been used to investigate structural, electronic and optical properties of semiconductor
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metal oxides (Al2O3:Ce
3+Cu2+). The Hubbard U value is known to overcome the failure

of standard DFT in predicting the electronic properties in metal oxides. Experimental
approach is also used in the current study to produce stoichiometric semiconducting
metal oxides. The results of the study are as shown below.

4.3.1 X-ray diffraction (XRD) and XCrySDen analysis

Comparison between the structural changes from experimental and computational
approach of γ-Al2O3 andγ-Al2O3:Ce

3+Cu2+ at different concentrations is shown in
Figure 4.1. The diffraction patterns of Figure 4.1 confirm that all the samples consisted
of spinel structure with space group Fd-3 m as indexed by JCPDS file no. 79-1557. The
intensity of the peaks relative to the background signal demonstrates high crystal-
linity of the samples. Although the XRD patterns of γ-Al2O3 resemble those of γ-Al2O3:
Ce3+Cu2+, the peaks have broadened on doping and their intensities also reduced.
The diffraction peak broadening is as a result of the crystallite sizes and lattice strain.
This means that large crystallite sizes cause sharp reflections where as small sizes
lead to broad reflections. Variation in lattice spacing due to lattice strains can also
cause broadening [36]. The crystalline sizes of the γ-Al2O3 and γ-Al2O3:Ce

3+Cu2+
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Figure 4.1: Structural analysis of γ-Al2O3 and γ-Al2O3:Ce
3+Cu2+. The red, blue, green and yellow balls

represent O, Al, Cu and Ce, respectively.
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samples are in the same range confirming what was realized in Table 4.1 that doping
did not cause major distortion of the crystal structure. In addition, this could be due
to the fact that the procedure used to prepare all the samples in this study was the
same. The peak broadening is attributed to lattice strain due to incorporation of the
Ce3+ and Cu2+ activator ions. In all the doped samples, Ce3+ and Cu2+ are seated at the
Al3+ site. The XRD results in Figure 4.1(a) are in good agreement with the computa-
tionally calculated bond lengths in Figure 4.1(b) and summarized in Table 4.1 which
shows reduced bond lengths on doping. To the best of our knowledge, no DFT+U
work has been done on Al2O3:Ce

3+Cu2+ therefore no comparison with other DFT+U
work was included in Table 4.1.

These XRD results agree well with the Mulliken bond lengths as shown in Table 4.1.
Table 4.1 confirms that if a bigger ionic radius is substituted into a smaller ionic
radius site, the site enlarges while the bond lengths shrink. Figure 4.1(a) shows the
peaks representing doped systems shift to lower angles (to the left) in comparison to
the host peak. This shift was also witnessed by Qianping Sun et al. [37] where on
doping ordered mesoporous gamma-alumina; the peaks shifted to the lower angles
[38]. The peak (440) decrease in intensity is attributed to the distortion of the crystal
structure of the host on incorporation of the dopant [39].

The width of the XRD peaks allows us to calculate the average crystallite size by
using the Debye–Scherrer equation [24]. The analysis shows that the average crystal-
lite size of γ-Al2O3:Ce

3+Cu2+ at different doping concentrationwas approximated to be
5, 6, 8 and 9 nm for 0.31%, 0.62%, 0.93% and 1.24% doping, respectively. The
crystallite size is estimated from the full width at half maximum (FWHM; (β)) and
Debye–Scherrer formula according to the following equation:

d=
0.89λ
β cos θ

(4:1)

where 0.89 is the shape factor, λ is the X-ray wavelength, β is the line broadening at
half the maximum intensity (FWHM) in radians and θ is the Bragg angle. The
formation of γ-Al2O3 is expected, because it is reported to be the most thermodyna-
mically stable phase when the crystalline size (particle diameter) is less than approxi-
mately 13 nm.

Table 4.1: DFT+U averaged Mulliken bond lengths of γ-Al2O3:Ce
3+Cu2+ 0 < × ≤

1.24%.

0%: Ce3+Cu2+ 1.24%: Ce3+Cu2+

Al-O (Å) 1.85 1.79
O-O (Å) 2.64 2.62
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4.3.2 SEM analysis

Figure 4.2 shows the SEM images of the sol-gel prepared γ-Al2O3. Figure 4.2(a) shows
pristine γ-Al2O3 at 40,000× magnification, while Figure 4.2(b) shows pristine γ-Al2O3

at 70,000× magnification. Figure 4.2(c) shows γ-Al2O3:Ce
3+Cu2+ at 40,000× magnifica-

tion and Figure 4.2(d) shows γ-Al2O3:Ce
3+Cu2+ at 70,000× magnification. Comparing

Figure 4.2(a) and Figure 4.2(c), Figure 4.2(c) shows enlarged particles compared to
Figure 4.2(a) although they are of the samemagnification. This confirms an increase in
number of particles after doping. It also confirms a higher agglomeration in the doped
system than in the pristine system. The same happened to Figure 4.2(b) compared to
Figure 4.2(d). Figure 4.2 reveals that both pristine and γ-Al2O3:Ce

3+Cu2+ samples are
nearly spherical in shape with a narrow diameter distribution. The SEM images of pure
and doped γ-Al2O3 are in the nanometre range. The size distribution and particle
appearance are irregular. The changes in size before and after doping could be as a
result of nucleationmechanism in the growth process. A restrained nucleation rate and

Figure 4.2: Comparison between γ-Al2O3 and γ-Al2O3:Ce
3+Cu2+ SEM analysis at different

magnifications.
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a subsequent lower growth rate of samples may occur due to the difference in ionic
radii of Cu2+ and Ce3+ from that of Al3+. The difference in valence between Ce3+, Cu2+

and Al3+ could also be another cause of change in size.

4.3.3 HR-TEM analysis

Figure 4.3 represents systems of 1.24% Ce3+Cu2+ doping in γ-Al2O3 with an average
crystallite size of 10 ± 2 nm. This shows that the crystallite sizes from HR-TEM
analysis are in agreement with those derived from XRD traces. The average grain
size diameter of these doped systems is 20 nm which is confirmed by the SAED
patterns. The SAED patterns show diffraction rings composed of discrete spots
indicating decrease in grain size on doping. The diameter of the diffraction rings in
SAED patterns was obtained by the use of imageJ program and it is consistent withffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2 + k2 + l2
p

given that hklð Þ represents the miller indices of planes corresponding to
the ring. Using this relationship, the rings obtained from SAED corresponds to (440),
(400), (311) planes. In XRD, these same planes show the highest intensity peaks,
showing a good relation between XRD and SAED.

4.3.4 Energy dispersive X-ray spectroscopy (EDS) analysis

EDS allowed the determination of the chemical composition of the samples [40, 41].
These data were used to calculate the O/Al atomic ratios. Figure 4.4(a) shows peaks of
Al3+ and O in pure γ-Al2O3. EDS spectrum from Figure 4.4(b) reports the presence
Al3+, O, Ce3+ and Cu2+ prove that the chemical composition of the powders was
respected. γ-Al2O3:Ce

3+Cu2+ co-doped system did not deviate from the initial stoichio-
metry andmatched well with the initial degree of substitution. It is interesting to note

200 nm 2 nm 2 1/ nm

Figure 4.3: HR-TEM images of Al2O3:1.24 % Ce3+Cu2+.
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that the synthesis and characterization conditions completely favoured the formation
of γ-Al2O3 and γ-Al2O3:Ce

3+Cu2+ systems and thus allowed us to study the effect of
increasing Cu2+ and Ce3+ concentration in the γ-Al2O3.

4.3.5 Electronic analysis

Computationally, Figure 4.5(a) and Figure 4.5(b) reveal a direct band gap transi-
tion at Γ. The calculated band gap for γ-Al2O3 is 3.5 eV (Figure 4.5(a)), whereas our
experimental band gap is 4.9 eV (Figure 4.5(d)). This discrepancy arises because of
the inability of DFT to describe excited states [42]. Our band gap which is between
the upper valence band and conduction band is 3.5 eV, which compares very well
with 4.0 eV band gap realized by Gutiérrez et al. [43]. Ahuja et al. reported a band
gap of 3.9 eV [44]. In order to determine the optical energy band gap of our
powders, the UV-vis absorption spectrum was recorded. The reflectance spectrum
shows a reflectance at 253 nm in the UV region (Figure 4.5(c)) which corresponds
to an absorption (excitation) at 4.9 eV (Figure 4.5(d)). The UV-vis absorption
spectrum of the samples may be attributed to photoexcitation of electron from
valence band to conduction band. The optical energy band gap (Eg) was estimated
(Figure 4.5(d)) by the method proposed by Tauc [45] according to the following
equation:

ðhvαÞ α ðhv–EgÞn (4:2)

where α is the absorbance, h is the Planck’s constant, v is the frequency, Eg is the
optical energy band gap and n is a constant associated to the different types of
electronic transitions (n = 1/2, 2, 3/2 and 3 for direct allowed, indirect allowed, direct
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forbidden and indirect forbidden transitions, respectively). Eg value for γ-Al2O3

nanoparticles is ∼4.9 eV.
Computationally, Figure 4.5(b) shows a red shift on doping. The figure shows that

there is no possible emission as a result of transition fromCe_5d (green colour) to Ce_4f
(light blue) states. This is because these two states are found in the conduction band
(Figure 4.5(b)). Cu_4p states are found at conduction band minimum, while Cu_3d
states are found at valence band maximum (VBM). This gives a possible emission due
to transition from Cu_4p to Cu_3d. The emission is through 2.5 eV (496 nm) which is in
the bluish-green region of the visible spectrum. The reduction in band gap realized in
Figure 4.5(b) computationally is confirmed experimentally in Figure 4.5(d) showing a
good relation between calculated and experimental work. DFT is known to under-
estimate approximately 40% of the experimental band gap [46] that is why the
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computational band gap for pristine γ-Al2O3 (Figure 4.5(a)) is 3.5 eV, while the experi-
mental band gap is 4.9 eV (Figure 4.5(d)). This also shows DFT predicting the expected
experimental band gap.

4.3.6 Optical analysis

The x-axis intercept obtained by extrapolating the linear portion of the curve is the
transition energy for the doping concentration as shown in Figure 4.5(d). From our
findings, it is clear that the electronic transition using DFT to calculate the optical
absorption spectrum can be analysed in relation to Kubelka–Munk plots.

In order to know how possible it is to incorporate the dopants (Ce and Cu), Ab
initio calculations were carried out to get the dopant substitutional energies at a given
charge state q using the equation

Eq
dopant =Eundoped –Edoped + nμAl – nμCu – nμCe + q EVBM +EFermið Þ+Ecorr (4:3)

where Eundoped is the total energy of pristine γ-Al2O3,Edoped is the total energy of doped
γ-Al2O3, μAl,μCe and μCu are the chemical potentials of Al, Ce and Cu, respectively, n is
the number of atoms substituted, EVBM and EFermi are the energy of the VBM and fermi
energy, respectively, while Ecorr represents the supercell finite size corrections. A
thermodynamic charge transition level εq=q′ was calculated using the equation

ε– 2=– 1 =
E – 1
dopant –E – 2

dopant

� �
– 2ð Þ– – 1ð Þð Þ (4:4)

where E – 1
dopant and E – 2

dopant are the dopant substitutional energies for −1 and −2 charge
states obtained using eq. (4.3). Each of thermodynamic transition levels usually has
an associated optical transition. An optical transition can be obtained using the
Franck–Condon principle as

EPL =Eg – εthermð– 2=– 1Þ–Erel (4:5)

where, EPL is the optical transition, Eg is the band gap energy, εthermð– 2=– 1Þ is
thermodynamic transition level which is obtained using eq. (4.4). Figure 4.6(a)
shows the thermodynamic transition levels both in the Al_rich conditions as well
as O_rich conditions. It was realized that the transition level in both cases was the
same therefore the PL was calculated using 1.1 eV as the thermodynamic transition
level. The schematic diagram of the calculated PL is represented in Figure 4.6(b). This
calculated PL shows an emission in the bluish-green region (521 nm) which is in
agreement with the emission in Figure 4.6(c). In Figure 4.6(c), the emission at 549 nm
is in the bluish-green region which is attributed to emission from the Cu_4p states to
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Cu_3d states as confirmed computationally in Figure 4.5(b). The emission at 43 and
458 nm is both in pristine and doped γ-Al2O3 which can be attributed to the oxygen
vacancies most probably created during annealing (synthesis). In PL analysis, the
knowledge on charge density distribution around each atom is important. It is there-
fore discussed below.

4.3.7 Charge density

Figure 4.7 presents the electronic charge density plots for the defective spinel
structure of γ-Al2O3 which is calculated using the LDA+U exchange potential. The
stoichiometric γ-Al2O3 structure is a perfect insulator, and formation of charge-free
carriers is not anticipated from our calculation. From Figure 4.7, clearly, the
electronic cloud is mostly distributed around the oxygen nuclei. A highly polar
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bond is formed in the Al–O line as expected from a large electronegativity difference
between Al and O atoms. However, there is no charge accumulation along the Al–O
bonds, indicating essentially ionic bonding. Figure 4.7(a) shows the contours
indicating the boundaries of charge distribution. In addition, it is observed in
Figure 4.7(b) that distribution of the charge density is not uniform around different
Al lattice sites. Al atoms are far from each other and thereby cannot be strongly
bonded to each other. These observations are in agreement with the quantitative
ionic charge analysis [47]. The thermometer shows that the magenta colour has the
highest charge with the red colour with the least amount of charge. The dense and
nearly spherical contours away from the Al nuclei are from the peaking in Al 3s3p
orbitals.

4.3.8 Conclusion

Undoped γ-Al2O3 and γ-Al2O3:ce
3+Cu2+ powders with different morphologies were

successfully synthesized using the sol-gel technique with the presence of citric acid
as the complexant. Structural characterizations as well as theoretical calculations
show a defective cubic spinel structure. From the XRD data and SAED diffraction
patterns analysis, γ-Al2O3 and γ-Al2O3:Ce

3+Cu2+ are highly crystalline. The SEM
micrographs showed that the particles are spherical in shape, while the HR-TEM
micrographs showed a grain size of approximately 10 nm. Properties computed using
the DFT+U technique were found to be consistent with experimental observations, an
indication that theoretical computations with the DFT formalism can be a useful tool
that can aid and/or guide experimental investigations.
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ated by the NRF-supported research are that of the author(s) and that the NRF accepts
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5 A DFT perspective analysis of optical properties
of defected germanene mono-layer

Abstract: Germanene, germanium version of graphene, is a novel member in the two-
dimensional (2D) materials family. In this present study, a theoretical analysis invol-
ving optical properties of defected free standing (FS) germanene layer has been
performed within density functional theory (DFT) framework. FS buckled germanene
exhibits many fascinating and unconventional optical properties due to introductions
of adatoms and voids. Arsenic (As), gallium (Ga) and beryllium (Be) are chosen as
doping elements. Doping sites (same or different sub-lattice positions) play a crucial
role to improve various optical properties. While Be doping, concentrations of Be are
increased up to 18.75% and void concentrations are increased up to 15.62% (keeping
fixed 3.12% Be concentration). Emergence of several plasma frequencies occur in case
of both parallel and perpendicular polarizations for defected germanene layers. Energy
positions of peaks corresponding to maximum of imaginary parts of dielectric con-
stants are red shifted for some As and Ga incorporated systems compared to pristine
germanene. Absorption spectra peaks are more prominent for Be doped systems rather
than void added systems. In addition, conductivity in infrared (IR) region is very high
for the Be doped configurations in case of parallel polarization. Along with these,
changes in other optical properties like refractive index, reflectivity, electron energy
loss spectroscopy etc. are also analyzed briefly in this present study. We hope, this
theoretical investigation may be regarded as an important tool to design novel opto-
electronic tuning devices involving germanene in near future.

Keywords: germanene, density functional theory, doping and vacancy, electronic
properties, Optical properties

5.1 Introduction

Discovery of a new material germanene, hexagonal graphene counterpart of ger-
manium (Ge) [1, 2], has enriched two-dimensional (2D) materials family in recent
years and opened a vast unexplored door to the researchers after graphene and
silicene [3–5]. This new member germanene exhibits different properties which are
similar to graphene in many aspects in its free standing (FS) form. But, in contrast,
germanene possesses a buckled configuration rather than a planar structure of
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graphene [6]. Behera et al. have reported that, buckled germanene is more stable
than planar configuration [7]. Mixed sp2-sp3 hybridization and high value of spin-
orbit coupling of germanene lead to this buckled structure of germanene [8, 9].
Hexagonal flat germanene has been synthesized by Davila et al. very recently using
gold (111) surface at substrate [10]. At the same time, buckled germanene has been
fabricated by another group Li et al. using platinum (111) substrate [11].
Madhushankar et al. have reported experimentally that, germanene based field
effect transistors (FET) devices are very efficient with high current on/off ratio and
electron carrier mobility [12]. Rather, intrinsic carrier mobility of germanene is also
higher than graphene or silicene [13]. So, this newmember demands major research
concern for advancement of 2D nano-technology based on germanene and its
heterostructure [14, 15]. Unconventional electronic and optical properties of these
2D materials makes them more fascinating in the field of material science [16, 17].
Like graphene, germanene also exhibits linear dispersion relation and valence
band (VB) and conduction band (CB) touches each other at Dirac K point. But
inclusion of spin orbit coupling opens a gap ~ 24.3 meV at Dirac K point [18]. In
order to apply germanene in nano-devices, basic requirement is to open a finite
amount of bandgap at Dirac K point. Pang et al. via a density functional theory
(DFT) study have investigated about structural, electronic and magnetic properties
of 3d transition metal (TM) adsorbed germanene layer [19]. They have elucidated
that TM adsorbed germanene systems exhibit non-magnetic metal, non-magnetic
semiconductor, ferromagnetic metal, ferromagnetic semiconductor and ferromag-
netic half-metal like characteristics features. In another DFT based study, Dhar
et al. have reported that, it is possible to transform semi-metallic property of
germanene to semiconducting and metallic nature by introducing suitable foreign
elements like arsenic (As), gallium (Ga) or their co-doping in bare germanene [20].
This investigation clearly indicates the fact that, doping sites (whether it is same or
different sub-lattice sites) play a very crucial role in order to improve electronic and
optical properties of germanene. Several previous calculations have also indicated
the fact that, non-magnetic germanene can behave as a magnetic structure by
introduction of suitable doping of foreign element like beryllium (Be) or creating
void in pristine layer [21]. It can be elucidated from this analysis that, variation of
doping as well as void concentrations in pristine germanene modify electronic,
optical andmagnetic properties of germanene significantly. Li et al. have concluded
that, chromium adsorbed germanene is metallic in nature and exhibits a significant
magnetic moment ~ 4.40 µB [22]. Dhar et al. through a very recent first principle
based analysis have explored that carbon decorated FS germanene possesses
magnetic moment ~ 4.04 µB [23]. Liang et al. have estimated about the effect of
surface functionalization and strain engineering on the structural, electronic and
magnetic properties of hydrogenated, fluorinated and chlorinated FS Ge-nanosheet
[24]. Electronic properties of germanene superlattices have been explored by Li
et al. via first principles theory [25]. They have revealed that, sizable bandgap
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(maximum ~ 250 meV) can be opened in germanene superlattices by sub-lattice
equivalence breaking. Rupp et al. [26] have investigated about stability and electro-
nic properties of boron (B) and nitrogen (N) hydrogenated germanene called ger-
manane. They have calculated that, N and B doping allow germanene to act like n
and p types semiconductor respectively. Moreover, Pang et al. have also pointed
that, in case of alkali metal adsorbed germanene, Dirac cone moves below Fermi
level and system behaves like n type doped structure [27]. Ni et al. have indicated
the effects of vertical electric field on electronic properties of FS germanene [28].
Their study has opened the possibility to fabricate FET devices out of pristine
silicene and germanene mono-layers experimentally.

Along with electronic and magnetic properties study, several theoretical inves-
tigations have already been carried out on optical properties of pristine and defected
Ge-nanosheet. Matthes et al. [29] have reported that, despite of having very small
thickness, optical absorbance of these 2D materials is not vanishing. Rather they
achieve finite large values at optical resonance frequencies. Ozcelik et al. have
estimated real and imaginary parts of dielectric constant of silicene and germanene
[30] within DFT framework. They have confirmed that, there are three main peaks in
imaginary part of dielectric constant of germanene.

Motivated from previous investigations and fascinating unconventional prop-
erties of germanene, we have performed a DFT perspective analysis about defected
FS buckled germanene systems. Doping of foreign elements or introducing void in
bare system both can be treated as defect formation. As and Ga are natural choice of
doping in germanene framework because of close radius matching of Ge with As
and Ga. As a result, lattice deformation is expected to be comparatively small for
these types of substitutional doping elements. These adatoms are incorporated in
same (equivalent) and different (non-equivalent) sub-lattice positions of germa-
nene individually. Our study has revealed that doping sites play crucial role in
modifications of several optical properties of germanene. In addition, Be has also
been introduced in bare germanene. Be is a very light weighted and extremely stiff
hard metal which has huge applications in electronics, aerospace, defense indus-
tries, X-ray and other radiation machineries etc. [31]. Moreover, atomic radius of Be
also matches almost 90%with that of Ge. Along with this, researchers have already
chosen this material for substitutional doping purpose in graphene, silicene etc.
[32–35]. Concentrations of Be have been increased up to 18.75% to observe mod-
ifications of optical properties. It has been also estimated from our work that, voids
affect essentially the optical properties of germanene. We have increased void
concentrations up to 15.62% keeping fixed Be concentration 3.12%. There are
several prominent changes in optical properties like dielectric functions, absorp-
tion spectra, electron energy loss spectroscopy (EELS), reflectivity, conductivity etc.
in these defected germanene systems as discussed in following sections. Thus, we
have explored that, it is possible to tailor optical properties of germanene by
choosing various ways.
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5.2 Computational methodology

All necessary estimations were calculated using DFT, with the spin polarized general-
ized gradient approximation of Perdew, Burke and Ernzerhof functional [36] using
double-ξ plus polarization basis set as implemented in SIESTA software package
[37–39]. A 4 × 4 × 1 supercell of germanene containing 32 Ge atoms in X - Y plane has
been used. The mesh cutoff is set to 300 Ry. The vacuum space in Z direction is about
20 Å to neglect spurious interactions between the neighboring slabs. Brillouin zone is
sampled in k space with the equivalent of a 24 × 24 × 1 Monkhorst-Pack (MP) [40] of k
point grid. Convergence precision for total energy of the self-consistent field cycle is
taken as 10–5 eV. The atoms were allowed to relax until the residual forces were
smaller than 0.05 eV/Å for As and Ga doped systems and 0.1 eV/Å for Be doped and
void added structures. Number of empty bands is set to 400, which is sufficiently
large enough to estimate optical properties, and gives accurate results due to inclu-
sion of high frequency effects in interband transitions. Excitonic effects, however, are
not taken into account.

Complex dielectric function ε ωð Þ is interpreted as, ε ωð Þ = ε1 ωð Þ+ε2 ωð Þ, ε1 ωð Þ and
ε2 ωð Þ are real and imaginary parts of ε ωð Þ respectively and ω is frequency of electro-
magnetic (EM) wave in energy unit. Applying first order time dependent perturbation
theory in the dipole approximation ε2 ωð Þ is calculated as [41–43],

ε2 q ! 0~u, �hωð Þ= 2e2π
Ωε0

X
k, v, c

hψc
k ~u �~rj jψυ

ki
�� ��2δ Ec

k –Eυ
k –E

� �
(5:1)

Here, Ω is volume of unit cell, ε0 is permittivity in vacuum. u and r represent polariza-
tion and position vectors of electric field of EM wave respectively. ω is the photon
frequency, ψc

k, ψ
υ
k are the wave function of the CB and the VB respectively ε1 ωð Þ

depends on ε2 ωð Þ and they are connected via Kramers-Kronig relation. Both types of
polarizations (parallel or perpendicular) of EM field are taken into account for optical
calculations. For parallel polarization electric field is applied along X axis and for
perpendicular polarization the same is applied along Z axis. The value of optical
broadening used in the computations for all optical calculations is set at 0.2 eV. The
complex refractive index (N(ω)) of a material is related to ε ωð Þ by the expression

N ωð Þ=
ffiffiffiffiffiffiffiffiffiffi
εðωÞ

p
(5:2)

where,N(ω) = n(ω) + ik(ω). n and k are the real and imaginary part of refractive index.
They are correlated to ε1 ωð Þ and ε2 ωð Þ as

n ωð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 + ε22

p
+ ε1

2

 !1=2

k ωð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffi
ε21 + ε22

p
– ε1

2

 !1=2

(5:3)
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Now, by knowing expression of (2) and (3) absorption coefficient (α(ω)) at normal
incidence is defined as,

α ωð Þ = 2kω= c�hð Þ (5:4)

where, c represents the speed of light in vacuum and ω is expressed in energy unit.
The absorption coefficient α(ω), having unit of inverse length, essentially

describes the spatial attenuation of the intensity of EM wave passing through the
sample. The EELS, denoted by L(ω), estimates the collective excitation of any struc-
ture and defined as,

LðωÞ= Im –
1

εðωÞ
� �

=
ε2

ε21 + ε22
(5:5)

R(ω) is related to n(ω) and k(ω). To analyze the characteristic fine structure feature of
the reflectivity spectrum, calculation of reflectivity modulation (RM(ω)) [44, 45] is a
very convenient way. RM (ω) of a material possesses both positive and negative
values. R(ω) (in case of normal incidence) and RM(ω) are interpreted as,

R ωð Þ= ðn– 1Þ2 + k2
ðn+ 1Þ2 + k2 , RM ωð Þ =

1
RðωÞ

dR
dω

(5:6)

Further, real and imaginary parts of optical conductivity (σ1(ω) and σ2(ω)) are also
calculated via the relations,

σ1 ωð Þ =
ωε2ðωÞÞ

4π
, σ2 ωð Þ= ωð1– ε1ðωÞÞ

4π
(5:7)

For comparison purposes, samemethodologywas used as in previous studies [20, 21].

5.3 Results and discussions

5.3.1 Geometric optimization

Structural optimization is one of the main important task to investigate optical proper-
ties of As, Ga, Be adatom added and vacancy induced germanene layers. Buckled FS
germanene sheets containing 32 Ge atoms are taken for all calculations in these
present investigations. Optimized bond length, buckling and bond angle for relaxed
pristine sheet are 2.44 Å, 0.69 Å and 112º respectively which matches with previous
studies [46–48]. In case of As and Ga doping concentrations 3.12% and 6.25% are
considered. In order to investigate the effect of doping positions, adatoms are incor-
porated in same and different sub-lattice positions individually of a single hexagonal
unit cell of germanene for 6.25% adatom concentration. Co-dopings of As and Ga are
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also incorporated. All considered As and Ga doped structures (S1 – S8) are depicted in
Figure 5.1. All configurations are optimized successfully with the constraints as men-
tioned in ‘Computational methodology’ section. It has been already reported by the
formation energies calculations in previous studies that, Ga doped and AsGa co-doped
systems are unstable while As doped systems are stable compared to bare germanene
[20].

Next, Be is doped in germanene and concentration is increased from 3.12% to
18.75% as shown in Figure 5.2(a) to (f). In addition to this, voids are also incorpo-
rated to explore about the effects of vacancies in pristine layer. For this, amount of
Be is kept fixed with minimum possible concentration 3.12%. Then void

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 5.1: Configurations (a) S1, (b) S2, (c) S3, (d) S4, (e) S5, (f) S6, (g) S7, (h) S8; Black colored
atoms are Ge, yellow colored atoms are As, light-green colored atom are Ga.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

(i)

(k)

(j)

Figure 5.2: Configurations with Be doping concentrations (a) 3.12%, (b) 6.25%, (c) 9.38%, (d) 12.50%,
(e) 15.62%, (f) 18.75%; Configurations with Be doping concentration 3.12% and vacancy concentra-
tions (g) 3.12%, (h) 6.25%, (i) 9.38%, (j) 12.50%, (k) 15.62%. Purple colored atoms are Ge and yellow-
green colored atoms are Be.
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concentration is increased from 3.12% to 15.62% as depicted in Figure 5.2(g) to (k).
All adatoms and voids are introduced in same hexagonal cell of pristine germa-
nene, because it has been verified that, incorporation of dopings and vacancies in
different hexagonal cell gives higher formation energies.

5.3.2 Optical properties of arsenic and gallium doped germanene

Different optical properties of As and Ga doped structures have already been
reported in previous studies [20, 49] in detail. Here, we would like to discuss
about some optical properties of these configurations (S1, S2, S3, S4, S5, S6, S7
and S8) briefly which have not been analyzed yet in previous investigations.
Some optical properties of these systems are depicted in Figure 5.3 for parallel
and perpendicular both types of polarizations. In Figure 5.3(a) imaginary part of
dielectric constant (ɛ2(ω)) of Ga doped structures are represented. From this
figure, it can be observed that, positions of peaks corresponding to maximum of
ɛ2(ω) are at 8.21 eV, 8.13 eV and 8.23 eV for S2, S4 and S6 respectively. These
peak positions are red shifted compared to the same for pristine Ge-nanosheet.
Although infrared (IR) absorbance at zero frequency (α(0)) takes finite values in
case of pristine germanene and for As and Ga doped structures for parallel
polarization [20, 50, 51], but considering perpendicular polarization this α(0)
approaches to almost vanishing value for all 8 doped systems. This situation is
depicted in table A, Fig. A and Fig. B of “supplementary information”. It can be
reflected from Figure 5.3(b) that, in case of co-doped configurations S7 and S8,
intensity of peaks of absorption coefficient (α(ω)) are less than pristine germa-
nene, but the same attains higher values than pristine system in some energy
regions like 5.30 to 6.84 eV, 7.12 to 8.22 eV, 10.32 to 10.92 eV etc. Thus, values of
α(ω) can be tuned by suitable doping of adatoms in pristine germanene.
Analysis of reflectivity of As doped structures in case of perpendicular polariza-
tion reveals that, anisotropic oscillations are mainly restricted in 5 to 15 eV
which is in ultra-violet (UV) region of energy spectrum (Figure 5.3(c)). In addi-
tion, it is noticeable that, in case of Ga doped configurations real part of
refractive index (n(ω))) also gets several modifications compared to pristine
systems (Figure 5.3(d)). Here, although the peak positions remain almost same
with bare structure but, peak intensities are diminished due to doping of foreign
element. However, in case of real part of conductivity (σ1(ω)), maximum
heighted peak positions are red shifted for As doped configurations compared
to bare germanene (Figure 5.3(e)). Moreover, EELS, abbreviated as L(ω), for
parallel polarization of As doped configurations are explored briefly and
shown in Figure 5.3f). A very sharp peak of L(ω) is observed at 8.90 eV for
virgin germanene layer. Second highest intensity peak of L(ω) appears at 7.70
eV for bare configuration. It can be observed from Figure 5.3(f) that, due to
addition of foreign elements the number of peaks as well as peak intensities for
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the defected structures decrease in contrast to pristine system. At the same time,
there are several modifications in L(ω) due to doping of As than pristine layer
which can be applied in future nano-electronics applications. Thus, it is possible
to tailor different optical properties of germanene, by varying doping sites
crucially (same or different sub-lattice positions) and choosing suitable doping
concentrations and doping elements as well.
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Figure 5.3: (a) Imaginary part of dielectric constant, (b) absorption spectra, (c) reflectivity, (d) real
part of refractive index, (e) real part of conductivity of some selected As, Ga and AsGa co-doped
structures in case of parallel polarization; (f) EELS for As doped structures for parallel polarization.
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5.3.3 Optical properties of beryllium doped and vacancy induced germanene

5.3.3.1 Dielectric functions
In this section, real and imaginary parts of dielectric constant, termed as ɛ1(ω) and
ɛ2(ω), are investigated for Be doped and vacancy induced germanene layers. It can
be elucidated from previous studies that, in case of parallel polarization, static real
part of dielectric constant (ɛ1(0)) exhibits an increasing tendency with increase in
doping concentration but the same possesses a decreasing trend with increasing
vacancy concentration [21]. In Figure 5.4(a), ɛ1(ω) for a structure with 15.62% Be
concentration (arbitrarily chosen) are shown for both types of polarizations. Values
of ɛ1(0) are ~18.20 and 1.60 for parallel and perpendicular polarizations respectively
for this system. This value of ɛ1(0) is ~ 15% higher than that of pristine germanene
for parallel polarization. Whereas, for perpendicular direction value of ɛ1(0)
remains almost same with bare germanene. ɛ1(ω) attains maximum intensities at
0.40 and 6.65 eV respectively for parallel and perpendicular direction. There are
several plasma frequencies (ωp) in case of parallel polarization as reflected by this
figure. It has been already explored aboutωp of these Be and voids added systems in
Ref [21]. critically. In that investigation, it has been clearly indicated that, predicted
computational results of ωp are in well agreement with expected analytical data.
However, for perpendicular polarization no ωp appear for this configuration. In
order to analyze ɛ2(ω), this function is depicted in Figure 5.4(b) for a arbitrarily
chosen system among all systems. Nature of this function as reported in Ref [20]. for
pristine germanene is modified significantly due to incorporation of doping and
vacancy. Highest intensity peak of ɛ2(ω) appears at 0.60 eV for this configuration
(Figure 5.4(b)) for parallel polarization. Second highest intense peak of ɛ2(ω)
appears at 1.57 eV for this system. Anisotropic response of ɛ2(ω) for perpendicular
direction is very small than parallel direction as reflected from this figure.
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Figure 5.4: (a) Real and (b) imaginary part of dielectric constant for both types of polarization in case
of some arbitrarily chosen systems.
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Moreover, in case of parallel direction, response is mainly restricted in IR and
visible region of energy spectrum, whereas, considering perpendicular direction
anisotropic oscillation is mainly in UV region.

5.3.3.2 Absorption spectra
Absorption coefficient (α(ω)) of two arbitrarily chosen configurations are depicted in
Figure 5.5 for both parallel and perpendicular polarizations. IR absorbance of these
systems have already been estimated in previous studies [21]. It can be elucidated
from Figure 5.5(a) and 5(b) that, response of α(ω) is more significant in case of
perpendicular polarization rather than parallel polarization for both defected germa-
nene system. For the configuration with 18.75% Be concentration, maximum
heighted peak appears at 8.74 eV and for the configuration with 6.25% vacancy
(plus 3.12% Be) the same appears at 10 eV. In case of only Be doped configuration,
(18.75%) there exists five prominent peaks in parallel direction and four prominent
peaks in perpendicular direction (Figure 5.5(a)). The number of peaks is reduced due
to addition of vacancy and peaks also appear to be more broader as can be seen from
Figure 5.5(b). It is also noticeable form Figure 5.5(a) that a sharp peak with small
intensity arises at 0.69 eV considering parallel polarization. It has been indicated by
previous investigations that, this peak appears in case of pristine germanene also due
to π→π* resonant excitations [20]. But interestingly, this peak vanishes when
vacancy is introduced in germanene (Figure 5.5(b)). α(ω) takes exactly same values
for both parallel and perpendicular polarizations at 7.32 eV and 7.37 eV for 18.75% Be
added and 6.25% void (with 3.12% Be) added systems respectively, as reflected by
these figures. So, at these frequencies α(ω) is independent of polarizations of EM
wave. It can be concluded from these investigations that, α(ω) peaks of pristine
germanene appear to be more sharp due to incorporation of dopings and the same
become broader while void is introduced in bare germanene.
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Figure 5.5: (a) and (b) Absorption spectra for both types of polarization in case of some arbitrarily
chosen systems.
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5.3.3.3 Electron energy loss spectroscopy
How much energy is lost by fast moving electrons through a material is estimated by
an important parameter EELS, (L(ω)). L(ω) for some configurations are indicated in
Figure 5.6. Response of L(ω) is very sharp considering perpendicular polarization.
For both systems (Figure 5.6) L(ω) takes significant value in the energy region 0 to 15
eV in case of parallel polarization. while, for perpendicular polarization L(ω) is
significant within 6 to 15 eV. Peak positions for the system with 9.38% Be concentra-
tion are at 0.97 eV, 2.67 eV, 7.60 eV (parallel polarization) and 8.52 eV, 9.35 eV, 11.35
eV (perpendicular polarization) in energy spectrum. L(ω) peak positions for the
structure with 6.25% vacancy (plus 3.12% Be) are at 2.76 eV and 7.69 eV (parallel
polarization) and 9.10 eV, 11.15 eV (perpendicular polarization). It is evident from this
study that, number of EELS peaks is also reduced due to incorporation of vacancy.
This same situation arises for absorption spectra as discussed in the previous section.
Thus, it is possible to tailor loss function of germanene by increasing doping con-
centration of Be or increasing void in bare FS germanene mono-layer.

5.3.3.4 Reflectivity and its modulation
Reflectivity (R(ω)) of these defected germanene layers are analyzed briefly in
this section. R(ω) for the system with 15.62% Be doped germanene is shown in
Figure 5.7(a). Values of static reflectivity (R(0)) for this configuration are 0.39 and
0.01 for parallel and perpendicular polarization respectively. It can be conjectured
from this study that, R(0) approaches almost vanishing value in case of perpendi-
cular direction, while the same is significant when parallel polarization direction is
considered. It is clear from Figure 5.7(a) that, response of R(ω) is significant in case of
parallel polarization rather than perpendicular direction. R(ω) is maximum at
0.81 eV, which is in IR region of energy spectrum. Moreover, it is also noticeable
that, at 8.11 eV (UV region) contribution of R(ω) for both types of polarizations are
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Figure 5.6: (a) and (b) Electron energy loss spectra for both types of polarization in case of some
arbitrarily chosen systems.
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exactly the same. So, at this frequency it is not possible to differentiate between
parallel and perpendicular polarization by analyzing R(ω).

Next, reflectivity modulation (RM(ω)) of this structure is also depicted in Figure
5.7(b) for this configuration in order to study optical properties more crucially. RM

(ω) is significant for parallel polarization in the region 0–4.10 eV. But, in the energy
range 4.10–11 eV values of RM(ω)are higher in case of perpendicular polarization
than parallel direction. After that, RM(ω)) is again pronounced for parallel polariza-
tion. RM(ω) achieves maximum intense peak at energy value 6.52 eV of EM energy
spectrum. Second maximum intense peak of RM(ω) appears at 9.46 eV for this
structure.

5.3.3.5 Conductivity
Real and imaginary parts of optical conductivity (σ1(ω), σ2(ω) respectively) of two
randomly chosen configurations are depicted in Figure 5.8. It can be observed from
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Figure 5.7: (a) Reflectivity and (b) reflectivity modulation for both types of polarization in case of a
arbitrarily chosen system.
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Figure 5.8(a) that, σ1(ω) exhibits a enormous response in IR region (0.55 eV) for
parallel polarization of EM wave. However, considering perpendicular polarization
huge response of σ1(ω) appears in UV region (7.88 eV) of energy spectrum. Rest
prominent peaks of σ1(ω) for this configuration with 18.75% Be concentration are at
1.46 eV, 4 eV (Parallel polarization) and 6.70 eV, 8.64 eV, 9.56 eV (perpendicular
polarization). However, at 6.35 eV, σ1(ω) curves for parallel and perpendicular
polarizations crosses which imply that, at this energy position real part of optical
conductivity is independent of polarization of EM wave. Oscillating behavior of σ1(ω)
vanishes after 15 eV for both types of polarizations.

Now, σ2(ω) for 15.62% vacancy (plus 3.12% Be) added Ge-nanosheet is pre-
sented in Figure 5.8(b). It is clear from the definition of σ2(ω) (eq. (5.7)) that,
this function can take both positive and negative values depending on the values
of ɛ1(ω). From Figure 5.8(b), it can be seen that, maximum intense peak of σ2(ω)
appears at 10.32 eV in perpendicular direction. Other sharp peak positions of σ2(ω)
for this configuration are at 0.85 eV, 5.03 eV (parallel polarization) and 9 eV
(perpendicular polarization). σ2(ω) approaches to vanishing values at 0.76 eV,
1.21 eV, 2.84 eV (parallel polarization) and 8.29 eV (perpendicular polarization).
At these frequencies ɛ1(ω) is unity, consistent with eq. (5.7).

5.4 Comparison between As, Ga and Be doped germanene
systems

In this section, we are focused to give a comparative discussion of these As, Ga and Be
doped germanene layers. Among all these structures Ga doped configuration S6
exhibits maximum response for ɛ1(ω) and ɛ2(ω) in parallel polarization direction of
EM wave [20, 49]. ɛ1(0) enhances almost 72% than pristine germanene for this
structure. Moreover, this structure also exhibits maximum response in α(ω) and R(ω)
also. So, it can be concluded from our investigation that, 6.25% Ga doped system at
non-equivalent sites of germmanene nanosheet possesses best opto-electronic proper-
ties among all considered systems. Our theoretical study indicates that, formation
energies are positive for Ga, AsGa, Be and void incorporated structures. Whereas, the
same is negative for As doped structures. So, from experimental point of view, doping
of As in pristine germanenemay bemore practical than other atoms as these structures
are stable than bare germanene.

5.5 Conclusions and future directions

A DFT perspective analysis of defected 2D buckled FS germanene mono-layer has
been performed in this present theoretical work. In conclusion, addition of foreign
elements or void in bare/pristine system modifies optical properties of pristine
germanene significantly. As, Ga and Be are chosen as doping elements. Along with
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doping elements, doping sites (equivalent sub-lattice positions or non equivalent
sub-lattice positions) also play crucial role in modifications of optical properties.

In case of As or Ga doped configurations, modifications in ɛ2(ω), α(ω), R(ω) etc.
are different for the situations when adatoms are added in same sub-lattice positions
and different sub-lattice sites. Increasing Be concentration in germanene lead to a
value of ɛ1(0), which is even more than pristine case. For Be doped and void added
systems, α(ω) is more significant in perpendicular direction than parallel direction.
While, in case of L(ω), response from both parallel and perpendicular polarization
are significant. In contrast, for R(ω), response is pronounced only in parallel direc-
tion. These interesting modulations of optical properties of Ge-nanosheet can be
applied to fabricate next generation opto-electronics devices based on germanene.
We expect, our current analysis will motivate researchers to carry out more works
involving germanene and germanene based technology to enrich applications of this
2D material in device fabrications.
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Archa Gulati and Rita Kakkar

6 DFT studies on storage and adsorption capacities
of gases on MOFs

Abstract: Metal-organic frameworks (MOFs) are highly porous crystalline materials,
consisting of metal ions linked together with organic bridging ligands, exhibiting
high surface areas. Lately, they have been utilized for gas sorption, storage, sensing,
drug delivery, etc. The chemistry of MOFs is expanding with an extraordinary speed,
constituting both theoretical and experimental research, andMOFs have proved to be
promising candidates so far. In this work, we have reviewed the density functional
theory studies of MOFs in the adsorption and separation of the greenhouse gas, CO2,
as well as the storage efficiencies for fuel gases like H2, CH4 and C2H2. The role of
organic ligands, doping with other metal ions and functional groups, open metal
sites and hybrid MOFs have been reviewed in brief.

Keywords: adsorption, C2H2, CH4, CO2, DFT, H2, MOFs, separation, storage

6.1 Introduction

Over the last decade, there has been a tremendous growth in the synthesis, character-
ization, theoretical and experimental studies of metal-organic frameworks (MOFs).
This is a recently recognized class of porous polymeric material, consisting of metal
ions linked together by organic bridging ligands (Figure 6.1). It is a significant devel-
opment, acting as a bridge between molecular coordination chemistry and material
science [1]. It has appeared as a substantial class of crystallinematerials with ultrahigh
porosity (up to 90% free volume) and immense internal surface areas, extending
beyond 6,000 m2/g. As a result of these properties, along with the high degree of
flexibility with both the organic and inorganic components of their structure, MOFs
bestowwide-ranging applications in clean energy, most importantly as storagemateri-
als for gases and high-capacity adsorbents to meet various separation needs [2].
Furthermore, we can know the location and arrangement of the atoms owing to their
crystalline nature and can correlate the properties with the structure [3].

The robust porous material is developed by constructing an equivalent “mole-
cular stage” by connecting rigid rod-like organic moieties with inflexible inorganic
clusters that act as joints. The self-assembled metal ions act as coordination centers
and are linked together with organic bridging ligands, which further give rise to
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Gulati, A., Kakkar, R. DFT studies on storage and adsorption capacities of gases on MOFs. Physical
Sciences Reviews [Online] 2018, 3. DOI: 10.1515/psr-2017-0196

https://doi.org/10.1515/9783110568196-006

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



nanoporous solid materials with high thermal and mechanical stability [4]. The size
and chemical environment of the void spaces are controlled by the length and
functional groups of the organic moieties [5]. Varying from other solid matter, e. g.
zeolites, carbons and oxides, MOFs show high framework flexibility and shrinkage/
expansion because of interaction with guest molecules [6]. Though various metal
oxides have been previously reported for gas adsorption and water remediation
[7–9], with a rising need for more efficient, energy-saving and environmentally
benign methods for gas separation, adsorbents with tailored structures and adjus-
table surfaces must be found. In this regard, MOFs are worthy candidates for gas
separation due to enormous surface areas, adjustable pore size, controllable proper-
ties and acceptable thermal stability [10].

The interactions of the electrons and nuclei ultimately decide the properties of
materials. As the Schrödinger equation (SE) is analytically barely solvable, numerical
approaches for obtaining approximate solutions for multielectron systems is a pre-
cious tool for chemists and material scientists. The major breakthrough in these
computational calculations came in 1964 when Hohenberg and Kohn [11] and Kohn
and Sham [12] reformulated SE (which included 3N spatial coordinates of N interact-
ing electrons) into three spatial coordinates by the use of functionals of the electron
density, a theory termed as density functional theory (DFT). DFT methods have
become a keystone and are a common and indispensable part of various studies in
material sciences. For example, classical DFT has been employed for characterization
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Figure 6.1: The principle of formation of MOFs. Reprinted with permission from ref [1].
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of pore size distribution and specific surface area of porous materials by gas physi-
sorption. The interaction energies and interatomic distances between adsorbates and
MOFs are first obtained using DFT methods, followed by fitting the apt potential
functions to get the improved force-field parameters to build first-principles-based
force fields. Lately, the conventional and new progress of computational methodol-
ogies for MOFs and their application in gas separations have been reviewed by Zhong
and co-workers [13]. Lin and co-workers used DFT calculations with periodic bound-
ary conditions to develop force fields that can correctly predict adsorption isotherms,
binding geometries and transport properties [14, 15]. Sholl and co-workers reported
that an electrostatic potential energy surface computed from a periodic DFT calcula-
tion can be applied directly to elucidate the electrostatic interactions for adsorption,
and it is not necessary to assign point charges to MOF atoms where the MOF is
assumed to be rigid [16]. In addition, the charges extracted fromMulliken population
analysis based on DFT calculations have been successfully applied in calculations on
periodic structures of some MOFs [17, 18], although the atomic charges obtained by
this method depend on the basis set [19]. In this chapter, we have reviewed some of
the DFT studies done on MOFs for evaluating their adsorption and storage capacities
for gases.

6.2 Water stability of MOFs

For utilizing MOFs in adsorption applications, it becomes important to study their
behavior in the presence of water. Water is present in various streams and therefore
must be considered while selecting adsorbents for adsorption, separation and pur-
ification systems (Figure 6.2).

Natural gas streams usually contain water vapor in large amounts, which must be
reduced to ppm levels before use or storage [20]. Water vapors are also present in

Potential MOF
candidate

CHEMICAL ADSORPTION
PROPERTIESSTABILITY

SCREENING SCREENING CO2 capture

H2 or CH4 storage

Figure 6.2: Importance of water stability of MOFs.
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considerable amounts (~10%) in industrial flue gas and cannot be ignored when
selecting adsorbents for CO2 capture. They are also a major component of biofuel
streams and the energy invested in the dehydration step may be higher than the
energy which is finally released by the combustion process [21]. Hence, while select-
ing an adsorbent, its stability and behavior in humid conditions must also be taken
into account.

Several features have been reported which are critical for MOF stability in a
humid environment. These are the basicity of the organic ligands, the extent of
coordination between metal and ligand and shielding of coordination sites by func-
tional groups [22]. Water stability is a decisive factor in determining whether MOFs
can be practically applied for various applications. Since MOFs have a high degree of
diversity in their structures, even though some structures are unstable in the pre-
sence of water vapors, a large number of stable MOFs do exist.

6.2.1 DFT studies

In the last few years, a lot of importance has been given to exploring the behavior of
various MOFs in the presence of water vapors, and a number of experimental and
theoretical studies have been performed. Watanabe et al. [23] performed periodic
DFT calculations using the PW91-GGA exchange-correlation functional to evaluate
the binding of water in CuBTC (or HKUST-1). They found that the interaction energy
of the first water molecule and the Cu dimer is −47.3 kJ/mol. For two water
molecules, the calculated interaction energy was −75.3 kJ/mol, which is not simply
twice the binding energy found for an individual water molecule. They also pre-
dicted that, when the relative humidity of the air at room temperature is approxi-
mately 2%, then most of the Cu sites are saturated with the water molecules. Sholl
et al. [24] found that DFT-derived atomic charges vary significantly, as water mole-
cules move through the framework of HKUST-1. They used plane-wave DFT calcula-
tions and calculated the adsorption energies of individual water molecules inside
the MOF by using the equation

Eads = EH2O=HKUST– 1
� �

– ðEH2O +EHKUST– 1Þ

where Eads, EH2O=HKUST– 1, EH2O and EHKUST-1 are the adsorption energy, energy of the
adsorption complex, energy of isolated water molecule and energy of isolated
HKUST-1, respectively.

DFT calculations were also employed for investigating the formation and stabi-
lity of water clusters in the hydrophobic pores of FMOF-1. First-principles DFT
calculations revealed that larger water clusters (pentamers) are more favorable
than the smaller ones (dimers), as shown in Figure 6.3, because of increase in
adsorption energy due to more nondirectional dispersive interactions in larger
water clusters [25].
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DFT calculations also revealed that water clusters formed in the pores of MOF-1
are energetically more favorable than the same water clusters when present in the
water gas phase. Although there exist a limited number of structures which are stable
under aqueous conditions, most of the applications will not require such great
stabilities. The choice of adsorbent for a particular application depends not only
upon the amount of humidity to which it is exposed, but also on the duration and
number of cycles for which it remains in these conditions.

6.3 Adsorption and storage of fuel gases in MOFs

Since the concerns over future oil sources, energy security and environmental
pollution are not of one particular nation, but global, enormous amount of
resources are being spent for finding alternative fuels which are environmentally
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Figure 6.3: The orientation of water clusters in the pores of FMOF-1 after relaxation using density
functional theory. Hydrogen bond distances in the gas phase (black) and inside FMOF-1 (blue) are
shown in Å. Reprinted with permission from ref [25].

6.3 Adsorption and storage of fuel gases in MOFs 87

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



acceptable as well as technologically promising. In this facet, the major alternative
fuel candidates are H2, CH4, C2H2, methanol, ethanol, Fischer Tropsch fuel, DME,
biomass, biodiesel, biogasoline, etc. [26]. Here, we review DFT studies on adsorp-
tion and storage of H2, CH4 and C2H2 onMOFs. A lot of work is going on to store these
gases. H2 is a promising fuel because it has a high gravimetric energy density, it is
nontoxic and, moreover, its oxidation product is water. However, its small volu-
metric density is a hurdle in H2 storage and its application as a fuel. CH4 burns more
cleanly than gasoline, which makes it an attractive alternative fuel. Above all, it has
higher hydrogen to carbon ratio (H/C) than any other hydrocarbon fuel [27].
However, it has one-third volumetric energy density than that of gasoline, which
is a major disadvantage. C2H2 is also a good candidate for being utilized as an
alternative fuel, but it is of an explosive nature and, therefore, its storage is limited
to pressures below 2 atm. The DFT studies of various MOFs that have been utilized
for adsorption of these gases, the major adsorption sites, binding energies and
other factors which influence the storage of these gases are discussed below.

6.3.1 Hydrogen (H2) gas

Since widely used fuels like diesel and petroleum are being extinguished rapidly, an
alternate energy resource is the need of the hour. Therefore, considering H2 as an
energy carrier is a vital part of future energy strategies. However, storage problems
associated with H2 limit its usage as an energy carrier in vehicles and portable
electronics [28]. Liquefaction of H2 for storage purposes is also not a lucrative solution
because it requires cryogenic temperatures and extremely high pressures. This
encouraged a lot of research into finding suitable materials for the efficient storage
of H2. The various H2 storage materials which are presently used can be divided into
three categories, depending upon the strength of interaction of H2 with the material
which influences H2 uptake and release [29].

1. Physisorption materials. In these materials, H2 molecules are adsorbed on the
surface of pores of materials through van der Waals (vdW) forces. No activation
energy is required in this process, and hence the process is reversible and the
interaction energy is low. Examples of these kinds of materials are MOFs, zeo-
lites, porous carbons, organic polymers, clathrates, etc. The limitation of these
sorbents is that they show low adsorption capacities at ambient temperature and
pressure because of weak vdW interaction. The main advantage of these materi-
als is fast adsorption and desorption kinetics.

2. On-board reversible hydrides. In this case, there is chemical bond formation
between H2 and these materials. The dissociated H2 is stored either cova-
lently or interstitially. Also, the release of H2 is endothermic, which enables
exothermic rehydrogenation of these materials. This means that the storage
material can be directly recharged with H2in situ on board the vehicle. This
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class includes interstitial metal hydrides such as LaNi5Hx and covalent metal
hydrides like MgH2 and AlH3, but these materials either have very high- or
very low-binding energies, metal amides and borohydrides, which include
LiBH4, NaBH4, Mg(BH4)2, LiNH2 and Mg(NH2)2, which have high dehydro-
genation temperature and irreversible adsorption.

3. Off-board regenerable hydrides. These materials also store dissociated H2 cova-
lently, but the release of H2 is exothermic and involves complex chemical
processes for regeneration, which cannot be performed on board a vehicle.
Hydrocarbons, alanes (AlH3) and ammonia boranes belong to this class.
Although the hydrocarbons and alane release H2 endothermically, they require
high hydrogenation pressure and complex rehydrogenation processes. Whereas
ammonia borane releases H2 exothermically, the rehydrogenation cannot occur
readily at common pressures and temperatures.

The change in enthalpy (ΔHads) and entropy (ΔSads) of adsorption are given a lot of
consideration while designing an efficient adsorbent. A lot of effort has been made to
optimize ΔHads by controlling the chemical and physical nature of the adsorbing
surface [30]. In this context, MOFs are promising H2 storage materials due to their
high porosity and tunable porous surfaces. For example, Zn4O(BDC)3 (MOF-5; BDC2− =
1,4-benzenedicarboxylate) has the best overall cryogenic H2 storage performance
within a MOF to date, showing a total volumetric adsorption capacity of 66g/L (10
wt %) at 77 K and 100 bar [31]. Matzger et al. reported that at 60 bar and 77 K, IRMOF-1
stores 5.0 wt% of H2 and MOF-177 stores 7.5 wt%. However, their H2 uptake capacity
diminishes near room temperature to ∼0.5 wt%, far too low for practical usage [32]. A
lot of research is going on to improve the H2 storage capacities of MOFs at feasible
temperature and pressure conditions. Some of the factors that influence the storage
capacity of MOFs are reviewed below.

6.3.1.1 Effect of lithium ion doping

The ideal interaction between the material and H2 should be intermediate
between chemisorption and physisorption. As mentioned above, the H2 molecule
is physisorbed on MOFs [33]. A plausible way to increase the interaction energy
is to integrate lightweight metal atoms such as Li. Up to six H2 molecules can
strongly bind with a Li cation, with a mean binding energy of −4.77 kcal/mol
per H2 molecule [34]. Goddard III and co-workers [35] studied MOF-C6, MOF-C10,
MOF-C16, MOF-C22 and MOF-C30. For predicting the structure of Li atoms that
are bound to aromatic organic linkers containing up to 9 fused aromatic rings
(Figure 6.4), they used the X3LYP functional of DFT and found that the preferred
site by Li atoms for binding is the center of hexagonal rings, but on adjacent
aromatic rings, Li atoms are on opposite sides.
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Froudakis et al. [36] studied the effect of Li-alkoxide linkers for H2 storage in
various MOFs. To perform quantum mechanical calculations, the model system was
decreased in size by separating the organic linker and saturating the carboxylate
groups with H ions. This approximation was appropriate for studying the effect of the
new modified linker. They used DFT calculations to study interaction energies
between one and five H2 molecules with the two organic linkers of IRMOF-8 and
IRMOF-14. Similar results were reported for both the cases, as shown in Table 6.1. The
interaction energies of the first two hydrogens are −3.00 and −2.87 kcal/mol per H2,
which indicate strong adsorption. Also, compared to the most favorable binding sites
of any of the unmodified MOFs, these values are two to three times higher.

Another group, Ellis et al. [37], investigated MOFs, Zn2(BPDC)2(DNPI) and Zn2(NDC)2
(BIPY), which have a paddle-wheel structure with the Zn2 corner post surrounded by

Zn4O(CO2)6
BDC NDC PDC PDC1 PDC2

C6Li C5Li C5LiC5.3Li C5.5Li
MOF-C6 MOF-C10 MOF-C16 MOF-C22 MOF-C30

Figure 6.4: Li-doped MOFs. In each case, the Zn4O(CO2)6 connector couples to six aromatic linkers
through the O-C-O common to each linker. The MOFs are named according to the number of aromatic
carbon atoms. The large violet atoms in the linkers represent Li atoms above the linkers, while small
violet Li atoms lie below the linkers. The CxLi ratio considers only aromatic carbon atoms. Reprinted
from ref [35] with permission.

Table 6.1: Binding energy for one to five H2 molecules adsorbed on Li atom of Li-alkoxide functiona-
lized IRMOF-8 (naphthalene) and IRMOF-14 (pyrene)*. Reprinted with permission from ref [36].

Number of H2

molecules
IRMOF-8 (naphthalene) IRMOF-14 (pyrene)

B.E./H2 (kcal/mol) Li-H2 (Å) B.E./H2 (kcal/mol) Li-H2 (Å)

1 H2 −3.02 2.03 −2.98 2.04
2 H2 −2.87 2.06 −2.87 2.08
3 H2 −2.67 2.10 −2.67 2.10
4 H2 −2.37 2.19 −2.36 2.20
5 H2 −2.15 2.23/2.34 −2.11 2.24/2.34

*All energies are corrected for BSSE (Basis Set Superposition Error). The distances from Li atoms are
measured from the center of mass of the H2 molecule.
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aromatic struts, as shown in Figure 6.5. They used DFT on these two MOFs to identify
the electronic environment. Furthermore, binding sites and binding energies of H2

were evaluated for the presence and absence of the Li dopant. It was reported that for
both the sites, near the corner postoxygen and on the linking strut ring structure, Li
atom increased the binding energy.

6.3.1.2 Effect of doping with other metals
Besides lithium, the effect of other metal atoms on H2 adsorption by MOFs has also
been explored. Venkataramanan et al. [38] examined the introduction of a Li atom on
MOFs with themetals Fe, Cu, Ni, Co and Zn. On changing themetal sites, only minute
changes in volume occurred before doping with a Li atom. However, upon Li atom
doping, a significant change in shape and structure was observed in the DFT studies.
No regular trend of adsorption energies with metal atoms was found. These results
suggested that the metal centers, as well as volume and structural changes of the
system, also influence the adsorption energy of Li, as the volume of the structure was
reduced upon introduction of Li in MOFs with metals Fe, Co, Ni and Cu, but very few
changes were seen for MOFs with Zn. This implies that only Zn-based MOFs are
suitable for lithium doping [38]. Sourav and co-workers [39] employed periodic DFT
calculations for predicting binding energies of metal (M) decoratedMOF-5, where M =
Li, Be, Mg and Al. They reported that the binding energy decreased as the number of
H2 molecules increased, because of increase in repulsions between H2 molecules,

Figure 6.5: Paddle-wheel structure with Zn2 corner-post surrounded by aromatic struts. Color key:
silver, carbon; red, oxygen; purple, zinc; blue, nitrogen. Reprinted from the ref [37] with permission.
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decrease in sigma donation by H2 molecules and reduction in effective charge on
metal atoms. The authors also stated that only Li and Al atoms enhanced H2–MOF
interactions, since they showed high binding energy. This is because the atomic
charge on Li and Al in MOF-5:Li2 and MOF-5:Al2 was predicted to be +0.90 and +0.66
a.u., respectively, through DFT, as shown in Table 6.2. This means that the H2

interacts with the metal ion and not with the neutral metal atom. These metal ions
polarize nearby H2 molecules and, therefore, H2 adsorption takes place through a
charge polarization mechanism.

In another work by the same group [40], the impact of decorating the organic linker in
MOF-5 with a metal ion on its H2 adsorption capacity was studied using DFT. The
authors considered MC6H6:nH2 models, where M = Li+, Na+, Mg2+, Be2+ and Al3+. A
common increasing order (Na+ < Li+ < Mg2+ < Be2+ < Al3+) was reported for the
interaction energy of the metal ion M with the benzene ring, binding energy and
charge transfer frommetal to the benzene ring. H2–MOF-5 interactions were larger in
these metal ion decorated MOFs compared to their pure state. However, among these
metal ions, only Mg2+ exhibited binding energies in magnitudes which are favorable
for H2 storage at room temperature.

6.3.1.3 Hybrid MOFs
Zeolitic imidazolate framework (ZIFs) is a subfamily of MOFs that consists of tetra-
hedral clusters of MN4 (M = Co, Cu, Zn, etc.) linked to imidazolate ligands [41]. Like
MOFs, they also have a tunable pore size and chemical functionality as well as they
show properties of zeolites, such as exceptional chemical stability and structural
diversity [42]. Due to these characteristics, ZIFs are more promising candidates for H2

storage than MOFs. Yildirim et al. [43] considered ZIF8 for H2 storage. ZIF8 is a ZIF
compound having Zn(MeIM)2, where MeIM is 2-methylimidazolate with SOD (soda-
lite), having a nanoporous topology formed by four-ring and six-ring ZnN4 clusters,
as shown in Figure 6.6. They performed DFT calculations using plane-wave imple-
mentation of the local density approximation (LDA) to DFT for total energy

Table 6.2: Calculated atomic charges of metal atom and inter-
action energies (ΔE) in MOF5:M2 systems using GGA–PBE.
Reproduced from ref [39] with permission.

Metal Q(M) (a.u.) GGA–PBE ΔE (kJ/mol) GGA–PBE

MOF5:M2 MOF5:M2

Li 0.90 −151.48
Be 0.45 −4.72
Mg 0.26 −1.35
Al 0.66 −128.32
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calculations. They found that the energetically most stable adsorption sites are IM
and channel site I, as shown in Figure 6.7. The H2-binding energies for these two sites
are 170 and 147 meV, respectively. The larger value for IM is because of its high
population. These theoretical findings are in good agreement with the experimental
results also.

(A) (B)

Figure 6.6: (A) (001) view of the refined crystal structure of ZIF8 host lattice from neutron powder
diffraction along with the available free space (pore structure) for H2 occupation, based on van der
Waals interactions. (B) A (111) view of the real-space Fourier-difference scattering-length density
superimposed with six-ring pore aperture of the ZIF8 structure, indicating the location of the first
adsorption sites (red-yellow regions). Reprinted from ref [43] with permission.

(A)

(B) (C)

D1 (IM site) D4

D5

D6

D2 (Channel site I)

D3 (Channel site II)

Figure 6.7: The hydrogen adsorption sites obtained from Fourier-difference analysis: (A) top and side
views of first three adsorption sites near a Zn hexagon opening; (B) pseudo-cubic nanocage formed
by D1, D2 and D3 sites; (C) tetrahedron-like nanocage formed by D5 and D6 sites. Reprinted from ref
[43] with permission.
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6.3.1.4 Effect of open metal sites
In some of the MOFs, guest or solvent molecules can be removed by heating under
vacuumwithout crumbling the framework, when they are coordinatively bound to the
metal node. These MOFs are then said to possess open or coordinatively unsaturated
metal sites. Lochan et al. [33] performed a combined DFT and simulation study on
MOF-505 and reported that the presence of open metal sites enhances the H2 adsorp-
tion capacity inMOFs at low pressures. They also reported that the negative lobe of the
quadrupole of H2 molecule is exposed to Cu atoms, which behave as Lewis acids.

Zhong et al. [44] performed DFT calculations using DMol3 to understand the role
of open metal sites in H2 adsorption on MOF-505. They found that, at low pressure,
the open metal sites give impetus to H2 adsorption in MOFs; on the other hand, the
properties of the materials, such as free volume, play a significant role at high
pressures. They also suggested that the MOF material should include the benefits
of having coordinatively unsaturated sites, along with large free volume, low crystal
density and suitable pore size in order to possess high adsorption capacity.

6.3.2 Methane (CH4)

In the last few years, there has been a pronounced increase in the approachability of
natural gas reserves, which has prompted research in using natural gas as a vehicle
fuel [27]. Use of natural gas vehicles is aimed to reduce the dependence on petroleum
and consequently reduce CO2 emissions from combustion. Natural gas prior refining
consists of 70–90%CH4, while the refined natural gas contains almost entirely of CH4

[45]. It is another alternative gasoline for large-scale transportation applications. At
standard temperature and pressure (STP), CH4 has nearly thousand times less volu-
metric energy density than gasoline [46]. To increase the density, liquefaction and
compression are commonly used, but in these approaches, the efficiency, cost and
driving cost are usually compromised. An alternative way of achieving high-density
storage for CH4 is by adsorbing CH4 on a suitable adsorbent.

Due to their high porosity, surface area and tunable properties, MOFs are suitable
adsorbents for CH4 storage. Significant research has been made in the past decade to
improve CH4 storage capacities to enable its usage as a fuel. A lot of experimental and
theoretical studies have been established, out of which, some of the theoretical
studies concerning DFT studies are reviewed in this chapter.

Rowsell et al. [47] studied CH4 adsorption and diffusion within alkoxy-functio-
nalized IRMOFs. Isoreticular MOFs (IRMOFs) have the general formula Zn4OL3, where
L is a linear aromatic dicarboxylate. They are worthy candidates for adsorption due to
their large pore volumes and directional organic functionalization. The crystal struc-
tures of about 20 IRMOFs have been reported, and they are found to show high
symmetry. This really simplifies the construction of computerized models for theore-
tical studies. For IRMOF-1 and IRMOF-4, crystal structures have been previously
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reported and only their relevant structural features were discussed by the authors.
They computed single-point energies of various chemically equivalent structures by
DFT calculations using the B3LYP functional with a 6-31G(d,p) basis set. Further, they
used these results to study the adsorption and diffusion of CH4 by GCMC (grand
canonical Monte Carlo) simulations.

Zhou and co-workers [48] reported a comprehensive study of CH4 storage in the
three MOFs compounds – (1) HKUST-1, (2) PCN-11 and (3) PCN-14. The dicopper
paddlewheel secondary unit is common to the three MOFs, but they differ in their
organic linkers. This gives them cage-like pores with different sizes and geometries.
By using neutron powder diffraction experiments, GCMC simulations and DFT calcu-
lations, they located exact locations of CH4 storage and orientations in these mole-
cules. They found that for HKUST-1 and PCN-11, the DFT-optimized locations and
orientations are in complete agreement with the experimental results. This inspired
them to consider the results of their DFT studies on PCN-14, for which no experi-
mental structural information of adsorbed CH4 is available.

Chen and team [49] also performed dispersion-corrected density functional
theory (DFT-D) calculations on Cu3BHB, which they called as UTSA-20 (UTSA =
University of Texas at San Antonio), and is formed by self-assembly of a hexacarbox-
ylate organic linker H6BHB (H6BHB = 3,3′,3′,5,5′,5″-benzene-1,3,5-triylhexabenzoic
acid), to evaluate the static binding energies of CH4 at the adsorption sites. In DFT-D,
vdW interactions are corrected by incorporating an R−6 term [50].

EDFT –D = EDFT + Edisp

whereEdisp = –
PNat – 1

i= 1

P
j= i+ 1

Cij6
R6ij
fdampðRijÞ

Nat is the number of atoms in the system
Cij
6 is the dispersion coefficient for the atom pair ij

Rij is the interatomic distance.
They reported that the binding energy values for open copper sites and linker

channel sites are 21.6 and 23.5 kJ mol−1, respectively, which are in agreement with the
experimental Qst values. These values also suggested that the CH4 binding is stronger
at the linker channel site, because the binding of CH4 at the copper site is partly due
to electrostatic interactions between the metal ion and the slightly polarized CH4

molecule, whereas, on the linker channel site, there are van der Waal interactions
between CH4 and the framework. They also reported that the size of the pore in the
linker channel site is just appropriate to enable the CH4 molecules to simultaneously
interact with the two BHB linkers.

Yildirim et al. [51] synthesized a new organic linker containing the pyrimidine
group, as shown in Figure 6.8, and used it for construction of two MOFs – UTSA-76a
and NOTT-101a. They then performed first-principles DFT-D calculations. As a first step,
they performed structural optimization of these two MOFs and found that both have
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similar static structures. After this, they introduced CH4 molecules into the MOF
structure and found that open copper sites and cage-window sites are the major
adsorption sites. However, the adsorption was relatively weak on the linker surfaces.
Also, the binding energies of CH4 molecules adsorbed next to the pyrimidine sites of
UTSA-76a were found to be similar to those adsorbed on the central phenyl ring of
NOTT-101a.

Siegal and co-workers [52] studied the effect of coordinatively unsaturated metal
sites and deep-well pocket sites and referred to them as “enhanced binding sites.” It
had been earlier reported that binding at coordinatively unsaturated metal sites is
stronger due to coulombic interactions, while at pocket sites, the adsorption emerges
are from enhanced vdW interactions [53]. They examined 18 metal-substituted var-
iants of M-DOBDC (M = Metal Organic Framework, DOBC = 2,5-oxidobenzene-1,4-
dicarboxylate) with M = Be, Mg, Ca, Sr, Sc, Ti, V, Cr, Mn, Fe, Co, Ni, Zn, Mo, W, Sn and
Pb and employed a combination of vdW-augmented DFT (vdW–DFT) and semi-
empirical GCMC simulations for studying thermodynamics and CH4 uptake capacities
in the M-DOBDC series. They included the semi-empirical DFT-D2 and vdW-DF
method with five different functionals- revPBE (vdW-DF1) [54], optB86b [55],
optB88 [56], optPBE [56] and rPW86 (vdW-DF2) [57]. They found that the best agree-
ment with experimental results is obtained with the vdW-DF2 functional and the
values obtained are reported in Table 6.3.

Another group, Zhou et al. [53], also investigated the effect of open metal sites on
CH4 adsorption. They studied M2(dhtp) compounds, where the open metal M = Mg,
Mn, Co, Ni, Zn and dhtp is 2,5-dihydroxyterephthalate. Since the weak dispersive
interactions are not properly accounted in standard DFT, they focused on the results
obtained from the LDA. A fair agreement was found between the DFT–LDA-optimized
structure of Mg2(dhtp) and the structure adsorbed with CH4 and the experimental
data. The binding strengths and the calculated metal–carbon distances are tabulated
in Table 6.4, along with the experimental data.

HOOC

HOOC COOH
(A) (B)

COOH HOOC

HOOC COOH

COOH

NN

Figure 6.8: Structure of the organic ligands for the construction of (A) UTSA-76 and (B) NOTT-101.
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In Figure 6.9, the partial structures of DFT-optimized PCN-11 and MOF-5 with
adsorbed CH4 are shown. The calculated CH4-binding energy on the copper site in
PCN-11 is smaller than those on M2(dhtp), which is compatible with the relatively low
initial Qst of PCN-11 (14.6 kJ mol−1) compared to that of M2(dhtp) (>18 kJ mol−1)
obtained experimentally. For PCN-14, exceedingly high initial Qst (30 kJ mol−1)
indicates that some other CH4-binding sites also exist. MOF-5 has the lowest binding
energy, which is again in agreement with its lowest experimental Qst.

Table 6.4: Summary of data obtained for M2(dhtp)
a,b. Reproduced from ref [53] with permission.

MOF
compound

Open M ρ (g/cm3) Maximum CH4

ads on open M
[cm3(STP)/cm3]

exp CH4 ads
[cm3(STP)/

cm3]

Initial
Qst

(kJ/mol)

d(M-C)
(Å)

EB
(kJ/mol)

Mg2(dhtp) Mg 0.909 168 149 18.5 2.64 33.8
Mn2(dhtp) Mn 1.084 160 158 19.1 2.73 29.8
Co2(dhtp) Co 1.169 168 174 19.6 2.74 29.7
Ni2(dhtp) Ni 1.206 174 190 20.2 2.58 34.8
Zn2(dhtp) Zn 1.231 170 171 18.3 2.72 29.7
PCN-11 Cu 0.749 70 170 14.6 2.62 24.7
MOF-5c (Zn) 0.593 (69) 110 12.2 (3.69) (20.7)

aData include the openmetal species, crystal density (ρ), the ideal saturated CH4 adsorption capacity
on open metals (max CH4 ads on open M), experimental excess CH4 adsorption capacity at 298 K, 35
bar (exp CH4 ads), the experimental initial isosteric heat of adsorption (Qst) for CH4, the calculated
metal-C distance (d, from LDA), and the calculated static binding energy of CH4 on the openmetal (EB,
also from LDA).
bAvailable experimental data for PCN-11 and MOF-5 (adopted from refs [116]. and [117], respectively)
are also shown for comparison purposes. The metal ion in MOF-5 is fully coordinated (not open
metal); thus the corresponding values are shown in parentheses.

(A) (B)

Figure 6.9: (A) Partial structure of the DFT-optimized PCN-11 crystal with CH4 molecules adsorbed on
the open Cu metal sites. (B) Partial structure of the DFT-optimized MOF-5 crystal with CH4 molecules
adsorbed on the “cup” sites of the OZn4(CO2)6 cluster. Reprinted from ref [53] with permission.
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6.3.3 Acetylene (C2H2)

C2H2 is one of themajor components of organic chemistry. It is an unstable and highly
reactive hydrocarbon. Other products, such as benzene and vinylacetylene, are
formed when sufficiently high concentration of C2H2 is present. Moreover, these
reactions are exothermic, which makes it risky to store C2H2 in vessels at a pressure
greater than 2 atm because of fear of explosion [58]. Hence, recently many porous,
high surface-area sorbents for storing C2H2 at low pressures are being studied.

Many groups considered MOFs with small pores for increasing C2H2 adsorption
enthalpies, but this limited their uptake capacities. The highest uptake capacity ever
reported was 106 cm3/g [59–67]. Xiang et al. [68] made use of the open metal sites of
HKUST-1 for evaluating interactions with C2H2 molecules and reported C2H2 uptake
up to 201cm3/g at 295 K and 1 atm. They further investigated the binding properties of
open Cu2+ sites by first-principles calculations based on DFT. They used both the
LDAs and generalized gradient approximations (GGA) and the binding energies of
C2H2 molecules were obtained by first introducing the C2H2 molecule at the various
adsorption sites, followed by structural relaxation. They elucidated that the open Cu2
+ site and cage-window site are the most energetically favorable sites for C2H2

adsorption in HKUST-1 (Table 6.5) which is in agreement with experimental observa-
tions from neutron powder diffraction.

As per expectations, GGA underestimates the binding strength, whereas LDA over-
estimates it. Therefore, the calculated binding strength matches well with the experi-
mentally reported results, which state that the open Cu2+ site interacts with C2H2

molecules with greater strength and is therefore populated first. The interactions of
C2H2 with the framework at the cage-window site are typically vdW in nature, while at
the open Cu2+ site, the interactions are coulombic in nature.

6.4 Capture and separation of the carbon dioxide (CO2) gas
in MOFs

With an increase in global population and industrialization, energy consumption is
shooting up. At present, most of the energy demand of the world is fulfilled by

Table 6.5: Binding energies (kJ/mol) obtained with
LDA and GGA approximations for the two sites.

Site name Binding energies (kJ/mol)

LDA GGA
Open Cu2+ 44.8 15.8
Cage window 29.2 9.3
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burning fossil. The combustion of fossil fuels, such as natural gas, coal and petro-
leum has produced an enormous amount of the greenhouse gas (GHG) CO2 [69]. This
increased concentration of CO2 in the environment has led to adverse effects, such as
air pollution and global warming [70]. Increased concentration of CO2 disturbs the
balance of incoming and outgoing energy from the earth’s atmosphere, which leads
to a rise in the average surface temperature of the earth. Thus, CO2 has often been
cited as a primary anthropogenic GHG.

Coal-fired power plants generate about one-third of the CO2 released to the
atmosphere [71]. Gases in the combustion exhaust (flue gas) from fossil fuel-fired
power plants have 15 to 16% CO2 by volume at ambient conditions [72, 73]. The low
partial pressures and high flow rate make it a tremendous challenge to capture and
seize CO2 from the exhaust streams of fossil fuel combustion to reduce GHG emission
[74]. Adsorption processes are a suitable solution owing to their low-energy require-
ments, cost-effectiveness and satisfactory results, which have triggered recent
research in finding suitable adsorbents for separating CO2 from flue gas [75].

The necessity for material that can be used for CO2 capture in fossil fuel-fired power
plants has elicited study of several classes of material. A material must possess the
following traits in order to be a successful adsorbent: (1) High selectivity for CO2. This is
required so that the CO2 component of theflue gas is completely removed. (2) The affinity
of thematerial towards CO2. If the interaction of thematerialwith CO2 is very strong, then
high energy will be required to cause desorption, whereas weak interactions between
the material and CO2 would mean lower selectivity. (3) The material should be highly
stable under the conditions of capture and regeneration. (4) Thematerial should adsorb
CO2 at high density so that volume of the adsorbent can be minimized.

The main existing materials in context with these above-mentioned qualities
used for CO2 capture are discussed below:

Aqueous Alkanolamine Adsorbents: Aqueous alkanolamine solutions have been
vastly studied for CO2 capture. The mechanism of CO2 adsorption in the case of
alkanolamines is chemisorptive, and the enthalpy of adsorption is in the range of
50 to100 kJ/mol at 298 K [76]. Commonly used alkanolamines are monoethanolamine
alone or in mixtures with secondary or tertiary alkanolamines, such as diethanola-
mine and triethanolamine [77], 2-amino-2-methyl-1-propanol (AMP) and N-methyl-
diethanolamine. Recently, some new amine-type solvents, piperazine [78] and
imidazolium-based ionic liquids [79], have gained attention. They exhibit enhanced
absorption properties with higher chemical and thermal stability, but aqueous alka-
nolamine solutions have several disadvantages as adsorbents for large-scale CO2

adsorption. First of all, the solutions are relatively unstable towards heating, which
limits the temperatures required for regenerating the captured material. The lifetime
of the solutions is not much, because amines decompose with time, which decreases
the adsorption capacities. The amine solutions also corrode the vessels in which they
are contained; this is prevented by limiting the concentration of the alkanolamine
species to below 40 wt%.
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Zeolites: These are porous aluminosilicate materials that show high chemical
and thermal stability. They have been studied extensively for CO2 capture from
post-combustion flue gas [80–83]. For example, zeolite 13X, which has a large
surface area (SABET = 726 m2/g) and micropore volume (0.25 cm3/g), exhibits
good capacities for CO2 adsorption at room temperature (16.4 wt% at 0.8 bar and
298 K) [84, 85]. However, many of the zeolites become easily saturated with the
water vapor present in the flue gas stream, which diminishes the CO2 adsorption
capacity [86, 87].

Activated Carbon: These materials are amorphous porous forms of carbon pre-
pared by pyrolysis of carbon containing resins, fly ash or biomass [88]. They are
implemented for CO2 capture in high-pressure flue gas. It has been reported in one
study that the upper limit for the CO2 adsorption capacity within activated carbon
materials is approximately 10–11 wt% under post-combustion CO2 capture conditions
and 60–70 wt% under pre-combustion CO2 capture conditions [89]. Although their
hydrophobic nature reduces the effect of water, and therefore they do not undergo
any decomposition or show decreased adsorption capacities in the presence of water
[90], the surfaces of activated carbons have relatively uniform electrical potential,
which leads to a lower enthalpy of adsorption for CO2, and hence lower capacities for
CO2 as compared with zeolites at lower pressures.

As we have seen, none of the materials fulfill all of the criteria which were
mentioned above, and hence there is an urgent need for new materials to emerge
that upgrade the characteristics of these materials. In this regard, MOFs have an edge
over other materials.

Metal-Organic Frameworks: The expansive surface areas [91] and tunable pore
properties [92-94] have made these materials worthy candidates for adsorption
studies. For CO2 capture applications, the materials must possess high mechanical
strengths to enable dense packing of the adsorbent bed without any deterioration of
the network structure. For temperature swing adsorption processes (in which regen-
eration of the adsorbent is attained by a temperature increase), small heat capacity of
the adsorbent is an important parameter, and the solid porous adsorbents are known
to have lower heat capacities [95]. Thus, large CO2 adsorption capacities can be
achieved by using MOFs. For example, at 35 bar pressure, the volumetric CO2

adsorption capacity for MOF-177 reaches a storage density of 320 cm3 (STP)/cm3

which is higher than the adsorption capacities of conventional materials used,
namely, zeolite 13X and MAXSORB [96].

6.4.1 Computational modeling for CO2 capture

Kawakami and co-workers [97] made the first attempts to simulate CO2 adsorption on
MOFs. They studied the influence of framework changes, and the adsorption amount
found by their simulations was three times greater than the experimental result. They
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ascribed this discrepancy to the unsaturated adsorption in the experiment because of
irregular stacking of the crystal cells.

6.4.1.1 Effects of CUM and metal doping on CO2 adsorption
DFT studies can provide an insight into the influence of different structural properties
of MOFs on CO2 adsorption. These correlations are beneficial in predicting the CO2

uptake capacity and for the rational design of MOFs for enhancing CO2 adsorption
capacities. MOFs containing a high degree of CUMs, likeM-MOF-74, HKUST-1, UMCM-
150 and UMCM-150(N)2, are the best adsorbents for CO2 [98, 99]. Hou and co-workers
[100] used a combination of DFT and GCMC to study the significance of CUMs in M-
MOCF-74 (M = Mg and Zn) in CO2 adsorption. They established that the strong Lewis
acid and base interactions between metal ions and oxygen atoms of CO2, as well as
between the carbon atom of CO2 and the oxygen atoms in organic linkers, are
responsible for the high CO2 adsorption capacities of M-MOF-74. Nachtigall et al.
[101] studied CO2 adsorption on HKUST-1 at various coverages using the DFT/CC
method. They found that the adsorption sites are heterogeneous and CUMs are the
most favorable sites for CO2 adsorption. Ha and co-workers [102] elucidated the effect
of alkali–metal (Li, Na, K) doping in MOF-5s on CO2 adsorption. They reported that
doping can increase the CO2 adsorption capacity, owing to the strong interactions
between CO2 and the metals. The largest increase in adsorption capacity was shown
by Li doping.

6.4.1.2 CO2 adsorption in MILs and ZIFs
Matériaux Institut Lavoisier (MILs) display an unusual structural transformation,
known as “breathing,” caused by interactions with guest molecules or temperature
and pressure stimuli. Maurin et al. [103] studied CO2 adsorption on a hybrid MOF of
MIL-53(Al). It has two structural forms – MIL-53np (Al) and MIL-53lp (Al) (np is
narrow pore and lp is large pore) – which have the same chemical composition,
but different pore widths. They used DFT calculations to derive the charges of the
adsorbent frameworks. In another work, Maurin and co-workers [104] performed DFT
calculations to find the CO2 adsorption geometries in the MIL-53(Al,Cr) and MIL-47
frameworks. Bell et al. [105] performed DFT calculations in MIL-53(Al) to evaluate the
effect of various functional groups – ‒OH, ‒COOH, ‒NH2 and ‒CH3 on CO2 adsorption.
The binding energies for each were calculated using DFT calculations. They reported
that, for COOH-MIL-53(lp), the adsorption site geometry of CO2 is the same as that
observed in the cluster calculations, with a similar hydrogen bond length (2 Ǻ)
between the oxygen atom of CO2 and the hydrogen atom of ‒COOH. The additional
interactions present from C=O groups of neighboring ligands enhance the lone pair
polarization of the CO2 electron density. This indicates the effect of the specific pore
size of MIL-53(lp) and the resulting geometry. Similar cooperative effects were also
observed in NH2-, (OH)2- and (CH3)2-MIL-53(lp), as shown in Figure 6.10.
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Soujanya and co-workers [106] investigated the influence of substitution of ‒CH3,
‒Cl, ‒CN, ‒OH, ‒NH2 and ‒NO2 functional groups at the C2, C4 and C5 positions of the
imidazolate (Im) linkers of ZIFs using DFT calculations. They reported that the CO2

adsorption is influenced by both the nature and position of the functional group. The
asymmetrical substitution of Im linkers with NO2/OH, CN/OH and Cl/OH combina-
tions leads to very favorable linkers of ZIFs for CO2 adsorption.

6.4.2 CO2 separation in MOFs

The most vital parameter in CO2 separation is the selectivity. Selectivity can be
predicted by classical DFT studies for mixtures [107]. In classical DFT, the thermo-
dynamic grand potential of an inhomogeneous fluid is expressed as a function of
the molecular density. The equilibrium density profile is obtained by minimizing
this functional. The grand potential is expressed as a sum of the Helmholtz-free
energy and the contributions of the bulk chemical potential and the external
potential which cause the inhomogeneity. For mixtures, the grand potential is
taken as a functional of the density of each of the components. The selectivities
are easily calculated by estimating the adsorption isotherms for individual compo-
nents at equilibrium. Jiang et al. [108] applied DFT to CO2/CH4 and CO2/N2 mixtures
in ZIF-8 and Zn2(BDC)2(ted). The excess free energy was broken into repulsive and
attractive terms, which were dealt with by weighted density approximations. A
good agreement was found between the theoretical results and GCMC simulations.

(A)

(C) (D)MIL-53

MIL-53

3.0 3.0
3.3

2.3
3.1

2.2

4.2

3.73.3

2.0
CM

MIL-53

2.4

(CH3)2– NH2–

MIL-53
(OH)2–COOH – (B)

Figure 6.10:Most stable adsorption site for CO2 in substituted lp forms of MIL-53(Al3þ), calculated by
DFT at 0 K: (A) COOH-; (B) (OH)2-; (C) (CH3)2-; (d)NH2-. Distances are reported in Ǻ. Reprinted from ref
[105] with permission.
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It was inferred that the two MOFs have similar separation capacities, even though
the adsorption in Zn2(BDC)2(ted) is stronger than that in ZIF-8.

6.4.2.1 Specific MOF design to enhance selectivity
The feasibility of specific designs improving the selectivity is one of the main benefits
of MOFs. Doping of MOFs with alkali metals is known to enhance the adsorptive
selectivity of CO2−CH4 mixtures [109]. Combined GCMC and DFT simulations demon-
strated the importance of the electrostatic terms in accounting for the adsorbent
−metal interactions. The low first ionization potential of the added alkali metals and
longer distances to the aromatic rings of the linkers enhance the electrostatic inter-
actions and steric effects. These further boost the selectivity for CO2 adsorption.
Another group, Zhong et al. [110], studied a Li-modified MOF-5, named chem-4Li
MOF, in which all of the hydrogen atoms were substituted by O-Li groups. A combi-
nation of DFT and GCMC simulations showed that the strength and gradient of the
electrostatic potential in the pores are modified by Li doping. Therefore, there is a
change in the preferential adsorption sites of the mixture components, which causes
molecular level segregation in the aromatic rings of MOF-5. In another study done on
MIL-53, the effects of ligand functionalization (tested with ‒OH, ‒COOH, ‒NH2, and ‒
CH3 functional groups) on gas separation from the mixture were studied [105]. The
investigation was conducted using threemethods: DFT in small clusters to assess CO2

adsorption in the hybrid framework, periodic DFT and GCMC simulations. Good
consistency was obtained from this set of techniques. Small polar groups such as
(OH)2-MIL-53(lp) and (COOH)2-MIL53(lp) were found to be the most advantageous
additions toMIL-53 for achieving CO2 adsorption and selectivity enhancement in CO2/
CH4 mixtures. Maurin et al. [111] recently reported a DFT and GCMC study of CO2

adsorption and selectivity in MIL102 consisting of small one-dimensional channels.
Their models contain two terminal water molecules, which would be removed at
temperatures above 500 K, and they are reported to be the preferential sites for CO2

adsorption. This highlights the importance of considering the structural water in the
simulation analysis.

6.4.2.2 Effects of linkers on selectivity
Jiang et al. [112] studied the role of linkers for separating nonpolar and polar
binary mixtures in the very hydrophobic Zn(BDC)(TED)0.5(BDC). Their experi-
mental and theoretical study emphasized the mechanical differences in the
segregation properties of polar versus nonpolar mixtures in these MOFs. DFT
and GCMC simulations showed good accord with experiment for the CO2−CH4

mixture. At low pressure, CO2 is preferentially adsorbed near the BDC linkers,
and at higher pressures, it is adsorbed at the oxide and TED linkers as well as to
the small windows, where the adsorbed CO2−CO2 cooperative interactions
enhance the adsorption. The role of functional groups in organic linkers has
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also been studied [113]. It has been reported that the presence of electron-
donating groups in the linkers leads to a distribution of the electrostatic field
that elevates the CO2 selectivity, although the introduction of multiple substitu-
ents may produce negative steric effects. These effects were tested by introdu-
cing four types of functional groups (−CH3, −F, −OH and −NH2) into the organic
linker in MOF-5 for the mixtures of CO2/CH4. Enhancements of gas mixture
separations by the electrostatic field were also reported by Yang et al. [114],
who conducted a computational study to examine binary and ternary mixtures
containing CO2, CH4 and C2H6 in HKUST-1. The separation of mixtures having
very unlike electrostatic interactions with the framework sites was strengthened
by the development of ordered microdomains with various electrostatic field
strengths.

6.5 Conclusions

MOFs are better adsorbents than other available porous materials, due to their high
surface areas, adjustable pore sizes and a vast range of modifications possible in their
structure. The incorporation of organic ligands has enabled rational design and
functionalization of the structure. This further allows us to tune the properties of
the MOFs as per our requirements, depending upon the adsorbate. Furthermore,
chiral MOFs can be utilized for enantioselective separations, whereas the conven-
tional adsorbents like zeolites do not possess this quality due to the difficulty in
synthesis of chiral zeolites. Also, since MOFs consist of a polar part (metal ion) and a
nonpolar part (organic ligands) as well, both polar and nonpolar adsorbates can be
adsorbed on their surfaces.

DFT studies of MOFs have been performed to evaluate molecular adsorption,
stability and diffusion in MOFs. DFT studies will play an increasingly vital role,
because as the number of newly reported structures increases, it will be cumber-
some to experimentally evaluate the performance of all the materials in the labora-
tory. Above all, classical and quantum chemistry approaches provide us with
mechanistic insights into water diffusion and reaction events that are beyond the
reach of experimentalists. The evaluation of thousands of adsorption configura-
tions in periodic structures with complex calculations using MP2 or coupled cluster
calculations is not feasible. However, this can be achieved using DFT. Moreover,
working experimentally with some systems such as H2 gas and C2H2 gas is both
difficult and dangerous. For such systems, performing theoretical studies first on
various MOFs and then limiting the options on the basis of these results for experi-
mental studies can be very helpful. Furthermore, exploring the possibilities with
DFT is in a way a greener approach, as no chemicals are actually used in this study
and also, the results are reliable and can guide us further for performing the
experimental studies.
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Cecil NM Ouma and Walter E Meyer

7 Metastability of the boron-vacancy complex
in silicon: Insights from hybrid functional
calculations

Abstract: Using four distinct configurations of the boron-vacancy (BV) complex in
silicon, we investigate the experimentally observed defect metastability of the BV
complex in silicon using the HSE06 hybrid functional within the density functional
theory formalism. We identify the experimentally observed metastable configura-
tions of the defect complex when the substitutional boron is in the nearest neighbor
position with respect to silicon vacancy and when the two defects are in the next
(second) nearest neighbor position with respect to each other. The next (second)
nearest neighbor position consists of two configurations that almost degenerate with
C1 and C1h symmetry.

Keywords: c-center defect complex, defects in semiconductors, metastability, hybrid
functionals, DFT

7.1 Introduction

The c-center defect complex in silicon comprises a substitutional boron and a silicon
vacancy and hence the boron-vacancy (BV) complex. It is one of the experimentally
well-known metastable defects in silicon; however, even though it has attracted the
attention of experimental [1–5] and theoretical investigations [6, 7], its identity has
been the subject of intense debate both experimentally and theoretically and there is
still no consensus on the atomic configuration of its respective metastable states and
in what charge states is the metastability observed [1–4]. Sprenger et al. [3] and
Watkins [5] associated the Si-G10 EPR spectrum to the BV complex with BSi and VSi in
the nearest and next-nearest neighbor positions with respect to each other. However,
using deep-level transient spectroscopy (DLTS), Bains et al. [8], Londos [4] and
Zangenberg et al. [2] observed metastable defect peaks in electron-irradiated boron-
doped silicon, which they also associated with the c-center defect complex in silicon
and their identification was in part supported by theoretical studies that used density
functional theory (DFT) [6, 7].
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Theoretical studies have also been carried on the isolated BSi and VSi as well as
the BSiVSi complex (referred to as BV in this manuscript) in Si [6, 7, 9–11]. Adey et al.
[6] while investigating the theory of BV complex in silicon using DFT found that the
BV complex had two different minimum energy (stable) configurations in different
charge states. In their study, the configuration of the BV complex with BSi and VSi in
the second nearest position with respect to each other was found to be degenerate
and this configuration was stable in the 0 and +1 charge state; the configuration
with BSi andVSi in the third nearest neighbor configuration was found to be stable in
the −1 charge state. Another study [7] that used DFT with the B3LYP [12] hybrid
functional to investigate the electronic structure of boron-interstitial clusters in
silicon found the configuration with BSi and VSi in the first nearest neighbor posi-
tions to be the minimum energy configuration; however, even using hyperfine
interactions they were still not able to give a clear-cut assignment of any config-
uration to the experimentally observed Si-G10 center.

In this study, we use the screened hybrid functional Heyd–Scuseria–Ernzerhof
(HSE06) [13, 14] within DFT to investigate the metastability of the BV complex in
silicon with the aim of identifying the possible metastable atomic configurations of
the BV complex. DFT with and without hybrid functionals has to some extent
complimented experimental observations of charge state-controlled metastability
in the case of substitutional europium vacancy complex (EuGa-VN) in GaN [15] and
carbon-substitutional–carbon-interstitial (CsCi) defect pair in silicon [16].

7.2 Computation details

Using the projector-augmented wave method [17, 18] with the screened hybrid
functional of HSE06 [13, 14] within DFT formalism as implemented in the VASP
code [19, 20], we investigated the nature of the BV complex in silicon, in different
configurations, and compared our results to experimentally observed metastability
of this BV complex. A lattice constant of 5.43 Å and a band gap of 1.13 eV were
obtained using HSE06 functional when the unit cell was optimized using an energy
cutoff of 500 eV, a Γ centered 8 × 8 × 8 Monkhorst-Pack (MP) grid of k-points and the
optimized unit cell used to construct the supercells. For the systems, the electronic
energies were converged to 10–6 eV and the force per atom was converged to 0.02
eV/Å. For defect calculations, a 64-atom Si supercells constructed from the opti-
mized unit cell were used with a kinetic energy cutoff of 500 eV. A 3 × 3 × 3
Monkhorst-Pack [21] grid of k-points was used to sample the Brillouin zone and
the defect supercells. A similar supercell with the same k-point sampling has been
used to investigate the VO (A-center), VV and VO2 defect in silicon [22]. The
electronic energies of the defect systems were also converged to an accuracy of
10–6 eV, keeping the volume of the supercell constant, and the finite supercell
correction was done according to Freysoldt et al [23, 24]. Defect formation energies
were calculated according to the Zhang and Northup formalism [25]. Within this
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formalism, the formation energy of the defect in this case, the BSiVSi at charge state
q, is given by,

Eq
BSiVSi

=Etot ðBSiVSiqÞ–Etot Sið Þ+ 2μSi – μB + q EV + EF +ΔVð Þ (7:1)

where Etot ðBSiVSiqÞ is the total energy of the defect containing supercell at charge
state q, Etot ðSiÞ is the total energy of the pristine Si supercell, μSi and μB are the
chemical potentials for Si and B, respectively, EF is the Fermi level, referenced to the
valence band maximum (VBM) EV and ΔV is the potential alignment term [26–28]
needed to align the VBM of the defect lattice to that of the host lattice. We considered
four different configurations of the BV complex where the relative positions of VSi

with respect to BSi were used to distinguish between the configurations (see
Figure 7.1). These configurations were labeled C1 to C4.

7.3 Results and discussion

BSi is a shallow accepter in silicon and VSi is known to be highly mobile in silicon.
When these two defects are close to each other they form the BV complex. The
calculated formation energies relative to the minimum energy configuration at var-
ious charge states as well as the binding energies and thermodynamic transitions for
the different configurations of the BV complex are presented in Table 7.1. In all cases,
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Figure 7.1: (Color online) Figure showing the VSi positions (white spheres) with respect to BSi.
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the atomic positions were relaxed, keeping the supercell volume equal to that of the
pristine supercell. The binding energy of a defect pair (complex) is the energy needed
to dissociate the defect pair into its constituent defects; therefore, at 0K the defect
complex exists as stable compound since all configurations have small but positive
binding energies. Since the binding energies are small, it is possible that at ≤0K the
defect complex will dissociate.

From the table, it can be seen that the C1 configuration (configuration with BSi

and VSi in the nearest neighbor position) was the minimum energy configuration in
the −1 and neutral charge states, while the C2 configuration (configuration with BSi

and VSi in the next-nearest neighbor position) was the minimum energy configura-
tion in the +1 charge state. This observation contradicts that of [6] that used spin-
polarized DFT with the Hartwigsen, Goedecker and Hutter pseudopotentials [29]
where the C2 configuration was found to be the minimum energy configuration in
the +1 and neutral (0) charge states and C3 (configuration with BSi and VSi in the third
(next next) nearest neighbor position) as theminimum energy configuration in the −1
charge state. Initially, we attributed the source of this discrepancy to the choice of the
exchange-correlation functional within DFT; however, we also did similar calcula-
tions with standard generalized gradient approximation (GGA) also within the DFT
formalism and still we were not able observe what was reported in [6]. GGA predicted
the C2 configuration as the minimum energy configuration in all charge states. As a
further step, we used gamma point-only sampling on a 216-atom supercell with the
defect complex embedded for both the GGA and HSE06 case, but still the results were
consistent to that of the 64-atom supercell with a 3 × 3 × 3 Monkhorst-Pack [21] grid of
k-points. When the minimum energy configuration of defect complex is different in
two different charge states, the defect complex is said to be possess charge-state-
controlled metastability. Other instances where analogous charge-state-controlled
metastability has been observed from DFT calculations include the Eu-vacancy
complex in GaN where one of two configurations (basal configuration) was found
to be stable in the neutral and +1 charge states, with the other (axial configuration)
being stable in the −1 charge state [15]. The carbon-substitutional–carbon-interstitial
pair in Si has also been investigated using DFT where charge-state-controlled

Table 7.1: Calculated formation energies (eV) relative to themost stable defect configuration of the B-V
complex in each charge state and the binding energy (eV).

Charge state Thermodynamic
transitions

Binding
energy

Configuration −1 0 −1 0/−1 1/0
C1 0.00 0.00 0.36 0.15 0.03 1.00
C2 0.64 0.09 0.00 0.70 0.48 0.91
C3 0.80 0.33 0.42 0.62 0.30 0.67
C4 0.72 0.25 0.17 0.63 0.46 0.75
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metastability was only observed in the neutral and −1 charge states [16].
Configuration metastability due to impurity position has also been reported in
GaAs in the case of As-vacancy–Si-impurity (VAsAsGa) and the As-vacancy–As-anti-
site complexes (VAsSiGa). For these complexes, VAsAsGa was found to be the stable
configuration in the +1 charge state, while VAsSiGa was the stable configuration in the
neutral charge state [30].

Figure 7.2 shows the formation energies of the defect complex in various config-
urations at various charge states as a function of the Fermi level. Several observations
can bemade from Figure 7.2, In Figure 2a, C1 is theminimum energy configuration for
both the −1 and 0 charge states; however this is not the case for 0 and +1 charge state
in Figure 2b. It can be seen in Figure 2b that from EF =0.00! 0.39 eV, C2 in the +1
charge state is the minimum energy configuration. Beyond EF =0.39 eV, C1 is the
minimum energy configuration. This confirms that the BV complex exhibits charge-
state-controlled metastability. Defect levels obtained using DLTS are analogous to
the thermodynamic transition levels obtained from DFT calculations. A thermody-
namic transition level is the Fermi level position at which a defect in two different
charge states will have the same formation energy. This can be obtained from the
intersection points of the charge state lines in Figure 7.2. These intersection points of
the defect in two different charge states are indicated by arrows in the figure and also
presented in Table 7.1. The energy difference between the C2 and C4 configurations is
the order of 0.15 eV and their respective thermodynamic transitions levels are also
relatively close to each other as can be seen in Figure 2(a) and (b). The symmetry of

Fermi energy (eV)

4.8

5.2

5.6

6

Fo
rm

at
io

n 
en

er
gy

 (e
V)

0 0.5 1 0 0.5 1
Fermi level (eV)

4.8

5.2

5.6

6
C1
C2
C3
C4

q=0q=0

q=+1

q=-1
b) 0 to +1 charge statea) -1 to 0 charge state

Figure 7.2: (Color online) Formation energy as function of the Fermi level (eV) at various charge states
for all the BV complex configurations investigated. Arrows indicate thermodynamic transition levels.
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these configurations was C1 and C1h for C2 and C4 configurations, respectively, which
was consistent to what was observed by [6] where they concluded that these two
configurations are almost degenerate. This makes it likely that defect levels asso-
ciated to these two configurations are experimentally observable as levels originating
from one defect center with two peaks that are of different heights. A similar observa-
tion has been made when DFT was used to investigate vacancies and E-centers in
silicon, where AsSiVSi and SbSiVSi were found to exist as multisymmetry defects, i. e.
defects that can coexist in several metastable configurations with notably different
relaxation patterns which have very similar formation energies [31]. If this is the case,
then according to Figure 2(a), only the C1 peak will be experimentally observable at
lower temperatures while two peaks associated to another configuration which in our
case will be C2 and C4will be observable at higher temperatures and the charge states
responsible will be the −1 and 0 charge states. In the case of the 0 and +1 charge
states, low-temperature peak associated with C1 configurations is not likely to be
experimentally observable due to the fact that it lies very close to the valence band.
However, the higher temperature peaks associated with the C2 and C4 configuration
will be observable either as a single peak or as two peaks. As can be seen in Table 7.1,
the 0=+ 1 thermodynamic transition levels are very close in energy, within 0.02 eV of
each other, and hence not likely distinguishable from DLTS experiments.

In a semiconductor, the Fermi level position usually spans from the top of the
VBM to the bottom of conduction band minimum (CBM) that is, VBM EF ! CBM.
When the Fermi level is shifted such that it approaches CBM from VBM, EF ! CBM,
the process is analogous to applying a reverse bias voltage on a Schottky barrier
diode. The reverse process EF ! VBM is analogous to applying a zero bias to the
diode. Using this analogy, it can be seen that for the −1 to 0 charge state case that, as
EF ! CBM(forward bias), the – 1=0 thermodynamic transition level associated with
the C1 configuration is observed at EVBM +0.15 eV followed by those associated to the
C2, C3 and C4 configurations at EVBM + 0.70 eV, EVBM +0.62 eV and EVBM + 0.63 eV,
respectively. C3 will, however, not be accessible experimentally because its forma-
tion energy is relatively higher compared to the C1, C2 and C4 formation energies.
Since the C1 configuration has the lowest formation energy, its associated thermo-
dynamic transition level can be assigned to the low-temperature peak while the
almost degenerate thermodynamic transition levels associated with the C2 and C4
configurations can be assigned to the high-temperature peaks of [2]. According to
Zangenberg et al. [2], a shallow trap at EVBM +0.105 eV that corresponded to a low-
temperature peak was observed and when a reverse bias of 5V is applied after
annealing at 215 K. They also observed two new peaks that corresponded to traps at
EVBM + 0.31 eV and EVBM +0.37. This transformation was found to be reversible.

Experimentally, in order for two configurations of single defect complex in the
same charge state to have similar occupations, their formation energy difference ought
to be at least approximately kT at room temperature. However, if the formation energy
difference between the two configurations is approximately 3 kT (approximately 0.1 eV
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at room temperature) or greater, then the occupation ratio of the two configurations
will be in the order of 1:10 assuming that there is no degeneracy. This results in one
configuration being dominant over the other.When EF ! VBM (zero biasing), for the 0
and −1 charge state, the formation energy difference between C1 and both the C2 and C4
configurations was 0.64 eV and 0.72 eV respectively, which is greater than 3 kT at 215 K
(temperature at which the annealing was done in the cited experimental work [2]),
implying that, a majority of the defects will be in the C1 configuration (i. e. the
minimum energy configuration). If this system is quenched, this configuration will
be frozen in, and if a DLTS spectrum is recorded, its two relatively deep energy levels
are likely to be observed experimentally at higher temperatures. This is in agreement
with Configuration A as described by Zangenberg et al [2]. Both Zangenberg et al. [2]
and Londos [4] determined the energies of the two DLTS peaks to be EVBM + 0.31 eV and
EVBM + 0.37 eV, while our calculations predict the – 1=0 thermodynamic transition
levels of the configurations to be EVBM +0.63 eV and EVBM +0.70 eV. We therefore
identify Configuration A of Zangenberg et al. [2] as one with VSi and BSi at next-nearest
neighbor positions with respect to each other. This identification is consistent with the
DFT work of [6].

As EF ! CBM (reverse biasing), the minimum energy configuration is the C1 in
the neutral charge state. As previously, the formation energy difference between the
C1 and both C2 and C4 configurations was 0.09 eV and 0.25 eV which is also
significantly greater than 3 kT, implying a complete conversion to the C1 configura-
tion. This is consistent with experimental observations [2, 4, 8]. The – 1=0 thermo-
dynamic transition level of the C1 was found at EVBM +0.15 eV configuration and was
much shallower (closer to the VBM) than those of the C2 configuration, implying that
the DLTS peaks associated with C1 will be observed at a much lower temperature.
Zangenberg et al. [2] as well as few other authors [4, 8] observed only a single low-
temperature peak after reverse-bias annealing at EVBM + 0.105 eV, and we therefore
tentatively propose that the identity of Configuration B of Zangenberg et al. [2] is the
one with VSi and BSi at the nearest neighbor positions with respect to each other. In
the case of 0 and +1 charge states, only the two defect levels associated with the
almost degenerate C2 and C4 configurations are experimentally observable. Although
the C1 in the neutral charge state is the minimum energy configuration when one is
close to the CBM, the 0=+ 1 thermodynamic transition level lies too close to the CBM,
making it not likely observable experimentally. Thus, metastability is less likely to be
observed in this case.

Using a nudged elastic band calculation, we found the transition state (transfor-
mation) energy from C1 to C2 and C1 to C4, in the neutral charge state, to be
approximately 1.1 eV. The experimental transformation kinetics of this defect has
not been published yet. Theoretically, the transformation rate of the defect may be
estimated by the Arrhenius equation taking the calculated transition state energy of
1.1 eV and assuming a pre-exponential constant of 1012S−1, which is consistent with
an atomic jump [32]. This leads to a rate of 10−12S−1 which is much lower than the
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experimental observations where complete transformation was observed in 15 min-
utes at 220 K. This discrepancy may be explained by the fact that the transition state
calculations are done at 0 K and do not take barrier height changes due to lattice
vibrations into account.

7.4 Conclusion

We have investigated the metastability of the BV complex in silicon using HSE06 and
compared our predictions to experimentally observed metastability. HSE06 gave the
correct qualitative prediction of the observed changes in the DLTS spectrum due to
the metastability of the defect complex. These predictions were in part consistent
with experimental observations, and from our study, we assign configurations of the
BV complex with VSi and BSi in the nearest and next-nearest neighbor positions with
respect to each other to the experimentally observed configurations [2].
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8 Molecular structure and vibrational spectra
of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)
1,3-thiazolidin-4-one and its selenium analogue:
Insights using HF and DFT methods

Abstract: 2-(4-Bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one and its
selenium analogue were studied in the gas phase using HF and DFT methods.
The functionals considered were B3LYP, BP86 and M06. The basis set for all the
atoms was 6-311++ G(d,p). Molecular parameters such as bond lengths, bond
angles, rotational constants, dipole moments, electronic energies, and vibrational
parameters namely harmonic vibrational frequencies and relative intensities were
computed for these compounds. Atomization energies, HOMO-LUMO gaps and
natural charges on the atoms were also calculated. The molecular parameters and
the vibrational spectra of sulfur compound are in good agreement with the
experimental data. Therefore, the data for the selenium analogue should be help
ful in its future characterization.

Keywords: 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1, 3-thiazolidin-4-one, HF, DFT,
selenium, vibrational spectroscopy

8.1 Introduction

Heterocyclic compounds containing sulfur are extensively studied because of their
medicinal and pharmaceutical importance [1–3]. 4–Thiazolidinone ring system con-
tains sulfur and nitrogen at positions 1 and 3, respectively, and keto group at position 4.
They are well known for their diverse pharmacological activities. The thiazolidinone
nucleus is considered as wonder nucleus because it forms different derivatives which
possess different biological activities [4]. Their derivatives are found to possess antiviral
[5], antimicrobial [6], anti-inflammatory [7], anticancer [8], antitubercular [9], antic-
onvulsant [10] and anti-HIV activities [11]. The presence of N-C-S linkage in the thiazo-
lidinone derivatives are known to possess hypnotic [12] and anticancer [13] activities. It
has also been proved that discrete modifications in the chemical structure of the
thiazolidinone agonists produces derivatives with diverse pharmacological properties

This article has previously been published in the journal Physical Sciences Reviews. Please cite as:
Kavitha, H., Rhyman, L., Ramasami, P. Molecular structure and vibrational spectra of 2-(4-bromophe-
nyl)-3-(4-hydroxyphenyl) 1,3-thiazolidin-4-one and its selenium analogue: Insights using HF and
DFT methods. Physical Sciences Reviews [Online] 2018, 3. DOI: 10.1515/psr-2018-0031
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[14]. Some of the thiazolidinone compounds were evaluated for their inhibitory effects
on the replication on yellow fever virus in green monkey kidney by means of a
cytopathic effect reduction assay [15]. Thiazolidinone amides, carboxylic acids and
serine amides were synthesized and tested for possible anticancer activity [16].

Selenium pathology is a subject of a new scientific discipline – geomedicine –
dealing with the influence of natural factors on the geographical distribution of
problems in human and veterinary medicine [17]. For the biological effects of sele-
nium, its chemical form is also very important. However, different chemical forms of
selenium have different toxic potentials and effects. Organic compounds of selenium
are more effective in comparison with inorganic compounds [18]. Selenium reagents
have been extensively used in a variety of organic reactions. Other major applications
are: (i) ligand chemistry, (ii) precursors for the preparation of thin films in metal-
organic chemical vapour deposition and (iii) biochemistry [19, 20].

In view of the biological applications of thiazolidinone compound, one of us
synthesized 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one and reported
the crystal structure of the compound [21]. In continuation with the previous report [21],
the molecular and spectroscopic parameters of the sulfur-based compound were inves-
tigated using Hartree-Fock (HF) and density functional theory (DFT) methods. We
extended this research work to include the selenium analogue of the title compound
for which experimental data is not available.

8.2 Computational method

All computations were performed with the Gaussian 09 software [22]. The HF and DFT
methods were used to optimize the title compound and its selenium analogue. The
gradient-correlated functionals used were B3LYP, BP86 and M06. The basis set for all
atoms was 6-311++ G(d,p). Frequency computations based on the same geometry opti-
mization method were used to confirm the nature of the stationary points. The com-
pounds were subjected to normal coordinate analysis for the assignment of some of the
computed vibrational frequencies. The electronic energies, geometrical parameters,
atomic charges, energy of the highest occupied molecular orbital (HOMO), energy of
the lowest unoccupiedmolecular orbital (LUMO), uncorrectedharmonic frequencies and
infra-red intensities were computed.We also evaluated the performance of the HF/6-31G
(d) method for the sulfur based compound. GaussView (Gaussian, Inc., USA) [23] was
used for visualizing the structure.

8.3 Results and discussion

8.3.1 Structural parameters

The atoms labelling of the two compounds studied are given in Figure 8.1.
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Selected bond lengths and the bond angles of the title compound and its sele-
nium analogue are collected in Table 8.1 and Table 8.2. The experimental structural
parameters are also included for the sulfur-based compound [21] for comparison
purposes. There are no experimental data for the selenium analogue but we have
tried to compare with related compounds available in literature. From Table 8.1, it is
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Figure 8.1: Atoms labelling of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one and its
selenium analogue (S1 = Se1).

Table 8.1: Selected bond lengths and bond angles of the optimized structure of 2-(4-bromophenyl)-3-
(4-hydroxyphenyl)-1,3-thiazolidin-4-one.

Level of
theory

HF B3LYP M06 BP86 HF Experimental
[21]

Basis set 6-31G(d) 6-311++ G(d,p)
Bond length/Å
C1-C2 1.507 1.524 1.514 1.530 1.516 1.503
C1-S1 1.863 1.824 1.816 1.829 1.810 1.791
C2-O1 1.221 1.213 1.207 1.225 1.190 1.226
C2-N1 1.364 1.382 1.372 1.393 1.361 1.385
C3-N1 1.459 1.467 1.452 1.472 1.453 1.463
C3-S1 1.902 1.862 1.851 1.870 1.840 1.832
C7-Br1 1.929 1.917 1.898 1.920 1.900 1.897
C13-O2 1.373 1.368 1.355 1.376 1.348 1.371
N1-C10 1.434 1.434 1.426 1.435 1.431 1.438
C3-C4 1.508 1.511 1.504 1.513 1.517 1.502
O2-H12 0.950 0.963 0.961 0.973 0.941 0.820
Bond angle/°
C2-C1-S1 107.8 107.6 108.5 107.6 107.6 108.0
N1-C2-C1 113.7 112.2 111.7 111.9 112.4 112.2
N1-C3-S1 105.0 105.2 105.4 105.1 105.6 105.1
C2-N1-C3 120.6 118.2 119.5 117.8 119.6 117.8
C1-S1-C3 92.2 92.0 92.7 91.7 93.6 91.9
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observed that the bond length and the bond angle determined by the ab initio
methods are comparable with the largest deviations in bond length and bond angle
being 0.153Å and 0.8°, respectively. It is worth pointing out that the HF/6-31G
method is also performing well with the largest deviations in bond length and
bond angle being 0.143Å and 0.4°, correspondingly. On comparing the bond lengths
of the heterocyclic ring, significant variation occurs due to the electronegativity of the
atoms. The longest bond length C3-S1 (1.862Å) is due to the attachment of phenyl ring
with the electronegative bromine atom to C3. The longest C3-S1 bond length is also
attributed to its pure single bond character. The shortest bond length C2-O1 (1.213 Å)
can be attributed due to the ring strain. Due to ring strain the C2-N1 (1.467Å) bond
length is shorter than C2-C1 (1.524Å). The longest C7-Br1 (1.917 Å) bond length is due
to the electronegativity of the bromine atom [24, 25].

Other structural parameters such as dipole moment, rotational constants, free
energy, enthalpy, atomization energy, HOMO-LUMO gap, chemical potential and
chemical hardness are reported in Table 8.3 and Table 8.4 for the title compound
and its selenium analogue, respectively. The chemical potential (µ) and chemical
hardness (η) were calculated from the HOMO and LUMO energies as µ = 1/2 (ELUMO

+EHOMO) and η = 1/2 (ELUMO-E HOMO).
The lower rotational constants of selenium analoguemay be understood in terms

of the larger reduced mass and longer bond lengths involved [26]. Similarly, the

Table 8.2: Selected bond lengths and bond angles of the optimized structure of selenium analogue of
2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one.

Level of theory HF B3LYP M06 BP86 HF Literature

Basis set 6-31G(d) 6-311++ G(d,p)
Bond length/Å
C1-C2 1.509 1.523 1.513 1.523 1.517
C1-Se1 1.963 1.966 1.949 1.966 1.943 1.944a

C2-O1 1.222 1.215 1.208 1.215 1.190
C2-N1 1.365 1.379 1.373 1.379 1.364
C3-N1 1.467 1.460 1.453 1.460 1.453
C3-Se1 1.984 2.019 1.988 2.019 1.980 1.978b

C7-Br1 1.929 1.917 1.898 1.917 1.900
C13-O2 1.374 1.367 1.355 1.367 1.348
N1-C10 1.432 1.439 1.428 1.439 1.433
C3-C4 1.514 1.510 1.502 1.510 1.515
O2-H12 0.950 0.963 0.961 0.963 0.941

Bond angle/°
C2-C1-Se1 106.8 108.6 108.8 108.6 107.8 108.8c

N1-C2-C1 114.3 114.4 113.5 114.4 114.3
N1-C3-Se1 104.2 105.5 105.3 105.5 105.5
C2-N1-C3 120.5 122.2 121.8 122.2 121.7
C1-Se1-C3 87.7 88.8 88.6 88.8 89.2
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smaller atomization energy of the selenium compound can be explained in terms of
longer and hence weaker C-Se bond. The decrease in hardness from the title com-
pound to its Se analogue can be interpreted in terms of increasing size of sulfur to
selenium. The larger value of chemical potential in selenium analogue indicates that
the charge transfer processes are more predominant and this leads to stabilization
through hyper conjugative interactions [27, 28].

The HOMO-LUMO energy gap is an important index of the stability of a molecule
[27]. HOMO-LUMO energy gap is 4.98 eV and for the selenium analogue it is 4.52 eV by
B3LYP method. The smaller energy gap indicates the greater reactivity of the com-
pounds. It has been found from the literature that the HOMO-LUMO energy gap for
ethyl-4-formyl-3,5-dimethyl-1H-pyrrole-2-carboxylate thiosemicarbazone obtained
from B3LYP/6-31G(d,p) is 4.16 eV [29]. This reflects the chemical stability of the title
compound [30].

Table 8.3: Dipole moment, rotational constants, electronic energy, enthalpy, free energy and HOMO-
LUMO gap of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one.

Level of theory B3LYP BP86 M06 HF HF

Basis set 6-311++ G(d,p) 6-31G
Dipole moment (Debye) 0.735 0.705 1.581 1.472 1.535
A (GHz) 0.311 0.310 0.305 0.319 0.314
B (GHz) 0.149 0.148 0.157 0.144 0.145
C (GHz) 0.111 0.110 0.117 0.110 0.110
Atomization energy (kJ/mol) 14,951.1 15,656.3 15,144.3 10,709.3 10,026.1
HOMO-LUMO gap (eV) 4.98 3.37 5.43 9.84 11.68
µ (kJ/mol) −437.8 −475.9 −453.9 −345.2 −174.6
η (kJ/mol) 174.2 58.1 197.8 517.7 692.8

Table 8.4: Dipole moment, rotational constants, electronic energy, enthalpy, free energy and HOMO-
LUMO gap of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-selenazolidin-4-one.

Level of theory B3LYP BP86 M06 HF HF

Basis set 6-311++ G(d,p) 6-31G
Dipole moment
(Debye)

1.629 1.295 1.550 1.397 1.630

A (GHz) 0.240 0.234 0.237 0.241 0.240
B (GHz) 0.139 0.140 0.150 0.138 0.139
C (GHz) 0.096 0.096 0.102 0.097 0.096
Atomization energy
(kJ/mol)

14,884.2 14,288.8 15,075.3 10,636.7 140,815.5

HOMO-LUMO gap (eV) 4.84 4.85 5.32 9.80 4.43
µ (kJ/mol) −149.2 −447.4 −448.2 −343.0 −288.8
η (kJ/mol) 708.0 163.0 192.6 516.0 296.6
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8.3.2 Vibrational frequencies

Selected stretching frequencies of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thia-
zolidin-4-one and its selenium analogue are collected in the Table 8.5. The carbonyl
stretching C = O vibration [31] is expected to occur in the region 1765–1680 cm−1. The
band observed at 1621 cm−1in FT-IR is attributed to C = O stretching vibration and for
the selenium analogue the computed value for C = O vibration matches with the
literature value [32]. C-Br stretching vibration usually occurs in the region 650–485
cm−1 [33]. C-Br vibration in thiaxanthone appears at 650 cm−1. For compound 1, the
peak observed at 693 cm−1 is assigned to C-Br stretching vibration and it matches with
the theoretical value 680.7 cm−1 obtained by BP86 method. O-H stretching vibration
appears in the region 3750–3900 cm−1 [34]. The band observed at 3835.1 cm−1in FT-IR
is attributed to O-H stretching vibration and for the selenium analogue the computed
value for O-H vibration matches with the literature value.

8.3.3 Atomic charges

Atomic charges influence properties like molecular polarizability, dipole moment,
electronic structure and other properties of molecular systems. Hence, quantum
mechanical calculation plays an important role in analysing structures at molecular
level [35]. From Table 8.6, it is observed that N1, C2, S1, C3 and H12 atoms have positive
charges except for HF/6-31G(d) method and they act as electron acceptor atom. It is
also observed that C1, O1, Br1 and O2 atoms have negative charges and they act as
electron donor atoms. Similarly, from Table 8.7, it is observed that for the selenium
compound, N1, C2, Se1 and H12 atoms have positive charges and act as electron
acceptor atoms and atoms like C1, C3, O1, Br1 and O2 have negative charge and act
as electron donor atoms.

Table 8.5: Stretching frequencies of the carbonyl, C-Br and C-OH linkages of 2-(4-bromophenyl)-3-(4-
hydroxyphenyl)-1,3-thiazolidin-4-one and its selenium analogue.

Level of
theory

B3LYP BP86 M06 HF HF Experimental
[21]

Basis set 6-311++ G(d,p) 6-31G
2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one
C = O 1757 1697 1807 1802 1852 1621
O-H 3835 3706 3893 4186 4047 3864
C-Br 668 681 667 673 661 693

2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-selenazolidin-4-one
C = O 1848 1743 1798 1925 1848
O-H 4047 3834 3890 4186 4047
C-Br 708 652 660 701 708
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8.3.4 Molecular orbitals surfaces

The HOMO-LUMO surfaces are given in Figure 8.2. The energy of the HOMO is directly
related to the ionization potential and LUMO energy is related to the electron affinity
[36]. Energy difference between HOMO and LUMO orbital explains the stability of
structures [37]. The highest molecular orbitals of the compounds are on the hetero-
cyclic ring and the phenyl rings with the –OH group. This implies that they are the
most active parts of the molecule. The electron density is therefore transferred from
these rings to the phenyl ring containing bromine. A similar trend is observed for the
selenium analogue too.

Table 8.6: Mulliken charges (e) on the atoms of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazo-
lidin-4-one.

Level of theory B3LYP BP86 M06 HF HF

Basis set 6-311++ G(d,p) 6-31G(d)
Atom
N1 0.295 0.388 0.107 0.391 −0.923
C2 0.199 0.187 0.191 0.503 0.797
C1 −0.781 −0.892 −0.825 −0.867 −0.657
S1 −0.152 −0.137 0.102 0.009 0.319
C3 0.203 0.241 0.187 0.185 −0.267
O1 −0.269 −0.235 −0.246 −0.343 −0.575
Br1 −0.178 −0.192 −0.273 −0.264 0.162
O2 −0.225 −0.181 −0.246 −0.295 −0.790
H12 0.261 0.261 0.285 0.275 0.419

Table 8.7: Atomic charges (e) on the atoms of 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-selenazo-
lidin-4-one.

Level of
theory

B3LYP BP86 M06 HF HF

Basis set 6-311++ G(d,p) 6-31G(d)
Atom
N1 0.443 0.443 0.276 0.522 0.904
C2 0.143 0.143 0.0635 0.383 0.821
C1 −0.516 −0.516 −0.512 −0.564 −0.712
Se1 0.00156 0.00156 0.0712 −0.102 0.395
C3 −1.223 −1.223 −0.469 −0.461 −0.370
O1 −0.248 −0.248 −0.239 −0.329 −0.578
Br1 −0.177 −0.179 −0.197 −0.265 0.159
O2 −0.223 −0.223 −0.234 −0.296 −0.790
H12 0.262 0.262 0.284 0.275 0.418

8.3 Results and discussion 129

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



8.3.5 Natural bond orbital analysis (NBO)

The useful aspect of NBO is that it provides an accurate method for studying charge
transfer or conjugative interaction in various molecular systems [38, 39]. The selected
Lewis (bond or lone pair) NBO of the title compound and selenium analogue are
presented in the Table 8.8 and Table 8.9. The valence hybrids analysis of NBO show

HOMO LUMO

2-(4-Bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one

2-(4-Bromophenyl)-3-(4-hydroxyphenyl)-1,3-selenazolidin-4-one

Figure 8.2: Highest occupied molecular orbital (HOMO) and the lowest occupied molecular orbital
(LUMO) surfaces [B3LYP/6-311++ G(d,p)] of (a) 2-(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-
4-one and its (b) selenium analogue.

Table 8.8: Selected Lewis NBO orbitals of 2-(4-bromophenyl)-3-(4-
hydroxyphenyl)-1,3-thiazolidin-4-one.

Bond NBO hybrid orbitals s (%) p (%)

σC1-S1 0.7257 (sp3.64) C1 +
0.6880 (sp5.69) S1

21.53
14.87

78.31
84.57

σC2-N1 0.6000 (sp2.20) C2 +
0.8000 (sp1.98) N1

31.25
33.53

68.64
66.43

σC2-O1 0.5852 (sp2.91) C2 +
0.8109 (sp2.24) O1

25.49
30.80

74.28
69.09

σC3-N1 0.6119 (sp3.19) C3 +
0.7909 (sp2.16) N1

23.83
31.60

76.04
68.37

σC3-S1 0.7361 (sp4.21) C3 +
0.6769 (sp6.26) S1

19.16
13.70

80.70
85.74

σC10-
N1

0.6077 (sp2.78) C10 +
0.7942 (sp1.93) N1

26.40
34.14

73.51
65.83

130 8 2-(4-Bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



that the C-S bond is polarized towards sulfur (85%)whereas the C-N bond and C-O bond
orbitals are polarized towards carbon (76% and 74%, respectively). For the selenium
analogue, C-Se and C-Br bonds are polarized towards selenium (85%) and bromine
(85%), respectively, whereas the C-O bond orbital is polarized towards carbon (74%).

8.4 Conclusions

In the present work, theoretical quantum chemical calculations was carried out for 2-
(4-bromophenyl)-3-(4-hydroxyphenyl)-1,3-thiazolidin-4-one and its selenium analo-
gue. The calculated geometrical parameters and vibrational frequencies obtained
from density functional theory calculations are in good agreement with the experi-
mental values obtained for the investigated molecule. HOMO–LUMO energy gap
explains the eventual charge transfer interactions taking place within the compound.
NBO analysis confirms the hyperconjugative interactions within the molecule. Various
thermodynamic parameters were evaluated to study the stability of the compounds.
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Aleksey E. Kuznetsov

9 Complexes between core-modified porphyrins
ZnP(X)4 (X = P and S) and small semiconductor
nanoparticle Zn6S6: are they possible?

Abstract: The synthetic approach of the anchoring of porphyrins to the surface of
semiconductor nanoparticles (NPs) has been realized to form very promising
organic/inorganic nanocomposites. They have been of considerable scientific and a
wide practical interest including such areas as material science, biomedical
applications,and dye-sensitized solar cells (DSSCs). Macrocyclic pyrrole-containing-
compounds, such as phthalocyanines and porphyrins, can bind to the NP surface by
a variety ofmodes: as monodentate ligands oriented perpendicular to the NP surface,
parallel tothe NP surface, or, alternatively, in a perpendicular orientation bridging
two adjacent NPs. Also, non-covalent (coordination) interactions may be realized
between the NP via its metal centers and appropriate meso-attached groups of
porphyrins. Recently, we showed computationally that the prominent structural
feature of the core-modified MP(X)4 porphyrins (X = P) is their significant distortion
from planarity. Motivated bythe phenomenon of numerous complexes formation
between tetrapyrrols and NPs,weperformed the density functional theory (DFT)
studies of the complex formation between the core-modified ZnP(X)4 species (X = P
and S) without any substituents orlinkers and semiconductor NPs, exemplified by
small NP Zn6S6. The complexes formation was investigated using the following
theoretical approaches: (i) B3LYP/6-31G* and (ii) CAM-B3LYP/6-31G*, both in the
gas phase and with implicit effects from C6H6 considered. The calculated binding
energies of the complexes studied were found to be significant, varying from ca. 29 up
to ca. 69 kcal/mol, depending on the complex and the approach employed.

Keywords: core-modified metalloporphyrins, semiconductor quantum dots,
complexes formation, density functional theory
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9.1 Introduction

Porphyrins and their versatile derivatives, includingmetal-containing forms of those,
have attracted the researchers’ attention because their stable aromatic core can be
functionalized at meso- or pyrrolic β-positions and the central metal can tune their
chemical, electronic, and photophysical properties broadly. Chemists have incorpo-
rated metalloporphyrins and their derivatives in numerous molecular architectures
for various fields of applications [1–3], e. g., artificial photosynthesis [4, 5], molecular
electronics [6, 7], molecular machines [8, 9], catalysis [10, 11], therapy [12], and
surface engineering [13]. The use of porphyrins as a host structure in the design of
nanoassemblies offers several attractive opportunities [1]: porphyrin molecule as a
large structural element will define the shape of the molecular cavity, and its metal-
containing core can coordinate various ligands within the cage.

The synthetic approach of the anchoring of various functional organic mole-
cules, including porphyrins and other heteromacrocycles and even proteins, to the
surface of semiconductor nanoparticles (often referred to as quantum dots, QD, e. g.,
CdSe, CdTe or CdSe/ZnS and other II–VI systems) has been realized to form very
promising organic/inorganic nanocomposites [14]. They have been of considerable
scientific and a wide practical interest including such areas as material science [14–
20], biomedical applications [21, 22], and dye-sensitized solar cells (DSSCs) [23–35].
With respect to the formation and potential applications of the porphyrin-QD nanoas-
semblies in liquid or solid phase several factors were considered to be of essential
importance [14]: (i) attachment/detachment of dye molecules to QD, (ii) the interplay
between dye molecule attachment and capping ligand exchange, and (iii) the pre-
sence and formation of various surface trap states in the QD bandgap whose proper-
ties may be tuned by interface reconstruction or competing ligand/dye exchange
dynamics.

Macrocyclic pyrrole-containing compounds, such as phthalocyanines and por-
phyrins, can bind to the QD surface by variety of modes. Thus, so-called subphtha-
locyanines (the lowest phthalocyanines homologues composed of three
diiminoisoindole rings N-fused around a boron core) [36] possess a cup-shaped
structure, suggesting a good geometric match with NPs having diameters in the 2–3
nm range; in addition, they contain a functional group (e. g., -OPh) perpendicular to
the macrocycle which offers the possibility of connecting to other NPs by covalent
bonds [37]. Porphyrins with four phenyl substituents attached to the tetrapyrrole
macrocycle in meso-positions (tetraphenylporphyrins, TPP) bearing one -COOH
group and three long-chained alkoxide (or other similar groups) attached to these
phenyls were shown to act as monodentate ligands oriented perpendicular to the NP
surface [37]. On the other hand, when all the four phenyls bear -COOH or -SH groups,
these compounds are able to attach themselves to QDs in the flat-on mode, i. e.,
parallel to the NP surface, or, alternatively, these ligands may adopt a perpendicular
orientation bridging between two adjacent quantum dots [37]. Computationally, two
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possibilities for binding of ZnTPP with the CdTe QDs were found by Rajbanshi and
Sarkar in 2016: through the amide linkage connected to the meso-phenyl group of
ZnTPP and through the -S-(CH2)3-NH2 ligands of the QD bound to the Zn center of
ZnTPP [23]. Also, non-covalent (coordination) interactions may be realized between
the QD via its metal centers and appropriatemeso-attached groups of porphyrins [14].
It is also worthwhile to mention some more details of the previous experimental
studies of the nanohybrids composed of porphyrins and CdTe QDs. Thus, Jhonsi and
Renganathan in 2010 [24] showed that for the positively charged porphyrin electron
transfer from thioglycolic acid (TGA) capped CdTe QDs to porphyrin occurs, whereas
negatively charged porphyrin moieties were involved in the energy transfer mechan-
ism. 2012 work by Amelia and Credi [25] demonstrated the energy transfer from a Zn-
phenylporphyrin noncovalently bound to 5.6 nm CdTe QD in chloroform. Keane et al.
[26] reported the donor–acceptor composite ofmeso-tetrakis(4-N-methylpyridyl) zinc
porphyrin (ZnTMPyP4) and TGA coated CdTe QD to exhibit very rapid photoinduced
electron transfer. In 2015, Aly et al [27]. reported the experimental observations of
controlled ultrafast electron transfer at cationic porphyrin-CdTe QD interfaces.

In spite of the fact that in general various porphyrin-QD nanocomposites have
drawn the great attention of experimentalists, their theoretical investigations are still
rather limited. Recently, we reported the computational studies of the structures and
electronic properties of the series of metalloporphyrins with all the four pyrrole nitro-
gens replacedwith P-atoms, MP(P)4, M = Sc-Zn [38–40].We showed that the prominent
structural feature of all the MP(P)4 compounds studied is their significant distortion
from planarity leading to the bowl-like shape [38–40]. Moreover, motivated by the
phenomenon of stack formation by regular metalloporphyrins, we performed the
computational check of the stack formation between the MP(P)4 species without any
linkers or substituents, choosing the ZnP(P)4 species as the simplest MP(P)4 compound
[41]. Three modes of binding or coordination were shown to be possible between the
monomeric ZnP(P)4 units. The “convexity-to-convexity” dimer was shown to be the
most stable compound with the highest binding energy calculated among the three
types of dimers studied. Of course, it would be extremely significant and interesting to
further advance into the understanding of the potential significance of core-modified
MP(X)4 compounds and their future application areas. Computational studies, without
any doubts, can be of great help here.

Thus, motivated by both the numerous examples of the formation of complexes/
nanoassemblies between various QDs and regular metalloporphyrins and their deri-
vatives and relative scarcity of their computational studies, we decided to investigate
computationally if the complex formation between core-modified MP(X)4 porphyrins
and semiconductor quantum dots, exemplified by small NP Zn6S6, without any sub-
stituents or linkers would be possible (for computational details of the research see
Supporting Information, [44–58]). For this study, we chose two core-modified Zn-
porphyrins, ZnIIP(P)4 and ZnIIP(S)4. We decided to focus on these species because
they are relatively simple representatives of the core-modified MP(X)4 compounds,
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with relatively “inactive” d-electrons. Moreover, these compounds were quite inten-
sively investigated earlier, both by us and other researchers [38–43]. The paper is
organized as follows: in the following section, we address binding details and
structural features of the calculated Zn6S6-ZnP(X)4 complexes; next, we address the
Zn6S6-ZnP(X)4 complexes electronic properties; finally, we summarize the research
findings and discuss further research perspectives.

9.2 Results and discussion

9.2.1 Structural features of the Zn6S6-ZnP(X)4 complexes

The Zn6S6-ZnP(X)4 complexes calculated at the CAM-B3LYP/6-31G* level with
the effects from implicit C6H6 are shown in Figure 9.1. Comparison of their
structures along with considering the structures of the free ZnP(X)4 species and
Zn6S6 NP (see Figs. S1–S3) shows the following. For both X = P and S, similar
mode of the NP coordination to the core-modified Zn-porphyrin was found, with
one of the S-centers of the NP forming relatively short bond with the Zn-center
of the porphyrin, 2.29 and 2.18 Å for X = P and S, respectively. It is worthwhile
to notice that using the B3LYP/6-31G* approach in the gas phase for X = P gave
just slightly longer bond distance between the NP and the Zn-center of the
porphyrin, 2.32 Å (see Fig. S3). We can consider this bond as formed by
donation of the S-center free electron pair to the Zn-center. Upon the complex
formation, the NP undergoes slight structural changes: the interlayer Zn-S bond
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Figure 9.1: The structures of the complexes Zn6S6-ZnP(X)4, X = P (a) and S (b), calculated at the CAM-
B3LYP/6-31G* level with implicit C6H6. The color coding is as follows: dark grey corresponds to Zn,
yellow corresponds to S, greyish white corresponds to H, brown corresponds to C, and dark blue
corresponds to P. Distances are given in Å.
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distances become slightly elongated, by up to 0.05–0.06 Å (cf. Supporting
Information, Fig. S1). The interlayer Zn-S bond distances of the NP are elon-
gated in the part of the NP bound to the Zn-porphyrin, up to 0.07 Å for X = P
(cf. Figure 9.1a) and up to 0.18 Å for X = S (cf. Figure 9.1b). But, generally, the
NP is not noticeably distorted and essentially keeps its shape.

However, the situation is noticeably different for the ZnP(X)4 species. First of
all, it is interesting to notice that the free ZnP(S)4 compound was calculated to
have a triplet as a ground state at the B3LYP/6-31G* and CAM-B3LYP/6-31G*
levels of theory, both in the gas phase and with effects from implicit benzene
taken into account (the triplet being more stable than the singlet by 3.6/0.9 and
5.8/2.9 kcal/mol for B3LYP/6-31G* and CAM-B3LYP/6-31G*, gas phase/C6H6,
respectively, Table S2). But for the Zn6S6-ZnP(S)4 complex, the singlet structure
was calculated to significantly more stable than the triplet: thus, at the B3LYP/6-
31G* level in the gas phase the energy difference was computed to be ca. 25 kcal/
mol, and at the CAM-B3LYP/6-31G* level it is just a little smaller, being 21.3/19.6
kcal/mol in the gas phase and benzene, respectively (see Table S1). Next, the
core-modified porphyrin species become noticeably distorted upon the complex
formation. Thus, in the ZnP(P)4 species, the Zn-P bond distances are elongated
compared to the free species by 0.05–0.13 Å and the average dihedral angle P-P-
P-Zn becomes much more negative compared to the free species. This means that
the Zn-center significantly protrudes inside the “bowl” made by the molecular
framework due to the interaction with the S-center of the coordinated NP (cf. Fig.
S2). The whole structure of the ZnP(P)4 moiety generally changes from approxi-
mately C4v symmetry to approximately Cs symmetry. In the ZnP(S)4 moiety within
the complex, the Zn-S bond distances are shortened compared to the free species
by 0.17–0.32 Å, the average dihedral angle S-S-S-Zn is decreased by ca. 16o

compared to the free species, which means that now the Zn-center protrudes
less inside the “bowl” made by the molecular framework compared to the free
porphyrin (cf. Fig. S3). In this case, the free ZnP(S)4 has approximate C2v
symmetry whereas within the complex it attains approximate Cs symmetry.

In both complexes, the NP forms relatively short, ca. 2.5 Å, bonds by coordination
of the Zn-center with the α-carbon atoms on the one side of the porphyrinmacrocycle.
Also, in the case of ZnP(P)4 the NP coordinates by its Zn-centers to two other pairs of
the α-carbon atoms of the porphyrin macrocycle, forming even shorter bonds, 2.48–
2.49 Å. For ZnP(S)4, the situation is different: the NP coordinates by its Zn-centers
only to one of the pairs of the α-carbon atoms of the porphyrin macrocycle (see
Figure 9.1b) but forms quite short bond, 2.16 Å. These interactions between the NP Zn-
centers and carbon atoms of the porphyrin macrocycle could be ascribed to van der
Waals/dispersion interactions between those. We suppose that they would need
further analysis to understand why and how they are formed. In general, both
complexes studied possess approximate Cs symmetry, as can be seen from their
structures (Figure 9.1).
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9.2.2 Binding energies in the Zn6S6-MP(X)4 complexes

Calculations results presented in Table 9.1 show that the both complexes studied are
quite strongly bound. Interestingly, the Zn6S6-ZnP(S)4 is more stable than the Zn6S6-
ZnP(P)4 compound by more than 23 kcal/mol in the gas phase and almost twice more
stable in the solvent phase. With the BSSE corrections in the gas phase the binding
energies become noticeably more moderate: 15.2 and 33.2 kcal/mol for Zn6S6-ZnP(P)4
and Zn6S6-ZnP(S)4, respectively. Our data fall in the range of the BEs calculated by
Rajbanshi and Sarkar [24] for their ZnTPP-Cd17Te17 nanocomposites, with the BE for
the axially coordinated nanocomposite being 45.4 kcal/mol and BE for the amide-
linked composite being 3 kcal/mol (without BSSE correction). However, it is neces-
sary to take into account here both the significant difference between the systems
studied and themethods employed (PBE approach with the Slater-type orbitals in the
Rajbanshi and Sarkar [24] study). We were not able to find any other computational
studies of complexes between QDs and porphyrins or their derivatives in order to
compare BEs.

The higher stability of the Zn6S6-ZnP(S)4 complex can be explained by easier
interactions between the ZnP(S)4 porphyrin Zn-center due to its significant protrud-
ing inside the “bowl” (cf. Fig. S3) and the S-center of the NP (shorter Zn-S distances
in the final complex, cf. Figure 9.1a and 1b), and, possibly, by slightly higher NBO
charges on the α-carbons of the ZnP(S)4 porphyrin macrocycle (cf. Figs. S2 and S3)
which could lead to stronger interactions between the α-carbons and the Zn-centers
of the NP. Apparently, in general, the shape of the ZnP(S)4 porphyrin macrocycle is
more favorable for the stronger binding between the NP and core-modified
porphyrin.

9.2.3 NBO charges in the Zn6S6-MP(X)4 complexes

Analysis of the gas-phase calculated NBO charges (see Fig. S4) for the both com-
plexes shows the following (we use the gas-phase calculated NBO charge values
because they are very close to the charges calculated in the solvent phase).

Some negative charge accumulation occurs at the NP S-center bound to the Zn-
center of the core-modified porphyrin, ca. –0.17 – –0.18 e (cf. Fig. S1). Generally, the

Table 9.1: Binding energies of the Zn6S6-ZnP(X)4 complexes computed at the CAM-
B3LYP/6-31G* level, in the gas phase and with implicit effects from benzene, kcal/mol.

Complex Gas phase Benzene

Zn6S6-ZnP(P)4 45.4 29.4
Zn6S6-ZnP(S)4 68.7 52.8
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charge redistribution occurs in the bound NP, its S-centers become slightly more
negatively charges and its Z-centers become slightly more positively charges (cf. Figs.
S4 and S1). The positive charge on the Zn-center of the core-modified porphyrin slightly
decreases for the ZnP(P)4 case (by 0.04e, cf. Figs. S4 and S2), but noticeably increases
for the ZnP(S)4 case (by 0.25e, cf. Figs. S4 and S3). The charges on the X-centers of the
core-modified porphyrins generally become more positive within the complexes (cf.
Fig. S4 and S2-S3). Finally, the negative charges on the α-carbons of the ZnP(X)4
porphyrinmacrocycles bound to the Zn-centers of the NP become somewhat increased,
by –0.08 – –0.09e (cf. Figs. S2–S4).

We can conclude that there is some charge transfer both from the ZnP(X)4
porphyrin macrocycles to the Zn6S6 NP and within the ZnP(X)4 porphyrin
macrocycles and the NP itself. Its detailed picture would require more profound
analysis.

9.3 Conclusions and perspectives

Motivated by the numerous examples of the formation of complexes/nanoassemblies
between various QDs and regular metalloporphyrins and their derivatives and rela-
tive scarcity of their computational studies, we decided to investigate computation-
ally if the complex formation between core-modified MP(X)4 porphyrins and
semiconductor quantum dots, exemplified by small NP Zn6S6, without any substituents
or linkers would be possible. For this, we chose two core-modified Zn-porphyrins,
ZnIIP(P)4 and ZnIIP(S)4. Using two computational approaches, B3LYP/6-31G* and
CAM-B3LYP/6-31G*, in the gas phase and with implicit effects from benzene, we
have shown that indeed the Zn6S6-ZnP(X)4 complexes (X = P and S) are possible.
We investigated structural features and charges in these two complexes, and our
findings are summarized below.

For both X = P and S, similar mode of the NP coordination to the core-modified
Zn-porphyrin was found, with one of the S-centers of the NP forming relatively short
bond with the Zn-center of the porphyrin. We can consider this bond as formed by
donation of the S-center free electron pair to the Zn-center. Upon the complex
formation the NP undergoes slight structural changes and essentially keeps its
shape. However, the situation is noticeably different for the ZnP(X)4 species. First
of all, the free ZnP(S)4 compound was calculated to have a triplet as a ground state,
both in the gas phase and with effects from implicit benzene taken into account (the
triplet beingmore stable than the singlet by 3.6/0.9 and 5.8/2.9 kcal/mol for B3LYP/6-
31G* and CAM-B3LYP/6-31G*, gas phase/C6H6, respectively, cf. Table S2). But for the
Zn6S6-ZnP(S)4 complex, the singlet structure was calculated to be considerably more
stable than the triplet.

Next, the core-modified porphyrin species become noticeably distorted upon the
complex formation. Thus, in the ZnP(P)4 species, the Zn-P bond distances are elongated
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compared to the free species by 0.05–0.13 Å, the average dihedral angle P-P-P-Zn
becomes much more negative compared to the free species, which means that the Zn-
center significantly protrudes inside the “bowl”made by the molecular framework due
to the interaction with the S-center of the coordinated NP (cf. Fig. S2). In the ZnP(S)4
moiety within the complex, the Zn-S bond distances are shortened compared to the free
species by 0.17–0.32 Å, the average dihedral angle S-S-S-Zn is decreased by ca. 16o

compared to the free species, which means that now the Zn-center protrudes less inside
the “bowl” made by the molecular framework compared to the free porphyrin
(cf. Fig. S3). In the both complexes, the NP forms relatively short, ca. 2.5 Å, bonds by
coordination of the Zn-center with the α-carbon atoms on the one side of the porphyrin
macrocycle. Also, in the case of ZnP(P)4 the NP coordinates by its Zn-centers to two other
pairs of the α-carbon atoms of the porphyrin macrocycle, forming even shorter bonds,
2.48–2.49 Å. For ZnP(S)4, the situation is different: the NP coordinates by its Zn-centers
only to one of the pairs of the α-carbon atoms of the porphyrin macrocycle
(see Figure 9.1b) but forms quite short bond, 2.16 Å. These interactions between the NP
Zn-centers and carbon atoms of the porphyrin macrocycle could be ascribed to van der
Waals/dispersion interactions between those.

The both complexes are quite strongly bound, with binding energies varying
from ca. 29 up to ca. 69 kcal/mol. With the BSSE corrections in the gas phase the
binding energies become 15.2 and 33.2 kcal/mol for Zn6S6-ZnP(P)4 and Zn6S6-ZnP
(S)4, respectively. The higher stability of the Zn6S6-ZnP(S)4 complex can be
explained by easier interactions between the ZnP(S)4 porphyrin Zn-center due to
its significant protruding inside the “bowl” and the S-center of the NP, and,
possibly, by slightly higher NBO charges on the α-carbons of the ZnP(S)4 porphyrin
macrocycle. Apparently, in general, the shape of the ZnP(S)4 porphyrin macrocycle
is more favorable for the stronger binding between the NP and core-modified
porphyrin.

Some negative charge accumulation occurs at the NP S-center bound to the Zn-
center of the core-modified porphyrin, ca. –0.17 – –0.18 e. There is some charge
transfer both from the ZnP(X)4 porphyrin macrocycles to the Zn6S6 NP and within the
ZnP(X)4 porphyrin macrocycles and the NP itself. Its detailed picture would require
more profound analysis.

Thus, we have obtained quite interesting and intriguing results showing that the
complex formation between semiconductor NPs and core-modified metalloporphyrins
is possible without any linkers or substituents connecting the both components of the
complex. It would be really good if these findings would be checked experimentally.
Meanwhile, based on the obtained results, we can formulate for ourselves the
following research questions to consider (some of them are being under considera-
tion currently):
i. Detailed analysis of the bonding between the components of these complexes.

Investigation of possibilities for other coordination modes between the NP and
core-modified porphyrin.
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ii. Detailed electronic features of these complexes (molecular orbitals picture,
ionization potentials and electron affinities). Optical and charge-transfer proper-
ties of these complexes.

iii. Dependence of structures and electronic properties and strength of binding
between the components on different metals included in the core-modified
porphyrins and on various core-modifying elements (X = O, Se, Te, etc.).

iv. Possibility of the complex formations for larger NPs and NPs of other types – for
instance, Zn9S9, Zn12S12, Zn33S33, Cd6Se6, Cd33Se33, Cd6Te6, etc.
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M. Alcolea Palafox

10 DFT computations on vibrational spectra: Scaling
procedures to improve the wavenumbers

Abstract: The performance of ab initio and density functional theory (DFT) methods
in calculating the vibrational wavenumbers in the isolated state was analyzed. To
correct the calculated values, several scaling procedures were described in detail.
The two linear scaling equation (TLSE) procedure leads to the lowest error and it is
recommended for scaling. A comprehensive compendium of the main scale factors
and scaling equations available to date for a good accurate prediction of the wave-
numbers was also shown. Examples of each case were presented, with special
attention to the benzene and uracil molecules and to some of their derivatives.
Several DFT methods and basis sets were used. After scaling, the X3LYP/DFT method
leads to the lowest error in these molecules. The B3LYP method appears closely in
accuracy, and it is also recommended to be used. The accuracy of the results in the
solid state was shown and several additional corrections are presented.

Keywords: density functional theory, scaling, vibrational wavenumbers

10.1 Introduction

Density functional theory (DFT) has become very popular today. This is justified
based on the pragmatic observation that it is less computationally intensive than
other methods with similar accuracy, or even better in some cases, such as the
theoretical prediction of vibrational spectra [1]. Because the most accurate of the
quantum chemical methods are still too expensive to apply as routine research, the
present paper shows an overview of the different procedures to improve this accuracy
in the calculated wavenumbers but using a lower theoretical level.

Vibrational spectroscopy is one of the most powerful techniques for the char-
acterization of medium-size molecules, but proper assignment of spectra is often not
straightforward. For this reason, the last two decades have been highly productive in
the interpretation of vibrational experimental spectra bymeans of quantum chemical
methods, especially by DFTmethods [2, 3]. The accurate determination of vibrational
frequencies through the use of computational quantum chemistry is essential to
many fields of chemistry and has become an important part of spectrochemical and
quantum chemical investigations. For example, computed wavenumbers can be
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used: (i) for the identification of known and unknown compounds; (ii) in synthetic
and natural product chemistry to calculate the expected spectra of proposed struc-
tures, confirming the identity of a product or of a completely new molecule; (iii) to
guide spectroscopic measurements by predicting or refining the spectral regions in
which transitions of interest might occur [2]; (iv) to identify and characterize transient
species, such as molecular radicals, van der Waals complexes, and reactive inter-
mediates, and; (v) for the calculation of vibrational zero-point energies and vibra-
tional partition functions, which are also important for thermochemical kinetics.

DFT methods can also be used to help in the assignment of the bands of the
spectra. Until recently, chemical spectroscopists have attempted to interpret the
vibrational spectra of more complex molecules by a transposition of the results of
normal coordinate analysis of simpler molecules, often aided by qualitative compar-
isons of the spectra of isotopically substituted species, and the polarizations of the
Raman bands. Thus, it has become an accepted practice to include tables of these
“vibrational assignments” in publications on the infrared and Raman spectra of
larger molecules [4–6]. However, to make such “assignments” for all the bands in
the spectra is risky, owing to the fact that while some of the assignments may be
credible, others can be highly speculative. Further, the modes assigned to these
vibrations are often grossly oversimplified in an attempt to describe them as group
wavenumbers in localized bond systems. The use of suitable DFT quantum chemical
methods and scaling procedures remarkably reduces the risk in the assignment and
can accurately determine the contribution of the different modes in an observed
band. Now this procedure appears to be used extensively in the journals of vibra-
tional spectroscopy.

The computation of the vibrational spectrum of a polyatomic molecule of even
modest size is lengthy despite the tremendous advances made in both, in the
theoretical methods, especially with DFT methods, and in computer hardware. One
may be forced to work at a low level, and consequently, one must expect a large
overestimation of the calculated vibrational wavenumbers. This overestimation
(which may be due to many different factors that are usually not even considered
in the theory, such as anharmonicity, errors in the computed geometry, Fermi
resonance, solvent effects, etc.) can be significantly reduced with the use of transfer-
able empirical parameters for the force fields, or for the calculated wavenumbers. The
scale factor is therefore designed to correct the calculated harmonic wavenumbers to
be compared with the anharmonic wavenumbers found by the experiment. The scale
factor is a consequence of the deficiency of the theoretical approach and potentially
allows vibrational wavenumbers (and thermochemical information) of useful accu-
racy to be obtained from procedures of modest computational cost only. Widespread
application to molecules of moderate size is then possible.

Due to the importance of the scaling in vibrational spectroscopy, it is a hot
research field today with many publications recently [7–14], and with a computer
program created [15]. However, most of these studies are focused on only one
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procedure of scaling which is not the best. Also these studies focus the attention on
the improvement of the calculated wavenumbers only through the increase of the
theoretical level used, and after that the use of a single overall scale factor (OSF).
However, we think that it is better to improve the scaling procedure instead of only
incrementing the theoretical level with the corresponding computational cost. Thus,
the main goal of the present work was try to resume the different procedures used for
scaling and the accuracy reached with them, with special attention to the procedures
less known but more accurate. As examples, we show the results with several
benzene and uracil derivatives, as well as with other molecules.

10.2 DFT methods

DFT has emerged during the past decades as a powerful methodology for the simula-
tion of chemical systems. DFT methods are less computationally demanding than
other computational methods with a similar accuracy, being able to include electron
correlation in the calculations at a fraction of time of post-Hartree–Fock methodol-
ogies [10]. Therefore, these DFT methods have a widespread application, and in the
present work we focus the attention only on them.

Figure 10.1 represents in schematic form the accuracy/hierarchy [16] of the seven
main types of density approximations with indication of some of the most common
DFT functionals:
i. the local density approximation (LDA), with the functional SPWL (Slater Perdew-

Wang local)
ii. the generalized gradient approximation (GGA), with the pure functionals such as

BLYP, BP86, BPW91, G96LYP, HCTC, HCTH93, OLYP, PBE, and PBEPBE

LDA

GGA

Meta GGA

Hybrid GGA
Hybrid Meta GGA

Fully Nonlocal

B2PLYP, B2GP -PLYP, DSD -PBEP86

B1B95, BB1K, PBE1KCIS
B3LYP, B3P86, B3PW91, BH&LYP
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Figure 10.1: Representation of the accuracy in the five generations of DFT functionals, with indication
of some of the most common DFT functional within each rung.
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iii. themeta generalized gradient approximation (M-GGA), with the functionals such
as BB95, MPW1K, TPSS, and VSXC

iv. the hybrid generalized gradient approximation (H-GGA), with hybrid functionals
with Hartree–Fock exchange such as B3LYP, B3P86, B3PW91, PBE1PBE, mPW1K,
BH&LYP, and BH&HLYP

v. the hybrid meta generalized gradient approximation (MH-GGA), in which the
energy depends on the occupied orbitals not only through the HF exchange terms
(as in hybrid-GGAs) but also through the noninteracting spin-component kinetic
energy densities (as in M-GGAs). It includes the functionals such as B1B95, BB1K,
and PBE1KCIS

vi. the Minnesota Hybrid meta functionals with the kinetic energy density gradient
such as M05, M06, M05-2X, M06-2X, M08-HX, and M08-SO,

vii. the double-hybrid (DH-DFT) functionals with Møller–Plesset correlation such as
B2PLYP, B2GP-PLYP, and DSD-PBEP86 and a dispersion-corrected functional
B97-D.

When moving from the lower to the higher rungs, a noticeable improvement in the
quality/accuracy of the results is obtained and there is an increase in the computa-
tional cost associated. Among these methods, hybrid functionals have allowed a
significant improvement over GGAs for many molecular properties. For this, they
have become a very popular choice in quantum chemistry and widely used, and thus
they are the main DFT functionals considered in the present work. Table 10.2 gives a
resume of some of the most commons density functionals, with the indication of the
functional type. The accuracy of results from DFT calculations can be poor to fairly
good, depending on the choice of basis set and density functional [1]. The accuracy of
results tends to degrade significantly with the use of small basis sets. For accuracy
considerations, the smallest basis set to be used is generally 6–31G(d) or the equiva-
lent. The observation that there is only a small increase in the accuracy obtained by
using very large basis sets is interesting. This is probably due to the fact that the
density functional is limiting accuracy more than the basis set limitations.

The choice of density functional is difficult because creating new functionals is
still an active area of research. In DFT methods, the most used functionals are B-LYP
and B3-LYP. The B-LYPmethod uses a combination of the Becke exchange functional
(B) coupled with the correlation functional of Lee, Yang and Parr (LYP), while the
hybrid B3-LYP procedure uses Becke’s three-parameter exchange functional [17] (B3),
in combination with the LYP correlation functional [18]. The B and B3 exchange
functional can be used with other correlation functionals [19, 20] such as P86 and
PW91 [21] to compute vibrational wavenumbers, although they have received less
attention in the recent literature. The B3LYP hybrid functional (also called
Becke3LYP) is the most widely used today for molecular calculations by a fairly
large margin. This is due to the high accuracy of the B3LYP results obtained for a
large range of compounds, particularly organic molecules. Thus, particular attention
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is dedicated here to the relative performance of this popular B3LYP method. Other
DFT methods of interest for calculating the wavenumbers are O3LYP [22] and X3LYP
[23] and those developed by Zhao et al. are M06L, M052X and M062X [24, 25]. The
meaning of the notation used for some of the functionals is shown in Table 10.1.

With the development of new functionals, the performance of DFT methods is not
completely known and continues changing. At the present time, DFT results have
been very good for organic molecules, particularly those with closed shells [26, 27].
Results have not been so encouraging for heavy elements, highly charged systems, or
systems known to be very sensitive to electron correlation. Also, most of the func-
tionals do not perform well for problems dominated by dispersion forces.
Unfortunately, there is no systematic way to improve DFT calculations, thus making
them unusable for very-high-accuracy work. A detailed analysis of the performance
of many DFT methods in the reproduction of a large variety of chemical properties,
including bond lengths and angles, barrier heights, atomization energies, etc., has
been reviewed [16], but the wavenumbers have not been analyzed, which is focused
in the present work.

Mainly, three levels of theory were used for geometry optimizations of the
monomer form of the molecules studied, B3LYP/6–31G(d,p), B3LYP/6–311++G(3df,
pd), and MP2/6–31G(d,p), while for optimizations and vibrational wavenumbers of
their dimer forms were B3LYP/6–31G(d,p), X3LYP/6–31G(d,p), and M062X/6–31G(d,
p). The vibrational wavenumbers obtained by these DFT methods appear very accu-
rate and they are available in the Gaussian 09 [28] program package. Although
several basis sets were used, in the present work, the results with 6–31G(d,p) basis
set are mainly discussed, due to the small improvement reached with its increment.
The B3LYP functional is better than the M06L functional, in accordance to a previous
work carried out by us in a benzene derivative [29]. In general, DFT methods have
been applied properly in many studies of drug design [30–34] and in other

Table 10.1: Notation for the density functionals used in the present work.

Acronyms Name Type

PW91 Perdew and Wang 1991 Gradient corrected (GGA)
P86 Perdew 1986 Gradient corrected (GGA)
B96 Becke 1996 Gradient corrected (GGA)
BLYP Becke correlational with Lee–Yang–Parr exchange Gradient corrected (GGA)
B3LYP Becke 3 term with Lee–Yang–Parr correlation Hybrid (H-GGA)
B3P86 Becke exchange, Perdew correlation Hybrid (H-GGA)
B3PW91 Becke exchange, Perdew and Wang correlation Hybrid (H-GGA)
O3LYP OpX with Lee, Yang, Parr correlation Hybrid (H-GGA)
X3LYP Becke88+PW91 with Lee–Yang–Parr Hybrid (H-GGA)
M052X Minnesota 2005 HM-GGA
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nucleosides [35]. In the present work, the B3LYP/DFT method was chosen mainly
because of following three reasons: (i) this method is one of the most accurate and
most used today, i. e. it is the most standard method [36–41]; (ii) many studies have
reported that the wavenumbers obtained with this method are better than those
determined by other more costly computational ones, especially the vibrational
wavenumbers of nucleic bases calculated with this method are better than those
with MP2 and HF methods [42–44]; and (iii) scaling equations are available with this
method to reduce the error between theory and experiment [29, 42–44].

Without imposing molecular symmetry constraints in the optimization process,
the final geometry was obtained by minimizing the energy with regard to all
geometrical parameters. The Berny algorithm in redundant internal coordinates
under the tight convergence criterion was used for this optimization. The default
fine integration grid was employed. All the computed structures are true minimum
proved by no negative wavenumbers. The optimized structural parameters were
used in the vibrational wavenumber calculations within the harmonic approxima-
tion at the same level of theory used for the optimized geometry. The vibrational
assignments were interpreted by using the animation option of GaussView 5.1
graphical interface for Gaussian 09 program [45]. All quantum chemical calcula-
tions have been carried out on the Quipu computer of the “Centro de Cálculo de la
Universidad Complutense de Madrid.”

10.3 Wavenumber calculation

Because of the nature of the computations involved, wavenumber calculations are
valid only at stationary points on the potential energy surface. Thus, they must be
performed on optimized structures. For this reason, it is necessary to run a geometry
optimization prior to making a wavenumber calculation. To ensure that a real mini-
mum is located on the potential energy surface, imaginary values should not appear
among the calculated harmonic wavenumbers.

A wavenumber job must use the same theoretical model and basis set as
employed in the optimized geometry step. Wavenumbers computed with different
basis sets or procedures have no validity. Awavenumber job begins by computing the
energy of the input structure. It then goes on to minimize this energy and recalculate
a new geometry. The process is successively repeated until the change in the forces
and in the displacements of the atoms of the molecule is lower than a certain fixed
threshold. When it is reached, the geometry corresponds to an optimum structure
and then the wavenumbers can be computed. The wavenumbers, intensities, Raman
depolarization ratios and scattering activities for each spectral line are therefore
predicted. However, calculated values of the intensities should not be taken too
literally, due to the high error in their computation, although relative values of the
intensities for each wavenumber may be reliably compared.
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In addition to the wavenumbers and intensities, the output of the free and
commercial quantum chemical programs also displays the atomic displacements
for each computed wavenumber. These displacements are presented as XYZ coor-
dinates, in the standard orientation, which can be plotted to identify each vibra-
tion [43].

The accuracy of calculated vibrational wavenumbers is affectedmore by the quality
of the calculated potential than by the inclusion of anharmonicity. π-Self-consistent-
field (SCF) calculations are known to give a good account of the energy hypersurface
only in the region close to the equilibriummolecular geometry. At larger deviations from
the minimum, the SCF potential curve starts to depart considerably from the experi-
mental curve because of the neglect of electron correlation. The simplest case with a
diatomic molecule is schematically illustrated in Figure 10.2 for three levels of calcula-
tions [46]. As it is observed, the SCF curve is too steep, giving rise to a force constant and
to a computed vibrational wavenumber too high. The smaller the basis set, the more
profound is this effect. With electron correlation the curve is lowered toward the almost
exact solid curve (blue color). However, even with the exact curve, if replaced by a
harmonic approximation, the calculated wavenumbers are yet too high, since the
approximating parabola rises too steeply at large distances. These arguments concern
the potential curves for stretching vibrations, but it has been found that the same trends
hold for bending modes. The use of the scaling corrects these deficiencies.

10.3.1 Error in the calculated wavenumbers

The vibrational wavenumbers are usually calculated using the simple harmonic
oscillator model. Therefore, they are typically larger than the fundamentals observed
experimentally [47]. This overestimation in the wavenumbers also depends on the

Electron
correlation

SCF with small
basis set

SCF with large
basis set

Bond length
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Figure 10.2: Schematic representation of the potential curves obtained by ab initio calculations
for a diatomic molecule at three levels of computation.

10.3 Wavenumber calculation 153

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



type of vibrational mode and the range considered. The possible reasons for the
deficiency in the calculations are:
– An approximate method is used to solve the Schrödinger equation.
– The overall neglect of anharmonicity in the vibrational potential energy surface.
– The incomplete description of electron correlation due to the use of an incom-

plete basis set (they are too small).
– The Hartree–Fock potential is too steep and therefore wavenumbers are too high.

The third factor arises because the computational cost formethods including electron
correlation increases rapidly as the number of base functions increases. In general,
the calculated ab initiowavenumbers are overestimated, at the Hartree–Fock level by
about 10–20%, and at the MP2 level by about 5–10%. This overestimation in the
wavenumbers also depends on the type of vibrational mode and on the wavenumber
range, varying between 1 and 12%. Thus, for modes that appear at high wavenumber,
the difference between the harmonic oscillator prediction and the exact or Morse
potential-like behavior is about 10%. However, below a few hundred wavenumbers,
this difference can be off by a large amount.

The relative accuracy of the results obtained, at some chosen computational
level, is better than the absolute accuracy [48, 49]. On this basis, Figure 10.3 shows
how the error is in the calculated wavenumbers as computed in a variety of molecular
environments, with different methods and sized basis sets. The vertical axis shows
the difference between the computed wavenumbers with different methods and
various sizes of SCF basis sets in the normal modes of the benzene molecule, and
the experimental values in gas phase [43]. The error is more or less found to fall
within the area of the two orange curves of the diagram. For small basis sets
(or semiempirical calculations), the error, or range of uncertainty about the “true”
value obtained from experiment, is largely increased. The convergence limit,
approached by very large basis sets, still differs from the true value, but this residual
error has been found empirically to be significantly constant for a given parameter,
and it is very nearly independent of the molecule studied. Thus, the calculations can
be done efficiently at the point marked as “scaling” in Figure 10.3, and the residual
error can be removed with the use of a scaling, and therefore gives rise to an accurate
predicted wavenumber. High ab initiomethods, such as CCD (coupled cluster theory
with double substitutions), CCSD (coupled cluster theory with both single and double
substitutions), CCSD(T) (including triple corrections), and QCISD (Quadratic config-
uration interaction using single and double substitutions) when used in conjunction
with large basis sets, produce almost correct harmonic wavenumbers for most
systems, so no scaling is necessary. However, they are rather expensive methods in
time and computer memory, and general application of them has been limited to
considerable small molecules. For larger molecules, computations are prohibitively
expensive, even with small basis set, and other methods should be used.
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10.3.1.1 Definition of the different errors
The root mean square (rms) error for the calculated wavenumbers is defined as:

rms =
XN
i= 1

νcali – νexpi

� �2
N

 !1=2

where νcali is the ith calculated vibrational harmonic wavenumber, νexpi is the corre-
sponding experimentally determined ith vibrational wavenumber, and the parameter
N denotes the total number of harmonic wavenumbers considered.

The mean absolute deviation (MAD) is defined as: MAD =
PN
i= 1

νcali – νexpij j
N

where the sum is over all the absolute errors (Δνi) in the calculated wavenumbers
Δνi = νcali – νexpi

��� ���
Finally, the standard deviation (Std.Dev.) is defined as: Std.Dev. =

1
N

PN
i= 1

Δνi –Δν
� �2 !1=2

where Δνi is the absolute error in every calculated wavenum-

ber νcali – νexpi

��� ���, and Δν is the MAD.

Similar definition is used for the error in the scaled wavenumbers, νscal.i :

rms =
PN
i= 1

νscali – νexpið Þ2
N

� �1=2

, MAD=
PN
i = 1

νscali – νexpi

��� ���
N , Std.Dev. = 1

N

PN
i= 1

Δνsi –Δνs
� �2� �1=2

where νscal = λ � νcal, Δνsi = νscali – νexpi

��� ���, and Δνs is the MAD for the scaled values.
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10.3 Wavenumber calculation 155

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



10.3.1.2 Examples
In aniline molecule, the errors obtained in the calculated theoretical harmonic
wavenumbers with ab initio and DFT methods as compared to the experimental
values are collected in Table 10.2. The second and third columns list the rms and
MAD errors, respectively, while the fourth column shows the standard deviation of
the values. The largest (νcal–νexp) positive and negative errors are indicated in the
fifth to sixth columns. As in benzene molecule, HF and MP2 methods clearly fail in
the calculated wavenumbers, and DFTmethods appear to be the best, especially the
B3LYP functional.

The uracil molecule was also studied in detail [42, 44] by different DFT and
ab initio methods and the errors obtained in the calculated wavenumbers are
shown in the second to fourth columns of Table 10.3. It is noted again that the
calculations at the HF level fail to give the observed experimental pattern.
Inclusion of electron correlation (MP2) slightly improves the computed wave-
numbers, but they are still incorrect. Only with DFT methods, the wavenumbers
are close to the experimental values. However, these results do not reproduce
well all the experimental pattern of wavenumbers and intensities, but the use
of scale factors solves this problem.

Several benzene and uracil derivatives were optimized at the B3LYP/6-31G(d,p)
level and the calculated wavenumbers were compared to the experimental ones. The
rms errors obtained are shown in the second column of Table 10.4. These errors are
larger than those expected for an accurate assignment of the experimental bands.
Thus, it is necessary to correct these calculated wavenumbers, i. e. the scaling.

10.4 Scaling procedures for the wavenumbers

The wavenumbers calculated with the most accurate/expensive quantum chemical
methods andwith the largest basis set do not need to be corrected (scaling). However,
these methods are expensive to be applied for the calculation of the vibrational
spectrum of a polyatomic molecule of even modest size. Thus, one may be forced to
work at small level, with the consequence of the deficiency of the theoretical
approach, and thus a large overestimation of the calculated vibrational wavenum-
bers is expected. However, this error can be significantly reduced/avoided with the
use of transferable empirical parameters/corrections for the computed wavenum-
bers/force constants, i. e. the scaling. This feature is based on the assumption that the
values of the wavenumbers/force constants are close among similar molecules and
characteristic groups. Therefore, with the scaling, it is possible to determine the
vibrational wavenumbers of useful accuracy to be obtained from procedures of
only modest computational cost.

The scaling of the theoretical wavenumbers can be used to obtain:
I. Accurate fundamental wavenumbers, which can be directly compared to the

observed experimental values and
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II. The corresponding true harmonic analogs. These wavenumbers are just
conceptual, and in practice, these are obtained from experiment by extra-
polating a vibrational progression to the experimentally inaccessible vibra-
tionless state.

Most of the works are only interested in the accurate fundamental wavenumbers, point
(I). Because, it is the most interesting point, the present study undertakes only to this
point. As reference of point (II), we can show the studies reported byAlecu et al. [2] and
Kesharwani et al. [50], with a large set of scaling factors displayed to obtain the true
harmonic wavenumbers.

The wavenumbers can be calculated: (i) by a generic internal coordinate system
created by the computer program, e. g. Gaussian 09 or (ii) by specific internal
coordinates defined by us in the molecule, and in general standardized to permit
the transferability of scale factors among related molecules. The choice depends on
whether the wavenumbers (case (i)) are scaled or the force constants are scaled
previously to compute the vibrational wavenumbers (case (ii)). Thus, for the calcula-
tion of the fundamental wavenumbers, point (I), two main groups of procedures can
be used for an accurate scaling [51–53]:

Table 10.4: RMS errors obtained in the calculated and scaled wavenumbers of several benzene and
uracil derivatives at the B3LYP/6-31G(d,p) level.

Molecules (a) (b) (c) (d)

Benzene 62 17 8.8 –
Aniline 60 19 12.4 11.0
Benzoic acid 55.9 19.7 13.9 10.7
Phenylsilane 60.1 17.0 10.7 10.5
p-Aminobenzoic acid 47.8 19.3 13.7 11.3
p-Methoxybenzoic acid 46.3 18.6 13.4 12.5
1,4-Dicyanobenzene 56.5 23.1 17.7 13.4
2,4-Difluorobenzonitrile 64.1 20.2 16.5 14.2
Phenothiazine 75.0 24.2 17.6 17.1

Uracil 66.4 21.4 13.8 –
5-Fluorouracil 70.3 29.8 23.5 14.7
5-Bromouracil 76.2 29.2 18.5 13.7
5-Methyluracil 59.8 21.5 18.4 13.1
5-Nitrouracil 71.7 26.1 16.5 13.0
1-Methyluracil 69.2 27.0 17.9 15.8
2-Thiouracil 79.0 26.5 15.5 11.5
3-Methyluracil 63.2 22.8 15.6 11.0
1,3-Dimethyluracil 49.4 23.1 16.5 12.1

(a) Calculated wavenumbers, (b) scaled wavenumbers with an overall factor (OSF), (c) scaled wave-
numbers with the scaling equations (LSE), and (d) scaled wavenumbers with specific scale factors
(SCFEM).
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(Ia) Procedures based on scaling the calculated force constant to get scaled
wavenumbers and

(Ib) Procedures based on scaling the wavenumbers directly.

10.4.1 Procedures based on scaling the force constants

These procedures are based on the transferability of the force constants and dipole
moment derivatives among similar molecules. The procedure does not assume that
the force constants are similar in related molecules, but makes the weaker assump-
tion that the error in calculating the force field is similar for related types of vibra-
tional motions in analogous molecules as determined by the identical computational
procedure.

Due to the complementarity between ab initio and empirical sources of informa-
tion [54], this empirical scaling technique was introduced in 1971 [55]. However, the
first systematic application of mixed ab initio with empirical techniques was done in
the pioneering work of Blom and Altona [56].

A set of force constants represents a quantitative expression of the forces binding
the atoms in a molecule. The valence force field is generally accepted as the most
plausible representation of the intramolecular forces from a physical point of view.
However, the complete force field cannot be obtained from experiment alone, even
within the harmonic oscillator approximation, except for the simplestmolecules. Thus,
the force constants for different types of vibrations need to be computed, expressed in
internal coordinates, and corrected with a small set of scaling factors. Such coordi-
nates, often referred to as local symmetry coordinates, are linear combinations of
primitive coordinates [57]. These empirically corrected ab initio force constants and
dipolemoment derivatives for a variety of basic organic compounds are assembled in a
database [54], from which it is possible to predict the spectra of unknown substances
with a modest effort, utilizing the transferability of these quantities.

The purely empirical determination of force constants and thus the development
of transferable force fields for larger molecules, have been unsuccessful for a long
time, except for small molecules. Ab initio methods and molecular mechanics meth-
ods have been used for this purpose. However, molecular mechanics appears rather
inaccurate for calculated wavenumbers, because the determination of force con-
stants suffers, as other empirical methods, problems of insufficient data and uncer-
tain assignment.

In the SQM or SQMFF (scaled quantum mechanical force field) approach [58] for
determining ab initio/empirical force fields, a small number of scale factors are used
to correct the deficiencies of the ab initio force fields, and the effects of anharmonicity
in the observed wavenumbers. The off-diagonal force constants (Fij) are scaled by
(CiCj)

1/2, Fij = (CiCj)
1/2Fij

th where Ci and Cj are the scale factors for Fii and Fjj. The force
constants calculated by this method are not the harmonic force constants but effec-
tive constants for the fundamental 0→1 transition. The fact that the SQM force
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constants include part of the anharmonicity makes comparison with accurate ab
initio values. In the SQM technique, usually several molecules are treated together,
and a number of chemically analogous coordinates share the same scale factor. This
makes the optimization of the scale factors very stable. The scale factors are in
general much more transferable than the force constants themselves.

The SQMmethod can be used in twoways: in the refinement and in the predictive
modes. For molecules which contain new structural elements, the scale factors have
to be refined. This requires a careful analysis of the experimental data. The fitting
procedure is somewhat iterative, as the identity of the fundamentals is often uncer-
tain. Therefore, first a prediction is made using tentative scale factors, and the
predicted results are carefully compared to experiment. This usually allows the
identification of more fundamentals. The latter are used to refine the scale factors
further, until a complete assignment is achieved.

In the simple predictive mode, the calculated force constants are combined with
scale factors transferred from analogous molecules to produce force fields. The
predictive mode is used for molecules which contain structural elements already
studied, and the results usually agree with experiment without further refinement.

The SQM method can be used with several quantum mechanical force fields:
semiempirical, density functional, SCF level, and high-level correlated wave func-
tions. At higher level of calculations, the less empirical correction is required.
Transformation of the force field and the subsequent normal coordinate analysis
including the least-square refinement of the scaling factors are carried out with the
MOLVIB program written by Sundius [59, 60].

A pioneering study on benzene [61] produced a small set of scaling factors which
was transferred with minor modifications to scale the computed force fields of several
derivatives, such as fluorobenzene [62], aniline [63], toluene [64], phenylsilane [65],
etc. Similar force fields have been derived for other rings [66] and acyclic compounds
[67]. However, these calculations have been done at the modest HF/4–21G level.
Actually many other systems have been reported [68–70]. Table 10.5 shows the refer-
ence of three selected studies reported at different levels of computation. Actually, the
basis for the SQM method [71] has been reformulated, and the standard commercial
implementation of this method [72] scales directly the primitive valence force con-
stants. An alternative multiparameter scaling method, called an effective scaling

Table 10.5: SQM studies with scale factors for the force constants.

Year Number of species studied Methods Reference

1995 31 B3LYP [74]
2010 30 B3LYP [11]
2012 18 B3LYP with VDZ, VTZ, 6-31G

(d) basis sets
[9]
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frequency factor (ESFF) method, has been proposed [73]. A further modification of the
ESFF procedure (called ESFF2) consists in replacing ordinary potential energy distri-
bution coefficients by the contributions calculated on the basis of amplitudes only
rather than amplitudes and force constants [11]. Therefore, the problem of ambiguity of
the force field in terms of the redundant coordinates can be avoided.

10.4.1.1 Disadvantages
In spite of the superior results provided by methods using several scale factors, in
particular SQM,many calculations are performed by its simplified versionwhich uses
only a single OSF for the wavenumbers, ca. 0.9 [47]. The advantage of this last
method is its extreme simplicity. In particular, scaling with several scale factors
requires the transformation of the force field to a chemically reasonable local internal
coordinate system, called natural internal coordinates, which requires significant
effort. This is not necessary if only a single-scale factor is used. However, the accuracy
of the single OSF method is less than that of the SQM method.

The main advantage of scaling the force constants as compared to scale the
wavenumbers directly is the higher accuracy reached. However, this procedure has
many disadvantages, such as:
– High complexity, especially for large systems.
– Previous definition of the internal coordinates (the definition is not unique).
– Some manual intervention or huge programming effort for nonstandard

situations.
– The necessity of a computer program to apply the set of scale factors.
– Low transferability of the scale factors corresponding to the out-of-plane modes,

the torsion of conjugated systems, and the torsions of single-bonded systems [74].
– The force constants are not physically observable, and therefore the improve-

ment appears difficult.

Although with this procedure excellent results are obtained, we feel that the
introduction of scaling factors for the wavenumbers themselves is preferable to
the more indirect approach of scaling the force constants. First, the wavenumbers
are visually observable and the force constants are not. Second, the definition of the
force constant matrix is not unique because the number of matrix elements is
usually much larger than the number of known wavenumbers. The third argument
is the pragmatic observation that wemay be primarily interested only in a fewmajor
characteristic wavenumbers and not in the whole spectrum, which requires much
more effort.

10.4.2 Procedures based on scaling the wavenumbers directly

It is based on the regularity of the error produced in thewavenumber calculationwith
each theoretical level used. With this procedure of scaling is reached a slight lower
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accuracy than with the procedure based on scaling the force constants. However,
scaling the wavenumbers directly has many advantages, such as:
– Simplicity: it does not require the previous definition of the internal coordinates,

neither an additional computer program to scale the values.
– It can be used for a single vibration: it is not necessary to scale the entire

spectrum as it is required with the scale force constant procedure. It is especially
useful when studying the shifts of a specific mode in different spectra.

– The wavenumbers are physically observable, and therefore the scale factors can
be improved for specific systems.

Therefore, in the present study, we will focus the attention on the procedures that
scale the computed wavenumbers directly [42–44, 75]. Four procedures can be
carried out satisfactorily, and they are described below. Its use depends on the
accuracy required:

– By an OSF: νscal = λ·νcal

or two overall factors: from 4,000–800 cm‒1 and from 800–0 cm‒1, or similar ranges.

– By a linear scaling equation (LSE): νscal = a + b·νcal

or two linear scaling equations (TLSEs): From 4,000–1,500cm‒1 and from 1,500–0cm‒1,
or similar ranges.
– By a polynomic scaling equation (PSE): νscal = a + b1·νcal + b2·(νcal)2

– By specific scale factors for each mode (SCFEM): νiscal = λi·νical

10.4.2.1 By a single overall scale factor (OSF)
With this procedure, all the computed harmonic wavenumbers of a molecule at a
specific level of theory are scaled with a unique scale factor (correction factor, global
multiplicative scaling factor [7], or uniform scaling [76]) or two scale factors, which is
common for all the molecules with the same level of calculation. The scaling factors
are different for distinct levels of theory, and at low level of calculation, the scale
factors differ from the value 1.

The procedure to determine this scale factor is complicated, because the scale
factor depends upon not only the basis set or theoretical method used but also on the
group ofmolecules used for comparison and whether or not the comparisons are made
with only harmonic wavenumbers or with all fundamentals. The procedure for calcu-
lating the scale factor [77] is as follows:With a full set of calculated wavenumbers, νical,
for differentmolecules, andwith their corresponding experimental fundamental wave-
numbers, νiexp, the scale factors λ are those which minimize the residuals, Δ:

Δ=
PN
i
ðλvical – viexpÞ2 and thus, λ=

Pi
N

ðvicalviexpÞ=
PN
i
ðvicalÞ2.
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The parameter N denotes the total number of harmonic wavenumbers, and the
scaling factor determined is for a particular level of theory.

Following this procedure of scaling, a host of scale factors for various levels of
theory and basis sets can be found on the Computational Chemistry Comparison and
benchmark database (CCCBDB) from the National Institute of Standards and
Technology (NIST) [78], as well as in ref [79]. Others scale factors have been reported
[2, 80] and some references with them are collected in Table 10.6 for many DFT levels.
Only Kashinski et al. [7], Irikura et al. [81], and Teixeira et al. [82] report the scale
factors including the standard uncertainties associated, and they conclude that the
scale factors calculated at most of the levels have an accuracy of only two decimal
places (e.g. 0.98), but for the basis sets cc-pVTZ, 6–311 G(d,p), and SPK-TZP, the
accuracy is three decimal places [7] (e.g. 0.985).

It has been suggested that the scale factors have a stronger dependence on the DFT
functional choice than on the choice of basis set [7, 89], and that significantly
increasing the size of the basis sets does not necessarily lead to improved results.

If it is used two scale factors (TOSF) (or dual scaling [80]), one is for wavenum-
bers in the 4,000–1,000 cm‒1 range (or >1,800 cm‒1), and another for wavenumbers

Table 10.6: Studies with sets of scale factors to be used for the OSF procedure.

Year Number of
systems
studied

Methods Reference

1993 41 AM1 [83]
1996 122 HF, MP2, DFT [77]
2001 111 HF, SVWN, BLYP, B3LYP, B3PW91, MP2 with pVTZ [76]
2003 82 diatomic DFT: TPSS with 6–311++G(3df,3pd) [84]
2004 41 HF, MP2, B3LYP [85]
2005 125 DFT with triple-ζ basis set [86]
2005 358 Ab initio [81]
2006 122 DFT [87]
2007 122 HF, MP2, DFT: B3LYP, BMK, EDF2, M052X, MPWB1K [88]
2010 143 X3LYP [82]
2010 145 MPWLYP1M, BB95, BLYP, BP86, B3LYP, MPW3LYP,

VSXC
[2]

2011 41a HCTH93, B3LYP, B3PW91, PBE1PBE, mPW1K,
M052X, M062X

[3]

2012 41a HCTH93, B3LYP, B3PW91, PBE1PBE, mPW1K,
M052X, M062X

[8]

2014 CC2, MP2 [89]
2015 HFREQ2014b Double hybrids: B2PLYP, B2GP-PLYP, DSD-PBEP86 [50]
2016 122 Double hybrids: DuT-D3, DSD-type [90]
2017 26 DFT: TPSS, M06, M11, B3LYP, B3PW91, PBE, PBE0 [7]

aTwo scaling factors are calculated, for high and low wavenumbers. bDataset from ref [91].
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lower than 1,000 cm‒1 (or <1,800 cm‒1). In this case, to minimize the large errors in
wavenumbers at the low end of the wavenumber range, an inverse wavenumber
scaling factor, λ’, is used to minimize the residuals:

Δ=
P ð 1

λ�νcali
– 1

νexpi
.Þ2 and thus, λ′=

P 1
νcali

� �2

=
P 1

νcali

1
νexpi

10.4.2.1.1 Sets of scale factors
Following this procedure of scaling, sets of scale factors at different levels have been
published by many authors. Some of them are collected in Table 10.6. The references
appear distributed in chronological way, with the last values for the double-hybrid
methods. A selection of the two scale factors reported by Scott et al. [77] for the
different levels of theory has been collected in Table 10.7, one for high wavenumbers
and another one for low values. They have been obtained from a dataset containing
122 molecules and 1,066 wavenumbers. This set of scale factors is one of the most
used today.

Another selection of scale factors with the newest DFT methods and several basis
sets is collected in Table 10.8. For comparison purposes, the popular B3LYP and
B3PW91 methods have been included. All these factors have been reported by
Kashinski et al. [7], but only one factor is determined for all the spectrum range,
the OSF procedure.

This OSF (or TOSF) procedure is the simplest and easiest way to scale the
wavenumbers, and thus it is the procedure generally used in the bibliography.
However, with this procedure, the error is something large in the scaled values,

Table 10.7: Scale factors reported [77] for different levels for the (OSF) procedure.

Level of theory Scale factor Level of theory Scale factor

λ λ´a λ λ´a

HF/ 3–21 G 0.9085 1.0075 QCISD-fc/6-31G(d) 0.9538 1.0147
HF/ 6-31G(d) 0.8953 0.9061
HF/6-31 + G(d) 0.8970 0.9131 SVWN/ 6-31G(d) 0.9833 1.0079
HF/6-31G(d,p) 0.8992 0.9089 B-LYP/ 6-31G(d) 0.9945 1.0620
HF/6–311G(d,p) 0.9051 0.9110 B-LYP/6–311G(df,p) 0.9986 1.0667
HF/6-31G(df,p) 0.9054 0.9085 B-P86/6-31G(d) 0.9914 1.0512

B3-LYP/ 6-31G(d) 0.9614 1.0013
MP2-fu/ 6-31G(d) 0.9427 1.0214 B3-P86/6-31G(d) 0.9558 0.9923
MP2-fc/ 6-31G(d) 0.9434 1.0485 B3-PW91/6-31G(d) 0.9573 0.9930
MP2-fc/6-31G(d,p) 0.9370 1.0229
MP2-fc/6–311G(d,p) 0.9496 1.0127

aSuitable for the prediction of low-wavenumber vibrations ≡1/λ.
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although much lower than without scaling, but this error can make assignment
difficult and in some cases a clear and nonaccurate assignment.

10.4.2.1.2 Example with aniline molecule
This procedure of scaling with two scale factors, for high- and low-wavenumber
ranges, was applied to the aniline ring modes [92, 93]. The final rms, MAD and
Std.Dev. results are shown in Table 10.2, where the sum is over all the modes of the
aniline molecule, N = 30. The greatest positive and negative deviations from experi-
ment by differentmethods and basis sets are also listed. An analysis of this table gives
rise to the following conclusions: In the fundamental wavenumbers, the most cost-
effective procedures found for predicting vibrational wavenumbers are the B3-based/
6-31G(d) DFT procedures, with the lowest rms values. The B-based DFT procedures
are not performing quite as well as the corresponding B3-based procedures, and for
this reason, they were omitted in Table 10.2. MP2/6-31G(d) does not appear to offer a
significant improvement in performance over HF/6-31G(d) and occasionally it shows
a high degree of error. While the QCISD method yields wavenumbers (not shown in
Table 10.2) that are more reliably predicted than those computed at the MP2 level, the
improvement comes at a significant additional computational cost and the results are
generally not better than those for themuch less expensive B3-based DFT procedures.
With low-wavenumber vibrations, the DFT methods also yield the lowest errors,
while HF performs slightly worse.

An overall conclusion is that B3-based DFT procedures provide a very cost-
effective means of determining harmonic vibrational wavenumbers and derived
thermochemical quantities. They show fewer poorer cases than do HF- and MP2-
based procedures. With ab initiomethods, although the error is remarkably reduced
using the OSF procedure, as compared to the calculated wavenumbers, in several
ring modes of the aniline molecule, the error is large. With DFT procedures, however,

Table 10.8: Scale factors reported [7] for different levels for the (OSF) procedure.

Method 6–311G
(d,p)

6–311+
+G

(2d,2p)

6–311+
+G

(3df,3pd)

aug-cc-
pVDZ

aug-cc-
pVTZ

cc- pVTZ SPK-
TZP

Sadlej-
TZP

M06 0.960 0.961 0.961 0.962 0.963 0.960 0.961 0.968
M06-2X 0.946 0.947 0.947 0.950 0.949 0.948 0.948 0.952
M06-HF 0.931 0.929 0.927 0.937 0.932 0.931 0.930 0.934
M06-L 0.963 0.963 0.965 0.963 0.965 0.963 0.963 0.968
M11 0.958 0.954 0.954 0.961 0.954 0.953 0.954 0.960
B3LYP 0.964 0.963 0.964 0.967 0.965 0.965 0.965 0.970
B3PW91 0.959 0.958 0.959 0.962 0.961 0.960 0.960 0.963
CAM-B3LYP 0.953 0.952 0.953 0.956 0.954 0.954 0.954 0.959
PBE 0.990 0.990 0.989 0.993 0.992 0.991 0.991 0.996
PBE0 0.953 0.953 0.953 0.956 0.955 0.954 0.954 0.957
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the errors are in general small and they are improved efficiently with the OSF
procedure.

10.4.2.1.3 Example with other molecules
The ring modes of the benzene molecule were scaled with the OSF procedure. In
Figure 10.4 was plotted the largest Δ(νscal – νexp), rms and MAD errors obtained
by the same methods and basis set of those of Figure 10.3. Because scale factors
have not been reported yet at several levels, some bars in the histogram appear
empty. As compared to Figure 10.3, a remarkable reduction of the error can be
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Figure 10.4: The largest Δ(νscal – νexp), rms, and MAD errors obtained by the different methods and
basis set in the scaled wavenumbers using an overall scale factor (OSF) and scaling equation (LSE) of
the ring modes of the benzene molecule.
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observed in Figure 10.4, with the exception of the semiempirical and MP2
methods that are still large. Table 10.3 and Table 10.4 show the errors obtained
with this scaling procedure in the uracil ring modes and in several of their
derivatives as well as in benzene derivatives. The rms error obtained is ca. 2–3
times lower than without scaling, but in several molecules and DFT methods
this error is large for an accurate assignment of some bands. Thus, it is recom-
mended to use a better scaling procedure than OSF.

Twenty-six gas-phase organic and nonorganic molecules typically found in
detonated solid propellant residue have been studied by Kashinski et al. [7] with
the OSF procedure. These authors found that the M06HF functional showed a weaker
performance than all other functionals used, and the 6–311G and cc-CpVTZ basis sets
have a weak performance when employed across all functionals.

Alecu et al. [2] found that upon scaling, the most reliable results were obtained
with the BMC-CCSDmultilevelmethod, which had an average rms deviation of 20cm‒1,
and the best performance of the DFT tested was obtained for VSXC, with an average
rms deviation of 32 cm‒1. In the Minnesota functionals, the best performance was for
M06-L, with an average rms deviation of 39–40cm‒1, depending on the basis set used.
By contrast, HF, HFLYP, and M06-HF (all with 100% Hartree–Fock exchange) are
much less reliable than the other methods. These authors also found that increasing
the size of the one-electron basis set for a given DFT did not significantly alter the
ensuing values for λ nor lead to more accurate results. In fact, increasing the basis set
generally resulted in a slight loss of accuracy with regard to the prediction of both the
harmonic and fundamental wavenumbers.

10.4.2.2 By a linear scaling equation (LSE)
This procedure uses a scaling equation to correct the computed wavenumbers of a
molecule at a specific level of theory. The use of an equation instead of one factor
leads to a slight improvement in the predicted wavenumbers, as it is expected,
especially in the low-wavenumber region, i. e. it is better than the OSF procedure.
The scaling equation can also refer to a group or to a kind of molecules for a
specific level of theory, which greatly improves the accuracy in the predicted
wavenumbers.

This procedure is based in the linear relationship that can be established
between the calculated and experimental wavenumbers of a molecule:

νexp = a + b � νcal

For example, Figure 10.5 shows this linear relationship for the ring modes of the
benzene molecule. If the coefficients “a” and “b” are known, the relationship can be
established as:

νscal = a+b � νcal
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Therefore, with the theoretical calculated wavenumbers (νcal) of a molecule of
interest can be obtained their scaled values (νscal).

For the calculation of the “a” and “b” coefficients, this procedure requires the
previous computed wavenumbers of a simple and related structure in which the
gas-phase vibrational wavenumbers have been reported. This fitting can be done to
the values of a model molecule, or a group of molecules, to be used in related
molecules or in their derivatives. The LSE procedure developed by the author
represents a compromise between accuracy and simplicity, especially for DFT
methods, and therefore it is one of the methods recommended for scaling the
wavenumbers. However, only scaling equations have been reported for benzene,
uracil, and cytosine molecules, to be used in their derivatives. Although, we are in
the way to get general equations determined from several database, as it is reported
with the OSF procedure. Following this procedure, Table 10.9 collects the calcu-
lated scaling equations obtained in the benzene [43] and uracil [42, 44] molecules,
as well as in the amino modes, at several ab initio and DFT levels. These scaling
equations can be used in related molecules and in their derivatives at the same
theoretical level. It is because of the large transferability of these equations to
related molecules.

Table 10.10 collects the scaling equations obtained with different DFT methods in
uracil molecule, to be used in their derivatives. The error in the coefficients “a” and “b”
is included, as well the correlation coefficient “r.” The X3LYPmethod appears to be the
best, with the lowest error in these coefficients and with the value of “r” closest to 1.
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Figure 10.5: Linear regression distribution of the calculated wavenumbers by B3LYP/6-31G(d,p)
versus experimental ones in benzene molecule.
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The two next methods in accuracy are B3LYP and M052X. This feature is found in the
normalmodes of uracilmolecule, but it is also expected to be found in their derivatives.
Thus, these methods are those recommended to be used.

Table 10.9: Scaling equations νscal = a + b · νcal for the ring modes of benzene and uracil derivatives,
and for the amino modes using the OSF procedure.

Methods Benzene Uracil Amino modes

a b a b a b

HF/6-31G(d) ‒4.0 0.9103 4.6 0.8924 22.7 0.8934
HF/6-31G(d,p) ‒8.6 0.9162 5.7 0.8867 40.3 0.8846
HF/6-31++G(d,p) ‒6.2 0.9153 10.5 0.8938 45.9 0.8833
MP2/6-31G(d,p) 83.4 0.9088
MP2/6-311G(d,p) 97.3 0.9156
BP86/6-31G(d,p) 32.7 0.9752 46.0 0.9678 44.3 0.9699
BP86/6-311G(2d,p) 28.8 0.9819
BLYP/6-31G(d,p) 27.2 0.9791 46.4 0.9718 31.3 0.9791
B3P86/6-31G(d) 25.0 0.9473 29.9 0.9412 33.0 0.9434
B3P86/6-31G(d,p) 27.2 0.9476 34.1 0.9389 57.4 0.9318
B3LYP/6-31G(d) 23.3 0.9519 30.8 0.9468 21.3 0.9555
B3LYP/6-31G(d,p) 22.1 0.9543 34.6 0.9447 44.5 0.9441
B3LYP/6-311G(2d,p) 18.6 0.9616 24.5 0.9572
B3LYP/6-311+G(2d,p) 20.8 0.9601 30.8 0.9538 45.0 0.9484
B3LYP/6-311++G(2d,p) 28.5 0.9574 45.6 0.9482
B3LYP/6-311++G(3df,pd) 31.9 0.9512
B3LYP/aug-cc-pVDZ 28.6 0.9543
B3LYP/dgdzvp 39.2 0.9472
B3PW91/6-31G(d,p) 24.8 0.9501 34.9 0.9393 56.8 0.9325
B3PW91/6-311+G(2d,p) 25.2 0.9554
MPW1PW91/6-311+G(2d,p) 24.6 0.9499

Table 10.10: Scaling equations for the ring modes of uracil derivatives
with the 6-31G(d,p) basis set for the OSF procedure.

Levels a b r

B3LYP 29.4 ± 5.3 0.9475 ± 0.0033 0.9996
O3LYP 35.7 ± 6.3 0.9424 ± 0.0039 0.9995
X3LYP 27.9 ± 5.2 0.9462 ± 0.0033 0.9997
B97D 41.7 ± 7.0 0.9643 ± 0.0045 0.9994
M05 38.2 ± 8.1 0.9299 ± 0.0050 0.9992
M052X 28.3 ± 5.4 0.9310 ± 0.0033 0.9996
M06 29.1 ± 7.5 0.9458 ± 0.0047 0.9992
M06L 29.7 ± 6.0 0.9446 ± 0.0037 0.9995
M062X 22.7 ± 6.0 0.9417 ± 0.0037 0.9995
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Table 10.11 lists other scaling equations determined for cytosine and uracil
molecules, to be used in their derivatives. In DFT methods, with the increment of
the basis set, the value of “r” tends to 1, especially when diffuse functions are added.

10.4.2.2.1 Examples
The calculated wavenumbers of the ring modes in the benzene molecule were scaled
using the LSE procedure (Figure 10.4). In DFT methods, a significant improvement
(ca. 30%) is reached over those with the OSF procedure. Semiempirical methods as
well as HF and MP2 ab initiomethods fail, and although the error is reduced it is still
large.

The calculated wavenumbers of the aniline ring modes were also scaled with LSE
at different levels, and the rms errors, MAD, Std. Dev., and the greatest positive and
negative deviations from experiment have been determined and included in the 12th
to 16th columns, respectively, of Table 10.2. A general reduction of ca. 30% in the
error over the use of the OSF procedure was obtained. The rms error by HF is ca. twice
larger than by B3LYP, but by MP2 is twice worse than by HF. The use of the B3LYP/6-
31G(d) level leads to the best result. In contrast to that expected, the increment of the
basis set leads to slight worse results.

The LSE procedure was also applied to the calculated wavenumbers of uracil
molecule (Table 10.3). The best result was obtained at the B3LYP/6-311 + G(2d,p)
level. Closely in accuracy appears the B3LYP/6-31G(d,p) level. The rms errors are
slight larger than those obtained in the aniline molecule. The LSE procedure at the
B3LYP/6-31G(d,p) level was also applied to several benzene and uracil derivatives
[94–96] (Table 10.4). As it is expected, the rms error increments with the complexity
of the molecule studied. Also it increments with the difference between its molecular
structure and that structure in which the scale equation has been obtained. Thus, the
rms error is largest in 1,4-dicyanobenzene and phenothiazine molecules, because

Table 10.11: Scaling equations for the ring modes of cytosine and uracil derivatives for the (OSF)
procedure.

Levels of computation a b Correlation coefficient, r

Cytosine molecule:
HF/6-31 + G(d,p) –4.1 0.8965 0.9997
HF/6-31 + G(2d,p) –14.3 0.9053 0.9997
B3LYP/6-31 + G(d,p) 16.3 0.9560 0.9999
B3LYP/6-31 + G(2d,p) 6.2 0.9631 0.9999
B3LYP/6-311 + G(2d,p) 4.8 0.9671 0.9999

Uracil molecule:
HF/6-31G(d,p) 5.7 0.8928 0.9997
MP2/6-31G(d) 34.5 0.9372 0.9996
B3PW91/6-31G(d) 30.1 0.9421 0.9999
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these molecules are more different than benzene molecule (in which the scaling
equations were obtained) than the remaining benzene derivatives listed. A similar
feature appears in 5-fluorouracil, with the largest error, because its molecular struc-
ture is more different to uracil molecule (in which the scaling equations were
obtained) than the remaining uracil derivatives listed in the table. In general, the
errors obtained in the predicted wavenumbers of the present investigation were very
small, and the mean deviation was 10 cm‒1 (1%). These errors are very close to those
obtained in other molecules studied earlier by us [27, 92, 93, 97]. This scaling
procedure has been also used by other authors in different molecules [98].

In the normal modes of an acetamide derivative, Srivastava et al. [99] have
compared the results obtained using OSF (also called “uniform scaling”) vs. LSE
(also called “nonuniform scaling”) and they concluded that in high-frequency region
(above 1,400 cm−1) where most of the stretching modes occur, LSE provides more
accurate vibrational bands as compared to OSF. Thus, it is recommended to use the
LSE procedure over OSF.

10.4.2.2.2 By using two linear scaling equations (TLSE)
With the use of the scaling equation approach, the low-wavenumber vibrations are
usually predicted fairly accurately while stretchingwavenumbers appear overestimated.
It is because the OSF and the LSE procedures do not take into account how the
distribution of the error is in the calculated wavenumbers. Figure 10.6 shows this
distribution in the calculated wavenumbers of benzene molecule at the B3LYP/6-31G
(d,p) level according to their experimental values. As can be observed, two linear
regressions/tendencies appear in the figure. By dividing the wavenumber range into
two parts, and using one scaling equation for the 0–1,000cm‒1 (or 0–1,500cm‒1) range
and another one for the 1,000–4,000cm‒1 (or 1,500–4,000cm‒1) range, the error in the
stretching region is slightly reduced. Thus, a small improvement over LSE procedure can
be reached. Thus, it is recommended to use two scale factors/scaling equations for the
0–4,000cm‒1 range of the vibrational spectra. Figure 10.7 shows the distribution of the
error in the scaled wavenumbers of the uracil molecule using the LSE procedure at the
B3LYP/6-31G(d,p) level according to their experimental values. As can be observed, a
linear regression/tendency appears below 1,500cm‒1, which indicated that below
1,500cm‒1 the calculated wavenumbers have not been scaled adequately. Thus, it is
necessary to use two scaling equations to reduce the error. The range of wavenumbers to
use the two scaling equations depends on how is the distribution of the error at each
level of theory. Thus, in Figure 10.7, this range can be established as 0–1,500cm‒1 and
1,500–4,000cm‒1, but it can be changed depending on the theoretical level. The most
used is 0–1,000cm‒1 and 1,000–4,000cm‒1 ranges. The distribution of the error after
scaling should be as that shown in Figure 10.8, which is random. This figure has been
plotted using the TLSE procedure for the uracil molecule at the B3LYP/6-31G(d,p) level,
and with one scaling equation for the 0–1,500cm‒1 range, and another one for the
1,500–4,000cm‒1 range. If some tendency appears, it means that the scaling has not
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been carried out suitably, but in the present figure it is not observed. Thus, two scaling
equations, from 0 to 1,500cm‒1 and 1,500 to 4,000cm‒1 ranges, were determined in the
uracil molecule to be used in their derivatives (Table 10.12). The error in the coefficients
“a” and “b” is included, as well as the correlation coefficient “r.” The B3LYP functional
appears to be the best in both ranges, with the lowest error in these coefficients andwith
the value of “r” closest to 1. The two next methods in accuracy are X3LYP and M062X.
Similar feature was also found with the LSE procedure. Thus, these methods are
recommended to be used.
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Figure 10.8: Nonuniform distribution of the error in the scaled wavenumbers of uracil molecule using the
TLSE procedure at the B3LYP/6-31G(d,p) level according to their experimental values below 1,500cm‒1.

Table 10.12: Scaling equations for the TLSE procedure and for the ring modes of uracil derivatives
with the 6-31G(d,p) basis set.

Levels 0–1,500 cm‒1 1,500–4,000 cm‒1

a b r a b r

B3LYP 3.3 ± 5.9 0.9813 ± 0.0064 0.9990 34.7 ± 16.0 0.9429 ± 0.0056 0.9998
O3LYP 4.3 ± 6.8 0.9829 ± 0.0074 0.9988 49.6 ± 22.4 0.9345 ± 0.0078 0.9996
X3LYP 3.1 ± 6.0 0.9787 ± 0.0065 0.9990 27.3 ± 16.6 0.9436 ± 0.0058 0.9998
B97D 3.5 ± 6.9 1.0144 ± 0.0078 0.9987 70.4 ± 19.3 0.9507 ± 0.0069 0.9997
M05 0.3 ± 6.9 0.9808 ± 0.0075 0.9987 4.5 ± 38.6 0.9365 ± 0.0133 0.9988
M052X 5.7 ± 6.2 0.9613 ± 0.0066 0.9990 3.6 ± 17.7 0.9363 ± 0.0061 0.9997
M06 1.4 ± 6.7 0.9851 ± 0.0073 0.9988 –39.3 ± 36.1 0.9646 ± 0.0126 0.9990
M06L 8.0 ± 7.0 0.9744 ± 0.0076 0.9987 –3.8 ± 25.4 0.9528 ± 0.0089 0.9995
M062X 5.7 ± 6.0 0.9670 ± 0.0064 0.9990 –51.4 ± 22.0 0.9633 ± 0.0076 0.9996
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10.4.2.3 By using a polynomic scaling equation (PSE)
This procedure is based on the fact that the relationship established between the
calculated and experimental wavenumbers is a second-order polynomic form:

vexp = a+b1 � vcal +b2 � ðvcalÞ2

If the “a,” “b1,” and “b2” coefficients are known, the relationship can be established
as:

vscal = a+b1 � vcal + b2 � ðvcalÞ2

Therefore, with the theoretical calculated wavenumbers (νcal) of a molecule of inter-
est can be obtained their scaled values (νscal). Similar to the LSE and TLSE proce-
dures, the calculation of the “a,” “b1,” and “b2” coefficients needs to be calculated
previously by fitting the experimental and theoretical wavenumbers of a model
molecule, or group of molecules. This PSE procedure has also been developed by
us, and it represents a compromise between accuracy and simplicity, and therefore it
is one of the methods recommended for scaling the wavenumbers.

Table 10.13 collects the values of the coefficients obtained with different DFT
methods in uracil molecule, to be used in their derivatives. The error in the coeffi-
cients is included, as well the correlation coefficient “r.” The B3LYP and X3LYP
methods appear to be the best, with the lowest error in these coefficients and with
the value of “r” closest to 1, as it was found in LSE and TLSE procedures.

10.4.2.4 With a specific scale factor for each mode (SCFEM)
This procedure requires two actions: (i) the previous characterization of the calcu-
lated wavenumbers and (ii) the use of a specific scaled factor for each specific mode.

Table 10.13: Polynomic scaling equation y = a +b1x +b2x
2 determined in uracil molecule at different

DFT methods using the 6-31G(d,p) basis set. The standard deviations in the polynomic coefficients a,
b1 and b2 are also included, as well as the correlation coefficient “r.”

Levels a b1 b2 × 106 r

B3LYP 3.2 ± 7.4 0.9904 ± 0.0103 −11.2 ± 2.6 0.9998
O3LYP 2.8 ± 8.5 0.9962 ± 0.0118 –14.0 ± 3.0 0.9997
X3LYP 3.9 ± 7.6 0.9856 ± 0.0106 –10.3 ± 2.7 0.9998
B97D 0.7 ± 8.4 1.0332 ± 0.0120 –18.3 ± 3.1 0.9997
M05 8.2 ± 12.9 0.9786 ± 0.0178 –12.5 ± 4.4 0.9993
M052X 9.6 ± 8.6 0.9611 ± 0.0119 –7.7 ± 2.9 0.9997
M06 13.1 ± 13.1 0.9720 ± 0.0183 –6.8 ± 4.6 0.9993
M06L 13.1 ± 10.0 0.9717 ± 0.0140 –7.1 ± 3.5 0.9996
M062X 17.3 ± 10.8 0.9506 ± 0.0150 –2.3 ± 3.8 0.9995
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These specific factors need to be deduced from a related structure in which the gas
phase wavenumbers have been reported. This procedure leads to the lowest errors,
but it requires much more effort, and with large basis sets the improvement is very
small. This procedure is recommended only for modes with large anharmonicity.

It is well known that in organic molecules, many of the vibrational modes are
localized and that many functional groups have characteristic wavenumbers that do
not vary much between different molecules. Therefore, considering groups of similar
molecules can be calculated the scaling factor λi of a specific mode as: λi = νiexp/νical

that brings the computed wavenumbers in line with the available experimental data.
That is, the procedure is based on the assumption that the ratios between experi-
mental and computed wavenumbers are fairly constant for each type of characteristic
wavenumber, such as C-H stretch, C-Cl stretch, NH2 torsion, etc. It is then possible to
derive for known experimental spectra a correction factor for each characteristic
wavenumber by taking the average of the ratios between the experimental and
computed wavenumbers, λ, and to use them for predicting or assigning unknown
spectra. Therefore, the scaled value can be calculated as: νiscal = λi·νical.

The introduction of different scale factors for distinct types of vibrational modes
significantly improves the accuracy of the predicted wavenumbers. The introduction
of a scaling factor for a single characteristic wavenumber is capable of accounting for
all the deficiencies of the quantum chemical methods and leads to a more precise
prediction for specific characteristic wavenumbers that are of special interest.

It should be noted that certain types of vibrational modes are much more readily
identified than others, e. g. the stretchings. On the other hand, many of the torsion and
out-of-plane modes are delocalized throughout a wide low-wavenumber range, and it is
difficult to identify these modes or to differentiate between them. Thus, the scale factors
obtainedwith thesemodesproducemany errors, and shouldbe consideredwith caution.

To our knowledge, the first specific scale factors reported with this procedure are
for tertiary amines [100, 101] and for toluene molecule [102]. Actually, the specific
scale factors of other molecules have been reported. We have collected in Table 10.14
the factors obtained at several levels in the benzene [43] molecule to be used in their
derivatives. The first column lists the normal ring modes according to the Wilson
notation [103].

With these specific scale factors were scaled the wavenumbers of the ring modes of
the aniline molecule (Figure 10.9). The largest positive and negative errors by HF and
MP2 methods are remarkably reduced, ca. half, as compared to LSE procedure. The rms
and MAD are also drastically reduced by these methods (Table 10.2). By DFT methods,
the reduction of the error is only ca. 20–30%.With this SCFEM procedure, the rms error
by HF appears lower than by the DFT methods, i. e. if the calculation of the wavenum-
bers is carried out at the HF level, the scaling procedure must be SCFEM. Table 10.15
collects the specific scale factors determined in theNH2 group that were calculated in the
aniline molecule [92, 93] to be used in compounds with this amino group. By the same
methodology, we have determined the scale factors of other model molecules, as those
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of uracil [42, 44]. With these specific scale factors of the uracil molecule and those of the
benzene molecule were calculated the rms errors of several benzene and uracil deriva-
tives at the B3LYP level (Table 10.4). About 10–20% of improvement was obtained as
compared to LSE procedure.

10.4.2.5 Comparison of the different methods
A comparison of the errors obtained by the LSE, TLSE, and PSE scaling procedures on
the wavenumbers of uracil molecule, and by different DFT methods and the 6-31G(d,p)
basis set, is shown in Table 10.16. The lowest error in all the DFTmethods was obtained
with the TLSE procedure, with the exception of X3LYP. The PSE procedure appears
better than LSE. The best functionalwas B3LYP, but theM052X functional shows similar
accuracy. The scaled values by M052X are better by LSE and TLSE than by M062X. The
majority of the published works with ab initio and DFT methods use a single overall
correction value for the wavenumbers, with no consideration for the different modes.
Sometimes, a simplification is used with only two or three scale factors for the modes,
e. g. 0.9 for stretches and bends and 1.0 for torsion. However, the best accuracy is
obtained if SCFEM is applied for eachmode and level of calculation, although it requires
more effort and the previous assignment of themodes. This feature hinders the standard
use of SCFEM, and for this reason we recommend the second best procedure, the TLSE.

Table 10.14: Calculated specific scale factors (λi) for each normal mode of the benzene molecule [43].

Ring modea B3P86/6-31G(d,p) B3LYP/6-31G(d) B3LYP/6-31G(d,p) B3PW91/6-31G(d,p)

1 0.9651 0.9726 0.9736 0.9679
2 0.9535 0.9564 0.9582 0.9552
3 0.9825 0.9733 0.9775 0.9818
4 0.9819 0.9846 0.9846 0.9833
5 0.9764 0.9802 0.9773 0.9754
6 0.9841 0.9777 0.9792 0.9840
7 0.9558 0.9591 0.9609 0.9576
8 0.9604 0.9662 0.9780 0.9621
9 0.9798 0.9750 0.9790 0.9790
10 0.9805 0.9804 0.9793 0.9782
11 0.9753 0.9725 0.9712 0.9711
12 0.9960 0.9902 0.9922 0.9970
13 0.9589 0.9619 0.9638 0.9607
14 0.9468 0.9642 0.9656 0.9502
15 0.9768 0.9702 0.9743 0.9760
16 0.9660 0.9590 0.9590 0.9660
17 0.9908 0.9979 0.9929 0.9888
18 0.9685 0.9712 0.9730 0.9694
19 0.9731 0.9693 0.9731 0.9737
20 0.9537 0.9567 0.9585 0.9552

aAccording to the Wilson notation [103].
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Figure 10.9: Comparison of the largest Δ(νcal – νexp), rms, and MAD errors obtained by the different
methods and basis set in the calculated wavenumbers and in the scaled values using the overall
scale factor (OSF), the scaling equation (LSE), and the specific scale factor for each mode procedure
of the ring modes of the aniline molecule.
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DFT methods with the 6-31G(d,p) basis set shows a more reliable prediction for the
calculated wavenumbers (with scale factors closer to the unit) than with more
expensive HF and MP2 methods (Figure 10.9).

With B3LYP, Andersson et al. [86] found that the convergence of the vibrational
wavenumbers with respect to the addition of diffuse and polarization functions was

Method TLSE PSE

rms MAD StanDev Large error rms MAD StanDev Large error

Negative Positive Negative Positive

B3LYP 11.34 8.46 11.53 −16.6 31.3 12.96 9.63 13.2 −18.5 36.4
O3LYP 13.60 10.74 13.80 –18.7 31.3 14.96 11.41 15.2 –20.4 43.5
X3LYP 18.06 13.72 16.87 –41.7 31.4 13.37 9.97 13.6 –19.0 37.9
B97D 13.36 10.47 13.59 –22.5 27.3 14.79 11.00 15.0 –22.3 43.8
M05 16.88 12.93 17.16 –37.4 36.5 22.75 15.65 23.1 –29.3 75.0
M052X 11.94 8.85 12.15 –20.8 33.1 31.39 23.63 22.3 –12.2 78.3
M06 15.93 12.48 16.20 –31.8 32.7 23.05 16.03 23.4 –26.8 74.7
M06L 14.38 11.48 14.62 –20.2 33.9 17.70 13.28 18.0 –20.3 54.1
M062X 12.23 8.92 12.44 –25.9 33.0 18.94 12.32 19.3 –29.9 56.4

Table 10.16: Errors in the calculated and scaled wavenumbers of uracil.

Method Calculated Scaled (LSE)

rms MAD stanDev Large error rms MAD StanDev Large error

Negative Positive Negative Positive

B3LYP 65.16 39.50 54.08 −14.4 183.4 16.81 12.93 17.10 −24.3 52.3
O3LYP 70.25 41.01 60.17 –15.9 205.7 20.14 15.90 20.49 –29.7 56.6
X3LYP 67.98 42.23 55.24 –14.0 188.6 16.60 12.65 16.88 –23.5 51.3
B97D 40.54 29.19 41.15 –38.0 115.8 22.40 19.15 22.78 –32.8 58.0
M05 90.02 53.89 74.53 –16.8 253.1 25.88 20.70 26.33 –41.0 59.5
M052X 92.76 62.30 70.71 –13.4 241.0 17.03 12.10 17.32 –28.6 51.1
M06 70.12 42.57 58.37 –16.1 187.0 23.97 17.84 24.38 –34.0 65.5
M06L 70.09 43.83 57.61 –13.1 190.1 18.97 14.50 19.29 –25.5 49.2
M062X 79.43 53.49 60.53 –13.2 192.4 19.07 12.56 19.40 –31.1 53.2

Table 10.15: Specific scale factors (λi) to be used for the amino group vibrations [92, 93].

Mode B3P86/6-31G(d,p) B3LYP/6-31G(d) B3LYP/6-31G(d,p) B3PW91/6-31G(d,p)

νas 0.9431 0.9606 0.9529 0.9436
νs 0.9494 0.9640 0.9582 0.9500
βs 0.9753 0.9549 0.9765 0.9753
r 0.9805 0.9761 0.9823 0.9814
ω 1.1267 1.0405 1.0912 1.1248
τ 0.9337 0.9699 0.9497 0.9337
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generally met already at the 6-311G(d,p) level. Thus, vibrational wavenumbers calcu-
lated with B3LYP/6-311G(d,p) typically agreed to within 10 cm‒1 with those obtained
from B3LYP/6-311++G(3df,3pd). This convergence criteria proposed by Andersson
et al. [86] and confirmed by Alecu et al. [2] in the case of B3LYP can be applicable
to DFT in general.

DH-DFT procedures have been reported to be highly potential to obtain vibra-
tional wavenumbers [3]. Thus, Kesharwani et al. [50] showed that the basis sets
6-31G(d) and N07D are clearly inferior to def2-SVP and CBSB7. After scaling,
B2PLYP, B2GP-PLYP, and DSD-PBEP86 deliver similar performances, with a slight
edge for DSD-PBEP86. For unscaled harmonic wavenumbers, B2GP-PLYP was clearly
inferior to the two other double hybrids. In another study, Chan and Radom [90]
found that DuT-D3- and DSD-type procedures lead to a slightly improved overall
performance compared to B3LYP. The best was the DSD-PBE-P86/aug’-cc-pVTZ+d
combination, and thus this level was recommended by these authors for its use for
geometry optimization and vibrational frequency calculations.

10.4.3 Anharmonic calculation of the wavenumbers

To improve the calculated wavenumbers, a viable alternative is to include anharmo-
nic terms. Calculating the anharmonicity requires higher-order (e. g. cubic and
quartic) force constants and information about torsional barriers or full potential
energy surfaces, and this additional data is often unavailable or even unaffordable.
For small molecules, perturbative approaches may be affordable and can yield
accurate anharmonic vibrational wavenumbers provided that these approaches are
not significantly affected by the problem of Fermi resonances [2]. However, linear
species cannot be treated with this formalism, and for large systems, the associated
computational cost may not be affordable since analytic second derivatives are
required for such calculations.

The introduction in the Gaussian code of an effective algorithm based on finite-
difference evaluations of third and semidiagonal fourth derivatives paves the route
for a more systematic investigation of larger molecules [104]. Thus, a number of
studies [105, 106] have demonstrated the reliability of this approach using in most of
them an anharmonic calculation of the wavenumbers by means of the second-order
perturbative method (PT2) elaborated by Barone [107]. The VPT2 approach appears
available in Gaussian 09 [10], and the VSCF and VSCF-PT2 are implemented in
Gamess-US software [108].

The inclusion of anharmonicity requires a larger computational effort, but the
improvement reached is similar that some of the scaling procedures for the wave-
numbers explained above. The exception can be in the modes involved in a large
anharmonicity, such as the inversion/rotation motion of the amino groups, which
requires a specific treatment, but even in these modes, the use of the SCFEM proce-
dure for the wavenumbers leads to low errors, and it has similar accuracy.

180 10 DFT computations on vibrational spectra

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



10.4.4 Wavenumber corrections for the experimental solid state sample

The theoretical methods predict the vibrational spectra of molecules in the isolated
state. Thus, if these predicted/scaled spectra are compared to the experimental gas
phase/Ar matrix spectra, the agreement is good. For example, Figure 10.10 shows
the good accordance between the experimental IR spectrum in gas phase versus the
scaled one in the general anesthetic halothane [109]. However, if we have the
experimental values in the solid state, the difference between theory and experiment
can be very large, especially in the modes involved in intermolecular H-bonds. Thus,
to avoid a mistake in the assignment of these modes it is necessary/recommended to
carry out these two points:

(i) To simulate with a theoretical model this solid state. In a simple way, in many
cases, it is enough with the simulation of the crystal unit cell. Many structures
have been optimized following this procedure [27, 94–96, 110–115]. For example
Figure 10.11 shows the spectrum simulated/scaled considering a monomer (isolated
stated) and a tetramer form (the crystal unit cell) of 5-iodouracil at the B3LYP/
DGDZVP level as compared to the corresponding experimental IR spectrum in the
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Figure 10.10: Comparison of the experimental IR spectrum in gas phase and the scaled one at the HF/
6-311G(d,p) level of halothane molecule [109].
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solid state [110]. Three kinds of tetramer formswere simulated, named A, B and C. The
spectra of these tetramer forms appear more in accordance to the experimental one
than that of the isolated state.

(ii) To carry out an additional correction/scaling in the modes involved in
H-bonds. Because the simulation of the solid state by a dimer/trimer/tetramer
form is a simplification, some discrepancies with the experimental values can be
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expected in the modes with groups involved in H-bonds. The H-bonds can rise to a
blue-shift of ca. 300 cm‒1 in the stretching region and consequently a red-shift of
similar value in the in-plane bending range. The rms errors obtained with the OSF,
LSE, TLSE, and PSE procedures in the calculated wavenumbers of d4T and by three
DFT methods with the 6-31G(d,p) basis set are shown in Table 10.17. The TLSE
procedure appears the best by B3LYP, X3LYP, and M062X/DFT methods, in accor-
dance to other examples discussed above. The B3LYP method has a similar accu-
racy than X3LYP. Thus, both methods are recommended. The simulation of a dimer
form reduces the error, as compared to the values of the monomer form. The lowest
error were obtained in dimer V, which corresponds to that present in the solid-state
sample.

10.5 Summary and conclusions

A compressible compendium of the scaling procedures available today is described,
with special attention to those that scales the wavenumbers directly. Several accurate
procedures and examples are presented.

The procedure selected for scaling depends on: (i) the size of the organic mole-
cule, (ii) the type of compound, and (iii) the accuracy required for the predicted
wavenumbers.

(i) This point can be a limitation depending on the computer facilities. For
larger organic molecules with less than 50 atoms, DFT methods and large basis sets
can be used for calculating wavenumbers. Among the procedures for scaling the
wavenumber, the CCD, CCSD(T), and QCISD methods and large basis sets give rise

Table 10.17: Rms errors obtained after scaling the calculated wavenumbers of
d4T by different DFT methods.

Structure Method Scaling procedure

OSF LSE TLSE PSE

Monomer C1 B3LYP 24.0 15.9 10.5 13.6
X3LYP – 14.2 10.5 13.2
M062X – 19.6 11.7 18.9

Dimer V B3LYP 21.9 12.6 8.2 11.2
X3LYP – 12.5 8.1 11.2
M062X – 18.1 11.5 18.0

Dimer I B3LYP 22.6 16.3 14.5 15.2
Dimer G B3LYP 21.8 16.0 14.1 15.2
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to almost corrected harmonic wavenumbers. Thus, it is not necessary to use scaling
procedures. However, these methods are very demanding in time and memory
computer consuming, and they are limited to small molecules with less than 10
atoms.

For large systems, DFT methods with small basis sets can be used for calculating
wavenumbers. However, the cost/effective ratio with DFTmethods is something high
versus semiempirical methods, and therefore their use is not recommended. In
contrast, the AM1 and SAM1 semiempirical methods, when the SCFEM procedure is
used, lead to scaled wavenumbers with errors lower than 7%.

(ii) When the empirically corrected ab initio force constant of the different
groups of a molecule is known, or at least in the majority of the groups, the use of
the procedure which requires the scaling of the geometry and the force constant
produces excellent results. In other cases or with “exotic” molecules, previous
computational work is required to get satisfactory scale factors. Another disadvan-
tage of the procedure which scales the force constant is the additional effort that in
general is necessary for a good description of the internal coordinates and the
scaling process.

(iii) If the accuracy required is not high (the errors in the predicted wavenumbers
can be ca. 5–10%), the use of a unique scale factor with the calculated wavenumbers
(or two, for the high- and for the low-wavenumbers vibrations) is the simplest and
easiest procedure. In this case, among the DFT methods, the most cost-effective ones
are the B3-based/6-31G(d). If the accuracy required is higher, then, at the same level
can be used the LSE, TLSE and PSE procedures. For the lowest error, previous scale
factors should be calculated for each mode from related and simpler molecules, the
SCFEM procedure.

When the comparisons theory-experiment are carried out with experimental
gas phase values, a good concordance is obtained. However, for experimental
values in the solid state, it is recommended to simulate the crystal unit cell of the
system.

Benzene and uracil molecules were used as examples, and scaling factors
obtained in them are shown in the present article. The predicted wavenumbers for
the ring modes using B3LYP and X3LYP methods lead to the smallest errors. Thus,
these methods are recommended to be used. HF and MP2 methods lead to large
errors, and thus they are not recommended to be used for calculating the wavenum-
bers, with the exception of the use of the SCFEM scaling procedure. The scaling
equations procedures (LSE, TLSE) give rise to a remarkably improvement in the
predicted wavenumbers, than when OSF is used. However, few scaling equations
have been reported and therefore these procedures have not been so standardized as
the OSF procedure.

Note: MAP wishes to thank to BSCH-UCM PR26/16 for financial support.
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Abstract: Effects of alkylamino and bromo substituents on imidazo[1,2-a]pyridines
containing donor-π-acceptor type groups were comprehensively investigated for
their linear and nonlinear optical properties by solvatochromic and DFT (CAM-
B3LYP and BHandHLYP) methods. The difference between the ground and excited
dipole moments as well as their ratios obtained by solvatochromic analysis indi-
cate that the excited state is more polar than the ground state for both the bromo
and diethyl amino derivative. More than twofold enhancement in the excited state
dipole moments was observed as revealed by the difference and ratio of dipole
moment upon the introduction of alkylamino donor group and these suggest large
intramolecular charge transfer in the dyes. Stabilization energy above 20 kJ/mol
was observed for large number of electron donor–acceptor interactions in Natural
Bonding Orbital (NBO) analysis. Bond length alternation (BLA) and Bond order
alternation (BOA) values tend to zero suggesting a high degree of polarization in
the dyes. Enhancement in mean polarizability (α0), first hyperpolarizability (β0)
and second static hyperpolarizabilities (�γ) were observed by the introduction of
alkylamino and bromo group in place of chloro in spite of the fact that Hammett
constant of chloro and bromo are the same. The dyes have fundamental and
intrinsic properties within the Hamiltonian limits. The two-photon absorption
cross section value (≈100 GM) is comparable with LDS-698, a commercial TPA
dye. This investigation is important for understanding the electronic structure of
imidazo[1,2-a]pyridine with active functional groups and extending the potential
for optical applications.
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11.1 Introduction

Imidazo [1,2-a]pyridines are isosteres of indoles and azaindoles [1], which have
diverse range of applications in material chemistry [2–5]. They have luminescent
properties unlike the analogous imidazo [1,5-a]pyridines [6] which are non-lumines-
cent. Imidazo[1,2-a]pyridine derivatives are utilized as the emitting layer in OLEDs
[7], dopamine D3 receptors ligands [8], mercury ion detector [9], peripheral benzo-
diazepine receptors and microglia cell visualization [10]. Some of the derivatives
show characteristic luminescence in the blue region in solution and in the solid state
with excited-state intramolecular proton transfer (ESIPT) [11–13].

Usually, styryl dyes show an increase in quantum yield on interaction with
biomolecules such as DNA and RNA [14–16]. Styryl dyes have good photostability,
structural diversification and enhancement in fluorescence intensity after binding
with biomolecules. Enhancement in dipole moment is possible bymodification in the
D-π-A system containing delocalized π-electrons. Due to excellent optoelectronic
properties, styryl dyes have good potentials as advanced materials in dye lasers,
optical or electro-optical devices or sensors [17–24] because nowadays optics is
overtaking areas of applications previously dominated by electronics [25].

The use of solvatochromic shifts for the estimation of the dipole moments of the
ground and electronically excited state of amolecule is important to understand their
structure in that state, which gives the information about optoelectronic properties of
the material. Increase in transition dipole moment, increase in the polarity of the
microenvironment, a red shift in absorption wavelength and twisted intramolecular
charge transfer (TICT) in the molecule are responsible for enhancing the molecular
hyperpolarizability [26–29]. It has been shown that the bromo substituted polyimides
exhibit a higher optical transparency and macroscopic nonlinear optical coefficient
(d33) than the common reference polyimides containing the strong electron accepting
nitro or cyano groups [30]. In poled polymeric films, chromophores with large ground
state dipole moment (μ) will not arrange in parallel fashion, and hence consequently
the optical coefficient (d33) of the film is reduced. Therefore, the dyes with small
dipole moment (μ) in the ground state and higher dipole moment (μ) in the excited
state would be the desired fluorophore for obtaining a polymer with large optical
coefficient for applications [30, 31].

In this paper, our study was focused to calculate the ratio and difference in excited
and ground state dipole moment of imidazo[1,2-a]pyridine styryl dyes. Nonlinear
Optical (NLO) properties were compared with the electron donating alkylamino and
weak electron withdrawing bromo substitutions with the unsubstituted dye. NLO and
related properties estimated by solvatochromic and DFTmethods were correlated with
the structural modifications. In this context, the difference in ground state and excited
state dipole moments of styryl dyes were studied using the well-known Bilot–Kawski,
Liptay, Lippert and Mataga and Reichardt solvatochromic shift methods and the ratio
of dipole moment by Bilot–Kawski, Bakshiev and McRae methods as well as by
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computational method. Looking at the large difference in the singlet ground state and
excited state dipole moments, we evaluated nonlinear optical properties of the mole-
cules in different solvent polarity media [32]. Typically, 500–800GM values of two-
photon absorption (TPA) cross-section for bisimidazo[1,2-a]pyridines inspired us for
studying mono derivatives [33], especially, employing effective substituents and their
theoretical assessment to improveNLOproperties. Quantummechanical investigation
plays an important role to investigate the relationship between electronic structure
and linear and nonlinear optical properties in designing effective fluorophores [34–
36]. The NLO properties of the molecules can be defined by parameters like mean
polarizability (α0), mean first hyperpolarizability (β0), static second hyperpolarizabil-
ity (�γ), upper limit of polarizability (αmax

0 ), upper limit of first hyperpolarizability
(β0max), upper negative (�γmin) and positive (�γmax) limit of second hyperpolarizability,
intrinsic polarizability (αint0 ), intrinsic first hyperpolarizability (β0int), static negative
intrinsic second hyperpolarizability (�γint

min) and static positive intrinsic second hyper-
polarizability (�γint

max). These parameters were obtained using experimental and com-
putational methods for the arylstyrylimidaz[1,2-a]pyridine (E)-2-(4-chlorophenyl)-7-
(4-fluorostyryl)imidazo[1,2-a]pyridine dyes as illustrated in Figure 11.1.

11.2 Materials and methods

11.2.1 Material and theoretical methods

All the computations were performed with the Gaussian 09 package [37]. Density
Functional Theory (DFT) method was used for ground state (S0) geometries optimiza-
tion, while time-dependent density functional theory (TDDFT) for the excited state
optimization of all the extended styryl dyes (P1-P10) [38]. The popular hybrid func-
tional B3LYP was used, which combines Becke’s three parameter exchange func-
tional (B3) [39] with the nonlocal correlation functional by Lee, Yang and Parr (LYP)
[40]. The 6-31G(d) basis set was used for all the atoms, which seems to be sufficient for
this type of molecules [41, 42]. Polarizable Continuum Model (PCM) as implemented
in Gaussian 09 was used for computations in all solvents [43] and the results were
visualized with GaussView 5.0 [44]. TDDFT calculations were used to determine
molecular orbital (MO) transitions for various excited states and to determine the
most likely transitions. The photophysical properties reported earlier [45] were used
in the calculation of dipole moment and hyperpolarizability of arylstyrylimidazo[1,2-
a]pyridine in the solvents dichloromethane (DCM), dimethylsulphoxide (DMSO),
dimethylformamide (DMF), acetonitrile (ACN) and tetrahydrofuran (THF). For the
Stokes shift calculation, highest intensity absorption (λmax) was considered and it
increases as the polarity of the solvent increases for all dyes. The methods for
calculating dipole moment were explained very first in the supporting information
under the title “Theoretical Methods for calculation of difference and ratio in dipole
moment”.
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11.3 Results and discussion

11.3.1 Absorption, vertical excitation and computed emission

Vertical excitations were estimated using TD-B3LYP/6-31G(d) method for the first 20
states. The computed energies of the vertical excitations, oscillator strength and
their orbital contributions and computed emission for dyes P1-P10 are listed in
Table 11.1.

All dyes show a large red shifted absorption and emission wavelength in
comparison with the unsubstituted dye P10 using both methods. The computed
vertical excitation for the dyes P1–P10 range from 393 to 441 nm whereas experi-
mental values of absorption maximum range from 372 to 394 nm. Experimental,
DFT and TDDFT results suggest that there was no influence of solvent polarity on
the absorption of dyes P1–P10. Based on DFT method, red shift was observed in the
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Figure 11.1: Substituted arylstyrylimidaz[1,2-a]pyridine (E)-2-(4-chlorophenyl)-7-(4-fluorostyryl)imidazo
[1,2-a]pyridine.
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excitation and emission wavelength by replacement of H with bromine and similar
replacement of chlorine with bromine. In all the solvents for the imidazo[1,2-a]
pyridine dyes P1–P10, the vertical excitations are associated with the HOMO-LUMO
transitions with the major contribution >97.58% and oscillator strength ranges
from 1.1107 to 1.4882. A general trend of longer absorption-emission wavelength
was observed for chloro derivatives by experimental method while a higher absorp-
tion-emission wavelength was observed for the bromo derivatives by DFT method.

11.3.2 Estimation of difference in dipole moments (μe –μg)

To understand the effects of substituted amines, absorption and emission spectra
of the dyes were analysed using the Bilot–Kawski [46, 47] and MacRae [48]
equations S1 to S9. Dipole–dipole, hydrogen bonding and solvation interactions
stabilize the excited state of the molecule in polar solvents [49]. The bulk solvent
polarity functional values were obtained using the relative permittivity and
refractive index for mixtures by Equations (11.1)–(11.9) for respective functions.
Solvent polarity function values of fBK ε, nð Þ, ’BK ε, nð Þ, fL ε, nð Þ, ’L ε, nð Þ and mole-
cular microscopic solvent function ENT for the various solvents and solvent
mixtures used in this paper are summarized in Table S1. The absorption and
emission maxima wavenumbers (in nm), Stokes shift and the summation of
absorption and emission wavelength (in cm−1) determined for the dyes P1–P10
in different solvents are collected in Table S2 in the supporting information. The
same fBK, fL and fBS functions were used on the Y-axis to plot two different
functions of Bilot–Kawski, Liptay and Bakshie using Equation S1 and Equation
S2. Polarity graphs of Stoke shift (�ϑabs – �ϑemn) against f ε, nð Þ and (�ϑabs + �ϑemn)
against ’ ε, nð Þ were plotted by using above polarity functions in Equation S1 and
S2 and they are represented in Figure S1. Slope and regression coefficients were
obtained and representative graphs for McRae function (similar to Liptay
Equation S1) are represented in Figure 11.2.

Substantial charge transfer in alkylamino substituted dyes is indicated by the
steeper line and regression coefficients closer to unity for all the dyes except for the
unsubstituted dye P10. Fluctuations in regression coefficient and slope are observed
in different derivatives but both values are higher when compared to (R2 = 0.7724 and
slope = 793) dye P10. A similar trend of charge transfer is observed for Bilot–Kawski
and Bakshiev plots which are shown in Figure S1 in supporting information. Slopes of
polarity plots by different functions by Equation S1 and S2 for dye P1–P10 are
represented as Table S3 in supporting information. The difference in dipole moment
is calculated by Equation S12 by using slopes of different functions and the value of
Onsager radii for all dyes was taken from DFT computations and they are given in
Table S4. The difference in dipole moment values in five solvents are collected in
Table 11.2.
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The difference in dipole moment in DCM solvent were 3.17, 3.54, 5.33 and 4.04 by
Bilot–Kawski, McRae, Lippert and Mataga and Reichardt method, respectively, and
which is less than half than all other dyes. The ratio of the excited state dipolemoment
to the ground state dipolemomentwas calculated using Equation S10 and presented in
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Figure 11.2: McRae’s polarity function against Stoke shift plots of the dyes P1–P10.
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Figure 11.3. The ratio was more than unity for all dyes which indicates that the excited
state is more polar and is being stabilized by the polar solvent environment.

It was observed that the ratio of dipole moment was more than twice than dye
P10 based on all methods. From the DFT method, the ground state dipole moments
range from 3.04 to 10.50 D whereas excited state dipole moment was between 3.13 to
12.33 D and they are represented in Figure S2 and the values are given in Table S5. In
dye P6, the largest dipole moment in the ground state is 10.39 D and in the excited
state is 12.33 and these indicate the largest charge transfer from electron donating
amino group. The experimental and computational results lead to higher dipole
moment in the excited state and it increases as the polarity of the solvent increases.

Table 11.2: Difference between the ground-state and singlet excited-state dipole moments (in Debye,
D) of dyes P1–P10.

Solvents Dye Difference in dipole moments Dye Difference in dipole moments

BK Mc LM Rt BK Mc LM Rt

Toluene P1 7.55 8.43 13.04 7.64 P2 7.99 8.92 13.87 7.63
THF 7.51 8.38 12.97 7.68 7.85 8.76 13.62 7.77
DCM 7.39 8.25 12.77 7.80 8.20 9.16 14.23 7.44
ACN 7.22 8.06 12.46 7.99 7.74 8.65 13.44 7.88
DMSO 7.35 8.21 12.70 7.84 7.87 8.79 13.65 7.75

Toluene P3 7.79 8.65 13.35 7.66 P4 5.70 6.38 9.68 5.68
THF 7.96 8.83 13.63 7.50 5.49 6.15 9.33 5.89
DCM 7.75 8.61 13.28 7.70 5.82 6.51 9.88 5.56
ACN 7.88 8.74 13.49 7.58 5.64 6.32 9.58 5.74
DMSO 7.77 8.63 13.32 7.68 5.63 6.30 9.55 5.75

Toluene P5 6.58 7.37 11.34 5.60 P6 8.51 9.48 14.53 7.86
THF 6.46 7.24 11.14 5.70 8.70 9.70 14.85 7.69
DCM 6.29 7.04 10.84 5.86 8.32 9.27 14.20 8.04
ACN 6.30 7.06 10.86 5.85 8.27 9.22 14.13 8.08
DMSO 6.35 7.11 10.95 5.80 8.46 9.44 14.45 7.90

Toluene P7 7.56 8.41 12.74 7.96 P8 6.34 7.08 10.88 6.22
THF 7.82 8.69 13.17 7.70 6.69 7.47 11.47 5.90
DCM 7.96 8.85 13.41 7.56 6.46 7.21 11.08 6.11
ACN 7.90 8.78 13.30 7.62 6.52 7.28 11.19 6.05
DMSO 7.86 8.74 13.24 7.66 6.42 7.17 11.02 6.14

Toluene P9 8.19 9.14 14.23 6.76 P10 3.31 3.70 5.57 3.87
THF 7.91 8.82 13.74 7.00 3.21 3.59 5.41 3.98
DCM 7.89 8.80 13.71 7.02 3.17 3.54 5.33 4.04
ACN 7.61 8.49 13.23 7.27 3.20 3.58 5.39 3.99
DMSO 7.73 8.63 13.43 7.16 3.18 3.55 5.35 4.03

*BK = Bilot–Kawaski, Mc = McRae, Bk = Bakshiev and Rt = Reichardt method.
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11.3.3 Frontier molecular orbitals (FMOs) of the push–pull chromophores

In order to have insights into the electronic behaviour of the dyes, it is vital to examine
the FMOs in particular, the HOMO and LUMO energy levels. The FMO plots are given in
Figure 11.4 for the selected dyes P2, P4, P5, P6, P8 and P10 in DCM. Diagrams for other
dyes are represented in Figure S3 supporting information.

In dye P4, the electron density is completely localized on the central imidazo[1,2-
a]pyridine ring and diethylamino group in the ground state while it is entirely shifted
to the phenyl ring in the excited state. In dye P5, the electron density is localized on
the central ring as well as attracted towards the phenyl ring due to the higher
electronegativity of the chlorine atom in the ground state while it is shifted to the
central ring in the excited state. In dye P6, the electron density is localized on the
central ring in the ground state while it is shifted to 4-bromophenyl ring in the excited
state. Overall in the ground state, the electron density is distributed in the dye but it is
shifted towards the vinyl phenyl ring when alkylamino group is attached and shifted
towards chlorophenyl due to higher electronegative chlorine. Hence the position of
the ground state electron density depends upon the position, donor and acceptor
capacity of the attached group. Overall in the excited state, the electron cloud is
shifted towards the vinylic phenyl group and the central imidazo[1,2-a]pyridine ring,
i.e. at the central part of the entire conjugation. The above observations can be
explained by HOMO and LUMO diagrams represented in Figure 11.5 in DCM solvent.
The polarity effect of various solvents on dye P6 is represented in Figure S4.

The solvatochromic effect is realized by decreasing the HOMO-LUMO band gap
by 0.56 eV (3.185–3.129 eV) by changing the solvents from toluene to DMSO for dye
P6. Energy levels of the HOMO are higher for all the dyes except for dye P10 because
of the higher electron density alkylamino group being present at the vinyl side of
imidazo[1,2-a]pyridine. The experimental absorption of P10 is 373 nmwhereas for the
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dyes P1–P10.
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other dyes it is in the range 372–387 nm and emission of P10 is 416 nmwhereas for the
other dyes it is in the range 434–479 nm in DCM. The phenyl ring or bromophenyl is
acting as an acceptor whereas chlorophenyl ring acts as a donor at the C-2 position of
the imidazo[1,2-a]pyridine ring.

11.3.4 Mulliken charges analysis

TheMulliken charge distribution in the ground state and excited state in DCM solvent
on atoms of the bromo derivative P6was explained in detail. The optimized structural
diagram is shown in Figure 11.6 and charge distribution values for dye P6 is shown in
Figure 11.7.
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Figure 11.4: Electron density distribution of frontier molecular orbitals of representative dyes P2, P4,
P5, P6, P8 and P10 obtained using B3LYP/6-31G(d) method.
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In the excited state, the dye P6 shows an increase in the positive charge of 0.219 e
for N45 and a decrease in charge of 0.766 e for C24, 0.570 e for C19. These suggest
charge delocalization from diethylamine to neighbouring aromatic ring whereas
increase in positive charge 0.738 e for C27 and a decrease in charge 0.73 e for C32
suggest movement of electron from bridge carbon to bromophenyl ring. Structures
indicating charge distribution on the dyes were visualized using Gauss View 5.0 [50].

11.3.5 Natural bond orbital

Charge delocalization or charge transfer within the dye in selectedmicroenvironment
was estimated by NBO analysis using natural charges on the atoms in the ground
state [51]. The numbering of atoms in chloro derivativeP5 is represented in Figure 11.8
and natural charges on atoms are represented in Figure 11.9.
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The natural charges on atoms of dyes P1–P4 and P6–P10 are represented in
Table S6 and Table S7 and structures with the numbering of atoms of the other dyes
are given in Figure S5. Donor fragment carries a positive charge while acceptor
fragment has a negative charge according to NBO analysis. Atom numbers C3, C4,
C10 and C24 have positive charge indicating acceptor atoms whereas N11, N12, C39,
C41 and N45 have higher negative charges indicating good electron donors.

Only in the case of P10, electron acceptor behaviour indicated by negative charge
on C24 when amino group was not present in imidazo[1,2-a]pyridine. Interactions
between electron donor and acceptor orbitals with corresponding stabilization
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energy obtained from second-order perturbation theory have been previously
reported [51]. In dye P5, perturbation energies of donor-π-acceptor interactions are
above 20 kJ/mol and the highest antibonding electron density are mentioned in this
work. The second-order Fock matrix analysis has been applied to investigate the
interaction between the electron donors and acceptors and stabilization E2 energy
within the dyes using B3LYP/6-311++ G(d,p) method and they are collected in Table
11.3 for dye P5.
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Figure 11.9: Natural charges on atoms of dyes P5 except for hydrogen in DMSO.

Table 11.3: Second-order perturbation energies E(2) (Donor→Acceptor interactions) of dye P5 in
DMSO medium.

Donor(i) aED(e) Acceptor (j) aED(e) bE(2) cE(j)-E(i) dF(i,j)

kJ/mol a.u. a.u.

LP(1)(N12) 1.4818 π*(C03–N11) 0.5106 43.00 0.28 0.099
π*(C04–C05) 0.2288 32.58 0.31 0.096
π*(C09–C10) 0.3684 27.35 0.30 0.085

LP1(1)(N45) 1.7001 π*(C20–C24) 0.4363 60.51 0.20 0.102
LP(2)(Cl52) 1.9730 π*(C20–C24) 0.4363 53.08 0.16 0.092
π (C01–C02) 1.7085 π*(C03–N11) 0.5101 26.49 0.26 0.079
π (C17–C18) 1.6268 π*(C20–C24) 0.4363 22.49 0.21 0.062

π*(C19–C22) 0.3036 22.07 0.28 0.071
π (C19–C22) 1.7456 π*(C20–C24) 0.4363 25.31 0.22 0.070
π (C27–C29) 1.6249 π*(C32–C34) 0.4056 21.89 0.28 0.070

Where,
a ED is the electron density;
b E(2) means the energy of hyperconjugative interactions (stabilization energy);
c Energy difference between donor and acceptor i and j NBO orbitals;
d F(i, j) is the Fock matrix element between i and j NBO orbitals.
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Strong interaction between electron donors and acceptor leads to a greater extent
of conjugation and larger the E(2) value for the whole system. N12 is composed of 100%
p-character with least occupancy (1.4818) in bonding orbital. A large number of inter-
actions with electron density higher than 0.2288 are observed with stabilization energy
between 21.89 and 60.51kJ/mol. The lone pair on N12 is interacting with π*(C03–N11),
π*(C04–C05) and π*(C09–C10) with stabilization energy 43, 32.58 and 27.35 kJ/mol.
Cl52 is composed of 99.82% p-character with bonding orbital occupancy 1.7009 hence
53.08kJ/mol stabilization energy for chlorine to antibonding of C20–C24. Similarly,
stabilization energy 27.41 kJ/mol is observed for π (C1–C2) interaction with antibonding
π* (C3–C11) and similar in other bonds as shown in the table. Hence in the dyes, large
hyperconjugative interactions are observed indicating large charge transfer.

11.4 NLO properties

In this section, we have derived the nonlinear optical properties using experimental
as well as DFT method. Solvatochromic styryl imidazo[1,2-a]pyridine dyes have good
photophysical properties and good opportunity to explore NLO properties.

11.4.1 NLO properties by Solvatochromic method

Imidazo[1,2-a]pyridine styryls under study have remarkable altering solvent depen-
dent photophysical properties and energy level HOMO-LUMO gap. Therefore, we
were interested in understanding the NLO properties from solvatochromic shifts.
The values for the first hyperpolarizability (βxxx) obtained using the solvatochromic
method are based on several assumptions and thus allow the only approximate
estimate of a dominant tensor of total hyperpolarizability along the direction of
charge transfer which is the major contributor to the total hyperpolarizability. The
experimentally derived values for transition dipole moment, linear polarizability
(αxx) and first hyperpolarizability (βxxx) obtained using reported method [52] and
are summarized in Table 11.4.

For the unsubstituted styryl dye P10, the calculated range of transition dipole
moment is between 9.38 and 9.61 D, linear polarizability (αxx) is between 32.94 to
35.31 × 10–24 esu and first hyperpolarizability (βxxx) is between 43.06 and 48.71 × 10–30

esu. For the dyes P1–P9, the range of transition dipole moment is between 10.39 and
10.93 D, linear polarizability (αxx) is between 40.95 and 46.51 × 10–24 esu and first
hyperpolarizability (βxxx) is between 59.71 and 92.86 × 10–30 esu and which is higher
than unsubstituted P10 dye. NLO values are the highest for dye P6 in DMSO solvent
indicating highest charge transfer is possible when diethyl donor group is present.
Polarizability and hyperpolarizability are higher for dyes P4, P5 and P6 and least for
dye P10 whereas the halo derivatives have higher charge transfer than the nonhalo-
genated dyes.
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Table 11.4: Solvatochromic NLO properties of dyes P1–P10.

Dye Solvent ϑa σb μgec αxxd βxxx
e μβxxx

f �γg

cm−1 10–14 cm2 (D) 10–24 esu 10–30 esu 10–48 esu 10–36 esu

P1 Toluene 26,385 7.27 10.65 43.22 73.62 783.78 22.46
THF 26,385 11.28 10.53 42.32 71.72 755.57 22.67
DCM 26,385 7.99 10.55 42.48 70.85 747.83 15.50
ACN 26,596 8.37 10.42 41.07 66.35 691.41 17.73
DMSO 25,907 10.29 10.64 43.98 74.32 790.92 19.05

P2 Toluene 26,042 11.82 10.69 44.17 80.73 863.11 36.96
THF 26,316 11.82 10.51 42.23 75.01 788.29 33.20
DCM 26,247 10.78 10.54 42.61 79.28 835.84 44.12
ACN 26,525 10.06 10.39 40.95 71.21 739.91 30.60
DMSO 25,707 12.66 10.64 44.31 80.79 859.62 34.84

P3 Toluene 26,042 8.17 10.74 44.60 79.04 849.21 28.43
THF 26,178 15.94 10.59 43.07 77.52 820.63 34.86
DCM 26,385 10.29 10.56 42.55 74.04 782.19 28.20
ACN 26,042 14.54 10.54 42.89 76.79 809.00 33.39
DMSO 26,042 6.80 10.62 44.60 77.06 818.63 29.27

P4 Toluene 25,840 13.26 10.86 45.93 82.10 891.71 27.78
THF 26,042 12.66 10.72 44.38 75.91 813.60 20.27
DCM 25,840 14.88 10.78 45.24 82.54 889.76 34.23
ACN 26,042 12.66 10.65 43.83 76.94 819.46 27.29
DMSO 25,575 11.28 10.83 46.12 82.24 890.44 25.71

P5 Toluene 25,773 10.29 10.87 46.09 90.90 987.76 55.67
THF 25,907 11.28 10.72 44.63 86.06 922.56 50.78
DCM 25,707 8.76 10.78 45.49 85.98 927.00 43.18
ACN 26,110 8.17 10.61 43.36 80.89 858.13 43.56
DMSO 25,575 10.06 10.80 45.90 88.08 951.38 46.65

P6 Toluene 25,773 11.03 10.91 46.47 92.29 1006.99 57.55
THF 26,042 15.58 10.74 44.54 89.52 961.10 64.16
DCM 25,907 11.28 10.78 45.15 87.20 940.18 50.76
ACN 26,110 12.96 10.65 43.73 83.39 888.37 49.20
DMSO 25,510 11.28 10.86 46.51 92.86 1008.44 58.14

P7 Toluene 26,455 11.82 10.87 44.93 74.90 814.11 15.02
THF 26,738 10.53 10.74 43.41 74.05 795.36 23.60
DCM 26,882 13.57 10.73 43.09 74.40 798.31 27.34
ACN 26,596 8.37 10.71 43.41 75.20 805.59 26.66
DMSO 26,316 9.83 10.84 44.95 78.29 848.80 24.66

P8 Toluene 26,316 12.96 10.91 45.52 65.52 714.88 0.561
THF 26,596 12.09 10.76 43.83 65.80 708.19 12.30
DCM 26,810 8.37 10.74 43.28 62.24 668.35 5.60
ACN 26,954 7.46 10.63 42.20 60.98 648.33 8.90
DMSO 26,110 11.28 10.88 45.62 67.03 729.34 2.51

(continued)
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11.4.2 NLO properties by DFT method

NLO properties of the arylstyrylimidazo[1,2-a]pyridine derivatized with different
groups were calculated by using CAM-B3LYP and BHandHLYP hybrid functionals
and 6-311 + G(d,p) basis set on the basis of the finite-field approach [28, 53]. The static
dipole moment (μ), the mean polarizability (α0) and the anisotropy of the polariz-
ability (Δα) are summarized in Table 11.5 for dyes P1–P10 by the CAM-B3LYPmethod.

The mean first hyperpolarizability (β0), static second hyperpolarizability (�γ) and
product of static dipole moment with mean first hyperpolarizability (μβ0) are sum-
marized in Table S8 for dyes P1–P10 using BHandHLYPmethod. The trends obtained
using CAM-B3LYP and BHandHLYP methods are similar except for the negligible
variation in static dipole moment. Unsubstituted dye is observed to have the lowest
values for all the properties. All these properties are described separately on the basis
of their remarkable different effects, i.e. solvent, amino and bromo substitution.

11.4.3 Solvent polarity effect

Static dipole moment, mean polarizability (α0), polarizability anisotropy (Δα), first
hyperpolarizability (β0) and second hyperpolarizability (�γ) increases steadily with
the polarity of solvent for all dyes. We estimated the difference between the increased
NLO properties by increasing the solvent polarity to understand micro effects in the
molecule and these are represented in Table 11.6.

The increment of static dipole moment is higher for the halogenated dyes and
highest for chlorine atom due to its electronegativity. The higher increment in mean

Table 11.4 (continued)

Dye Solvent ϑa σb μgec αxxd βxxx
e μβxxx

f �γg

cm−1 10–14 cm2 (D) 10–24 esu 10–30 esu 10–48 esu 10–36 esu

P9 Toluene 26,596 10.29 10.92 45.09 63.87 697.29 6.72
THF 26,738 5.66 10.80 43.88 59.71 644.82 5.62
DCM 26,738 11.28 10.82 44.03 59.76 646.43 5.54
ACN 26,810 5.66 10.73 43.21 56.45 605.70 4.57
DMSO 26,178 8.37 10.93 45.94 62.42 682.37 5.17

P10 Toluene 26,316 8.17 9.61 35.31 48.71 468.17 0.14
THF 26,525 10.06 9.51 34.31 45.57 433.39 −1.99
DCM 26,596 6.64 9.52 34.32 44.84 427.07 −3.60
ACN 26,882 8.76 9.38 32.94 43.06 403.93 −0.73
DMSO 26,385 8.96 9.56 34.87 46.06 440.44 −3.89

* ϑa = absorption wavelength in cm–1, σb= absorption cross section, μgec= transition dipolemoment,
αxxd = linear polarizability, βxxx

e = linear first hyperpolarizability, μβxxx
f = product of μgec & βxxx,�γg =

solvatochromic descriptor values.

210 11 Linear and nonlinear optical properties of fluorescent pyridine

 EBSCOhost - printed on 2/13/2023 1:15 AM via . All use subject to https://www.ebsco.com/terms-of-use



Table 11.5: Dipole moment and polarizability of dyes P1–P10.

Dye Solvent μ Debye α0 (10–24 esu) Δα (10–24 esu)

CAM
B3LYP

BHand
HLYP

CAM
B3LYP

BHand
HLYP

CAM
B3LYP

BHand
HLYP

P1 Gas 5.93 5.92 55.15 54.99 51,624 51,522
Toluene 6.82 6.81 63.31 63.13 65,021 64,966
THF 7.48 7.48 70.19 69.99 74,181 74,176
DCM 7.55 7.54 70.89 70.69 74,995 74,995
ACN 7.80 7.80 73.85 73.64 78,143 78,162
DMSO 7.83 7.82 74.11 73.90 78,403 78,424

P2 Gas 8.17 8.22 57.79 57.54 61,064 60,738
Toluene 9.27 9.32 66.08 65.80 77,224 76,874
THF 10.05 10.10 73.01 72.70 89,060 88,698
DCM 10.12 10.18 73.73 73.41 90,172 89,808
ACN 10.41 10.47 76.70 76.37 94,578 94,208
DMSO 10.43 10.49 76.96 76.63 94,949 94,581

P3 Gas 8.21 8.28 59.29 59.06 64,797 64,555
Toluene 9.29 9.36 67.71 67.45 81,597 81,361
THF 10.05 10.12 74.78 74.50 93,926 93,704
DCM 10.12 10.20 75.51 75.23 95,083 94,863
ACN 10.40 10.48 78.56 78.26 99,673 99,460
DMSO 10.43 10.51 78.83 78.52 100,061 99,847

P4 Gas 6.04 6.05 59.40 59.18 58,829 58,709
Toluene 6.96 6.97 67.90 67.65 73,704 73,668
THF 7.65 7.67 75.11 74.84 84,038 84,090
DCM 7.71 7.73 75.85 75.59 84,972 85,033
ACN 7.98 8.00 78.97 78.70 88,607 88,704
DMSO 8.01 8.03 79.25 78.97 88,910 89,009

P5 Gas 8.37 8.41 62.07 61.89 66,103 66,014
Toluene 9.45 9.5 70.66 70.38 81,892 81,717
THF 10.22 10.27 77.89 77.58 92,918 92,737
DCM 10.30 10.36 78.64 78.32 93,926 93,744
ACN 10.59 10.65 81.75 81.42 97,885 97,700
DMSO 10.62 10.68 82.03 81.7 98,217 98,033

P6 Gas 8.40 8.49 63.58 63.30 70,238 70,019
Toluene 9.45 9.54 72.30 71.99 86,698 86,528
THF 10.21 10.31 79.67 79.33 98,267 98,166
DCM 10.28 10.38 80.43 80.09 99,326 99,231
ACN 10.57 10.67 83.62 83.26 103,468 103,405
DMSO 10.60 10.70 83.90 83.54 103,813 103,752

(continued)
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polarizability (α0) and polarizability anisotropy (Δα) are observed for dyes P3, P6 and
P9 bromine derivatives with increasing polarity. Solvent polarity increases the first
hyperpolarizability of the nonhalogenated alkylamino derivatives P1, P4 and P7
dyes. The second hyperpolarizability increases by approximately the same value
about 444–465 (10–36 esu) in dyes P1 to P6 and by 372–381 (10–36 esu) for dyes P7
to P9. For all properties, the least effect is observed for dye P10.

11.4.4 Effect of alkylamino substitution group

The introduction of alkylamino group increases theNLO properties, represented in Table
11.7. Static dipole moment increases for dyes P1, P4 and P7 but the increment is highest
in P4 indicating diethylamino group is a better electron good compared to the others.

Table 11.5 (continued)

Dye Solvent μ Debye α0 (10–24 esu) Δα (10–24 esu)

CAM
B3LYP

BHand
HLYP

CAM
B3LYP

BHand
HLYP

CAM
B3LYP

BHand
HLYP

P7 Gas 4.96 4.96 60.23 59.96 53,676 53,463
Toluene 5.73 5.74 68.55 68.25 71,688 71,401
THF 6.33 6.34 75.65 75.31 81,358 81,057
DCM 6.39 6.40 76.39 76.04 82,259 81,956
ACN 6.63 6.64 79.48 79.12 85,848 85,532
DMSO 6.65 6.66 79.76 79.39 86,150 85,835

P8 Gas 7.32 7.38 63.02 62.66 67,977 67,506
Toluene 8.26 8.33 71.45 71.05 83,433 22,425
THF 8.93 8.99 78.58 78.13 94,377 93,780
DCM 8.99 9.05 79.32 78.87 95,399 94,797
ACN 9.24 9.31 82.43 81.94 99,483 98,856
DMSO 9.26 9.33 82.71 82.23 99,846 99,220

P9 Gas 7.37 7.39 64.54 63.45 72,005 70,485
Toluene 8.28 8.35 73.12 72.86 88,083 87,653
THF 8.93 9.00 80.39 80.11 99,457 99,006
DCM 8.99 9.07 81.15 80.87 100,513 100,059
ACN 9.25 9.33 84.32 84.02 104,694 104,220
DMSO 9.27 9.35 84.60 84.29 105,048 104,576

P10 Gas 3.36 3.37 46.40 46.47 23,662 23,838
Toluene 4.04 4.05 53.22 53.34 30,557 30,823
THF 4.64 4.65 58.89 59.03 36,161 36,459
DCM 4.71 4.72 59.47 59.62 36,729 37,027
ACN 4.98 4.99 61.84 62.00 39,061 39,355
DMSO 5.00 5.01 62.05 62.21 39,265 39,559

μ = static dipole moment, α0 = mean polarizability, Δα = polarizability anisotropy.
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Polarizability (α0) and polarizability anisotropy (Δα) are higher in cyclopentylamino
dye P7 whereas first hyperpolarizability (β0) is highest in diethylamino derivative dye
P4 and second hyperpolarizability (�γ) is highest in dimethylamino derivative P1 dye.

11.4.5 Effect of replacement of bromo with chloro group

Mean Polarizability (α0), polarizability anisotropy (Δα), first hyperpolarizability (β0)
and second hyperpolarizability (�γ) higher values are observed for the bromo deriva-
tives amongst the related analogues and they are represented in Table 11.8.

Diethylamino substituted P6 dyes have highest values of properties except for
mean polarizability which is a little bit higher in dyeP9using bothDFTmethods. Static
dipole moment fluctuates by ± 0.02 D in CAM-B3LYPmethod and increases steadily by
about 0.01–0.04 D using the BHandHLYP method. Mean polarizability (α0) increased
in the range of 1.61–2.06 (× 10–24 esu) using both methods by replacement of bromo
(dyes P3, P6 and P9) with chloro atom. First hyperpolarizability (β0) in range of 2.8–3.3
using CAM-B3LYP and 2.84–4.73 using BH and second hyperpolarizability (�γ) in range
of 22–34 increase using both methods after replacement of bromine with chlorine.

11.4.6 Fundamental limits and intrinsic NLO properties

The nonlinear-optical response of any organic molecule depends on the electric poten-
tial experienced by the electrons in an atom. The theory of the fundamental limits of
nonlinear optics is a powerful means for experimentalists seeking to design molecules
andmaterials with large responses. The fundamental limit is the function of a number of
electrons and energy difference between the ground state and first excited state [54].
Accordingly, fundamental limit of the nonlinear response of the dyes plays very sig-
nificant role in tuning chromophores for structural optimization for high tech applica-
tions. Already, researchers have greatly applied fundamental limits in molecular design
using modulated conjugation through upper limits and high intrinsic hyperpolarizabil-
ity by theoretical calculations [55–57]. Quantum sum rules are applied to calculate the
absolute upper bound values of off-resonant electronic α, β and γ NLO properties
allowed by nature [54, 55, 58–60] and estimated using the following equations.

αmax
0 =

e�hffiffiffiffi
m
p

� �2 N
E2
10

(11:1)

βmax
0 = 31=4

e�hffiffiffiffi
m
p

� �3 N3=2

E7=2
10

(11:2)
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γmin = –
e4�h4
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where the N is the total number of π-electrons responsible for optical excitation, e is a
charge of an electron, �h is reduced planks constant,m is a mass of an electron and E10 is
the energy difference between first excited state to a ground state of the molecule taken
from linear absorption spectroscopy. Due to inaccurate two-level dispersion model and
the resonance enhancement of the zero-frequency response, the frequency-independent
hyperpolarizability is defective. Hence, intrinsic hyperpolarizability is a better way to
measure the NLO response by removing resonance effect as estimated by following
equations.

αint0 = α0=αmax
0 (11:5)

βint0 = β0=β
max
0 (11:6)

γint = γ=γmax (11:7)

γint = γ =γmin (11:8)

Here, the ratio of static polarizability and hyperpolarizabilities values are used for
intrinsic calculations. The intrinsic hyperpolarizability can be defined as the ratio of
the off-resonant hyperpolarizability to the off-resonant fundamental limit of the hyper-
polarizability and strongly required for molecular engineering. In this paper, we
estimated the different imidazo[1,2-a]pyridine dyes with various substitution and
show to the evaluation of higher limits of hyperpolarizabilities. Measured values of
limits and intrinsic properties were represented in Table 11.9 for dyes P1–P10 using
representative CAM-B3LYP method.

All styryl dyes lie in the optimized intrinsic ranges, i.e. 0.268–0.370 polarizability;
observed intrinsic range of the first hyperpolarizability is 0.021–0.074 while optimized
range is less than or equal to (≤) 0.71 and observed negative second hyperpolarizability is
−0.056 to 0.109 and positive second hyperpolarizability is 0.014–0.027 while optimized
range is −0.15 ≤ γ ≤ 0.6 [61, 62]. All the intrinsic property values are low in the
unsubstituted dye P10 compared to the other alkylamino substituted dyes. The funda-
mental limits provide a figure of merit for studied styryl dyes for future optical
applications.
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11.4.7 Two-photon absorption cross section

TPA is a characteristic nonlinear optical property of a broadly conjugated systemwith
potential charge transfer characteristics [63]. Based on linear spectroscopic proper-
ties, the dipole moment change, the extinction coefficient and the frequency of the
maximum of the one-photon absorption band, the TPA cross section is generally
described within the framework of a two-level system as follows [64, 65] by using
following equation.

σ2 νð Þ= 12
5

ln 10 π103L4

NAhc2n2
ε10 νð Þ
�ν10

� �
.Δμ210 (11:9)

where L is the Lorentzian local field factor L= 2n2 + 2
3

� �
, ε10 νð Þ is molar extinction

coefficient, Δ10 is emission frequency in wavenumber (cm−1), Δμ10 is transition dipole
moment obtained from solvatochromism, h is the Planck constant, c is the speed of
light, n is the refractive index, and NA is Avogadro’s number. TPA cross-section
values of dye P1–P10 were presented in Table 11.10.

Dye P10 has the lowest TPA cross-section below 100 GM and all other dyes
above around 100 GM, which is comparable with dimethylaniline vinyl containing
styryl type commercial LDS-698 (TPA = 0.49–395 GM at wavelength 770–1300 nm)
TPA dye [66]. Substituted amino donor group shows that increasing the charge
transfer is the strategy to increase the TPA cross-section.

Table 11.9: Fundamental limits of NLO of the dyes P1–P10 in DCM solvent medium by the CAM-B3LYP
method.

Sr. μmax α0 β0 �γ αmax
0 β0

max �γmin �γmax αint
0

β0
int �γintmin �γ intmax

P1 24.32 71 137 952 225 1946 −9694 38,774 0.314 0.070 −0.098 0.025
P2 24.38 74 136 991 228 1982 −9952 39,808 0.324 0.069 −0.100 0.025
P3 24.32 76 139 1018 225 1946 −9694 38,774 0.335 0.071 −0.105 0.026
P4 24.57 76 154 1019 235 2093 −10,761 43,043 0.323 0.073 −0.095 0.024
P5 24.64 79 150 1062 238 2131 −11,042 44,167 0.331 0.070 −0.096 0.024
P6 24.54 80 153 1088 234 2074 −10,622 42,490 0.344 0.074 −0.102 0.026
P7 24.09 76 96 912 217 1823 −8831 35,323 0.352 0.052 −0.103 0.026
P8 24.12 79 100 961 218 1840 −8950 35,801 0.363 0.054 −0.107 0.027
P9 24.16 81 103 991 220 1857 −9071 36,283 0.370 0.055 −0.109 0.027
P10 24.22 59 39 517 222 1892 −9316 37,264 0.268 0.021 −0.056 0.014

μmax = maximum limit of transition dipole moment, α0 = mean polarizability, β0 = mean first
hyperpolarizability, �γ = static second hyperpolarizability, αmax

0 = upper limit of polarizability, β0
max =

upper limit of first hyperpolarizability, �γmin = upper negative and �γmax = upper positive limit of
second hyperpolarizability, αint

0 = intrinsic polarizability, β0
int = intrinsic first hyperpolarizability,

�γ intmin = static negative intrinsic second hyperpolarizability, �γ intmax = static positive intrinsic second
hyperpolarizability.
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11.5 Vibrational and electronic nonlinear optical properties

Study is extended to evaluate the contribution of vibrational and electronic counter-
parts of nonhalide imidazo[1,2-a]pyridines by optimally chosen polarization func-
tions. Nonlinear optical processes are governed by molecular hyperpolarizabilities
[67]. These properties of organic molecules can be divided into the electronic con-
tribution originating from the effects of electric fields on electronic motions and the
vibrational contribution arising from both the effects of electric fields on nuclear
motions and the vibronic coupling. Therefore, the vibrational transitions play impor-
tant role in determining the NLO properties accompanied by the electronic transi-
tions [68]. The longitudinal components of electronic and vibrational polarizabilities
and first hyperpolarizability as well as the ratio electronic over vibrational (αe/αv)
and addition of electronic and vibrational (αe + αv) are summarized in Table 11.11.

The longitudinal components of electronic and vibrational first hyperpolariz-
ability as well as the ratio electronic over vibrational (βe /βv) and addition of
electronic and vibrational (βe+ βv) are summarized in Table S9. Trend of polariz-
ability is similar with the vibrational and electronic polarizabilities. In above table,
lowest values are observed for unsubstituted imidazo[1,2-a]pyridine P10 while high-
est for diethyl substituted P6 derivatives. Electronic contribution is higher than
vibrational contribution in the dyes. In above table, trends are not linear but electro-
nic contribution is higher than vibrational contribution in all the dyes except dye P7.
For some systems, vibrational properties are more important than the electronic
ones. Static vibrational hyperpolarizabilities are higher than static electronic hyper-
polarizability in non-conjugated or charged species [67] but the dyes show reversed
observation which may be due to the conjugated and neutral species.

11.6 Linear and nonlinear properties trends and correlation
with bond length alternation (BLA) and bond order
alternation (BOA)

Nonetheless, the trends in the solvent systems coincide with experimental as well as
computational values for studied dyes. The linear polarizability αCTis sensitive to

Table 11.10: Two-photon absorption cross-section of dye P1–P10 in DCM solvent.

2PA P1 P2 P3 P4 P5 P6 P7 P8 P9 P10

Toluene 84 132 106 126 161 136 144 160 127 88
THF 114 120 163 122 133 158 111 128 102 86
DCM 84 114 110 98 163 126 138 117 128 99
ACNL 80 96 143 82 127 130 84 74 101 70
DMSO 125 156 83 127 142 145 125 146 109 96

The two-photon absorption cross section σ2 νð Þ in GM units were 1 GM = 10–50 photons cm−4s−1.
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solvents and this is evident in both the experimental and computational studies. The
solvatochromic behaviour of the dye is described in the literature [69]. Overall, by the
computationalmethod, there is an increase in the values of βo fromnon-polar to polar
solvents but it is fluctuating in experimental method. Experimentally and computa-
tionally, αCT values are found to be higher in case of substituted dyes than unsub-
stituted dye 10 and in substituted dyes, halogen substituted dyes P2, P3, P5, P6, P8,
P9 are found to be higher values than non-halogen dyes P1, P4 and P7.
Experimentally and computationally, the first hyperpolarizability value is highest
for dyes P4, P5 and P6 and lowest for unsubstituted dye P10. First hyperpolarizability
is higher for P4, P5 and P6 than other dyes and ratio of the first hyperpolarizability
with urea is higher and represented in Figure S6. In case of dyes P6, γsd values are
found to be higher than other dyes and are in the order of 49.20 × 10–36 to 64.16 × 10–36

esu. Here, γsd values are positive for dyes P1–P7 (for dye 10 in toluene) and negative
for dyes P8–P10. Most of the solvatochromic descriptor γsd values are decreasing
from non-polar to polar solvents by solvatochromic calculation but continuously
increasing by both DFT methods.

BLA and BOA are the geometric and electronic parameters which depend on the
length of π-conjugation, the strength of the donor–acceptor group and the surround-
ing media. Optical properties like linear polarizability (α), first hyperpolarizability (β)
and second hyperpolarizability (γ) can be expressed in terms of the BLA or BOA
structural parameters [28]. The BLA and BOA values were estimated from ground
state optimized geometries of the molecule and correlated with optical properties of
dyes in Figure 11.10.
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Figure 11.10: Relation of BLA and BOA with optical properties by solvatochromic, CAM-B3LYP and
BHandHLYP method of dyes P1–P10 in DCM solvent medium.
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BLA and BOA values are lower for P3, P6, P9 dyes of different groups while its
optical property values are higher by all methods. Moreover, values of BLA and BOA
tend to zero suggesting a high degree of polarization. The difference in dipole moment
is higher inP4, P5 andP6 than other where diethyl amino is the donor and represented
in Figure 11.11. Substituting different groups in dye P10 linear polarizability (α) by 10 to
21 × 10–24 esu, first hyperpolarizability (β) by 17 to 114 × 10−30 esu and second
hyperpolarizability (γ) 370 to 540 × 10–36 esu increase with decrease in BLA and BOA
values.

The dyes having higher dipole moment difference have smaller BOA and BLA
values. As expected, these imidazo[1,2-a]pyridine derivatives show a large polariz-
ability and hyperpolarizability values, suggesting considerable charge transfer char-
acteristics of the first excited state and this is supported by the large difference in the
calculated and DFT dipole moments.

11.7 Conclusion

We have comprehensively discussed dipole moments and NLO properties of (E)-2-(4-
halophenyl)-7-arlstyrylimidazo[1,2-a]pyridine obtained by solvatochromic and DFT
method based on photophysical behaviourwith structural modification. The difference
in the dipole moment between ground and excited states was determined by Bilot–
Kawski, McRae, Lippert and Mataga and Reichardt theory and ratio the dipole
moments were estimated by Bilot–Kawski, Liptay and Reichardt correlation methods.
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Figure 11.11:Difference in excited to ground state dipolemoment by BK = Bilot–Kawaski, Mc =McRae,
Bk = Bakshiev and Rt = Reichardt method for dyes P1–P10 in DCM solvent.
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Dipole moment ratio is more than unity for dyes. More than twofold increase in ratio
was observed after introduction of the alkylamino group. Similarly, at least three
debye unit higher dipole moment differences were observed for amino and halo-
substituted dyes indicating more polar or stable dye in the excited state. In NBO
analysis, a large number of interactions with electron density higher than 0.2288 are
observed with stabilization energy between 21.89 and 60.51 kJ/mol. CAM-B3LYP and
BHandHLYP methods indicate polarizability enhancement factor of 1.22 for amino
substituent and a factor 1.02 for replacing chloro with bromo substituent. Similarly,
for first hyperpolarizability enhancement factor is 1.31 and factor is 1.01 for replacing
chlorine to bromine. Solvatochromic method does not strictly follow the above-
observed trends. In vibrational properties, electronic contribution is higher than
vibrational contribution in dyes except for dye P7. TPA cross section is between 70
and 163 GM in different solvents and comparable with styryl type LDS-698 commercial
TPA dye. The estimated range of the intrinsic first hyperpolarizability is 0.021 and
0.074 (limit range ≤0.71). Estimated second hyperpolarizability intrinsic negative range
is −0.056 to −0.109 and the positive range is 0.014–0.027 (limit range −0.15 ≤ γ ≤ 0.6).
Decrease of BOA by 0.03 and BLA by 0.0095 units were correlated with increasing
optical properties of the dyes. All figures indicate the large opportunity to reach the
maximum possible absolute value in analogous dyes. This investigation has the
potential for designing strategy for the better nonlinear response for multisubstituted
imidazo[1,2-a]pyridine dyes.
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