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Preface

Functional analysis means analysis on function spaces. This is a field of mathematics
that developed in the first half of the 20th century thanks in particular to the work of
M. Frechet, S. Banach, andD.Hilbert. Examples of the efficiency of functional analysis
has been the introduction of Sobolev’s spaces (1935) andL. Schwartz’s invention of the
theory of distributions (1945–1950). These spaces havemade great progress in solving
the problems of partial differential equations and provide the main tools still used
today in this field of both theoretical and numerical studies.

Classical analysis focuses on finite dimensional spaces onℝ orℂ. This is suitable,
for example, for solving linear differential equations. In order to solve more compli-
cated equations, like nonlinear differential equations, integral equations, and partial
differential equations, the solutions have to be sought a priori in vector spaces of an
infinite number of dimensions. The computation of explicit solutions is often out of
reach and one tries to describe the structure of these solutions by their belonging to
spaces adapted to the problem posed. The study of stability naturally leads to con-
sidering spaces with topologies defined by norms, semi-norms or distances. From a
purely mathematical point of view, functional analysis can also be seen as an exten-
sion to infinite dimensions of Euclidean geometry in finite dimensions. The transition
from finite dimension to infinite dimension is not always easy because we lose a part
of the geometric intuition. Whereas on a finite dimensional vector space there is only
one “reasonable” topology, on a space of infinite dimension we must often consider
several topologies simultaneously.

The main goal, in realizing this textbook, is to present a useful tool to junior re-
searchers and beginning graduate students of engineering and science courses in or-
der to acquire elementary knowledge and solid tools that are fundamental to the un-
derstanding of mathematics and the particular disciplines (geometry, probabilities,
partial differential equations) within physics, in mechanics, or in the applications of
mathematics to the analysis of large systems. It contains ten chapters, and each chap-
ter consists of results with their detailed proofs, numerous examples, and exercises
with solutions. Each chapter concludes with a section featuring advanced practical
problems with solutions followed by a section on notes and references, explaining its
context within existing literature. We will present here in a detailed way the contents
of each of them.

Chapter 1 is entirely devoted to the presentation of definitions and results neces-
sary for proceeding in thiswork.We first recall a fewbasic results on the linear,metric,
normed and Banach spaces and its properties. These are used in particular to intro-
duce the various concepts of weak solutions to PDEs. We will see regularly links and
relationships between function analysis and applications on PDEs. Chapter 2 is titled
Lebesgue integration. It is devoted to the study of measure and integration, Lebesgue
measurable functions and general measure spaces, where there are many proved re-

https://doi.org/10.1515/9783110657722-201
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VI | Preface

sults. The purpose of Chapter 3 is to present results according to the Lp spaces, which
contains, definitions, separability, duality and general Lp spaces with its norms. The
results, presented in Chapter 4, concern linear operators, inverse operators in normed
linear spaces and their properties. Chapter 5 is titled Linear functionals; here we in-
troduce and treat the linear functionals in their general form and related the adjoint
operators. Chapter 6 is reserved for topological studies; it is followed by Chapter 7 ti-
tled Self-adjoint operators in Hilbert spaces. The method of the small parameter will
be the main subject of Chapter 8 and the parameter continuation method will be the
subject of Chapter 9.

So we realize that the fixed-point theorems are essential in the applications of
the function analysis. They are the basic mathematical tools in showing the exis-
tence of solutions in various kinds of equations. Fixed-point theory is at the heart
of nonlinear analysis and provides the necessary tools to study existence theorems
in many different nonlinear problems. The aim of Chapter 10 is the study of some
fixed-point theorems. We start with the simplest and best known of them: Banach’s
fixed-point theorem for contraction maps. Then we address the Brinciari fixed-point
theorem, which is a generalization of this theorem. We will then see more powerful
and somewhat deeper theorems. We can thus study successively the theorem of the
fixed point of Brouwer (valid in finite dimension) and then the theorem of the fixed
point of Schauder (which is the generalization in infinite dimension). Unlike Banach’s
theorem, the proofs of the latter two results are not constructive, which explains why
they require somewhat more sophisticated tools. Many different proofs of these re-
sults exist and one may be interested in one or more of them. We finish this chapter
by giving applications in many problems.

This is the first volume of a series of at least two volumes; the remainder of the
series will be prepared later.

Svetlin G. Georgiev
Khaled Zennir
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1 Vector, metric, normed and Banach spaces

1.1 Vector spaces

With F we will denote the field of real numbers R or the field of complex numbers C.

Definition 1.1. A vector space (also called a linear space) over the field F is a set Ewith
two operations:
1. Addition: Takes any two elements x and y and assigns for them a third element of

E, which is completely written as x + y and which is called the sum of these two
elements,

2. Scalar multiplication: Takes any scalar a of the field F and an element x of E and
gives another element a ⋅ x (shortly ax) of E.

These two operations satisfy the following axioms:
(L1) (Associativity of addition)

x + (y + z) = (x + y) + z

for any elements x, y, z ∈ E.
(L2) (Commutativity of addition)

x + y = y + x

for any elements x, y ∈ E.
(L3) (Identity element of addition) There exists an element 0 of E, called the zero ele-

ment, such that

x + 0 = x

for any x ∈ E.
(L4) (Inverse elements of addition) For any x ∈ E there exists an element−x ∈ E, called

the additive inverse of x, such that

x + (−x) = 0.

(L5) (Compatibility of the scalar multiplication with field multiplication)

(ab)x = a(bx)

for any a, b ∈ F and for any x ∈ E.
(L6) (Distributivity of the scalar multiplication with respect to the addition of elements

of E)

a(x + y) = ax + ay

for any a ∈ F and for any x, y ∈ E.

https://doi.org/10.1515/9783110657722-001
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2 | 1 Vector, metric, normed and Banach spaces

(L7) (Distributivity of scalar multiplication with respect to field addition)

(a + b)x = ax + bx,

for any a, b ∈ F and for any x ∈ E.
(L8) 1 ⋅ x = x, for any x ∈ E.

The elements of E are commonly called vectors. The elements of F are commonly
called scalars. When the scalar field is the field of the real numbers R, then the vector
space E is called a real vector space. When the scalar field is the field of the complex
numbers C, we say that the vector space E is a complex vector space.

Below we will write x − y instead of x + (−y) for any x, y ∈ E.

Example 1.1 (The spacem of bounded number sequences). With m we will denote
the set of bounded number sequences x = {ξl}l∈N implying that for every x ∈ m there
exists a positive constant Kx such that |ξl| ≤ Kx for any l ∈ N. For x = {ξl}l∈N ∈ m and
y = {ηl}l∈N ∈ m, and a ∈ F, we define addition as follows:

x + y = {ξl + ηl}l∈N, (1.1)

and scalar multiplication by

ax = {aξl}l∈N. (1.2)

These operations are well defined. In fact, let x = {ξl}l∈N, y = {ηl}l∈N ∈ m and a ∈ F be
arbitrarily chosen and fixed. Then there exist constants Kx and Ky such that

|ξl| ≤ Kx and |ηl| ≤ Ky for any l ∈ N.

Hence,

|ξl + ηl| ≤ |ξl| + |ηl| ≤ Kx + Ky for any l ∈ N,

i. e., x + y ∈ m. Also, we have

|aξl| = |a||ξl| ≤ |a|Kx ,

i. e., ax ∈ m. Consequently the operations (1.1) and (1.2) arewell defined.Wewill prove
that m is a vector space over F. Suppose that a, b ∈ F and x = {ξl}l∈N, y = {ηl}l∈N,
z = {ζl}l∈N ∈ m be arbitrarily chosen and fixed.
1. Because

ξl + (ηl + ζl) = (ξl + ηl) + ζl for any l ∈ N,

we have

x + (y + z) = (x + y) + z.
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1.1 Vector spaces | 3

2. Since

ξl + ηl = ηl + ξl for any l ∈ N,

we have

x + y = y + x.

3. Let 0 = {0}l∈N. Then 0 ∈ m and

x + 0 = {ξl}l∈N + {0}l∈N = {ξl + 0}l∈N = {ξl}l∈N = x.

4. We define −x = {−ξl}l∈N. Then

x + (−x) = {ξl + (−ξl)}l∈N = {0}l∈N = 0.

5. We have

(ab)ξl = a(bξl) for any l ∈ N.

Then

(ab)x = {(ab)ξl}l∈N = {a(bξl)}l∈N = a{bξl}l∈N = a(b{ξl}l∈N) = a(bx).

6. We have

a(x + y) = a{ξl + ηl}l∈N = {a(ξl + ηl)}l∈N = {aξl + aηl}l∈N
= {aξl}l∈N + {aηl}l∈N = a{ξl}l∈N + a{ηl}l∈N = ax + ay.

7. We have

(a + b)x = (a + b){ξl}l∈N = {(a + b)ξl}l∈N = {aξl + bξl}l∈N
= {aξl}l∈N + {bξl}l∈N = a{ξl}l∈N + b{ξl}l∈N = ax + bx.

8. We have

1 ⋅ x = {1 ⋅ ξl}l∈N = {ξl}l∈N = x.

Example 1.2 (The space c of convergent number sequences). By c we will denote the
set of all convergent number sequences. For x = {ξl}l∈N, y = {ηl}l∈N ∈ c and a ∈ F we
define the operations addition

x + y = {ξl + ηl}l∈N (1.3)

and scalar multiplication

ax = {aξl}l∈N. (1.4)
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4 | 1 Vector, metric, normed and Banach spaces

These operations are well defined. In fact, let x = {ξl}l∈N ∈ c and y = {ηl}l∈N ∈ c be
arbitrarily chosen. Then there exist ξ , η ∈ F such that

lim
l→∞

ξl = ξ and lim
l→∞

ηl = η.

Hence,

ξ + η = lim
l→∞
(ξl + ηl),

whereupon we conclude that x + y ∈ c. Also,

aξ = lim
l→∞
(aξl), a ∈ F.

Therefore ax ∈ c for a ∈ F. Consequently the operations (1.3) and (1.4) arewell defined.
Now we will prove that c is a vector space. Take x = {ξl}l∈N ∈ c, y = {ηl}l∈N ∈ c and

z = {ζl}l∈N ∈ c arbitrarily.
1. Since

ξl + (ηl + ζl) = (ξl + ηl) + ζl, l ∈ N,

we conclude that

x + (y + z) = (x + y) + z.

2. Since

ξl + ηl = ηl + ξl, l ∈ N,

we get

x + y = y + x.

3. Let 0 = {0}l∈N. Then 0 is the zero element in c. In fact, we have

x + 0 = {ξl + 0}l∈N = {ξl}l∈N = x.

4. We define −x = {−ξl}l∈N. Note that x ∈ c and

x + (−x) = {ξl}l∈N + {−ξl}l∈N = {ξl + (−ξl)}l∈N = {0}l∈N.

5. Since for any a, b ∈ F we have

(ab)ξl = a(bξl), l ∈ N,

we conclude that

(ab)x = a(bx).
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1.1 Vector spaces | 5

6. For any a ∈ F we have

a(x + y) = a{ξl + ηl}l∈N = {aξl + aηl}l∈N = {aξl}l∈N + {aηl}l∈N
= a{ξl}l∈N + a{ηl}l∈N = ax + ay.

7. For any a, b ∈ F we have

(a + b)x = (a + b){ξl}l∈N = {(a + b)ξl}l∈N = {aξl + bξl}l∈N
= {aξl}l∈N + {bξl}l∈N = a{ξl}l∈N + b{ξl}l∈N = ax + bx.

8. We have

1 ⋅ x = {1 ⋅ ξl}l∈N = {ξl}l∈N = x.

Example 1.3 (The spaceM[0, 1] of bounded real functions). Consider the setM[0, 1] of
all bounded functions defined on [0, 1]. Let f , g ∈ M[0, 1] and a ∈ F be arbitrarily
chosen. We define addition inM[0, 1] as follows:

(f + g)(x) = f (x) + g(x) for any x ∈ [0, 1].

We define scalar multiplication inM[0, 1] as follows:

(af )(x) = a(f (x)) for any x ∈ [0, 1].

Firstly, we will prove that the operations addition and scalar multiplication are well
defined inM[0, 1]. In fact, let f , g ∈ M[0, 1] and a ∈ F be arbitrarily chosen. Then there
exist positive constants l1 and l2 such that

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 ≤ l1 and 󵄨󵄨󵄨󵄨g(x)

󵄨󵄨󵄨󵄨 ≤ l2 for any x ∈ [0, 1].

Hence,

󵄨󵄨󵄨󵄨af (x)
󵄨󵄨󵄨󵄨 ≤ |a|l1,

󵄨󵄨󵄨󵄨ag(x)
󵄨󵄨󵄨󵄨 ≤ |a|l2,

󵄨󵄨󵄨󵄨f (x) + g(x)
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ l1 + l2

for any x ∈ [0, 1].
Now we will prove thatM[0, 1] is a vector space. Let f , g, h ∈ M[0, 1] be arbitrarily

chosen.
1. Let x ∈ [0, 1] be arbitrarily chosen and fixed. Then f (x), g(x), h(x) ∈ F. Hence,

f (x) + (g(x) + h(x)) = (f (x) + g(x)) + h(x). (1.5)

Because x ∈ [0, 1] was arbitrarily chosen, we conclude that (1.5) holds for any
x ∈ [0, 1].
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6 | 1 Vector, metric, normed and Banach spaces

2. Let x ∈ [0, 1] be arbitrarily chosen and fixed. Then f (x), g(x) ∈ F. Hence,

f (x) + g(x) = g(x) + f (x). (1.6)

Because x ∈ [0, 1] was arbitrarily chosen, we conclude that (1.6) holds for any
x ∈ [0, 1].

3. Define

0(x) = 0

for any x ∈ [0, 1]. Let x ∈ [0, 1] be arbitrarily chosen and fixed. Then f (x) ∈ F and

0 + f (x) = f (x). (1.7)

Because x ∈ [0, 1] was arbitrarily chosen, we see that (1.7) holds for every x ∈ F.
4. Define

(−f )(x) = −(f (x))

for any x ∈ [0, 1]. Let x ∈ [0, 1] be arbitrarily chosen and fixed. Then f (x) ∈ F and
−f (x) ∈ F. Hence,

f (x) + (−f (x)) = 0. (1.8)

Because x ∈ [0, 1]was arbitrarily chosen, we see that (1.8) holds for any x ∈ [0, 1].
5. Let x ∈ [0, 1] and a, b ∈ F be arbitrarily chosen and fixed. Let also, a, b ∈ F. Then

f (x) ∈ F and

(ab)f (x) = a(bf (x)). (1.9)

Because x ∈ [0, 1] was arbitrarily chosen, we conclude that (1.9) holds for every
x ∈ [0, 1].

6. Let x ∈ [0, 1] and a ∈ F be arbitrarily chosen and fixed. Then f (x), g(x) ∈ F and

a(f (x) + g(x)) = af (x) + ag(x). (1.10)

Because x ∈ [0, 1]was arbitrarily chosen, we see that (1.10) holds for any x ∈ [0, 1].
7. Let x ∈ [0, 1] be arbitrarily chosen and fixed. Let also, a, b ∈ F. Then f (x) ∈ F and

(a + b)f (x) = af (x) + bf (x). (1.11)

Because x ∈ [0, 1] was arbitrarily chosen, we conclude that (1.11) holds for every
x ∈ [0, 1].
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8. Let x ∈ [0, 1] be arbitrarily chosen and fixed. Then f (x) ∈ F and

1 ⋅ f (x) = f (x). (1.12)

Because x ∈ [0, 1] was arbitrarily chosen, we conclude that (1.12) holds for any
x ∈ [0, 1].

Exercise 1.1. Let En be the set of all n-tuple of elements of F. In En we introduce the
operations addition

x + y = (ξ1 + η1, . . . , ξn + ηn),

for x = (ξ1, . . . , ξn), y = (η1, . . . , ηn) ∈ En, and scalar multiplication,

ax = (aξ1, . . . , aξn) for a ∈ F and x = (ξ1, . . . , ξn) ∈ En.

Prove thatEn is a vector space. The spaceEnwill be called then-dimensional Euclidean
space.

Exercise 1.2. With C[0, 1] we will denote the set of all continuous functions defined
on [0, 1]. Prove that C[0, 1] is a vector space.

Exercise 1.3. With swewill denote the set of all sequences of elements ofF. Prove that
s is a vector space.

Below by E we will denote a vector space.

Corollary 1.1. The zero element is unique.

Proof. Suppose that there are two zero elements 01 and 02 in E. Then

01 + 02 = 02 and 02 + 01 = 01.

Since E is a vector space we have

01 + 02 = 02 + 01.

Therefore

01 = 02,

which completes the proof.

Corollary 1.2. Let x ∈ E be arbitrarily chosen. If y ∈ E is such that x+y = 0, then y = −x.

Proof. We have

x + (y + (−x)) = (x + y) + (−x) = 0 + (−x) = −x
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and

x + (y + (−x)) = x + ((−x) + y) = (x + (−x)) + y = 0 + y = y.

Therefore y = −x, which completes the proof.

Corollary 1.3. For every x ∈ E we have

0 ⋅ x = 0.

Proof. We have

x = 1 ⋅ x = (1 + 0) ⋅ x = 1 ⋅ x + 0 ⋅ x = x + 0 ⋅ x.

Hence,

x + (−x) = (x + 0 ⋅ x) + (−x) = x + (0 ⋅ x + (−x)) = x + ((−x) + 0 ⋅ x)

= (x + (−x)) + 0 ⋅ x = 0 + 0 ⋅ x = 0 ⋅ x.

Because x + (−x) = 0, we conclude 0 = 0 ⋅ x. This completes the proof.

Corollary 1.4. For every x ∈ E we have

(−1) ⋅ x = −x.

Proof. Using Corollary 1.3, we have

(−1)x + x = (−1) ⋅ x + 1 ⋅ x = (−1 + 1) ⋅ x = 0 ⋅ x = 0.

Hence, by Corollary 1.2, we obtain (−1) ⋅ x = −x. This completes the proof.

Corollary 1.5. If x ∈ E, x ̸= 0, and ax = bx, a, b ∈ F, then a = b.

Proof. From ax = bx and bx − bx = 0, we get

0 = ax − bx = (a − b)x.

Assume that a ̸= b. Then

x = 1
a − b
((a − b)x) = 1

a − b
0 = 0,

which is a contradiction. This completes the proof.

Corollary 1.6. If a ∈ F, a ̸= 0, and ax = ay, x, y ∈ E, then x = y.
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Proof. We have

ax − ay = ay − ay = 0,

whereupon

a(x − y) = 0.

Hence, using a ̸= 0, we obtain

x − y = 1
a
(a(x − y)) = 1

a
0 = 0.

Therefore x = y, which completes the proof.

Definition 1.2. The elements x1, . . . , xn of the vector space E are said to be linearly in-
dependent, if any relation

a1x1 + ⋅ ⋅ ⋅ + anxn = 0,

implies that a1 = ⋅ ⋅ ⋅ = an = 0.

Definition 1.3. The elements x1, . . . , xn of the vector space E are said to be linearly de-
pendent, if the relation

a1x1 + ⋅ ⋅ ⋅ + anxn = 0,

is possible with at least one of the coefficients a1, . . . , an is not zero.

Example 1.4. Consider E3 and

x1 = (1, 1, 1), x2 = (2, 2, 2), x3 = (−3, −3, −3).

Then

x1 + x2 + x3 = 0.

Here a1 = a2 = a3 = 1. Therefore the elements x1, x2 and x3 are linearly dependent in
E3.

Example 1.5. Consider the set E[a, b] of all real-valued functions defined on [a, b] and
its elements

1, x, . . . , xp−1, p ∈ N.

Assume that there are constants b0, . . . , bp−1 ∈ F such that

b0 + b1x + ⋅ ⋅ ⋅ + bp−1x
p−1 = 0 in [a, b], (1.13)

and (b0, . . . , bp−1) ̸= (0, . . . ,0). Hence, equation (1.13) could hold for atmost p−1 values
of x, whereas it must hold for all x ∈ [a, b]. Therefore the elements 1, . . . , xp−1 of E[a, b]
are linearly independent.
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Example 1.6. Consider the set E[a, b] and its elements

0 and sin x.

Then

1 ⋅ 0 + 0 ⋅ sin x = 0 for all x ∈ [a, b].

Here a1 = 1 and a2 = 0. Therefore 0 and sin x are linearly dependent.

Exercise 1.4. Consider the set E[a, b]. Prove that ex and e2x are linearly independent.

Definition 1.4. The vector space E will be called m-dimensional if in it there are m
linearly independent elements and every m + 1 its elements are linearly dependent.
The dimension of the vector space E will be denoted by dim(E).

Example 1.7. Consider Em. Let

x1 = (1,0, . . . ,0),

x2 = (0, 1, . . . ,0),
...

xm = (0,0, . . . , 1).

Assume that there are ai ∈ F, i ∈ {1, . . . ,m}, such that∑
m
i=1 aixi = 0. Then

(a1, . . . , am) = (0, . . . ,0),

whereupon ai = 0, i ∈ {1, . . . ,m}. Therefore x1, . . . , xm are linearly independent. Let
now

y1 = (y
1
1 , . . . , y

1
m),

...

ym+1 = (y
m+1
1 , . . . , y

m+1
m )

be arbitrarily chosen elements of Em. Since

rank(
y11 ⋅ ⋅ ⋅ ym+11
...

...
...

y1m . . . ym+1m

) ≤ m,

we see that y1, . . . , ym+1 are linearly dependent. Therefore Em ism-dimensional.
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Example 1.8. Let n ∈ N. With Pn we will denote the set of all polynomials of degree n
with coefficients which are elements of the field F. Consider 1, t, . . . , tn. Assume that
there are ai ∈ F, i ∈ {1, . . . , n + 1}, such that

n+1
∑
i=1

ait
i−1 = 0 for all t ∈ R. (1.14)

Because (1.14) has at most n solutions with respect to t, we conclude that (1.14) holds if
ai = 0, i ∈ {1, . . . , n + 1}. Therefore 1, t, . . . , tn are linearly independent. Let now pi ∈ Pn,
i ∈ {1, . . . , n + 2}, be arbitrarily chosen and

pi(t) =
n+1
∑
j=1

αijt
j−1, αij ∈ F,

i ∈ {1, . . . , n + 2}, j ∈ {1, . . . , n + 1}. Assume that there are bi ∈ F, i ∈ {1, . . . , n + 2}, such
that

n+2
∑
i=1

bipi(t) = 0 for all t ∈ R.

Hence,

n+2
∑
i=1

biα
i
j = 0, j ∈ {1, . . . , n + 1}. (1.15)

Since

rank(
α11 . . . α1n+1
...

...
...

αn+21 . . . αn+2n+1

) ≤ n + 1,

we conclude that (1.15) holds if bi ̸= 0 for some i ∈ {1, . . . , n + 2}. Therefore every n + 2
elements of Pn are linearly dependent. Hence, dim(Pn) = n + 1.

Exercise 1.5. Let m ∈ N. WithMm we will denote the set of all m × mmatrices whose
entries are elements of F. Prove thatMm is a vector space and dim(Mm) = m2.

Definition 1.5. Let E be a vector space with dim(E) = m. Then every system of m lin-
early independent elements of E will be called a basis of E.

Theorem 1.1. Let E be a vector space with dim(E) = mand {e1, . . . , em} be its basis. Then
every x ∈ E can be represented in a unique way in the form

x = α1e1 + ⋅ ⋅ ⋅ + αmem, αi ∈ F, i ∈ {1, . . . ,m}. (1.16)
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Proof. Since e1, . . . , em, x are linearly dependent, there are α̃i ∈ F, i ∈ {1, . . . ,m + 1},
such that

α̃1e1 + ⋅ ⋅ ⋅ + α̃mem + α̃m+1x = 0, (α̃1, . . . , α̃m+1) ̸= (0, . . . ,0).

Assume that α̃m+1 = 0. Then

α̃1e1 + ⋅ ⋅ ⋅ + α̃mem = 0, (α̃1, . . . , α̃m) ̸= (0, . . . ,0),

which is a contradiction because {e1, . . . , em} is a basis in E. Therefore α̃m+1 ̸= 0. Hence,

x = − α̃1
α̃m+1

e1 − ⋅ ⋅ ⋅ −
α̃m
α̃m+1

em.

We set αi = −
α̃i

α̃m+1 , i ∈ {1, . . . ,m}, and we get the representation (1.16). Now we assume
that

x = β1e1 + ⋅ ⋅ ⋅ + βmem, βi ∈ F, i ∈ {1, . . . ,m}.

Then, using (1.16), we obtain

0 = (α1 − β1)e1 + ⋅ ⋅ ⋅ + (αm − βm)em.

Since {e1, . . . , em} is a basis in E, from the last equality we conclude that αi = βi, i ∈
{1, . . . ,m}. This completes the proof.

Definition 1.6. A vector space E is infinite-dimensional if for every natural n there is a
system of n linearly independent elements in E.

Example 1.9. Consider 𝒞([a, b]). Because for every n ∈ N the elements

1, t, . . . , tn

is linearly independent, we conclude that 𝒞([a, b]) is an infinite-dimensional vector
space.

Exercise 1.6. Let k ∈ N be arbitrarily chosen. Prove that 𝒞k([a, b]) is an infinite-
dimensional vector space.

Definition 1.7. Let E be a vector space. Suppose that V ⊆ E. If V is a vector space itself
with the same vector space operations asE has, thenV is called a linear subspace ofE.

Theorem 1.2. Let E be am-dimensional vector space andV be its linear subspace. Then
dim(V) ≤ m.

Proof. Suppose that dim(V) > m. Then there are dim(V) linearly independent ele-
ments inV. SinceV is a linear subspaceofE,we conclude that inE there aredim(V) lin-
early independent elements, which is a contradiction. This completes the proof.
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Theorem 1.3. Let E be a vector space and V be a subset of E. Then V is a nonempty
linear subspace if and only if V satisfies the following properties.
1. 0 ∈ V,
2. if x, y ∈ V, then x + y ∈ V,
3. if x ∈ V and a ∈ F, then ax ∈ V.

Proof.
1. Let V satisfies (1), (2) and (3). By (1) it follows that V is nonempty. The properties

(2) and (3) ensure closure ofV under addition and scalar multiplication. Since the
elements ofV are necessarily elements of E, the axioms (L1), (L2), (L3), (L5), (L6),
(L7) and (L8) are satisfied. By the closure of V under scalar multiplication and
Corollary 1.4, it follows that −x = (−1) ⋅ x ∈ V and x + (−x) = 0 for every x ∈ V, i. e.,
the axiom (L4) is satisfied.

2. LetV be a nonempty linear subspace of E. ThenV is itself a vector space under the
operations induced byE. So, the properties (2) and (3) are satisfied. By property (3)
and Corollary 1.4, we have−x ∈ V for every x ∈ V. Hence, it follows thatV is closed
under subtraction as well. Because V is nonempty, there is an element x ∈ V. For
this we have x − x = 0 ∈ V, i. e., the property (1) is satisfied. This completes the
proof.

Theorem 1.4. Let E be a vector space and V be its nonempty subset. Then V is a linear
subspace of E if and only if every linear combination of finitely many elements of V also
belongs to V.

Proof.
1. LetVbea subspace. Then theproperties (1), (2) and (3) of Theorem1.3 are satisfied.

Let x1, . . . , xk ∈ V and a1, . . . , ak ∈ F be arbitrarily chosen. Then, by the property
(3) of Theorem 1.3, it follows that

alxl ∈ V for any l ∈ {1, . . . , k}.

Hence, by the property (2) of Theorem 1.3, it follows that

a1x1 + a2x2 ∈ V.

Again, by the property (2) of Theorem 1.3, it follows that

a1x1 + a2x2 + a3x3 ∈ V.

And so on,

a1x1 + ⋅ ⋅ ⋅ + akxk ∈ V.
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2. Let V is closed under linear combination of finitely many its elements. Then, if
x, y ∈ V and a ∈ F be arbitrarily chosen, we get

x + y ∈ V and ax ∈ V,

i. e., the properties (2) and (3) of Theorem 1.3 are satisfied. Now, using the same
arguments as in the second part of the proof of Theorem 1.3, we conclude that the
property (1) of Theorem 1.3 is satisfied. This completes the proof.

Definition 1.8. Let E be a vector space and x1, . . . , xk ∈ E. The set

Span{x1, . . . , xk} = {a1x1 + ⋅ ⋅ ⋅ + akxk : al ∈ F, l ∈ {1, . . . , k}}

will be called the span of the elements x1, . . . , xk .

Theorem 1.5. Let E be a vector space and x1, . . . , xk be its elements. Then Span{x1, . . . ,
xk} is a linear subspace of E.

Proof. Note that 0 ∈ Span{x1, . . . , xk} because

0 = 0x1 + ⋅ ⋅ ⋅ + 0xk ∈ Span{x1, . . . , xk}.

Let

x = a1x1 + ⋅ ⋅ ⋅ + akxk , y = b1x1 + ⋅ ⋅ ⋅ + bkxk , al, bl ∈ F, l ∈ {1, . . . , k}.

Then, for any a, b ∈ F, we have aal, bbl ∈ F, l ∈ {1, . . . , k}, and

ax + by = aa1x1 + ⋅ ⋅ ⋅ + aakxk + bb1x1 + ⋅ ⋅ ⋅ + bbkxk
= (aa1 + bb1)x1 + ⋅ ⋅ ⋅ + (aak + bbk)xk ∈ Span{x1, . . . , xk}.

Also, ax ∈ Span{x1, . . . , xk}. Hence, by Theorem 1.3, it follows that Span{x1, . . . , xk} is a
linear subspace. This completes the proof.

Theorem 1.6. The intersection of any collection of linear subspaces of a vector space E
is a linear subspace of E.

Proof. Let {An}n∈𝒜 be a collection of linear subspaces of the vector space E. Here𝒜 is
an index set. We set

B = ⋂
n∈𝒜

An.

Since 0 ∈ An for any n ∈ 𝒜, we see that 0 ∈ B. Let x, y ∈ B and a, b ∈ F be arbitrarily
chosen. Then x, y ∈ An for any n ∈ 𝒜. Because An, n ∈ 𝒜, are linear subspaces of E,
we conclude that ax + by, ax ∈ An for any n ∈ 𝒜. Therefore ax + by, ax ∈ B. Hence, by
Theorem 1.3, we see that B is a linear subspace of E. This completes the proof.
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Definition 1.9. Suppose that E is a vector space and S is its subset. There exist linear
subspaces An containing the set S. For example, the space E is a such subspace. By
B we will denote the intersection of any linear subspaces containing the set S. Then
B contains S and it is the smallest such linear subspace. The subspace B is called the
linear subspace spanned by S or the span of S.

Theorem 1.7. IfS is any set of elements in a vector spaceEand ifB is the linear subspace
spanned by S, then B is the same as the set of all linear combinations of elements of S.

Proof. Let C be the set of all linear combinations of elements of S. Note that C is a
linear subspace containing S. Therefore

B ⊆ C. (1.17)

On the other hand, since B is spanned by S it must contain all linear combinations of
elements of S. Consequently

C ⊆ B.

From the last inclusion and from (1.17), we conclude that B = C. This completes the
proof.

Theorem 1.8. Let A and B be linear subspaces of a vector space E and C be the linear
subspace spanned by A and B together. Then C is the same as the set of all elements of
the form x + y with x ∈ A and y ∈ B.

Proof. Let D be the set of all elements of the form x + y, x ∈ A and y ∈ B. Then

C ⊆ D. (1.18)

Since C is spanned by A and B together it must contain all elements of the form x + y,
x ∈ A and y ∈ B. Therefore

D ⊆ C.

From the last inclusion and from (1.18), we conclude that C = D. This completes the
proof.

Prompted by Theorem 1.8, we shall use the notation A +B for the linear subspace
C spanned by the linear subspaces A and B together.

Definition 1.10. We will say that a linear subspace A of a vector space E is a comple-
ment of a linear subspace B of E if

A ∩ B = {0} and A + B = E.
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Example 1.10. LetA and B be finite-dimensional linear subspaces of the same dimen-
sion. Suppose that A ⊆ B. We will prove that A = B. In fact, let dim(A) = dim(B) = m.
Then there are m linearly independent elements of A, {x1, . . . , xm}. Since A ⊆ B, we
see that {x1, . . . , xm} are linearly independent elements of B. Hence, using dim(B) = m,
we conclude that every element of B is a linear combination of {x1, . . . , xm}. Therefore
B ⊆ A, which completes the proof.

Exercise 1.7. Let x1, x2 and x3 be elements of the vector spaceE forwhich x1+x2+x3 = 0.
Prove that x1 and x2 span the same linear subspace as x2 and x3.

Exercise 1.8. A polynomial y is called even if y(−x) = y(x) identically in x and odd if
y(−x) = −y(x) identically in x.
1. Prove that the sets Peven and Podd of even and odd polynomials, respectively, are

linear subspaces of the space P of all polynomials with coefficients in F.
2. Prove that Peven and Podd are each other’s complements.

Definition 1.11. Two vector spaces U and V, over the same field F, are called isomor-
phic if there is a one-to-one correspondence between the elements x of U and the ele-
ments y of V, say y = T(x), such that

T(a1x1 + a2x2) = a1T(x1) + a2T(x2)

for any a1, a2 ∈ F and any x1, x2 ∈ U. In other words, U and V are isomorphic if there
is an isomorphism between them, where an isomorphism is a one-to-one correspon-
dence that preserves all linear relations.

Theorem 1.9. LetUandVbe vector spaces that are isomorphic andT is an isomorphism
between them, T(x) = y, x ∈ U, y ∈ V. Then T(0) = 0.

Proof. For x ∈ U we have

T(0) = T(x − x) = T(x) − T(x) = 0,

which completes the proof.

Theorem 1.10. Let U and V be vector spaces that are isomorphic and T is an isomor-
phism between them, T(x) = y, x ∈ U, y ∈ V.
1. If {x1, . . . , xn} are linearly dependent, then {T(x1), . . . ,T(xn)} are linearly dependent.
2. If {x1, . . . , xn} are linearly independent, then {T(x1), . . . ,T(xn)} are linearly indepen-

dent.

Proof.
1. Since {x1, . . . , xn} are linearly dependent elements of U, there are constants α1, . . . ,

αn ∈ F such that

α1x1 + ⋅ ⋅ ⋅ + αnxn = 0, (α1, . . . , αn) ̸= (0, . . . ,0).
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Hence,

0 = T(α1x1 + ⋅ ⋅ ⋅ + αnxn) = α1T(x1) + ⋅ ⋅ ⋅ + αnT(xn).

Therefore {T(x1), . . . ,T(xn)} are linearly dependent elements of V .
2. Let {x1, . . . , xn} be linearly independent elements of U. Assume that {T(x1), . . . ,

T(xn)} are linearly dependent elements of V. Then there are α1, . . . , αn ∈ F,
(α1, . . . , αn) ̸= (0, . . . ,0), such that

α1T(x1) + ⋅ ⋅ ⋅ + αnT(xn) = 0.

Hence,

T(α1x1 + ⋅ ⋅ ⋅ + αnxn) = 0.

Therefore, using Theorem 1.9, we get

α1x1 + ⋅ ⋅ ⋅ + αnxn = 0,

which is a contradiction. This completes the proof.

Corollary 1.7. Let U and V be finite-dimensional vector spaces that are isomorphic.
Then dim(U) = dim(V).

Theorem 1.11. Every n-dimensional vector space U over the field F is isomorphic to En.

Proof. Let {x1, . . . , xn} be any basis in U. Then every x ∈ U can be represented in the
form

x = ξ1x1 + ⋅ ⋅ ⋅ + ξnxn,

where ξi ∈ F, i ∈ {1, . . . , n}, are uniquely determined by x. We consider the one-to-one
correspondence

x 󳨃→ (ξ1, . . . , ξn)

between U and En. If

y = η1x1 + ⋅ ⋅ ⋅ + ηnxn, ηl ∈ F, l ∈ {1, . . . , n},

then for any a, b ∈ F we have

ax + by = a(ξ1x1 + ⋅ ⋅ ⋅ + ξnxn) + b(η1x1 + ⋅ ⋅ ⋅ + ηnxn)
= (aξ1 + bη1)x1 + ⋅ ⋅ ⋅ + (aξn + bηn)xn,

this establishes the desired isomorphism.
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Theorem 1.12. Let U and V be n-dimensional vector spaces. Then they are isomorphic.

Proof. By Theorem 1.11 it follows that there exist isomorphisms T1 and T2 between U
and En and En and V, respectively. Then T2 ∘ T1 is an isomorphism between U and V,
which completes the proof.

Definition 1.12. A linear functional on a vector space E is a scalar-valued function y
defined for every element x ∈ E with the property

y(a1x1 + a2x2) = a1y(x1) + a2y(x2)

for any a1, a2 ∈ F and any x1, x2 ∈ E. The space of all linear functionals on E will be
denoted by E󸀠. We define the zero in E󸀠 as follows: y(x) = 0 for any x ∈ E. If y1 and y2
are two linear functionals on E and if a1, a2 ∈ F, then a1y1 + a2y2 is a linear functional
on E. With these concepts (zero, addition, scalar multiplication), the set E󸀠 forms a
vector space, the dual space of E.

Example 1.11. Consider En. Let α1, . . . , αn, β ∈ F, β ̸= 0, be fixed. For any x ∈ En, x =
(ξ1, . . . , ξn), we define the scalar-valued function

y(x) = α1ξ1 + ⋅ ⋅ ⋅ + αnξn + β.

If x1 = (ξ 11 , . . . , ξ
1
n), x2 = (ξ

2
1 , . . . , ξ

2
n ) ∈ En and a1, a2 ∈ F be arbitrarily chosen, then

a1x1 = (a1ξ
1
1 , . . . , a1ξ

1
n),

a2x2 = (a2ξ
2
1 , . . . , a2ξ

2
n),

a1x1 + a2x2 = (a1ξ
1
1 + a2ξ

2
1 , . . . , a1ξ

1
n + a2ξ

2
n),

a1y(x1) = a1α1ξ
1
1 + ⋅ ⋅ ⋅ + a1αnξ

1
n + a1β,

a2y(x2) = a2α1ξ
2
1 + ⋅ ⋅ ⋅ + a2αnξ

2
n + a2β,

y(a1x1 + a2x2) = α1(a1ξ
1
1 + a2ξ

2
1 ) + ⋅ ⋅ ⋅ + αn(a1ξ

1
n + a2ξ

2
n) + β.

Since a1β + a2β ̸= β unless a1 + a2 = 1, we conclude that y is not a linear functional on
En.

Example 1.12. Consider C over R. For every x = a + ib ∈ C, a, b ∈ R, we define the
scalar-valued function y as follows:

y(x) = a.

Let

x1 = a1 + ib1, x2 = a2 + ib2, a1, a2, b1, b2 ∈ R, α1, α2 ∈ R

be arbitrarily chosen. Then

α1y(x1) = α1a1, α2y(x2) = α2a2,
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α1x1 + α2x2 = (α1a1 + α2a2) + i(α1b2 + α2b2),
y(α1x1 + α2x2) = α1a1 + α2a2 = α1y(x1) + α2y(x2).

Consequently y is a linear functional on C.

Exercise 1.9. Consider C. For x = a + ib ∈ C, a, b ∈ R, we define the scalar-valued
function y as follows:

y(x) = √a2 + b2.

Check if y is a linear functional on C.

Answer. No.

Definition 1.13. Suppose that E is a vector space and E󸀠 is its dual space. We make
correspond [x, y], x ∈ E, y ∈ E󸀠, to be the value of y at x. In terms of the symbol [x, y]
the defining property of a linear functional is

[a1x1 + a2x2, y] = a1[x1, y] + a2[x2, y]

and the definition of the linear operations for linear functionals is

[x, a1y1 + a2y2] = a1[x, y1] + a2[x, y2].

The two relations together are expressed by saying that [x, y] is a bilinear functional
of the elements x ∈ E and y ∈ E󸀠.

Theorem 1.13. Let E be a n-dimensional vector space and {x1, . . . , xn} is its basis. Let
also, {a1, . . . , an} be a set of n scalars. Then there exists a unique linear functional y such
that [xi, y] = ai, i ∈ {1, . . . , n}.

Proof. For any x ∈ E and any linear functional y ∈ E󸀠 we have

x = ξ1x1 + ⋅ ⋅ ⋅ + ξnxn and [x, y] = ξ1[x1, y] + ⋅ ⋅ ⋅ + ξn[xn, y], ξl ∈ F, l ∈ {1, . . . , n}.

We define a linear functional ỹ such that [xi, ỹ] = ai, i ∈ {1, . . . , n}. Then the value of
[x, ỹ] is determined by

[x, ỹ] = a1ξ1 + ⋅ ⋅ ⋅ + anξn.

Suppose that there are two linear functionals ỹ and ̃ỹ such that

[xi, ỹ] = [xi, ̃ỹ] = ai, i ∈ {1, . . . , n}.

Then ỹ − ̃ỹ is a linear functional and

[x, ỹ − ̃ỹ] = 0.

Therefore ỹ = ̃ỹ. This completes the proof.
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Theorem 1.14. Let E be a vector space with a basis {x1, . . . , xn}. Then there exists a
uniquely determined basis in E󸀠, {y1, . . . , yn}, such that [xi, yj] = δij, i, j ∈ {1, . . . , n}. Here
δij = 1 if i = j and δij = 0 if i ̸= j, i, j ∈ {1, . . . , n}.

Proof. By Theorem 1.13, it follows that there are uniquely determined functionals
{y1, . . . , yn} such that [xi, yj] = δij, i, j ∈ {1, . . . , n}. We will prove that {y1, . . . , yn} is a basis
in E󸀠. Suppose that

a1y1 + ⋅ ⋅ ⋅ + anyn = 0

for some ai ∈ F, i ∈ {1, . . . , n}. Then for any x ∈ E we have

[x, a1y1 + ⋅ ⋅ ⋅ + anyn] = a1[x, y1] + ⋅ ⋅ ⋅ + an[x, yn] = 0.

In particular, if x = xi, i ∈ {1, . . . , n}, we get

[xi, a1y1 + ⋅ ⋅ ⋅ + anyn] =
n
∑
j=1

aj[xi, yj] =
n
∑
j=1

ajδij = ai, i ∈ {1, . . . , n}.

Therefore ai = 0, i ∈ {1, . . . , n}, and hence, {y1, . . . , yn} are linearly independent. Let
y ∈ E󸀠 be arbitrarily chosen. We set [xi, y] = αi, i ∈ {1, . . . , n}, and let x = ∑

n
i=1 ξixi. Then

[x, y] = [
n
∑
i=1

ξixi, y] =
n
∑
i=1

ξi[xi, y] =
n
∑
i=1

αiξi.

On the other hand,

[x, yj] = [
n
∑
i=1

ξixi, yj] =
n
∑
i=1

ξi[xi, yj] =
n
∑
i=1

ξiδij = ξj, j ∈ {1, . . . , n}.

Therefore

[x, y] =
n
∑
i=1

αi[x, yi] = [x,
n
∑
i=1

αiyi].

Consequently y = ∑ni=1 αiyi and the proof of the theorem is complete.

Theorem 1.15. Let E be a n-dimensional vector space. Then, for any x ∈ E, x ̸= 0, there
corresponds an y ∈ E󸀠 such that [x, y] ̸= 0.

Proof. Let {x1, . . . , xn} be a basis in E. Then, using Theorem 1.14, there exists a uniquely
determined basis in E󸀠, {y1, . . . , yn}. If x = ∑

n
i=1 ξixi ∈ E, then [x, yj] = ξj, j ∈ {1, . . . , n}.

Hence, if [x, y] = 0 for any y ∈ E󸀠, then ξj = 0, j ∈ {1, . . . , n}, and hence x = 0, which
completes the proof.
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Definition 1.14. IfU andV be vector spaces over the same field, their direct sum is the
vector space W, denoted by U ⊕ V, whose elements are all ordered pairs ⟨x, z⟩ with
x ∈ U and z ∈ V, with linear operations defined by

a1⟨x1, z1⟩ + a2⟨x2, z2⟩ = ⟨a1x1 + a2x2, a1z1 + a2z2⟩.

ConsiderW = U ⊕V. The set of all elements of the form ⟨u,0⟩ is a linear subspace
ofW. The correspondence ⟨u,0⟩ 󳨃󳨀→ u shows that this linear subspace is isomorphic
to U. It is convenient to identify u and ⟨u,0⟩, to speak of U as a linear subspace ofW.
Similarly, the elements v ∈ V may be identified with the elements of the form ⟨0, v⟩
inW. In the case in which U and V have no non-zero elements in common, we could
have defined the direct sum of U and V as the set consisting of all u ∈ U and all v ∈ V,
and all those pairs ⟨u, v⟩ for which u ̸= 0 and v ̸= 0.

Theorem 1.16. If U and V are linear subspaces of the vector space E, then the following
three conditions are equivalent:
1. E = U ⊕ V,
2. U ∩ V = {0} and U + V = E,
3. Every element z ∈ Wmay be written in the form z = u + v, with u ∈ U and v ∈ V, in

one and only one way.

Proof.
1 󳨐⇒ 2. We assume that E = U ⊕ V. Suppose that z = ⟨u, v⟩ ∈ U, z = ⟨u, v⟩ ∈ V. Then

u = v = 0 and z = 0. Therefore U ∩ V = {0}. Since the representation

z = ⟨u,0⟩ + ⟨0, v⟩

is valid for every z, it follows that U + V = E.
2 󳨐⇒ 3. We assume 2. Then for every element z ∈ E we have the representation

z = u + v.

Assume that z = u1 + v1 for u1 ∈ U and v1 ∈ V. Then

u + v = u1 + v1,

whereupon

u − u1 = v1 − v.

Since U and V are vector spaces, we have u − u1 ∈ U and v1 − v ∈ V. Hence,

u − u1 = 0 = v1 − v or u = u1, v = v1.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



22 | 1 Vector, metric, normed and Banach spaces

3 󳨐⇒ 1. We form the direct sum U ⊕ V and then identify ⟨u,0⟩ and ⟨0, v⟩ with u and v,
respectively. We committed to identifying the sum

⟨u, v⟩ = ⟨u,0⟩ + ⟨0, v⟩

with what we have assuming to be the general element z = u + v of E. From the
hypothesis that the representation of z in the form u + v is unique, we conclude
that the correspondence between ⟨u,0⟩ and u, also between ⟨0, v⟩ and v, is one-
to-one. This completes the proof.

Theorem 1.17. Let U and V be vector spaces with dim(U) = m and dim(V) = n. Then
dim(U ⊕ V) = m + n.

Proof. Let {x1, . . . , xm} be a basis in U and {y1, . . . , yn} be a basis in V. Consider the set

{x1, . . . , xm, y1, . . . , yn}.

By Theorem 1.16, assertion (3), it follows that every element z ∈ U ⊕ V can be repre-
sented in a unique way in the form u + v, u ∈ U, v ∈ V. Since u ∈ U and v ∈ V, we
have

u = a1x1 + ⋅ ⋅ ⋅ + amxm, v = b1y1 + ⋅ ⋅ ⋅ + bnyn, ai, bj ∈ F,

i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}. Hence,

z = u + v = a1x1 + ⋅ ⋅ ⋅ + amxm + b1y1 + ⋅ ⋅ ⋅ + bnyn.

Consider

α1x1 + ⋅ ⋅ ⋅ + αmxm + β1y1 + ⋅ ⋅ ⋅ + βnyn = 0.

The uniqueness of the representation of 0 in the form of u + v implies that

α1x1 + ⋅ ⋅ ⋅ + αmxm = β1y1 + ⋅ ⋅ ⋅ + βnyn = 0,

and hence the linear independence of {x1, . . . , xm} and the linear independence of
{y1, . . . , yn} imply that

α1 = ⋅ ⋅ ⋅ = αm = β1 = ⋅ ⋅ ⋅ = βn = 0.

Consequently {x1, . . . , xm, y1, . . . , yn} are linearly independent. This completes the
proof.

Theorem 1.18. If E is a finite-dimensional vector space and if {y1, . . . , ym} is any set of
linearly independent elements of E, then unless y’s already form a basis. We can find
elements ym+1, . . . , ym+p so that the totality of the y, that is,

{y1, . . . , ym, ym+1, . . . , ym+p},

is a basis.
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Proof. Let {x1, . . . , xn} be a basis in E. Consider the set

S = {y1, . . . , ym, x1, . . . , xn}.

Since y’s are linear combination of x’s, the set S is linearly dependent. Hence, some
element of S is a linear combination of the preceding ones. Because {y1, . . . , ym} are
linearly independent, this element may be different from y’s. Let this element is xi. We
consider

S󸀠 = {y1, . . . , ym, x1, . . . , xi−1, xi+1, . . . , xn}.

If S󸀠 is linearly independent, then we are done. If it is not, we act as above while we
reach a linearly independent set containing y1, . . . , ym, in terms of which we may ex-
press every element in E. This completes the proof.

Theorem 1.19. Let E be an n +m-dimensional vector space and U be its n-dimensional
linear subspace of E. Then there exists an m-dimensional linear subspace V of E such
that E = U ⊕ V.

Proof. Let {x1, . . . , xn} be a basis in U. Because E is m + n-dimensional vector space,
using Theorem 1.18, there is a set {y1, . . . , ym} such that {x1, . . . , xn, y1, . . . , ym} is a basis
of E. Let V be spanned by {y1, . . . , ym}. Then E = U ⊕ V. This completes the proof.

Definition 1.15. Assume that A and B be two nonempty sets. The Cartesian product of
A with B, denoted by A × B, is defined to be the collection of all ordered pairs (a, b),
where a ∈ A and b ∈ B. We consider (a, b) = (a󸀠.b󸀠) if and only if a = a󸀠 and b = b󸀠. For
a nonempty set X, we call a subset R of X ×X a relation on X and write xRx󸀠 provided
(x, x󸀠) ∈ R. The relation R is said to be
1. reflexive provided xRx for all x ∈ X,
2. symmetric provided xRx󸀠 if x󸀠Rx,
3. transitive provided whenever xRx󸀠 and x󸀠Rx󸀠󸀠, we have xRx󸀠󸀠.

A relation R on a set X is called an equivalence relation provided it is reflexive, sym-
metric, and transitive. Sometimes, an equivalence relation is denoted by ∼.

Definition 1.16. Let E be a vector space and V be its linear subspace. We define an
equivalence relation ∼ on E by stating that x ∼ y if x − y ∈ V. The equivalence class of
x is often denoted by

[x] = x + V.

We have

[x] = {x + y : y ∈ V}.
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The quotient space E/V is often denoted as E/ ∼ and defined as the set of all classes
over E by ∼. Scalar multiplication and addition are defined on the equivalence classes
by

α[x] = [αx], α ∈ F, x ∈ E, (1.19)
[x] + [y] = [x + y]. (1.20)

Exercise 1.10. Prove that the operations (1.19) and (1.20) are well defined, i. e., do not
depend on the choice of representatives.

Exercise 1.11. Prove that E/V is a linear subspace of E.

Theorem 1.20. Let m < n and U is an m-dimensional linear subspace of the n-
dimensional vector space E. Then E/U has dimension n −m.

Proof. By Theorem 1.19, it follows that there exists a linear subspace V of E such that
E = U ⊕ V. Then we see that dim(V) = n − m and V is isomorphic of E/U. Hence, by
Corollary 1.7, it follows that dim(E/U) = n −m. This completes the proof.

1.2 Metric spaces

Definition 1.17. A metric space is an ordered pair (M, d), where M is a set and d is a
metric onM, i. e., a function d : M×M 󳨃󳨀→ R such that for any x, y, z ∈ M the following
holds.
1. d(x, y) ≥ 0 non-negativity or separation axiom,
2. d(x, y) = 0 ⇐⇒ x = y identity of indiscernible,
3. d(x, y) = d(y, x) symmetry,
4. d(x, z) ≤ d(x, y) + d(y, z) triangle inequality.

The first condition follows from the other three. In fact, for any x, y ∈ M, using the
triangle inequality, we have

d(x, x) ≤ d(x, y) + d(y, x).

Hence, using the symmetry, we have d(x, y) = d(y, x) and

d(x, x) ≤ 2d(x, y).

From this, using the identity of indiscernible, we get

2d(x, y) ≥ 0 or d(x, y) ≥ 0.

The function d is also called the distance function or simply the distance. When it is
clear from the context what metric is used, d is omitted and one just writes M for a
metric space.
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Example 1.13. The real numbers with the distance function

d(x, y) = |x − y|

given by the absolute difference, is a metric space.

Example 1.14. The positive real numbers with the distance function

d(x, y) =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(y

x
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

is a metric space. In fact,
1. d(x, y) ≥ 0 for any x, y ∈ R+.
2.

d(x, y) = 0 ⇐⇒
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(y

x
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= 0 ⇐⇒

log(y
x
) = 0 ⇐⇒

y
x
= 1 or x = y, x, y ∈ R+.

3.

d(x, y) =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(y

x
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
− log(x

y
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(x

y
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= d(y, x), x, y ∈ R+.

4. For x, y, z ∈ R+ we have

d(x, z) =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log( z

x
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(y

x
⋅ z
y
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(y

x
) + log( z

y
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log(y

x
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log( z

y
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= d(x, y) + d(y, z).

Example 1.15. LetM be any nonempty set. ThenM is a metric space with the distance
function

d(x, y) = 0 if x = y and d(x, y) = 1 otherwise,

called the discrete metric.

Exercise 1.12. Prove that

d(x, y) = max
i∈{1,...,n}
|xi − yi|, x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ En,

is a metric on En.
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If (M, d) is a metric space and X is a subset of M, then (X, d) becomes a metric
space by restricting the domain of d to X × X.

Definition 1.18. An element x of a metric spaceM is said to be the limit of a sequence
{xn}n∈N of elements of M, if d(xn, x) → 0 as n → ∞. In this case, we write xn → x as
n→∞ or limn→∞ xn = x.

Theorem 1.21. If a sequence {xn}n∈N of elements of a metric space M converges to an
element x ∈ M, then every subsequence {xnk }k∈N of the sequence {xn}n∈N also converges
to the same limit.

Proof. Let ϵ > 0 be arbitrarily chosen. Then there exists N = N(ϵ) > 0 such that

d(xn, x) < ϵ

for any n > N . In particular, when nk > N we get

d(xnk , x) < ϵ,

which completes the proof.

Theorem 1.22. A sequence {xn}n∈N of elements of a metric spaceM can converge to at
most one limit.

Proof. Assume that xn → x and xn → y as n → ∞, x, y ∈ M. Let ϵ > 0 be arbitrarily
chosen. Then there exists N = N(ϵ) > 0 such that

d(xn, x) <
ϵ
2

and d(xn, y) <
ϵ
2

for any n > N . Hence, for any n > N, we get

d(x, y) ≤ d(x, xn) + d(xn, y) <
ϵ
2
+ ϵ
2
= ϵ.

Because ϵ > 0 was arbitrarily chosen, we conclude that x = y. This completes the
proof.

Theorem 1.23. If a sequence {xn}n∈N of elements ofM converges to an element x ∈ M,
then the set {d(xn, y) : n ∈ N} is bounded for every y ∈ M.

Proof. Let y ∈ M and ϵ > 0 be arbitrarily chosen. Then there exists N = N(ϵ) > 1,
N ∈ N, such that

d(xn, x) <
ϵ
2

for any n > N .

Hence, for any n > N we have

d(xn, y) ≤ d(xn, x) + d(x, y) <
ϵ
2
+ d(x, y).
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We set

K = max{d(x1, y), . . . , d(xN , y),
ϵ
2
+ d(x, y)}.

Therefore

d(xn, y) ≤ K for any n ∈ N.

This completes the proof.

Definition 1.19. LetM be a metric space.
1. The set

Br(a) = {x ∈ M : d(x, a) < r}(Br[a] = {x ∈ M : d(x, a) ≤ r})

is called an open (closed) ball with a center a and radius r.
2. Every open ball with center a point x ∈ M is called a neighborhood of the point x.
3. A set lying in an open ball is called bounded.
4. Let X ⊆ M. Then a point a ∈ M is called an accumulation (limit) point of X if

Br(a) ∩ (X \ {a}) ̸= 0,

for any r > 0. The set of all points of X plus the limit points of X is called the
closure of X and it is denoted by X. Evidently, X ⊆ X. The closure of the empty set
we define as the empty set.

Theorem 1.24. LetM be a metric space and X,Y ⊆ M. Then
1. X ∪ Y = X ∪ Y,
2. X ∩ Y ⊆ X ∩ Y.

Proof.
1. Let a ∈ X ∪ Y and r > 0 be arbitrarily chosen.

(a) Let a ∈ X ∪ Y . Then

a ∈ X or a ∈ Y .

Hence, a ∈ X or a ∈ Y and then a ∈ X ∪ Y .
(b) Let a is a limit point of X ∪ Y . Then

Br(a) ∩ ((X ∪ Y) \ {a}) ̸= 0.

Let y ∈ Br(a) ∩ ((X ∪ Y) \ {a}) be arbitrarily chosen. Then

y ̸= a, y ∈ X ∪ Y and d(a, y) < r.
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If y ∈ X, we get

y ̸= a, y ∈ X and d(a, y) < r,

i. e., y ∈ Br(a) ∩ (X \ {a}). From this, we conclude that

Br(a) ∩ (X \ {a}) ̸= 0.

Because r > 0 was arbitrarily chosen, we obtain a ∈ X. Hence, a ∈ X ∪ Y .
Similarly, if y ∈ Y, we see that a ∈ Y and hence, a ∈ X ∪ Y .

Since a ∈ X ∪ Y was arbitrarily chosen and for it we see that it is an element of
X ∪ Y , we obtain

X ∪ Y ⊆ X ∪ Y . (1.21)

Let now a ∈ X ∪ Y and r > 0 be arbitrarily chosen. Then a ∈ X or a ∈ Y .
(a) Suppose that a ∈ X. If a ∈ X, then a ∈ X ∪ Y and a ∈ X ∪ Y . Assume that a is a

limit point of X. Then

Br(a) ∩ (X \ {a}) ̸= 0.

There exists y ∈ Br(a) ∩ (X \ {a}). Hence,

y ̸= a, y ∈ X and d(a, y) < r.

From this,

y ̸= a, y ∈ X ∪ Y and d(a, y) < r,

i. e., Br(a)∩ ((X ∪Y) \ {a}) ̸= 0. Since r > 0was arbitrarily chosen, we conclude
that a ∈ X ∪ Y.

(b) Let a ∈ Y . As above, we get a ∈ X ∪ Y .
Because a ∈ X ∪ Y was arbitrarily chosen and for it we see that it is an element of
X ∪ Y, we conclude that

X ∪ Y ⊆ X ∪ Y.

From the previous relation and from (1.21) we obtain X ∪ Y = X ∪ Y.
2. Let a ∈ X ∩ Y and r > 0 be arbitrarily chosen and fixed.

(a) Let a ∈ X ∩ Y . Then a ∈ X and a ∈ Y . Hence, a ∈ X and a ∈ Y . Then a ∈ X ∩ Y .
(b) Assume that a is a limit point of X ∩ Y . Then

Br(a) ∩ ((X ∩ Y) \ {a}) ̸= 0.

Let z ∈ Br(a) ∩ ((X ∩ Y) \ {a}). Hence,

z ∈ Br(a), z ∈ X ∩ Y and z ̸= a,
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whereupon

z ∈ Br(a), z ∈ X, z ̸= a and z ∈ Br(a), z ∈ Y , z ̸= a.

Since r > 0 was arbitrarily chosen, we see that a ∈ X and a ∈ Y. Therefore
a ∈ X ∩ Y.

Because a ∈ X ∩ Y was arbitrarily chosen and we have obtained a ∈ X ∩ Y, we
conclude the desired relation. This completes the proof.

Definition 1.20. LetM be a metric space and X,Y ⊆ M.
1. We say that the set X is closed if X = X.
2. We say that the set X is open ifM \ X is closed.
3. We say that the set X is dense in Y if Y ⊆ X.
4. The set X is said to be everywhere dense inM ifM = X.
5. The set X inM is said to be nowhere dense inM if every ball ofM contains a ball

free from points of X.

Definition 1.21. Let (L, dL) and (M, dM) be metric spaces. We say that the function f :
L 󳨃󳨀→ M is a continuous function at the point x0 ∈ L if for every ϵ > 0 there is a
δ = δ(ϵ) > 0 such that dL(x, x0) < δ, x ∈ L, implies dM(f (x), f (x0)) < ϵ. We say that the
function f is continuous on L if it is continuous at every point of L.

1.3 Useful inequalities

We will give here some important inequalities. These inequalities play an important
role in applied mathematics. Let 1 ≤ p ≤ ∞, we denote by q the conjugate of p, i. e.,
1
p +

1
q = 1.

Theorem 1.25 (Young’s inequality). Let a, b > 0, p, q ∈ (1,∞), 1
p +

1
q = 1. Then

ab ≤ a
p

p
+ b

q

q
. (1.22)

The equality holds if and only if ap = bq.

Proof. Because the mapping x 󳨃󳨀→ ex is convex, we get

ab = elog a+log b = e
1
p log a

p+ 1q log b
q
≤ 1
p
elog a

p
+ 1
q
elog b

q
= a

p

p
+ b

q

q
.

Now we will prove that the equality holds if and only if ap = bq. When a = 0 or b = 0
the assertion is evident. Assume that a ̸= 0 and b ̸= 0. We set t = ab−

q
p or a = tb

q
p .
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Then

ap

p
+ b

q

q
− ab = t

pbq

p
+ b

q

q
− tb

q
p+1 = t

pbq

p
+ b

q

q
− tbq(

1
p+

1
q )

= t
pbq

p
+ b

q

q
− tbq = bq( t

p

p
+ 1
q
− t).

Hence,

ap

p
+ b

q

q
− ab = 0⇐⇒

bq( t
p

p
+ 1
q
− t) = 0⇐⇒

tp

p
+ 1
q
− t = 0⇐⇒ t = 1⇐⇒ ap = bq.

(because, if we take f (t) = tp
p +

1
q − t, we have f (1) = 0, f

󸀠(t) = tp−1 − 1, f 󸀠(t) ≥ 0 for t ≥ 1
and f 󸀠(t) ≤ 0 for t ∈ [0, 1]) This completes the proof.

Theorem 1.26 (Young’s inequality with ϵ). Let a, b, ϵ > 0, p, q ∈ (1,∞), 1
p +

1
q = 1. Then

ab ≤ ϵap + C(ϵ)bq, C(ϵ) = 1
q(ϵp)

q
p
.

The equality holds if and only if ap = bq
(ϵp)q .

Proof. Let

a1 = (ϵp)
1
p a, b1 =

b

(ϵp)
1
p
.

We apply Young’s inequality (1.22) for a1 and b1 and we get

ab ≤ ϵpa
p

p
+ 1
(ϵp)

q
p q

bq = ϵap + C(ϵ)bq.

The equality holds if and only if ap1 = b
q
1 . This completes the proof.

Theorem 1.27 (Hölder’s inequality). Let ξj, ηj ∈ C, j ∈ {1, . . . , l}, p, q > 1, 1
p +

1
q = 1. Then

l
∑
k=1
|ξkηk | ≤ (

l
∑
k=1
|ξk |

p)

1
p

(
l
∑
k=1
|ηk |

q)

1
q

. (1.23)

The equality holds if and only if |ξj|p(∑
l
k=1 |ηk |

q) = |ηj|q(∑
l
k=1 |ξk |

p) for any j ∈ {1, . . . , l}.
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Proof. If ∑lk=1 |ξk |
p = 0 (∑lk=1 |ηk |

q = 0), then ξk = 0 (ηk = 0) for any k ∈ {1, . . . , l} and
the assertion is evident. Assume that∑lk=1 |ξk |

p ̸= 0 and∑lk=1 |ηk |
q ̸= 0. We set

a =
|ξj|

(∑lk=1 |ξk |p)
1
p
, b =

|ηj|

(∑lk=1 |ηk |q)
1
q

for some j ∈ {1, . . . , l}. We apply Young’s inequality. We obtain

|ξjηj|

(∑lk=1 |ξk |p)
1
p (∑lk=1 |ηk |q)

1
q
≤
|ξj|p

p∑lk=1 |ξk |p
+
|ηj|q

q∑lk=1 |ηk |q
,

whereupon

l
∑
j=1

|ξjηj|

(∑lk=1 |ξk |p)
1
p (∑lk=1 |ηk |q)

1
q
≤

l
∑
j=1

|ξj|p

p∑lk=1 |ξk |p
+

l
∑
j=1

|ηj|q

q∑lk=1 |ηk |q

=
∑lj=1 |ξj|

p

p∑lk=1 |ξk |p
+
∑lj=1 |ηj|

q

q∑lk=1 |ηk |q
= 1
p
+ 1
q
= 1.

From theprevious inequalityweget the inequality (1.23). This completes theproof.

Theorem 1.28 (Minkowski’s inequality). Let ξk , ηk ∈ C, k ∈ {1, . . . , l}. Then for every
p ≥ 1 we have

(
l
∑
k=1
|ξk + ηk |

p)

1
p

≤ (
l
∑
k=1
|ξk |

p)

1
p

+ (
l
∑
k=1
|ηk |

p)

1
p

.

Proof. If∑lk=1 |ξk + ηk |
p = 0 the assertion is evident. Assume that∑lk=1 |ξk + ηk |

p ̸= 0.
1. Let p = 1. Then

l
∑
k=1
|ξk + ηk | ≤

l
∑
k=1
(|ξk | + |ηk |) =

l
∑
k=1
|ξk | +

l
∑
k=1
|ηk |.

2. Letp > 1.We choose q to be the conjugate of p. Then q(p−1) = p andusingHölder’s
inequality, we obtain

l
∑
k=1
|ξk + ηk |

p =
l
∑
k=1
|ξk + ηk |

p−1|ξk + ηk | ≤
l
∑
k=1
|ξk + ηk |

p−1|ξk | +
l
∑
k=1
|ξk + ηk |

p−1|ηk |

≤ (
l
∑
k=1
|ξk + ηk |

(p−1)q)

1
q

(
l
∑
k=1
|ξk |

p)

1
p

+ (
l
∑
k=1
|ξk + ηk |

(p−1)q)

1
q

(
l
∑
k=1
|ηk |

p)

1
p
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= (
l
∑
k=1
|ξk + ηk |

p)

1
q

((
l
∑
k=1
|ξk |

p)

1
p

+ (
l
∑
k=1
|ηk |

p)

1
p

),

whereupon

(
l
∑
k=1
|ξk + ηk |

p)
1− 1q

≤ (
l
∑
k=1
|ξk |

p)

1
p

+ (
l
∑
k=1
|ηk |

p)

1
p

,

which completes the proof.

1.4 Complete spaces

LetM be a metric space.

Definition 1.22. A sequence {xn}n∈N of elements ofM is said to be a fundamental se-
quence or a Cauchy sequence if for any ϵ > 0 there is an N = N(ϵ) > 0 such that
d(xn, xm) < ϵ wheneverm, n ≥ N .

Theorem 1.29. Let {xn}n∈N be a sequence of elements of the metric space M that con-
verges to x0. Then it is a Cauchy sequence.

Proof. Let ϵ > 0 be arbitrarily chosen. Since {xn}n∈N converges to x0, there is an N =
N(ϵ) > 0 such that

d(xn, x0) <
ϵ
2

whenever n ≥ N .

Hence,

d(xn, xm) ≤ d(xn, x0) + d(x0, xm) <
ϵ
2
+ ϵ
2
= ϵ whenever n,m ≥ N .

This completes the proof.

Definition 1.23. Themetric spaceM is said to be complete if every its Cauchy sequence
is convergent to a limit point inM.

Example 1.16. Consider the space C([a, b]), the space of all continuous functions on
[a, b]. We provide this space with the metric

d(f , g) = max
t∈[a,b]
󵄨󵄨󵄨󵄨f (t) − g(t)

󵄨󵄨󵄨󵄨, f , g ∈ C([a, b]).

Let {fn}n∈N be a Cauchy sequence of elements of C([a, b]), i. e., d(fn, fm) → 0 as n,m→
∞. Then the sequence {fn}n∈N satisfies the Cauchy condition of uniform convergence
on [a, b]. If f is the limit of this sequence, then f is continuous on [a, b], i. e., f ∈
C([a, b]). Therefore C([a, b]) is a complete metric space.
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Example 1.17. Consider the spacem. In this space we define a metric as follows:

d(x, y) = sup
i∈N
|ξi − ηi|, x = {ξl}l∈N, y = {ηl}l∈N ∈ m.

Let {xn}n∈N be a Cauchy sequence in m, i. e., d(xn, xm) → 0 as n,m → ∞. Let also,
xn = {ξ nl }l∈N. We take ϵ > 0 arbitrarily. Then there is an N = N(ϵ) > 0 such that

sup
l∈N

󵄨󵄨󵄨󵄨ξ
n
l − ξ

m
l
󵄨󵄨󵄨󵄨 < ϵ for any m, n ≥ N . (1.24)

Since xn ∈ m for any n ∈ N, then for any n ∈ N there is a Kn > 0 such that

󵄨󵄨󵄨󵄨ξ
n
l
󵄨󵄨󵄨󵄨 ≤ Kn for any l ∈ N. (1.25)

By (1.24) we get

󵄨󵄨󵄨󵄨ξ
n
l − ξ

m
l
󵄨󵄨󵄨󵄨 < ϵ for any m, n ≥ N (1.26)

and for any l ∈ N. Therefore for any l ∈ N the sequence {ξ nl }n∈N satisfies the Cauchy
condition. Hence, for any l ∈ N the sequence {ξ nl }n∈N converges to ξl. Let m → ∞ in
(1.26). Then

󵄨󵄨󵄨󵄨ξ
n
l − ξl
󵄨󵄨󵄨󵄨 < ϵ for any n ≥ N (1.27)

and for any l ∈ N. Hence, by (1.25), we get

|ξl| =
󵄨󵄨󵄨󵄨ξ
N
l − ξl − ξ

N
l
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨ξ
N
l − ξl
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨ξ
N
l
󵄨󵄨󵄨󵄨 < ϵ + KN

for any l ∈ N. Consequently the sequence {ξl}l∈N is a bounded sequence. Let x = {ξl}l∈N.
Then x ∈ m. From (1.27) we obtain

sup
l∈N

󵄨󵄨󵄨󵄨ξ
n
l − ξl
󵄨󵄨󵄨󵄨 < ϵ for any n ≥ N .

Since ϵ > 0 was arbitrarily chosen, we conclude that xn → x as n → ∞. Thereforem
is a complete metric space.

Example 1.18. Consider the setQ of rational numbers, in which a metric is defined by

d(r1, r2) = |r1 − r2|, r1, r2 ∈ Q.

Consider the sequence {(1 + 1
n )

n}n∈N. This sequence is a Cauchy sequence. Its limit is
e, which is not a rational number. Therefore Q is not a complete metric space.

Exercise 1.13. For p ≥ 1, p < ∞, with lp we denote the set of all sequences x = {ξl}l∈N,
ξl ∈ C, l ∈ N, such that

∞

∑
l=1
|ξl|

p < ∞.
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In lp we define a metric by

d(x, y) = (
∞

∑
l=1
|ξl − ηl|

p)

1
p

, x = {ξl}l∈N, y = {ηl}l∈N. (1.28)

1. Prove that (1.28) satisfies all axioms for a metric.
2. Prove that lp is a complete metric space.

Exercise 1.14. For k ∈ N0 with Ck([a, b]) we will denote the set of all k-times continu-
ously differentiable functions on [a, b]. In Ck([a, b]) we define a metric by

d(f , g) =
k
∑
l=0

max
x∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(x) − g(l)(x)󵄨󵄨󵄨󵄨, f , g ∈ Ck([a, b]). (1.29)

1. Prove that (1.29) satisfies all axioms for a metric.
2. Prove that Ck([a, b]) is a complete metric space.

Below we will give analogs of Cantor’s lemma for contracting intervals.

Theorem 1.30. Consider the sequence of closed balls

Br1 [a1] ⊃ Br2 [a2] ⊃ ⋅ ⋅ ⋅ ⊃ Brn [an] ⊃ ⋅ ⋅ ⋅

in the complete metric space M. If rn → 0 as n → ∞, then these balls have a unique
common point.

Proof. Consider the sequence {al}l∈N of the centers of the considered sequence of
closed balls. Let p ∈ N be arbitrarily chosen. Because Brn+p [an+p] ⊂ Brn [an], we have
an+p ∈ Brn [an], whereupon

d(an+p, an) ≤ rn.

Using that rn → 0 as n → ∞, from the previous inequality we get d(an+p, an) → 0 as
n → ∞. Since p ∈ N was arbitrarily chosen, we conclude that the sequence {al}l∈N is
a Cauchy sequence in the complete metric spaceM. Therefore it is convergent and let
its limit is a. We have a ∈ M. Let k ∈ N be arbitrarily chosen and fixed. Then

ak , ak+1, . . . ∈ Brk [ak].

Hence, using the fact that Brk [ak] is a closed set and an → a, as n → ∞, we obtain
a ∈ Brk [ak]. Because k ∈ N was arbitrarily chosen and fixed, we conclude that a ∈
Brl [al] for any l ∈ N. Now we assume that b ∈ M is a common point of the considered
sequence of closed balls such that d(a, b) = δ > 0. Then

δ = d(a, b) ≤ d(a, an) + d(an, b) ≤ rn + rn = 2rn for any n ∈ N,

which is a contradiction because rn → 0 as n→∞. This completes the proof.
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Definition 1.24. Let X be a bounded set in a metric spaceM. The diameter of X is de-
fined by

diam(X) = sup
x,y∈X

d(x, y).

Using this definition, we can generalize Theorem 1.30 in the following manner.

Theorem 1.31. Let

Br1 [a1] ⊃ Br2 [a2] ⊃ ⋅ ⋅ ⋅ ⊃ Brn [an] ⊃ ⋅ ⋅ ⋅

be a sequence of closed balls in the complete metric spaceM whose diameters tend to
zero. Then these balls have a unique common point.

Proof. Since the diameters ofBrn [an] tend to zero as n→∞, wehave rn → 0as n→∞.
Hence, by Theorem 1.30, we go to the desired result. This completes the proof.

Theorem 1.32. If in a metric spaceM any sequence of closed balls

Br1 [a1] ⊃ Br2 [a2] ⊃ ⋅ ⋅ ⋅ ⊃ Brn [an] ⊃ ⋅ ⋅ ⋅

whose diameters tend to zero has a nonempty intersection, then the spaceM is complete.

Proof. Let {xn}n∈N be arbitrarily chosen Cauchy sequence inM. Let also, ϵ ∈ (0, 12 ) be
arbitrarily chosen. Then there is an N = N(ϵ) > 0 such that

d(xnk+p, xnk ) < ϵ
k

for any nk > N and for any p ∈ N. Consider the sequence of closed balls Bϵk−1 [xnk ] for
nk > N and k ∈ N. Let k ∈ N be arbitrarily chosen and fixed, and y ∈ Bϵk [xnk+1 ] be
arbitrarily chosen. Then d(xnk+1 , y) < ϵk and

d(xnk , y) ≤ d(xnk+1 , xnk ) + d(xnk+1 , y) < ϵk + ϵk
= 2ϵk < ϵk−1.

Therefore y ∈ Bϵk−1 [xnk ]. Because y ∈ Bϵk [xnk+1 ] was arbitrarily chosen and we see that
it is an element of Bϵk−1 [xnk ], we conclude that

Bϵk−1 [xnk ] ⊃ Bϵk [xnk+1 ].
Since k ∈ N was arbitrarily chosen, we obtain

B1[xn1 ] ⊃ Bϵ[xn2 ] ⊃ ⋅ ⋅ ⋅ ⊃ Bϵk−1 [xnk ] ⊃ ⋅ ⋅ ⋅ .
By the assumptions, we see that there is an x0 ∈ Bϵk−1 [xnk ] for any k ∈ N. We have
xnk → x0 as k →∞. For n, nk > N, we get

d(xn, x0) ≤ d(xn, xnk ) + d(xnk , x0) < ϵ
k + ϵk−1.

Because ϵ ∈ (0, 12 ) was arbitrarily chosen, we conclude that xn → x0 as n → ∞. This
completes the proof.
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Definition 1.25. A setM is said to be of the first category if it can be written as a count-
able union of nowhere dense sets. Otherwise, it is said to be of the second category.

Theorem 1.33. A nonempty complete metric spaceM is a set of the second category.

Proof. Assume thatM is a set of the first category. Then

M = ⋃
n∈N

Xn,

where Xn, n ∈ N, are nowhere dense sets in M. Let ϵ ∈ (0, 1) be arbitrarily chosen.
Then there is a ball Bϵ[a1] ⊂ M that does not contain any point of X1. There is a ball
Bϵ2 [a2] ⊂ Bϵ[a1] that does not contain any point ofX2, and so on. In this waywe obtain
the sequence of closed balls

Bϵ[a1] ⊃ Bϵ2 [a2] ⊃ ⋅ ⋅ ⋅ ⊃ Bϵn [an] ⊃ ⋅ ⋅ ⋅ .

Because ϵn → 0 as n → ∞ andM is a complete metric space, there is a ∈ Bϵk [ak] for
any k ∈ N. We have a ∈ M. On the other hand, a ∉ Xk for any k ∈ N. Hence, a ∉ M,
which is a contradiction. This completes the proof.

Definition 1.26. Let (P, dP) and (M, dM) be metric spaces. If there is a one-to-one cor-
respondence f between P andM, f (P) = M, and

dP(x, y) = dM(f (x), f (y)) for any x, y ∈ P,

then the spaces P andM is said to be isometric.

Theorem 1.34 (The completion of metric spaces). LetM be a metric space that is non-
complete. Then there is a complete metric space P such that it has a subset L which is
everywhere dense in P and isometric toM.

Proof. Consider all sequences of elements ofMwhich are Cauchy sequences.We asso-
ciate every two Cauchy sequences {xn}n∈N and {x󸀠n}n∈N to the same class if d(xn, x󸀠n) → 0
as n → ∞. We consider this class x̃ as an element of a new set P. Let x̃, ỹ ∈ P and
{xn}n∈N ∈ x̃, {yn}n∈N ∈ ỹ. We have

d(xn, yn) ≤ d(xn, xm) + d(xm, yn) ≤ d(xn, xm) + d(xm, ym) + d(ym, yn).

Hence,

d(xn, yn) − d(xm, ym) ≤ d(xn, xm) + d(ym, yn). (1.30)

If the indicesm and n are interchanged, then we get

d(xm, ym) − d(xn, yn) ≤ d(xn, xm) + d(yn, ym).
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From the previous inequality and from (1.30), we obtain

󵄨󵄨󵄨󵄨d(xn, yn) − d(xm, ym)
󵄨󵄨󵄨󵄨 ≤ d(xn, xm) + d(yn, ym). (1.31)

Since the sequences {xn}n∈N and {yn}n∈N are fundamental sequences, from the inequal-
ity (1.31), we conclude that the sequence {d(xn, yn)}n∈N is a Cauchy sequence in R.
Therefore there exists limn→∞ d(xn, yn). Using this, we can define ametric in the space
P as follows:

d(x̃, ỹ) = lim
n→∞

d(xn, yn). (1.32)

We will show that d(x̃, ỹ) does not depend on the choice of the representatives {xn}n∈N
and {yn}n∈N of the classes x̃ and ỹ, respectively. Let {x󸀠n}n∈N ∈ x̃ and {y

󸀠
n}n∈N ∈ ỹ. Then

d(xn, yn) ≤ d(xn, x
󸀠
n) + d(x

󸀠
n, yn) ≤ d(xn, x

󸀠
n) + d(x

󸀠
n, y
󸀠
n) + d(y

󸀠
n, yn).

From this,

lim
n→∞

d(xn, yn) ≤ lim
n→∞

d(xn, x
󸀠
n) + limn→∞

d(x󸀠n, y
󸀠
n) + limn→∞

d(y󸀠n, yn) = lim
n→∞

d(x󸀠n, y
󸀠
n),

i. e.,

lim
n→∞

d(xn, yn) ≤ lim
n→∞

d(x󸀠n, y
󸀠
n). (1.33)

Also,

d(x󸀠n, y
󸀠
n) ≤ d(x

󸀠
n, xn) + d(xn, y

󸀠
n) ≤ d(x

󸀠
n, xn) + d(xn, yn) + d(yn, y

󸀠
n).

Hence,

lim
n→∞

d(x󸀠n, y
󸀠
n) ≤ lim

n→∞
d(x󸀠n, xn) + limn→∞

d(xn, yn) + limn→∞
d(yn, y

󸀠
n) = lim

n→∞
d(xn, yn).

From the previous inequality and from (1.33), we obtain

lim
n→∞

d(xn, yn) = lim
n→∞

d(x󸀠n, y
󸀠
n).

Now we will show that (1.32) satisfies all axioms for a metric. Suppose that x̃, ỹ, ̃z ∈ P
and {xn}n∈N ∈ x̃, {yn}n∈N ∈ ỹ and {zn}n∈N ∈ ̃z.
1. Since d(xn, yn) ≥ 0 for any n ∈ N, we have

d(x̃, ỹ) ≥ 0.

2. We have d(x̃, ỹ) = 0 if and only if limn→∞ d(xn, yn) = 0 if and only if {xn}n∈N and
{yn}n∈N belong to the same class, which is possible if and only if x̃ = ỹ.
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3. We have

d(x̃, ỹ) = lim
n→∞

d(xn, yn) = lim
n→∞

d(yn, xn) = d(ỹ, x̃).

4. We have

d(x̃, ỹ) = lim
n→∞

d(xn, yn) ≤ lim
n→∞

d(xn, zn) + limn→∞
d(zn, yn) = d(x̃, ̃z) + d( ̃z, ỹ).

Nowwe will prove that P is a complete metric space. Suppose that {x̃n}n∈N is a Cauchy
sequence in P. Then d(x̃n, x̃m) → 0 as m, n → ∞. Let {xnk }k∈N ∈ x̃

n. Since {xnk }k∈N is a
Cauchy sequence, there exists kn ∈ N such that

d(xnp , x
n
kn) ≤

1
n

for any p > kn. (1.34)

Now we consider the sequence {xlkl }l∈N. We have

d(xnkn , x
m
km) ≤ d(x

n
kn , x

n
p) + d(x

n
p , x

m
km) ≤ d(x

n
kn , x

n
p) + d(x

n
p , x

m
p ) + d(x

m
p , x

m
km). (1.35)

Let ϵ > 0 be arbitrarily chosen and fixed. Since {x̃n}n∈N is a Cauchy sequence in P, we
have d(x̃m, x̃n) → 0 asm, n→∞. Therefore there exists n0 ∈ N such that

d(x̃n, x̃m) = lim
p→∞

d(xnp , x
m
p ) <

ϵ
2

wheneverm, n ≥ n0. Hence, there is p1 ∈ N so that

d(xnp , x
m
p ) <

ϵ
2

(1.36)

whenever m, n ≥ n0 and p ≥ p1. If there is a need we enlarge n0 so that
1
n0
< ϵ

4 . Then,
form, n ≥ n0, p > max{kn, km, p1}, using (1.34), (1.35) and (1.36), we get

1
n ,

1
m <

ϵ
4 and

d(xnkn , x
m
km) ≤

1
n
+ ϵ
2
+ 1
m
< ϵ
4
+ ϵ
2
+ ϵ
4
= ϵ. (1.37)

Therefore the sequence {xnkn }n∈N is a Cauchy sequence. We have

d(x̃n, x̃) = lim
p→∞

d(xnp , x
p
kp
) ≤ lim

p→∞
d(xnp , x

n
kn) + limp→∞

d(xnkn , x
p
kp
) ≤ 1

n
+ lim
p→∞

d(xnkn , x
p
kp
).

Hence, by (1.37), for n ≥ n0, we get

d(x̃n, x̃) ≤ 1
n0
+ ϵ ≤ ϵ

4
+ ϵ.

Consequently the sequence {x̃n}n∈N converges to x̃ ∈ P. Therefore P is a complete met-
ric space.
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Now we consider the set L of all sequences of the form {x, . . . , x, . . .}. We see that
if {x, . . . , x, . . .} ∈ x̃ and {y, . . . , y, . . .} ∈ ỹ, then d(x, y) = d(x̃, ỹ). Note that there is an
one-to-one correspondence f between L andM, defined by

f (x) = {x, . . . , x, . . .}, x ∈ M.

Also, L andM are isometric. Nowwewill prove that L is everywhere dense in P. Let x̃ ∈
Pbe the class containing the sequence {xn}n∈N.We choose n ∈ N such thatd(xn, xm) < ϵ
for any m > n. We construct the sequence {xn, . . . , xn, . . .} and denote by x̃ϵ the class
containing this sequence. We have x̃ϵ ∈ L. Also,

d(x̃, x̃ϵ) = lim
m→∞

d(xm, xn) ≤ ϵ.

Therefore L is everywhere dense in P.
Now we will prove that the space P is uniquely defined to within isometry. Let Y

be another completemetric space inwhichM is everywhere dense. Then every ỹ ∈ Y is
the limit of some sequence {xn}n∈N ⊆ M. Since {xn}n∈N is a Cauchy sequence, it defines
some element x̃ ∈ P. We associate the element x̃ with the element ỹ. Let now ̃z ∈ P be
given and {zn}n∈N be a fundamental sequence in the class ̃z. Since {zn}n∈N belongs to
Y, it defines some element ̃̃z ∈ Y. Associating this element with ̃z, we obtain an one-
to-one correspondence between the elements of the spaces P and Y. Also, we have

d(x̃, ̃z) = lim
n→∞

d(xn, zn) = d(ỹ, ̃̃z),

i. e., the correspondence between P and Y is isometric.

Definition 1.27. The space P, defined by Theorem 1.34, is called the completion of the
spaceM.

Example 1.19. Let P([a, b]) be the space of all polynomials defined on [a, b]. We pro-
vide this space with a metric

d(p, q) = max
t∈[a,b]
󵄨󵄨󵄨󵄨p(t) − q(t)

󵄨󵄨󵄨󵄨, p, q ∈ P([a, b]).

Wesee thatP([a, b]) is not a completemetric space. SinceP([a, b]) is everywhere dense
inC([a, b]) andC([a, b]) is complete, we see thatC([a, b]) is the completion ofP([a, b]).

1.5 Normed spaces

It is well known that the notion of norm is of fundamental importance in discussing
linear topological spaces. We shall begin with the definition of the semi-norm.

Definition 1.28. A real-valued function ν defined on a vector space E is called a semi-
norm on E, if the following conditions are satisfied:
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1. ν(x + y) ≤ ν(x) + ν(y) for any x, y ∈ E, sub-additivity.
2. ν(αx) = |α|ν(x) for any x ∈ E, homogeneity.
3. ν(x) ≥ 0 for any x ∈ E, non-negativity.

Theorem 1.35. If E is a real vector space and ν : E 󳨃󳨀→ R is a semi-norm, then

ν(x − y) ≥ 󵄨󵄨󵄨󵄨ν(x) − ν(y)
󵄨󵄨󵄨󵄨,

for any x, y ∈ E.

Proof. We have

ν(x) ≤ ν(x − y) + ν(y)

for any x, y ∈ E,

ν(x) − ν(y) ≤ ν(x − y) (1.38)

for any x, y ∈ E. Since

ν(x − y) = |−1|ν(y − x) ≥ ν(y) − ν(x)

for any x, y ∈ E, we have

−(ν(x) − ν(y)) ≤ ν(x) − ν(y) (1.39)

for any x, y ∈ E. The inequalities (1.38) and (1.39) give the desired inequality.

Definition 1.29. A normed space is an ordered pair (E, ‖ ⋅ ‖), where E is a vector space
over F and ‖ ⋅ ‖ is a norm on E, i. e., a function ‖ ⋅ ‖ : E 󳨃󳨀→ R such that for any x, y, z ∈ E
the following hold:
1. ‖x‖ ≥ 0 non-negativity,
2. ‖x‖ = 0 iff x = 0 separate points,
3. ‖λx‖ = |λ|‖x‖ for any λ ∈ F homogeneity of the norm,
4. ‖x + y‖ ≤ ‖x‖ + ‖y‖ triangle inequality.

Note that the first condition follows from the other three. To see this, we take x ∈ E
arbitrarily. Then

‖0‖ = 󵄩󵄩󵄩󵄩x + (−x)
󵄩󵄩󵄩󵄩 ≤ ‖x‖ + ‖−x‖ = ‖x‖ +

󵄩󵄩󵄩󵄩(−1)x
󵄩󵄩󵄩󵄩

= ‖x‖ + |−1|‖x‖ = 2‖x‖.

Hence, using the second condition, we see that ‖x‖ ≥ 0.
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Example 1.20. In En we define a norm as follows:

‖x‖ = (
n
∑
l=1
|xl|

2)

1
2

, xl ∈ F, l ∈ {1, . . . , n}, x = (x1, . . . , xn). (1.40)

We will check that (1.40) satisfies all axioms for a norm. Take x, y ∈ F, x = (x1, . . . , xn),
y = (y1, . . . , yn), arbitrarily. Then
1. ‖x‖ ≥ 0.
2. ‖x‖ = 0 iff (∑nl=1 |xl|

2)
1
2 = 0 iff xl = 0 for any l ∈ {1, . . . , n}.

3.

‖λx‖ = (
n
∑
l=1
|λxl|

2)

1
2

= (
n
∑
l=1
|λ|2|xl|

2)

1
2

= |λ|(
n
∑
l=1
|xl|

2)

1
2

= |λ|‖x‖

for any λ ∈ F.
4. Applying Minkowski’s inequality, we get

‖x + y‖ = (
n
∑
l=1
|xl + yl|

2)

1
2

≤ (
n
∑
l=1
|xl|

2)

1
2

+ (
n
∑
l=1
|yl|

2)

1
2

= ‖x‖ + ‖y‖.

Example 1.21. In the space Ck([a, b]) we define a norm

‖f ‖ =
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(t)󵄨󵄨󵄨󵄨, f ∈ Ck([a, b]). (1.41)

We will check that (1.41) satisfies all axioms for a norm. Let f , g ∈ Ck([a, b]) and λ ∈ F
be chosen arbitrarily. Then
1. ‖f ‖ ≥ 0.
2.

0 = ‖f ‖ iff
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(t)󵄨󵄨󵄨󵄨 = 0 iff

max
t∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(t)󵄨󵄨󵄨󵄨 = 0 for any l ∈ {0, . . . , k} iff f ≡ 0 on [a, b].

3.

‖λf ‖ =
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨(λf )
(l)(t)󵄨󵄨󵄨󵄨 =

k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨λf
(l)(t)󵄨󵄨󵄨󵄨

= |λ|
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(t)󵄨󵄨󵄨󵄨 = |λ|‖f ‖.
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4.

‖f + g‖ =
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨(f + g)

(l)(t)󵄨󵄨󵄨󵄨 =
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(t) + g(l)(t)󵄨󵄨󵄨󵄨

≤
k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨f
(l)(t)󵄨󵄨󵄨󵄨 +

k
∑
l=0

max
t∈[a,b]
󵄨󵄨󵄨󵄨g
(l)(t)󵄨󵄨󵄨󵄨 = ‖f ‖ + ‖g‖.

Example 1.22. With lp, p ≥ 1, we denote the set of all sequences x = {xl}l∈N for which
∑∞l=1 |xl|

p < ∞. Note that lp is a vector space. In lp, p ≥ 1, p < ∞, we define

‖x‖ = (
∞

∑
l=1
|xl|

p)

1
p

, x = {xl}l∈N ∈ lp. (1.42)

Wewill check if (1.42) satisfies all axioms for anorm. Let x, y ∈ lp, x = {xl}l∈N, y = {yl}l∈N,
λ ∈ F, be arbitrarily chosen. Then
1. ‖x‖ ≥ 0.
2.

0 = ‖x‖ iff (
∞

∑
l=1
|xl|

p)

1
p

= 0 iff

∞

∑
l=1
|xl|

p = 0 iff xl = 0 for any l ∈ N iff x = 0.

3.

‖λx‖ = (
∞

∑
l=1
|λxl|

p)

1
p

= (
∞

∑
l=1
|λ|p|xl|

p)

1
p

= |λ|(
∞

∑
l=1
|xl|

p)

1
p

= |λ|‖x‖.

4. Since for anym ∈ N, using Minkowski’s inequality, we have

(
m
∑
l=1
|xl + yl|

p)

1
p

≤ (
m
∑
l=1
|xl|

p)

1
p

+ (
m
∑
l=1
|yl|

p)

1
p

,

we conclude that

(
∞

∑
l=1
|xl + yl|

p)

1
p

≤ (
∞

∑
l=1
|xl|

p)

1
p

+ (
∞

∑
l=1
|yl|

p)

1
p

.

Therefore

‖x + y‖ = (
∞

∑
l=1
|xl + yl|

p)

1
p

≤ (
∞

∑
l=1
|xl|

p)

1
p

+ (
∞

∑
l=1
|yl|

p)

1
p

= ‖x‖ + ‖y‖.
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Exercise 1.15. Check that

‖f ‖ = 󵄨󵄨󵄨󵄨f (a)
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨f
󸀠(a)󵄨󵄨󵄨󵄨 + max

t∈[a,b]
󵄨󵄨󵄨󵄨f
󸀠󸀠(t)󵄨󵄨󵄨󵄨, f ∈ C2([a, b]),

satisfies all axioms for a norm.

Example 1.23. In C1([a, b]) we define

‖f ‖ = max
t∈[a,b]
󵄨󵄨󵄨󵄨f
󸀠(t)󵄨󵄨󵄨󵄨. (1.43)

Since

‖f ‖ = 0 iff max
t∈[a,b]
󵄨󵄨󵄨󵄨f
󸀠(t)󵄨󵄨󵄨󵄨 = 0 iff

f 󸀠(t) = 0 for any t ∈ [a, b] iff f ≡ const on [a, b],

(1.43) does not satisfy the axioms for a norm.

Exercise 1.16. Check if

‖f ‖ = max
t∈[a,b]
󵄨󵄨󵄨󵄨f
󸀠(t)󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨f (b) − f (a)

󵄨󵄨󵄨󵄨

satisfies all axioms for a norm in C1([a, b]).

Answer. No.

Note that in a normed space, a metric can be defined by

d(x, y) = ‖x − y‖.

It is evident that the defined metric satisfies all axioms for a metric.
Below we will suppose that E is a normed space with a norm ‖ ⋅ ‖.

Lemma 1.1. For every x, y ∈ E the inequality
󵄨󵄨󵄨󵄨‖x‖ − ‖y‖

󵄨󵄨󵄨󵄨 ≤ ‖x − y‖

holds.

Proof. We have

‖x‖ = ‖x − y + y‖ ≤ ‖x − y‖ + ‖y‖.

Therefore

‖x‖ − ‖y‖ ≤ ‖x − y‖.

If we interchange the places of x and y in the previous inequality, we get

‖y‖ − ‖x‖ ≤ ‖y − x‖ = ‖x − y‖.

This completes the proof.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



44 | 1 Vector, metric, normed and Banach spaces

Definition 1.30.
1. An element x0 ∈ E will be called a limit of a sequence {xn}n∈N ⊂ E, if

‖xn − x0‖ → 0 as n→∞.

We will write xn → x0 as n→∞ or limn→∞ xn = x0.
2. For r > 0 the set

Sr(x0) = {x ∈ E : ‖x − x0‖ < r}(Sr[x0] = {x ∈ E : ‖x − x0‖ ≤ r})

will be called an open (closed) ball with a center x0 and radius r. Sometimes, we
will say that Sr(x0) is a neighborhood of x0.

3. A setM ⊂ E is said to be bounded, if there exists a positive constant c such that
‖x‖ ≤ c for any x ∈ M.

Theorem 1.36. Every convergent sequence in E is a bounded sequence.

Proof. Let {xn}n∈N be a convergent sequence in E to the element x0 ∈ E. Let also, ϵ > 0
be arbitrarily chosen and fixed. Then there exists an N = N(ϵ) ∈ N such that

‖xn − x0‖ < ϵ

for any n > N, n ∈ N. Hence, by Lemma 1.1, we conclude that

‖xn‖ − ‖x0‖ < ϵ or ‖xn‖ < ϵ + ‖x0‖

for any n > N, n ∈ N. Let

c = max{‖x1‖, . . . , ‖xN‖, ϵ + ‖x0‖}.

Then

‖xn‖ ≤ c

for any n ∈ N. This completes the proof.

Theorem 1.37. Let {xn}n∈N be a convergent sequence in E to the element x0 ∈ E.
1. For any r > 0 there is an N = N(r) ∈ N such that xn ∈ Sr(x0) for any n > N.
2. Every subsequence {xnk }k∈N of the sequence {xn}n∈N is convergent to x0.
3. If {λn}n∈N ⊆ F and λn → λ0 as n→∞, λ0 ∈ F, then λnxn → λ0x0 as n→∞.
4. If {yn}n∈N ⊆ E and yn → y0 as n→∞, y0 ∈ E, then xn + yn → x0 + y0 as n→∞.
5. ‖xn‖ → ‖x0‖ as n→∞.
6. x0 is unique.
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Proof.
1. Let r > 0 be arbitrarily chosen and fixed. Then there is an N = N(r) ∈ N such that

‖xn − x0‖ ≤ r

for any n > N, n ∈ N, i. e., xn ∈ Sr(x0) for any n > N, n ∈ N.
2. Let ϵ > 0 be arbitrarily chosen and fixed. Then there exists an N = N(ϵ) ∈ N such

that

‖xn − x0‖ < ϵ (1.44)

for any n > N, n ∈ N. Also, there is a K = K(ϵ) ∈ N such that nk > N for any k > K,
k ∈ N. Hence, by (1.44), we get

‖xnk − x0‖ < ϵ

for any k > K, k ∈ N.
3. Since xn → x0 and λn → λ0 as n→∞, there exist positive constants c1 and c such

that

|λn| ≤ c1 and ‖xn‖ ≤ c

for any n ∈ N.
(a) Let λ0 = 0. Then

‖λnxn‖ = |λn|‖xn‖ ≤ c|λn| → 0 as n→∞.

(b) Let λ0 ̸= 0. Then

‖λnxn − λ0x0‖ = ‖λnxn − λnx0 + λnx0 − λ0x0‖ ≤ ‖λnxn − λnx0‖ + ‖λnx0 − λ0x0‖
= |λn|‖xn − x0‖ + |λn − λ0|‖x0‖
≤ c1‖xn − x0‖ + |λn − λ0|‖x0‖ → 0 as n→∞.

4. We have

‖xn + yn − x0 − y0‖ =
󵄩󵄩󵄩󵄩(xn − x0) + (yn − y0)

󵄩󵄩󵄩󵄩 ≤ ‖xn − x0‖ + ‖yn − y0‖ → 0 as n→∞.

5. By Lemma 1.1, we get

󵄨󵄨󵄨󵄨‖xn‖ − ‖x0‖
󵄨󵄨󵄨󵄨 ≤ ‖xn − x0‖ → 0 as n→∞.

6. Assume that there exists y0 ∈ E such that xn → y0 as n→∞. Then

‖y0 − x0‖ = ‖y0 − xn + xn − x0‖ ≤ ‖xn − y0‖ + ‖xn − x0‖ → 0 as n→∞.

Therefore x0 = y0.

This completes the proof.
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Definition 1.31. A setM ⊂ Ewill be called open, if for every x0 ∈ M there exists r0 > 0
such that Sr0 (x0) ⊂ M.

Theorem 1.38. Let A1, . . . ,Al ⊂ E be open sets. Then⋂
l
k=1 Ak is an open set in E.

Proof. Let x ∈ ⋂lk=1 Ak be arbitrarily chosen. Then x ∈ Ak for any k ∈ {1, . . . , l}. SinceAk,
k ∈ {1, . . . , l}, are open sets in E, there are rk > 0 so that Srk (x) ⊂ Ak . Let r = min1≤k≤l rk .
Then Sr(x) ⊂ Ak for any k ∈ {1, . . . , l}. Therefore Sr(x) ⊂ ⋂

l
k=1 Ak . This completes the

proof.

Theorem 1.39. Let {Ak}k∈N be open sets in E. Then⋃k∈N Ak is an open set in E.

Proof. Let x ∈ ⋃k∈N Ak be arbitrarily chosen and fixed. Then there is a k0 ∈ N such that
x ∈ Ak0 . Since Ak0 is an open set in E, there is an r0 > 0 such that Sr0 (x) ⊂ Ak0 . From
this, Sr0 (x) ⊂ ⋃k∈N Ak . This completes the proof.

Definition 1.32. Apoint a ∈ Ewill be called a limit point for a setM ⊂ E if for any r > 0
there is x ∈ Sr(a) ∩M, x ̸= a.

Theorem 1.40. A point a ∈ E is a limit point for the set M ⊂ E if and only if there is a
sequence {xn}n∈N ⊂ M that converges to a and xn ̸= a for any n ∈ N.

Proof.
1. Let a ∈ E be a limit point for the setM. Then for any n ∈ N there are xn ∈ S 1

n
(a)∩M,

xn ̸= a. In this way we get a sequence {xn}n∈N such that

‖xn − a‖ → 0 as n→∞, xn ̸= a,

i. e., xn → a as n→∞ and xn ̸= a.
2. Let there is a sequence {xn}n∈N ⊂ M such that xn ̸= a for any n ∈ N and xn → a as

n →∞. Hence, for any r > 0 there is an N = N(r) ∈ N such that xn ∈ Sr(a) for any
n > N and xn ̸= a.

This completes the proof.

Definition 1.33. A setM ⊂ E is said to be closed if it contains all its limit points.

Theorem 1.41. Let A1, . . . ,Al be closed sets in E. Then⋃
l
k=1 Ak is a closed set in E.

Proof. Let a ∈ E be a limit point for ⋃lk=1 Ak . Then there exists a sequence {xn}n∈N ⊂
⋃lk=1 Ak such that xn → a asn→∞. Hence, there is anm ∈ {1, . . . , l} anda subsequence
{xns }s∈N of the sequence {xn}n∈N such that {xns }s∈N ⊂ Am. We see that xns → a as s→∞
and xn ̸= a. Hence, by Theorem 1.40, it follows that a is a limit point for Am. Because
Am is a closed set in E, we conclude that a ∈ Am. Therefore a ∈ ⋃

l
k=1 Ak and⋃

l
k=1 Ak is

a closed set in E. This completes the proof.

Theorem 1.42. Let {Ak}k∈N be closed sets in E. Then⋂k∈N Ak is a closed set in E.
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Proof. Let a ∈ E be a limit point for ⋂k∈N Ak . Then there exists a sequence {xn}n∈N ⊂
⋂k∈N Ak such that xn → a as n → ∞. Hence, {xn}n∈N ⊂ Ak, xn → a as n → ∞ for any
k ∈ N. Therefore a is a limit point of Ak for any k ∈ N. Because Ak, k ∈ N, are closed
sets in E, we have a ∈ Ak for any k ∈ N. Therefore a ∈ ⋂k∈N Ak and⋂k∈N Ak is a closed
set in E. This completes the proof.

Definition 1.34. LetM ⊂ E.
1. The setM together with all of its limit points is called the closure ofM. It will be

denoted byM.
2. The set E \M will be called the completion of the setM to E.
3. A point x0 ∈ Ewill be called an interior point for the setM, if there is an r > 0 such

that Sr(x0) ⊂ M.
4. A point x0 ∈ Ewill be called an exterior point of the setM, if there is an r > 0 such

that Sr(x0) ∩M = 0.
5. A point x0 ∈ E will be called a boundary point of the setM, if for every r > 0 we

have

Sr(x0) ∩M ̸= 0 and Sr(x0) ∩ (E \M) ̸= 0.

6. The set of all boundary points of the setM will be called the boundary of the set
M and it will be denoted by 𝜕M.

Remark 1.1. Note that we have the following possibilities.

𝜕M ⊂ M or 𝜕M ∩M = 0 or 𝜕M ∩M ̸= 𝜕M.

Definition 1.35. Two norms ‖ ⋅ ‖1 and ‖ ⋅ ‖2 in E will be called equivalent, if there are
positive constants c1 and c2 such that

c1‖x‖2 ≤ ‖x‖1 ≤ c2‖x‖2

for any x ∈ E. We will write ‖ ⋅ ‖1 ∼ ‖ ⋅ ‖2.

Theorem 1.43. In every finite-dimensional vector space every norms are equivalent.

Proof. Let U be a finite-dimensional vector space. With {ϕl}
m
l=1 we will denote a basis

in U. Then every x ∈ U has the following representation:

x =
m
∑
k=1

ξkϕk , ξk ∈ F, k ∈ {1, . . . ,m}.

In U we define a norm

‖x‖ = (
m
∑
l=1
|ξl|

2)

1
2

for x ∈ U. (1.45)
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We take an arbitrary norm ‖ ⋅ ‖1 in U. Let

c2 = (
m
∑
l=1
‖ϕl‖

2
1)

1
2

.

Then, for x = ∑ml=1 ξlϕl, ξl ∈ F, l ∈ {1, . . . ,m}, we have

‖x‖1 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

m
∑
l=1

ξlϕl

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩1
≤

m
∑
l=1
|ξl|‖ϕl‖1

≤ (
m
∑
l=1
|ξl|

2)

1
2

(
m
∑
l=1
‖ϕl‖

2
1)

1
2

= c2‖x‖,

i. e.,

‖x‖1 ≤ c2‖x‖. (1.46)

On the other hand, by Lemma 1.1 and (1.46), we get

󵄨󵄨󵄨󵄨‖x‖1 − ‖y‖1
󵄨󵄨󵄨󵄨 ≤ ‖x − y‖1 ≤ c2‖x − y‖

for any x, y ∈ U. Therefore the function ‖ ⋅ ‖1 is a continuous function in Em. Hence,
there exists

c1 = inf
‖x‖=1
‖x‖1.

Consequently

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x
‖x‖

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩1
≥ c1 or ‖x‖1 ≥ c1‖x‖.

This completes the proof.

Exercise 1.17. Prove that (1.45) satisfies all axioms for a norm.

Theorem 1.44. Let L be a linear subspace of E which is a closed set in E. Then

‖l‖E/L = infx∈l
‖x‖, l ∈ E/L, (1.47)

is a norm in E/L.

Proof. Firstly, wewill prove that every l ∈ E/L is a closed set. Let {xn}n∈N be a sequence
of elements of l such that xn → x0 as n → ∞. We fix m ∈ N and consider xm − xn for
n ∈ N. We have xm − xn ∈ L for any n ∈ N and xm − xn → xm − x0 as n → ∞. Hence,
xm − x0 ∈ L. Because xm ∈ l, we see that x0 ∈ l.

Let l,m ∈ E/L be arbitrarily chosen.
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1. ‖l‖E/L ≥ 0.
2. We will prove that ‖l‖E/L = 0 iff l = L.

(a) Let ‖l‖E/L = 0. Then there exists a sequence {xn}n∈N of elements of l such that
xn → 0 as n → ∞. Because l is a closed set in L, we obtain 0 ∈ l and hence
l = L.

(b) Let l = L. Then 0 ∈ l and ‖l‖E/L = 0.
3. Let λ ∈ F be arbitrarily chosen. Then

λl = {λx : x ∈ l}

and

‖λl‖E/L = infx∈l
‖λx‖ = |λ| inf

x∈l
‖x‖ = |λ|‖l‖E/L.

4. We have

‖l +m‖E/L = inf
x∈l+m
‖x‖ ≤ inf

x=x1+x2
x1∈l,x2∈m

(‖x1 + x2‖)

≤ inf
x=x1+x2
x1∈l,x2∈m

(‖x1‖ + ‖x2‖) ≤ infx1∈l
‖x1‖ + infx2∈m

‖x2‖

= ‖l‖E/L + ‖m‖E/L.

This completes the proof.

Theorem 1.45. Let L be a closed linear subspace of E. Then the sequence {ln}n∈N of ele-
ments of E/L is convergent to l if and only if there exists a sequence {xn}n∈N of elements
xn ∈ ln such that xn → x as n→∞, x ∈ l.

Proof.
1. Let {ln}n∈N be a sequence of elements of E/L that converges to l. Then we get

‖ln − l‖E/L → 0 as n→∞,

that is

‖ln − l‖E/L = ϵn, ϵn → 0 as n→∞.

Hence, there exist yn ∈ ln and x ∈ l such that

‖yn − x‖ < 2ϵn.

Let x0 ∈ l be arbitrarily chosen. Then

‖yn − x‖ =
󵄩󵄩󵄩󵄩(yn − x + x0) − x0

󵄩󵄩󵄩󵄩 < 2ϵn.
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Since x0, x ∈ l, we have x − x0 ∈ L. Therefore

xn = yn − x + x0 ∈ ln.

Consequently for every x0 ∈ l there exists a sequence {xn}n∈N, xn ∈ ln, such that
xn → x0 as n→∞.

2. Let there exists a sequence {xn}n∈N, xn ∈ ln, such that xn → x0 as n → ∞, x0 ∈ l.
Then, using (1.47),

‖ln − l‖ ≤ ‖xn − x0‖ → 0 as n→∞.

This completes the proof.

Definition 1.36. Let L be a linear subspace of E. We define a distance from x ∈ E to L
as follows:

dist(x,L) = inf
y∈L
‖x − y‖.

By Definition 1.36, we get
1. dist(x,L) ≥ 0,
2. for any y ∈ L we have

dist(x,L) ≤ ‖x − y‖,

3. for any ϵ > 0 there exists yϵ ∈ L such that

‖x − yϵ‖ < ϵ + dist(x,L).

Theorem 1.46. Let L be a closed linear subspace of E. If x ∉ L, then dist(x,L) > 0.

Proof. Assume that dist(x,L) = 0. Then there exists a sequence {yn}n∈N of elements of
L such that

‖yn − x‖ <
1
n

for any n ∈ N. Since L is closed, we see that x ∈ L, which is a contradiction. This
completes the proof.

Theorem 1.47. Let L be a finite-dimensional linear subspace of E. Then for any x ∈ E
there exists x∗ ∈ L such that

dist(x,L) = 󵄩󵄩󵄩󵄩x − x
∗󵄩󵄩󵄩󵄩.

Proof. Suppose that L ism-dimensional.
1. If x ∈ L, then dist(x,L) = 0 and x = x∗.
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2. Let x ∉ L. Then d = dist(x, L) > 0. We take {ϕl}
m
l=1 to be a basis in L. Then any x ∈ L

can be represented in the following way:

y =
m
∑
l=1

ylϕl, yl ∈ F, l ∈ {1, . . . ,m}.

We define a norm in L in the following way:

‖y‖c = (
m
∑
l=1
|yl|

2)

1
2

for y =
m
∑
l=1

ylϕl ∈ L.

Because L is finite-dimensional, all norms in L are equivalent. For a norm ‖ ⋅ ‖ in
L there exist positive constants α and β such that

α‖z‖c ≤ ‖z‖ ≤ β‖z‖c

for any z ∈ L. We take

r = d + 1 + ‖x‖
α
.

Let y ∈ L be arbitrarily chosen. If ‖y‖c > r, then

‖x − y‖ ≥ ‖y‖ − ‖x‖ ≥ α‖y‖c − ‖x‖ > αr − ‖x‖ = d + 1.

Therefore d is achieved for ‖y‖c ≤ r. Since ‖y‖c ≤ r is a closed and a bounded set
in L, and ‖x − y‖ is a continuous function on it, there exists x∗ ∈ L such that

inf
‖y‖c≤r
‖x − y‖ = 󵄩󵄩󵄩󵄩x − x

∗󵄩󵄩󵄩󵄩.

This completes the proof.

Definition 1.37. The normed space E will be called a strongly normed space if the
equality

‖x + y‖ = ‖x‖ + ‖y‖

holds if and only if y = λx, λ > 0, y, x ∈ E.

Theorem 1.48. Let E be a strongly normed space and L be a finite-dimensional linear
subspace of E. If for x ∈ E there exists x∗ ∈ L such that

󵄩󵄩󵄩󵄩x − x
∗󵄩󵄩󵄩󵄩 = infy∈L

‖x − y‖,

then x∗ is unique.
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Proof. If dist(x,L) = 0, then x = x∗. Suppose that d = dist(x, L) > 0. Assume that there
are x∗1 , x

∗
2 ∈ L such that

d = 󵄩󵄩󵄩󵄩x − x
∗
1
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩x − x

∗
2
󵄩󵄩󵄩󵄩.

Then
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x −

x∗1 + x
∗
2

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x − x∗1
2
+
x − x∗2
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 1
2
󵄩󵄩󵄩󵄩x − x

∗
1
󵄩󵄩󵄩󵄩 +

1
2
󵄩󵄩󵄩󵄩x − x

∗
2
󵄩󵄩󵄩󵄩

= 1
2
d + 1

2
d = d.

Hence,
󵄩󵄩󵄩󵄩2x − (x

∗
1 + x
∗
2 )
󵄩󵄩󵄩󵄩 = 2d =

󵄩󵄩󵄩󵄩(x − x
∗
1 ) + (x − x

∗
2 )
󵄩󵄩󵄩󵄩

= 󵄩󵄩󵄩󵄩x − x
∗
1
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩x − x

∗
2
󵄩󵄩󵄩󵄩.

Since E is a strongly normed space, we see that there exists λ > 0 such that

x − x∗1 = λ(x − x
∗
2 ).

If λ ̸= 1, then

x = 1
1 − λ
(x∗1 − λx

∗
2 ) ∈ L,

which is a contradiction. Therefore λ = 1 and x∗1 = x
∗
2 . This completes the proof.

Lemma 1.2 (Riesz’s lemma). Let L be a closed linear subspace of E and L ̸= E. Then for
any ϵ ∈ (0, 1) there exists zϵ ∉ L, ‖zϵ‖ = 1, such that

dist(zϵ,L) > 1 − ϵ.

Proof. Since L ̸= E, there exists x ∈ E and x ∉ L. Let d = infy∈L ‖x − y‖. We have d > 0.
Then for any ϵ ∈ (0, 1) there exists yϵ ∈ L such that

d ≤ ‖yϵ − x‖ <
d

1 − ϵ
.

Let

zϵ =
yϵ − x
‖yϵ − x‖

.

We have ‖zϵ‖ = 1. If we suppose that zϵ ∈ L, then yϵ − x ∈ L. Hence, x ∈ L, which is a
contradiction. Therefore zϵ ∉ L. For y ∈ L we have

‖zϵ − y‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
yϵ − x
‖yϵ − x‖

− y
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
‖x − (yϵ − y‖yϵ − x‖)‖
‖yϵ − x‖

≥ d
‖yϵ − x‖

> 1 − ϵ.

Therefore dist(zϵ,L) > 1 − ϵ. This completes the proof.
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1.6 Banach spaces

Definition 1.38. A normed vector space E that is complete in the sense of convergence
in norm is called a Banach space.

Example 1.24. The space En is a Banach space with a norm

‖x‖ = (
n
∑
l=1

ξ 2l )

1
2

, x = (ξ1, . . . , ξn) ∈ En.

Example 1.25. The space C([a, b]) is a Banach space with a norm

‖f ‖ = max
a≤t≤b
󵄨󵄨󵄨󵄨f (t)
󵄨󵄨󵄨󵄨.

Example 1.26. The vector space lp, p ∈ (1,∞), is a Banach space with a norm

‖x‖ = (
∞

∑
l=1
|xl|

p)

1
p

.

Theorem 1.49. Let E be a Banach space and L be its closed linear subspace. Then E/L
is a Banach space.

Proof. Let {ln}n∈N be a Cauchy sequence in E/L. We take xn ∈ ln so that

‖xn − xm‖ ≤ 2‖ln − lm‖E/L.

In this way we get a Cauchy sequence {xn}n∈N of elements of E. Because E is a Banach
space, the sequence {xn}n∈N is convergent to an element x ∈ E. Let l be the class con-
taining x. Hence, by Theorem 1.45,we conclude that the sequence {ln}n∈N is convergent
to l. Therefore E/L is a Banach space. This completes the proof.

Definition 1.39. Let x1, x2, . . . , xn, . . . be elements of a Banach space E. An expression
of the form ∑∞l=1 xl is called a series, made up of the elements of the space E. Let sn =
∑nl=1 xl. If the sequence {sn}n∈N converges, then∑

∞
l=1 xl is said to be a convergent series.

Theorem 1.50. Let an ∈ F, n ∈ N, and ∑
∞
l=1 al be a convergent series. Let also, E be a

Banach space and xn ∈ E, ‖xn‖ ≤ |an|, n ∈ N. Then ∑
∞
n=1 xn is a convergent series.

Proof. For any n, p ∈ N, we have

‖sn+p − sn‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n+p
∑
l=n+1

xl
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤

n+p
∑
l=n+1
‖xl‖ ≤

n+p
∑
l=n+1
|al|.

Therefore {sn}n∈N is a Cauchy sequence inE. BecauseE is a Banach space, we conclude
that the sequence {sn}n∈N is convergent. This completes the proof.
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1.7 Inner product spaces

Definition 1.40. An inner product space is an ordered pair (E, (⋅, ⋅)), where E is a vector
space over F and (⋅, ⋅) is an inner product, i. e., a map (⋅, ⋅) : E × E 󳨃󳨀→ F that satisfies
the following axioms.
1. Positive definiteness.

(x, x) ≥ 0 for any x ∈ E,

and

(x, x) = 0 iff x = 0.

2. Linearity in the first argument.

(λx, y) = λ(x, y) and (x + y, z) = (x, z) + (y, z)

for any x, y, z ∈ E and for any λ ∈ F.
3. Conjugate symmetry.

(x, y) = (y, x)

for any x, y ∈ E.

When it is clear from the context what inner product is used, (⋅, ⋅) is omitted and
one just writes E for an inner product space.

Below we suppose that E is an inner product space.
By Definition 1.40 we get the following:

1. (x, x) ∈ R for any x ∈ E because

(x, x) = (x, x).

2. For any λ ∈ R and for any x, y ∈ E we have

(x, λy) = (λy, x) = λ(y, x) = λ(x, y).

3. For any x, y, z ∈ E we have

(x, y + z) = (y + z, x) = (y, x) + (z, x) = (y, x) + (z, x) = (x, y) + (x, z).

4. For any x, y ∈ E we have

(x + y, x + y) = (x, x + y) + (y, x + y) = (x, x) + (x, y) + (y, x) + (y, y)
= (x, x) + (x, y) + (x, y) + (y, y) = (x, x) + 2 Re(x, y) + (y, y).
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Example 1.27. In En we define the inner product as follows:

(x, y) =
n
∑
l=1

xlyl, x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ En. (1.48)

We will check that (1.48) satisfies all axioms for inner product.
1.

(x, x) =
n
∑
l=1

xlxl =
n
∑
l=1
|xl|

2 ≥ 0

for any x ∈ En. Also,

(x, x) = 0 iff
n
∑
l=1
|xl|

2 = 0 iff xl = 0

for any l ∈ {1, . . . , n}.
2. Let λ ∈ F and x, y, z ∈ En,

x = (x1, . . . , xn), y = (y1, . . . , yn), z = (z1, . . . , zn).

Then

(λx, y) =
n
∑
l=1
(λxl)yl = λ

n
∑
l=1

xlyl = λ(x, y).

Also,

(x + y, z) =
n
∑
l=1
(xl + yl)zl =

n
∑
l=1

xlzl +
n
∑
l=1

ylzl = (x, z) + (y, z).

3. For x, y ∈ En,

x = (x1, . . . , xn), y = (y1, . . . , yn),

we have

(x, y) =
n
∑
l=1

xlyl =
n
∑
l=1

xlyl =
n
∑
l=1

ylxl = (y, x).

Exercise 1.18. In l2 we define an inner product as follows:

(x, y) =
∞

∑
l=1

xlyl, x = {xl}l∈N, y = {yl}l∈N ∈ l2. (1.49)

Prove that (1.49) satisfies all axioms for an inner product.
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In E we define a norm as follows:

‖x‖ = √(x, x), x ∈ E. (1.50)

Theorem 1.51. For any x, y ∈ E we have

󵄨󵄨󵄨󵄨(x, y)
󵄨󵄨󵄨󵄨 ≤ ‖x‖‖y‖.

Proof. If x = 0 and y = 0 the assertion is evident. Suppose that x ̸= 0 or y ̸= 0.Without
loss of generality we assume that y ̸= 0. By the axioms for an inner product we have

0 ≤ (x + λy, x + λy) = (x, x) + 2 Re(x, λy) + (λy, λy)

= ‖x‖2 + 2 Re(λ(x, y)) + (λy, λy) = ‖x‖2 + 2 Re(λ(x, y)) + |λ|2‖y‖2
(1.51)

for any λ ∈ F. In particular, for λ = − (x,y)‖y‖2 , we have

0 ≤ ‖x‖2 + 2 Re(−(x, y)(x, y)
‖y‖2
) + |(x, y)|

2

‖y‖4
‖y‖2

= ‖x‖2 − 2 |(x, y)|
2

‖y‖2
+ |(x, y)|

2

‖y‖2
= ‖x‖2 − |(x, y)|

2

‖y‖2
,

whereupon we get the desired result. This completes the proof.

Exercise 1.19. Prove that (1.50) satisfies all axioms for a norm.

Theorem 1.52. Let V be a normed vector space over C with a norm ‖ ⋅ ‖ that satisfies

‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2)

for any x, y ∈ V. Then

(x, y) = 1
4
(‖x + y‖2 − ‖x − y‖2) + i

4
(‖x + iy‖2 − ‖x − iy‖2) (1.52)

is an inner product in V.

Proof. Wewill prove that (1.52) satisfies all axioms for an inner product. Let x, y, z ∈ V
and λ ∈ C.
1.

(x, x) = 1
4
(‖2x‖2) + i

4
(‖x + ix‖2 − ‖x − ix‖2) = ‖x‖2 ≥ 0.

(x, x) = 0 iff ‖x‖2 = 0 iff x = 0.
2.

(x + z, y) = 1
4
(‖x + y + z‖2 − ‖x + z − y‖2) + i

4
(‖x + z + iy‖2 − ‖x + z − iy‖2),
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(x, y) + (z, y) = 1
4
(‖x + y‖2 − ‖x − y‖2) + i

4
(‖x + iy‖2 − ‖x − iy‖2)

+ 1
4
(‖z + y‖2 − ‖z − y‖2) + i

4
(‖z + iy‖2 − ‖z − iy‖2)

= 1
4
(‖x + y‖2 + ‖z + y‖2 − ‖x − y‖2 − ‖z − y‖2)

+ i
4
(‖x + iy‖2 + ‖z + iy‖2 − ‖x − iy‖2 − ‖z − iy‖2)

= 1
4
( 1
2
‖x + z + 2y‖2 + 1

2
‖x − z‖2 − 1

2
‖x + z − 2y‖2 − 1

2
‖x − z‖2)

+ i
4
( 1
2
‖x + z + 2iy‖2 + 1

2
‖x − z‖2 − 1

2
‖x + z − 2iy‖2 − 1

2
‖x − z‖2)

= 1
8
(‖x + z + 2y‖2 − ‖x + z − 2y‖2)

+ i
8
(‖x + z + 2iy‖2 − ‖x + z − 2iy‖2)

= 1
8
(‖x + z + y + y‖2 − ‖x + z − y − y‖2)

+ i
8
(‖x + z + iy + iy‖2 − ‖x + z − iy − iy‖2)

= 1
8
(‖x + z + y + y‖2 + ‖x + z‖2 − ‖x + z‖2 − ‖x + z − y − y‖2)

+ i
8
(‖x + z + iy + iy‖2 + ‖x + z‖2 − ‖x + z‖2 − ‖x + z − iy − iy‖2)

= 1
8
(2‖x + z + y‖2 + 2‖y‖2 − 2‖x + z − y‖2 − 2‖y‖2)

+ i
8
(2‖x + z + iy‖2 + 2‖iy‖2 − 2‖x + z − iy‖2 − 2‖iy‖2)

= 1
4
(‖x + z + y‖2 − ‖x + z − y‖2) + i

4
(‖x + z + iy‖2 − ‖x + z − iy‖2).

Therefore

(x + z, y) = (x, y) + (z, y).

(a) Let λ ∈ N.
i. λ = 2. Then

(2x, y) = (x + x, y) = (x, y) + (x, y) = 2(x, y).

ii. Assume that

(λx, y) = λ(x, y)

for some λ ∈ N.
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iii. We will prove that

((λ + 1)x, y) = (λ + 1)(x, y).

In fact,

((λ + 1)x, y) = (λx + x, y) = (λx, y) + (x, y) = λ(x, y) + (x, y) = (λ + 1)(x, y).

Therefore for any λ ∈ N we have

(λx, y) = λ(x, y).

(b) Let λ ∈ N and 1
λx = z. Hence, x = λz and

(λz, y) = λ(z, y).

Therefore

(x, y) = λ( 1
λ
x, y)

or

( 1
λ
x, y) = 1

λ
(x, y).

(c) We have

(0, y) = 1
4
(‖y‖2 − ‖−y‖2) + i

4
(‖iy‖2 − ‖−iy‖2) = 0.

On the other hand,

(0, y) = (x + (−x), y) = (x, y) + (−x, y).

Therefore

(−x, y) = −(x, y).

(d) Let λ ∈ −N = {−1, −2, . . .}. Then −λ ∈ N and

(−λx, y) = −(λx, y) = −λ(x, y),

whereupon

(λx, y) = λ(x, y).
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(e) Let λ = p
q , where p, q ∈ N. We have

(λx, y) = (p
q
x, y) = p( 1

q
x, y) = p

q
(x, y) = λ(x, y).

(f) Let λ = − pq , p, q ∈ N. Then

(λx, y) = (−p
q
x, y) = −(p

q
x, y) = −p

q
(x, y) = λ(x, y).

(g) Let λ ∈ R. Then there exists a sequence {λn}n∈N such that λn ∈ Q for any n ∈ N
and λn → λ as n→∞. We have

(λnx, y) = λn(x, y). (1.53)

Also,

λn(x, y) → λ(x, y) as n→∞. (1.54)

On the other hand,

(λnx, y) =
1
4
(‖λnx + y‖

2 − ‖λnx − y‖
2)

+ i
4
(‖λnx + iy‖

2 − ‖λnx − iy‖
2)

→ 1
4
(‖λx + y‖2 − ‖λx − y‖2)

+ i
4
(‖λx + iy‖2 − ‖λx − iy‖2) = (λx, y).

Hence, by (1.53) and (1.54), we obtain

(λx, y) = λ(x, y).

(h) We have

(ix, y) = 1
4
(‖ix + y‖2 − ‖ix − y‖2) + i

4
(‖ix + iy‖2 − ‖ix − iy‖2)

= 1
4
(‖x − iy‖2 − ‖x + iy‖2) + i

4
(‖x + y‖2 − ‖x − y‖2)

= i( 1
4
(‖x + y‖2 − ‖x − y‖2) + 1

4i
(‖x − iy‖2 − ‖x + iy‖2))

= i( 1
4
(‖x + y‖2 − ‖x − y‖2) + i

4
(‖x + iy‖2 − ‖x − iy‖2)) = i(x, y).

(i) Let λ = a + ib, a, b ∈ R. Then

(λx, y) = (ax + ibx, y) = (ax, y) + (ibx, y) = a(x, y) + i(bx, y) = a(x, y) + ib(x, y)
= (a + ib)(x, y)
= λ(x, y).
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3. We have

(x, y) = 1
4
(‖x + y‖2 − ‖x − y‖2) + i

4
(‖x + iy‖2 − ‖x − iy‖2)

= 1
4
(‖y + x‖2 − ‖y − x‖2) − i

4
(‖y + ix‖2 − ‖y − ix‖2) = (y, x).

This completes the proof.

Exercise 1.20. Let E be a normed vector space over R with a norm ‖ ⋅ ‖ such that

‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2).

Prove that

(x, y) = 1
2
(‖x + y‖2 − ‖x − y‖2)

is an inner product in E.

Exercise 1.21. Let E be a normed vector space over R with a norm ‖ ⋅ ‖. Prove that

‖z − x‖2 + ‖z − y‖2 = 1
2
‖x − y‖2 + 2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
z − x + y

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

for any x, y, z ∈ E.

Theorem 1.53. The inner product in E is a continuous function with respect to norm con-
vergence.

Proof. Let {xn}n∈N and {yn}n∈N be two sequences in E such that

‖xn − x‖ → 0 and ‖yn − y‖ → 0 as n→∞

for x, y ∈ E. Note that there exists a positive constantM such that

‖xn‖ ≤ M and ‖yn‖ ≤ M

for any n ∈ N. Hence, by Theorem 1.51, we get

󵄨󵄨󵄨󵄨(xn, yn) − (x, y)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨(xn, yn) − (xn, y) + (xn, y) − (x, y)

󵄨󵄨󵄨󵄨
= 󵄨󵄨󵄨󵄨(xn, yn − y) + (xn − x, y)

󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨(xn, yn − y)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨(xn − x, y)

󵄨󵄨󵄨󵄨
≤ ‖xn‖‖yn − y‖ + ‖xn − x‖‖y‖ ≤ M‖yn − y‖ + ‖y‖‖xn − x‖ → 0

as n→∞. This completes the proof.

Theorem 1.54. For any x, y ∈ E we have

‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2).
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Proof. We have

‖x + y‖2 = ‖x‖2 + 2 Re((x, y)) + ‖y‖2,
‖x − y‖2 = ‖x‖2 − 2 Re((x, y)) + ‖y‖2,

whereupon we get the desired result. This completes the proof.

Definition 1.41.
1. Two elements x, y ∈ E will be called orthogonal if (x, y) = 0. We will write x ⊥ y.
2. An element x ∈ E will be called orthogonal to a linear subspace L ⊂ E if it is

orthogonal to every element of L. We will write x ⊥ L.
3. A system {el}l∈N of elements of the space E is called orthonormal, if

(el, em) = {
1 if l = m,
0 if l ̸= m.

Theorem 1.55 (Schmidt orthogonalization system). Any system of linearly indepen-
dent elements {hl}l∈N can be converted into an orthonormal system.

Proof. Because {hl}l∈N is a linearly independent system of elements, we have hl ̸= 0
for any l ∈ N. We set

g1 =
h1
‖h1‖
.

For k = 2, . . ., we take

g̃k = hk − c
k
1 g1 − ⋅ ⋅ ⋅ − c

k
k−1gk−1,

where gm =
g̃m
‖g̃m‖

form ∈ {1, . . . , k − 1}, ckl , l ∈ {1, . . . , k − 1}, are chosen so that

(g̃k , gl) = 0 for l ∈ {1, . . . , k − 1}.

We have

0 = (g̃k , gl) = (hk , gl) − c
k
l ,

whereupon

ckl = (hk , gl), l ∈ {1, . . . , k − 1}.

Then

gk =
g̃k
‖g̃k‖
, k ∈ N.

This completes the proof.
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1.8 Hilbert spaces

The most important function spaces in modern physics and modern analysis, are
known as Hilbert spaces. We give some important results on these spaces here.

Definition 1.42 (Hilbert space). An inner product space H will be called a Hilbert
space if it is complete in the sense of the norm

‖ ⋅ ‖ = √(⋅, ⋅).

Example 1.28. The space l2 is a Hilbert space.

Below we will denote by H a Hilbert space.

Definition 1.43. A set K in a space V will be called convex if

λx1 + (1 − λ)x2 ∈ K

for any x1, x2 ∈ K and for any λ ∈ [0, 1].

Theorem 1.56. LetM be a closed convex subset of the Hilbert spaceH and x ∉ M. Then
there exists a unique element y ∈ M such that

dist(x,M) = ‖x − y‖.

Proof. By Theorem 1.46 we have d = distd(x,M) > 0. For every n ∈ N there exists
yn ∈ M for which

d ≤ ‖x − yn‖ < d +
1
n
. (1.55)

We have

2‖x − yn‖
2 + 2‖x − ym‖

2 = ‖yn − ym‖
2 + ‖2x − yn − ym‖

2, n,m ∈ ℕ. (1.56)

SinceM is a convex subset of H we have
yn + ym

2
∈ M.

Therefore

‖2x − yn − ym‖
2 = 4
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x − yn + ym

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2
≥ 4d2, n,m ∈ ℕ.

Then, using (1.55) and (1.56), we obtain

‖yn − ym‖
2 = 2‖x − yn‖

2 + 2‖x − ym‖
2 − 4
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x − yn + ym

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

< 2(d + 1
n
)
2
+ 2(d + 1

m
)
2
− 4d2 → 0 as m, n→∞.
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Therefore the sequence {yn}n∈N is a fundamental sequence in M. Since M is a closed
subset of the Hilbert spaceH, we conclude that {yn}n∈N is convergent to y ∈ M. Hence,
by (1.55), we obtain

d = ‖x − y‖.

Now we suppose that there are two elements y1, y2 ∈ M such that

d = ‖x − y1‖ and d = ‖x − y2‖.

SinceM is a convex subset of the Hilbert space H, we have

y1 + y2
2
∈ M and

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x − y1 + y2

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≥ d.

Then

4d2 = 2‖x − y1‖
2 + 2‖x − y2‖

2 = 4
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x − y1 + y2

2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2
+ ‖y1 − y2‖

2 ≥ 4d2 + ‖y1 − y2‖
2,

whereupon

‖y1 − y2‖ = 0.

Therefore y1 = y2. This completes the proof.

Corollary 1.8. LetM be a closed linear subspace of the Hilbert space H and x ∈ H \M.
Then there exists a unique y ∈ M such that

dist(x,M) = ‖x − y‖.

Proof. Because M is a closed linear subspace of the Hilbert space H, it is a closed
convex subset of the Hilbert space H. Hence, by Theorem 1.56, the desired result fol-
lows.

Theorem 1.57. LetM be a closed linear subspace of the Hilbert spaceH, x ∈ H \M and
‖x − y‖ = dist(x,M) for some y ∈ M. Then x − y ⊥ M.

Proof. Let λ ∈ F be arbitrarily chosen and fixed. Then, for any z ∈ M, z ̸= 0, we have

‖x − y + λz‖ ≥ ‖x − y‖,

whereupon

‖x − y‖2 ≤ ‖x − y + λz‖2

= ‖x − y‖2 + 2 Re((x − y, λz)) + ‖λz‖2 = ‖x − y‖2 + 2 Re((x − y, λz)) + |λ|2‖z‖2.
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In particular, when λ = − (x−y,z)‖z‖2 , we get

0 ≤ −2 Re((x − y, z)(x − y, z)
‖z‖2

) + |(x − y, z)|
2

‖z‖2
= −|(x − y, z)|

2

‖z‖2
.

Therefore (x − y, z) = 0. Because z ∈ M was arbitrarily chosen, we conclude that
x − y ⊥ M. This completes the proof.

Corollary 1.9. Let M be a closed linear subspace of the Hilbert space H. Then every
x ∈ H can be represented in an unique way in the following manner:

x = y + z,

where y ∈ M, z ∈ H \M and z ⊥ M.

Proof. If x ∈ M, then y = x and z = 0. Let x ∉ M. By Corollary 1.8 it follows that there
exists a unique y ∈ M such that

‖x − y‖ = dist(x,M).

Let z = x − y. By Theorem 1.57 we have z ⊥ M. This completes the proof.

Definition 1.44. Let M be a closed linear subspace of the Hilbert space H. The set of
all elements of H which are orthogonal ofM is called the orthogonal complement of
M. We will denote it byM⊥.

Theorem 1.58. LetM be a closed linear subspace of the Hilbert space H. ThenM⊥ is a
closed linear subspace of H.

Proof. Let z1, z2 ∈ M⊥ and y ∈ M be arbitrarily chosen. Then

(λ1z1 + λ2z2, y) = λ1(z1, y) + λ2(z2, y) = 0,

i. e., λ1z1 + λ2z2 ∈ M⊥. Note that 0 ∈ M⊥. Hence, by Theorem 1.3, we conclude thatM⊥

is a linear subspace of H. Let {zn}n∈N be a convergent sequence of elements ofM that
converges to z ∈ H. Then, using Theorem 1.53,

0 = (zn, y) → (z, y) as n→∞.

Therefore (z, y) = 0 and z ∈ M⊥. ConsequentlyM⊥ is a closed subset of H. This com-
pletes the proof.

Theorem 1.59. LetM be a linear subspace of the Hilbert spaceH. ThenM is dense inH
if and only ifM⊥ = {0}.
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Proof.
1. Let M be dense in H. Then M = H. Assume that there exists z0 ∈ H such that

z0 ⊥ M. Let y ∈ H be arbitrarily chosen and fixed. Let {yn}n∈N be a sequence of
elements ofM such that yn → y as n→∞. Then, using Theorem 1.53,

0 = (yn, z0) → (y, z0) as n→∞.

Therefore (y, z0) = 0. Because y ∈ H was arbitrarily chosen, we can take y = z0.
Then ‖z0‖ = 0. Therefore z0 = 0.

2. LetM⊥ = {0}. Assume thatM is not dense inH. Then there exists x ∈ H\M. Hence,
by Corollary 1.9, we conclude that x = y+z, y ∈ M and z = M⊥. Note thatM⊥ = M⊥.
In fact, let z1 ∈ M

⊥ be arbitrarily chosen and fixed. Then

(z1, z2) = 0 (1.57)

for any z2 ∈ M. In particular, (1.57) holds for any z2 ∈ M. Therefore z1 ∈ M⊥. Since
z1 ∈ M

⊥ was arbitrarily chosen and for it we see that it is an element of M⊥, we
conclude that

M⊥ ⊆ M⊥. (1.58)

Let z3 ∈ M⊥ be arbitrarily chosen and fixed. We take z4 ∈ M arbitrarily. Then there
exists a sequence {zn4}n∈N of elements ofM such that

zn4 → z4 as n→∞.

Since z3 ∈ M⊥ and zn4 ∈ M, n ∈ ℕ, we have

(z3, z
n
4) = 0 for any n ∈ ℕ.

Hence, by Theorem 1.53, we get

0 = (z3, z
n
4) → (z3, z4),

i. e., (z3, z4) = 0. Because z4 ∈ M was arbitrarily chosen, we obtain z3 ⊥ M. There-
fore z3 ∈ M

⊥. Since z3 ∈ M⊥ was arbitrarily chosen and for it we see that it is an
element ofM⊥, we obtain

M⊥ ⊆ M⊥.

From the previous relation and from (1.58), we get M⊥ = M⊥. Then z = 0 and
y = x ∈ M, which is a contradiction. This completes the proof.

Let M be a linear subspace of the Hilbert space H, spanned by the orthonormal
system {ϕk}k∈N and x ∈ M.
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Definition 1.45.
1. The series

∞

∑
k=1

αkϕk , αk ∈ F,

will be called a Fourier’s series with respect to the orthonormal system {ϕk}k∈N.
2. The numbers

αk = (x,ϕk), k ∈ N,

will be called the Fourier coefficients for the element x with respect to the or-
thonormal system {ϕk}k∈N.

LetMn = Span{ϕ1, . . . ,ϕn} and un = ∑
n
k=1 ckϕk ∈ Mn for some ck ∈ F. Then

(x −
n
∑
k=1

ckϕk , x −
n
∑
k=1

ckϕk) = (x, x) − 2
n
∑
k=1

Re(ck(x,ϕk)) +
n
∑
k=1
|ck |

2.

Let

Δn = ‖x − un‖.

Then

Δ2n = ‖x‖
2 − 2

n
∑
k=1

Re(ck(x,ϕk)) +
n
∑
k=1
|ck |

2.

Hence,

Δ2n = ‖x‖
2 −

n
∑
k=1

αkck −
n
∑
k=1

αkck +
n
∑
k=1
|ck |

2.

Note that

|αk − ck |
2 = (αk − ck)(αk − ck)
= αkαk − αkck − ckαk + ckck = |αk |

2 − αkck − ckαk + |ck |
2,

whereupon

−αkck − ckαk + |ck |
2 = |αk − ck |

2 − |αk |
2.

Therefore

Δ2n = ‖x‖
2 +

n
∑
k=1
|αk − ck |

2 −
n
∑
k=1
|αk |

2.
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Let

dn = dist(x,Mn).

Then

d2n = inf
un∈Mn
‖x − un‖

2 = inf
c1 ,...,cn

Δ2n

= Δ2n|α1=c1 ,...,αn=cn = ‖x‖
2 −

n
∑
k=1
|αk |

2

and

dn =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x −

n
∑
k=1

αkϕk

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
.

Theorem 1.60. We have

n
∑
k=1
|αk |

2 ≤ ‖x‖2 for any n ∈ N. (1.59)

and dn < dm for any m < n.

Proof. Since d2n ≥ 0 for any n ∈ N, we get the inequality (1.59). Form < n we have

d2m = ‖x‖
2 −

m
∑
k=1
|αk |

2 > ‖x‖2 −
n
∑
k=1
|αk |

2 = d2n,

whereupon dm > dn. This completes the proof.

Theorem 1.61 (Bessel’s inequality). We have

∞

∑
k=1
|ck |

2 ≤ ‖x‖2. (1.60)

Proof. Since the inequality (1.59) holds for any n ∈ N, we conclude that the series
∑∞k=1 |αk |

2 is convergent and (1.60) holds. This completes the proof.

Definition 1.46 (Complete orthonormal system). An orthonormal system {ϕk}k∈N in
the Hilbert space H is called a complete orthonormal system if for any x ∈ H the
representation

x =
∞

∑
k=1

ckϕk , ck = (x,ϕk), k ∈ N,

holds.
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Theorem 1.62. An orthonormal system {ϕk}k∈N in the Hilbert spaceH is complete if and
only if

‖x‖2 =
∞

∑
k=1
|ck |

2, ck = (x,ϕk), k ∈ N,

for any x ∈ H.

Proof.
1. Let {ϕk}k∈N is a complete orthonormal system. Let also, x ∈ Hbe arbitrarily chosen

and fixed. Then

x =
∞

∑
k=1

ckϕk .

Hence,

‖x‖2 = (x, x) =
∞

∑
k=1
|ck |

2.

2. Let ‖x‖2 = ∑∞k=1 |ck |
2, ck = (x,ϕk), k ∈ N. Hence, using

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x −

n
∑
k=1

ckϕk

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

= ‖x‖2 −
n
∑
k=1
|ck |

2

for any n ∈ N, we see that x = ∑∞k=1 ckϕk . This completes the proof.

Theorem 1.63. Let {ϕk}k∈N be an orthonormal system in the Hilbert space H and M =
Span{{ϕk}k∈N}. Then {ϕk}k∈N is a complete orthonormal system if and only ifM = H.

Proof.
1. Let {ϕk}k∈N is a complete orthonormal system in H. Assume that M ̸= H. Then

there exists x0 ∈ H \ (M), x0 ̸= 0. Hence, (x0,ϕk) = 0 for any k ∈ N. Since {ϕk}k∈N
is a complete orthonormal system, we have

x0 =
∞

∑
k=1
(x0,ϕk)ϕk = 0.

This is a contradiction. ThereforeM = H.
2. Let M = H and x ∈ H be arbitrarily chosen and fixed. Then for any ϵ > 0 there

exists xϵ ∈ M such that

‖x − xϵ‖ < ϵ.

Hence, for any ϵ > 0 there exists N = N(ϵ) ∈ N such that

xϵ =
N
∑
k=1

ckϕk , ck = (x,ϕk), k ∈ {1, . . . ,N}.
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Therefore
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x −

N
∑
k=1

ckϕk

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
= ‖x − xϵ‖ < ϵ.

By Theorem 1.60, we obtain
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x −

n
∑
k=1

ckϕk

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x −

N
∑
k=1

ckϕk

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
= ‖x − xϵ‖ < ϵ

for any n > N . Therefore

x =
∞

∑
k=1

ckϕk .

Since x ∈ H was arbitrarily chosen and fixed, we conclude that {ϕk}k∈N is a com-
plete orthonormal system in H. This completes the proof.

1.9 Separable spaces

Definition 1.47 (Separable space). A vector space X is said to be separable if there is
a sequence {xn}n∈N of elements ofX such that for any x ∈ X there exists a subsequence
{xnk }k∈N of the sequence {xn}n∈N that converges to x. In other words, a vector space X
is said to be separable if it contains a countable everywhere dense set.

Example 1.29. Consider En. Let

E0n = {(x1, . . . , xn) : xk ∈ Q, k ∈ {1, . . . , n}}.

Then E0n is a countable everywhere dense set in En. Consequently En is a separable
space.

Example 1.30. Consider the space C([a, b]). By C̃ we will denote its linear subspace of
all polynomials with rational coefficients. Then C̃ is a countable everywhere dense set
of the space C([a, b]). Therefore C([a, b]) is a separable space.

Theorem 1.64. If in the Hilbert space H there exists a finite or a countable orthogonal
basis {fn}, then H is separable.

Proof. The set {αnfn : αn ∈ Q} is a countable everywhere dense set inH. ThereforeH is
separable. This completes the proof.

Theorem 1.65. In every separable Hilbert space H there exists an orthogonal basis.

Proof. SinceH is a separable Hilbert space there exists a countable everywhere dense
set A. Let e1 ∈ A, e1 ̸= 0. Then we take e2 ∈ A \ {e1} so that e1 and e2 are linearly inde-
pendent. Thenwe take e3 ∈ A\ {e1, e2} such that e1, e2 and e3 are linearly independent.
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And so on. In this way we get a linearly independent system {en}. From this, using
Theorem 1.55, we get a countable orthogonal basis inH. This completes the proof.

1.10 Advanced practical problems

Problem 1.1. Prove that Ck[a, b] is a vector space.

Problem 1.2. Let D[a, b] be the set of all differential operators

P(D) =
m
∑
k=0

pk(x)
dk

dxk
, Q(D) =

m
∑
k=0

qk(x)
dk

dxk
,

where x ∈ [a, b], pk, qk ∈ C([a, b]), k ∈ {1, . . . ,m}, d0
dx0 = 1, with operations

P(D) + Q(D) =
m
∑
k=0
(pk(x) + qk(x))

dk

dxk
,

αP(D) =
m
∑
k=0
(αpk(x))

dk

dxk
, α ∈ F.

Prove that D[a, b] is a vector space.

Problem 1.3. Consider the set E[a, b]. Prove that
1. xex, x2ex

2
and x3ex

3
are linearly independent.

2. 0, sin x, cos x and sin x + cos x are linearly dependent.

Problem 1.4. Suppose that A, B and C are linear subspaces of a vector space E. Prove
that

A ∩ (B + (A ∩ C)) = (A ∩ B) + (A ∩ C).

Problem 1.5. Prove that

d(x, y) =
n
∑
i=1
|xi − yi|, x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ En,

is a metric on En.

Problem 1.6. We say that a function f : [a, b] 󳨃󳨀→ R is a function of bounded variation
if there exists a positive constant c such that for every partition P = {a = t1 < ⋅ ⋅ ⋅ <
tnp = b} of the interval [a, b] we have

np
∑
l=1

󵄨󵄨󵄨󵄨f (tl) − f (tl−1)
󵄨󵄨󵄨󵄨 < c.
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Let 𝒫 be the set of all partitions P of the interval [a, b]. If f : [a, b] 󳨃󳨀→ R is a function
of bounded variation, then its total variation is defined by

b
⋁
a
f = sup

P∈𝒫

np
∑
l=1

󵄨󵄨󵄨󵄨f (tl) − f (tl−1)
󵄨󵄨󵄨󵄨.

The set of all functions of bounded variation on [a, b] is denoted by V([a, b]). In
V([a, b]) we define a metric by

d(f , g) = 󵄨󵄨󵄨󵄨f (a) − g(a)
󵄨󵄨󵄨󵄨 +

b
⋁
a
(f − g), f , g ∈ V([a, b]). (1.61)

Prove that (1.61) satisfies all axioms for a metric.

Problem 1.7. Check that

‖f ‖ = 󵄨󵄨󵄨󵄨f (a)
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨f (b)
󵄨󵄨󵄨󵄨 + max

t∈[a,b]
󵄨󵄨󵄨󵄨f
󸀠󸀠(t)󵄨󵄨󵄨󵄨, f ∈ C2([a, b]),

satisfies all axioms for a norm.

Problem 1.8. Check if

‖f ‖ = max
t∈[a,b]
󵄨󵄨󵄨󵄨f (t)
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨f (b) − f (a)

󵄨󵄨󵄨󵄨

satisfies all axioms for a norm in C1([a, b]).

Answer. Yes.

Problem 1.9. Prove that the sequence

{ x
n+1

n + 1
− x

n+2

n + 2
}

is convergent in C([0, 1]) and C1([0, 1]).

Problem 1.10. Let x1, . . . , xn be an orthogonal system in a Hilbert space H. Prove that

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n
∑
k=1

xk
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

=
n
∑
k=1
‖xk‖

2.
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2 Lebesgue integration
Some preliminaries regarding sets and mappings that will be used throughout this
book can be found in the appendix of this book.

2.1 Lebesgue outer measure. Measurable sets

Definition 2.1. Let I be a nonempty interval of real numbers. We define its length l(I)
to be∞ if I is unbounded and if I is bounded, we define its length to be the difference
of its end points.

Below with {Ik}k∈N we will denote a countable collection of nonempty open,
bounded intervals.

Definition 2.2. Let A be a set of real numbers. Then we define the outer measure of A
as follows:

m⋆(A) = inf
{Ik}k∈N

A⊆⋃∞k=1 Ik

(
∞

∑
k=1

l(Ik)).

By the definition, it follows thatm⋆(0) = 0.

Theorem 2.1. If A ⊆ B, then m∗(A) ≤ m∗(B).

Proof. We have

m⋆(A) = inf
{Ik}k∈N

A⊆⋃∞k=1 Ik

(
∞

∑
k=1

l(Ik))

≤ inf
{Vk}k∈N

A⊆B⊆⋃∞k=1 Vk

(
∞

∑
k=1

l(Vk)) = m
∗(B).

This completes the proof.

Theorem 2.2. The outer measure of an interval is its length.

Proof.
1. Let I = [a, b]. Let also ϵ > 0 be arbitrarily chosen. Since

[a, b] ⊂ (a − ϵ, b + ϵ),

we have

m⋆([a, b]) ≤ l((a − ϵ, b + ϵ)) = b − a + 2ϵ.

https://doi.org/10.1515/9783110657722-002

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



74 | 2 Lebesgue integration

Because ϵ > 0 was arbitrarily chosen, we conclude that

m⋆([a, b]) ≤ b − a. (2.1)

Let {Vk}k∈N be a collection of open intervals covering the interval [a, b]. By the
Heine–Borel theorem, it follows that there exists a finite subcollection {Ik}nk=1 of
the collection {Vk}k∈N that covers [a, b]. There exists l ∈ {1, . . . , n} such that a ∈ Il.
Let Il = (a1, b1). We have a1 < a < b1. If b1 > b, then

b − a ≤
n
∑
k=1

l(Ik). (2.2)

Let b1 ∈ [a, b). Then there exists an interval (a2, b2) such that b1 ∈ (a2, b2). If b2 > b,
then (2.1) holds. If b2 < b we continue this process while it terminates. Then we
obtain a subcollection {(ak , bk)}Nk=1 of the collection {Ik}

n
k=1. We have

ak+1 < bk for 1 ≤ k ≤ N − 1

and since this process is terminated, we have bN > b. Therefore (2.1) holds. By (2.1)
and (2.2), we see that

m⋆([a, b]) = b − a.

2. Let I is any bounded interval. Then for any ϵ > 0 there exist two closed bounded
intervals J1 and J2 such that

J1 ≤ I ≤ J2

and

l(I) − ϵ ≤ l(J1) ≤ l(J2) ≤ l(I) + ϵ.

Hence,

l(I) − ϵ ≤ m⋆(J1) ≤ m
∗(I) ≤ m⋆(J2) ≤ l(I) + ϵ.

Because ϵ > 0 was arbitrarily chosen, we see that

m∗(I) = l(I).

3. If I is unbounded interval, then for any n ∈ N there exists an interval J ⊆ I such
that l(J) = n. Hence,

m⋆(I) ≥ m⋆(J) = l(J) = n

for any n ∈ N. Thereforem⋆(I) = ∞.

This completes the proof.
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Theorem 2.3. m⋆({y}) = 0 for any y ∈ R.

Proof. Let ϵ > 0 be arbitrarily chosen and fixed. Then

{y} ⊂ (y − ϵ, y + ϵ).

Hence,

m⋆({y}) ≤ 2ϵ.

Because ϵ > 0 was arbitrarily chosen, we conclude that m⋆({y}) = 0. This completes
the proof.

Theorem 2.4. For any set A and for any y ∈ R we have

m⋆(A + y) = m⋆(A).

Proof. Note that any countable collection {Ik}k∈N of open, bounded intervals covers A
if and only if {Ik + y}k∈N covers A+ y. Also,m⋆(Ik + y) = m⋆(Ik) for any k ∈ N. Therefore

m⋆(A + y) = inf
{Ik+y}k∈N

A+y⊆⋃∞k=1 Ik+y

(
∞

∑
k=1

l(Ik + y))

= inf
{Ik}k∈N

A⊆⋃∞k=1 Ik

(
∞

∑
k=1

l(Ik)) = m
⋆(A).

This completes the proof.

Theorem 2.5. The outer measure is countable subadditive, i. e., if {Ek}k∈N is any count-
able collection of sets, disjoint or not, then

m⋆(⋃
k∈N

Ek) ≤
∞

∑
k=1

m⋆(Ek).

Proof. If there is a k ∈ N such thatm⋆(Ek) = ∞, then the assertion is evident. Suppose
that m⋆(Ek) < ∞ for any k ∈ N. We take ϵ > 0 arbitrarily. Then for any k ∈ N there
exists a countable collection {Ik,m}m∈N of open, bounded intervals, such that

∞

∑
m=1

l(Ik,m) ≤ m
⋆(Ek) +

ϵ
2k
.

Note that {Ik,m}k,m∈N is a countable collection of open, bounded intervals for which

⋃
k∈N

Ek ⊆ ⋃
k,m∈N

Ik,m.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



76 | 2 Lebesgue integration

Hence, by Definition 2.2, it follows that

m⋆(⋃
k∈N

Ek) ≤
∞

∑
k,m=1

l(Ik,m) =
∞

∑
k=1
(
∞

∑
m=1

l(Ik,m)) ≤
∞

∑
k=1
(m⋆(Ek) +

ϵ
2k
)

=
∞

∑
k=1

m⋆(Ek) +
∞

∑
k=1

ϵ
2k
=
∞

∑
k=1

m⋆(Ek) + ϵ.

Because ϵ > 0 was arbitrarily chosen, we get to the desired result. This completes the
proof.

Corollary 2.1. If {Ek}mk=1 is any finite collection of sets, disjoint or not, then

m⋆(
m
⋃
k=1

Ek) ≤
m
∑
k=1

m⋆(Ek).

Proof. We take Ek = 0 for k > m and we apply Theorem 2.5. This completes the proof.

Corollary 2.2. The interval [0, 1] is not countable.

Proof. Assume that [0, 1] is countable. Then there exists a sequence {yk}k∈N of ele-
ments of [0, 1] such that

[0, 1] = ⋃
k∈N
{yk}.

Hence, using Theorems 2.3 and 2.5, it follows that

1 = m⋆([0, 1]) = m⋆(⋃
k∈N
{yk}) ≤

∞

∑
k=1

m⋆({yk}) = 0,

which is a contradiction.

Corollary 2.3. The set of irrational numbers in the interval [0, 1] has outer measure 1.

Proof. Let A be the set of irrational numbers in [0, 1] and B be the set of rational num-
bers in [0, 1]. Then

[0, 1] = A ∪ B. (2.3)

Since A ⊂ [0, 1], using Theorem 2.1, we get

m⋆(A) ≤ m⋆([0, 1]) = 1. (2.4)

On the other hand, using Theorem 2.5, we obtain

1 = m⋆([0, 1]) ≤ m⋆(A) +m⋆(B). (2.5)
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Because B is countable, there exists a sequence {yk}k∈N of elements of B such that

B =
∞

⋃
k=1
{yk}.

Then, using Theorems 2.3 and 2.5, we obtain

m⋆(B) = m⋆(
∞

⋃
k=1
{yk}) ≤

∞

∑
k=1

m⋆({yk}) = 0.

Hence, by (2.5), we find

1 ≤ m⋆(A).

By the previous inequality and (2.4), we obtain

m⋆(A) = 1.

This completes the proof.

Theorem 2.6. Let m⋆(A) = 0. Then

m⋆(A ∪ B) = m⋆(B)

for any set B.

Proof. Since B ⊆ A ∪ B, we have

m⋆(B) ≤ m⋆(A ∪ B). (2.6)

On the other hand,

m⋆(A ∪ B) ≤ m⋆(A) +m⋆(B) = m⋆(B).

Hence, by (2.6), we conclude the desired result. This completes the proof.

Definition 2.3. Let E be a subset of R. With Ec we will denote the set

Ec = {x ∈ R : x ∉ E}.

The set Ec will be called the complement of the set E in R.

Definition 2.4. A set E is said to be measurable provided for any set A,

m⋆(A) = m⋆(A ∩ E) +m⋆(A ∩ Ec).

Lemma 2.1. For any sets A and E we have

A = (A ∩ E) ∪ (A ∩ Ec).
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Proof. Let x ∈ A be arbitrarily chosen and fixed.
1. If x ∈ E, then

x ∈ A ∩ E

and

x ∈ (A ∩ E) ∪ (A ∩ Ec).

2. If x ∉ E, then x ∈ Ec. Hence,

x ∈ A ∩ Ec.

Therefore

x ∈ (A ∩ E) ∪ (A ∩ Ec).

Because x ∈ Awas arbitrarily chosen andwe see that it is an element of (A∩E)∪(A∩Ec),
we conclude that

A ⊆ (A ∩ E) ∪ (A ∩ Ec). (2.7)

Let x ∈ (A ∩ E) ∪ (A ∩ Ec) be arbitrarily chosen and fixed. Then

x ∈ A ∩ E or x ∈ A ∩ Ec.

1. Let x ∈ A ∩ E. Then x ∈ A.
2. Let x ∈ A ∩ Ec. Then x ∈ A.

Because x ∈ (A ∩ E) ∪ (A ∩ Ec) was arbitrarily chosen and we see that it is an element
of A, we conclude that

(A ∩ E) ∪ (A ∩ Ec) ⊆ A.

From the previous relation and from (2.7), we get the desired result. This completes
the proof.

Remark 2.1. Using Lemma 2.1 and Corollary 2.1, we have

m⋆(A) ≤ m⋆(A ∩ E) +m⋆(A ∩ Ec).

Therefore E is measurable if and only if

m⋆(A) ≥ m⋆(A ∩ E) +m⋆(A ∩ Ec). (2.8)

This inequality trivially holds if m⋆(A) = ∞. Thus it suffices to establish (2.8) for sets
A that have finite outer measure.
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Theorem 2.7. If A is a measurable set and B is any set disjoint from A, then

m⋆(A ∪ B) = m⋆(A) +m⋆(B).

Proof. Since A is a measurable set, using Definition 2.4, we get

m⋆(A ∪ B) = m⋆((A ∪ B) ∩ A) +m⋆((A ∪ B) ∩ Ac) = m⋆(A) +m⋆(B).

This completes the proof.

Theorem 2.8. Any set of outer measure zero is measurable. In particular, any countable
set is measurable.

Proof. Let E be a set of outer measure zero and let A be any set. Since

A ∩ E ⊆ E and A ∩ Ec ⊆ A,

we have

m⋆(A ∩ E) ≤ m⋆(E) = 0 and m⋆(A ∩ Ec) ≤ m⋆(A).

Thus

m⋆(A) ≥ m⋆(A ∩ Ec) = 0 +m⋆(A ∩ Ec) = m⋆(A ∩ E) +m⋆(A ∩ Ec)

and thereforeE ismeasurable. Hence, using the fact that every countable set has outer
measure zero, we conclude that every countable set is measurable. This completes the
proof.

Lemma 2.2. For any sets A, E1 and E2 we have

(A ∩ Ec1) ∩ E
c
2 = A ∩ (E1 ∪ E2)

c (2.9)

and

(A ∩ E1) ∪ (A ∩ E
c
1 ∩ E2) = A ∩ (E1 ∪ E2). (2.10)

Proof. Firstly, we will prove equation (2.9). Let x ∈ (A ∩ Ec1) ∩ E
c
2 be arbitrarily chosen

and fixed. Then

x ∈ A ∩ Ec1 and x ∈ Ec2 .

Since x ∈ A ∩ Ec1 , we get x ∈ A and x ∈ Ec1 . From x ∈ Ec1 and x ∈ E
c
2, we obtain x ∉ E1

and x ∉ E2. Therefore x ∉ E1 ∪ E2 and x ∈ (E1 ∪ E2)c. From x ∈ A and x ∈ (E1 ∪ E2)c, we
conclude that x ∈ A ∩ (E1 ∪ E2)c. Because x ∈ (A ∩ Ec1) ∩ E

c
2 was arbitrarily chosen and

we see that it is an element of the set A ∩ (E1 ∪ E2)c, we conclude that

(A ∩ Ec1) ∩ E
c
2 ⊆ A ∩ (E1 ∪ E2)

c. (2.11)

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



80 | 2 Lebesgue integration

Let x ∈ A ∩ (E1 ∪ E2)c be arbitrarily chosen and fixed. Then x ∈ A and x ∈ (E1 ∪ E2)c.
Hence, x ∉ E1 ∪ E2. Therefore x ∉ E1 and x ∉ E2. From this, it follows that x ∈ Ec1 and
x ∈ Ec2. Since x ∈ A and x ∈ Ec1 , we obtain x ∈ A∩E

c
1 . Because x ∈ A∩E

c
1 and x ∈ E

c
2, we

see that x ∈ (A ∩ Ec1) ∩ E
c
2. Since x ∈ A ∩ (E1 ∪ E2)

c was arbitrarily chosen and we see
that it is an element of (A ∩ Ec1) ∩ E

c
2, we conclude that

A ∩ (E1 ∪ E2)
c ⊆ (A ∩ Ec1) ∩ E

c
2 .

From the previous relation and from (2.11), we obtain equation (2.9). Nowwewill prove
equation (2.10). Let x ∈ (A ∩ E1) ∪ (A ∩ Ec1 ∩ E2) be arbitrarily chosen and fixed. Then
x ∈ A ∩ E1 or x ∈ A ∩ Ec1 ∩ E2.
1. Let x ∈ A ∩ E1. Then x ∈ A and x ∈ E1. Hence, x ∈ E1 ∪ E2 and x ∈ A ∩ (E1 ∪ E2).
2. Let x ∈ A ∩ Ec1 ∩ E2. Then x ∈ A, x ∈ E

c
1 and x ∈ E2. Hence, x ∈ A and x ∈ E1 ∪ E2.

Therefore x ∈ A ∩ (E1 ∪ E2).

Because x ∈ (A ∩ E1) ∪ (A ∩ Ec1 ∩ E2) was arbitrarily chosen and we see that it is an
element of A ∩ (E1 ∪ E2), we obtain

(A ∩ E1) ∪ (A ∩ E
c
1 ∩ E2) ⊆ A ∩ (E1 ∪ E2). (2.12)

Let x ∈ A ∩ (E1 ∪ E2) is arbitrarily chosen and fixed. Then x ∈ A and x ∈ E1 ∪ E2.
1. Let x ∈ E1. Then x ∈ A ∩ E1 and

x ∈ (A ∩ E1) ∪ (A ∩ E
c
1 ∩ E2). (2.13)

2. Let x ∈ E2. If x ∈ E1, then x ∈ A ∩ E1 and we get (2.13). If x ∉ E1, then x ∈ Ec1 and
x ∈ A ∩ Ec1 ∩ E2. Therefore we get (2.13).

Because x ∈ A ∩ (E1 ∪ E2) was arbitrarily chosen and we see that it is an element of
(A ∩ E1) ∪ (A ∩ Ec1 ∩ E2), we obtain

A ∩ (E1 ∪ E2) ⊆ (A ∩ E1) ∪ (A ∩ E
c
1 ∩ E2).

From the previous relation and from (2.12), we get equation (2.10). This completes the
proof.

Theorem 2.9. The union of a finite collection of measurable sets is measurable.

Proof. Let E1 and E2 be two measurable sets. Then for any set A we have

m⋆(A) = m⋆(A ∩ E1) +m
⋆(A ∩ Ec1)

and

m⋆(A ∩ Ec1) = m
⋆(A ∩ Ec1 ∩ E2) +m

⋆(A ∩ Ec1 ∩ E
c
2).
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Therefore

m⋆(A) = m⋆(A ∩ E1) +m
⋆(A ∩ Ec1 ∩ E2) +m

⋆(A ∩ Ec1 ∩ E
c
2).

Hence, by (2.9), we obtain

m⋆(A) = m⋆(A ∩ E1) +m
⋆(A ∩ (E1 ∪ E2)

c)

+m⋆(A ∩ Ec1 ∩ E2) ≥ m
⋆(A ∩ (E1 ∪ E2)) +m

⋆(A ∩ (E1 ∪ E2)
c).

Therefore E1 ∪ E2 is a measurable set. Assume that⋃nk=1 Ek is a measurable set, where
Ek, k ∈ {1, . . . , n}, are measurable sets. Let En+1 be a measurable set. Then, as above,
(⋃nk=1 Ek) ∪ En+1 is a measurable set. Therefore⋃n+1k=1 Ek is a measurable set. This com-
pletes the proof.

Theorem 2.10. Let A be any set and {Ek}nk=1 be a finite disjoint collection of measurable
sets. Then

m⋆(A ∩ (
n
⋃
k=1

Ek)) =
n
∑
k=1

m⋆(A ∩ Ek).

In particular,

m⋆(
n
⋃
k=1

Ek) =
n
∑
k=1

m⋆(Ek).

Proof. We will use induction.
1. Let n = 1. Then the assertion is evident.
2. Assume that the assertion is valid for some n ∈ N.
3. We will prove the assertion for n + 1. Because {Ek}n+1k=1 is a disjoint collection, we

have

A ∩ (
n+1
⋃
k=1

Ek) ∩ En+1 = A ∩ En+1

and

A ∩ (
n+1
⋃
k=1

Ek) ∩ E
c
n+1 = A ∩ (

n
⋃
k=1

Ek).

Hence, by the measurability of En+1, we get

m⋆(A ∩ (
n+1
⋃
k=1

Ek)) = m
⋆(A ∩ (

n+1
⋃
k=1

Ek) ∩ En+1) +m
⋆(A ∩ (

n+1
⋃
k=1

Ek) ∩ E
c
n+1)

= m⋆(A ∩ En+1) +m
⋆(A ∩ (

n
⋃
k=1

Ek))
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= m⋆(A ∩ En+1) +
n
∑
k=1

m⋆(A ∩ Ek)

=
n+1
∑
k=1

m⋆(A ∩ Ek).

This completes the proof.

Lemma 2.3. For any sets A, B and C we have

A \ B = A ∩ Bc, (2.14)
A ∩ (B \ C) ⊆ A ∩ (B ∩ Cc), (2.15)
(A ∩ B)c = Ac ∪ Bc. (2.16)

Proof.
1. We will prove (2.14). Let x ∈ A \ B be arbitrarily chosen and fixed. Then x ∈ A and

x ∉ B. From x ∉ B, it follows that x ∈ Bc. By x ∈ A and x ∈ Bc, we obtain x ∈ A∩Bc.
Because x ∈ A \Bwas arbitrarily chosen andwe see that it is an element ofA∩Bc,
we get

A \ B ⊆ A ∩ Bc. (2.17)

Let x ∈ A ∩ Bc be arbitrarily chosen. Then x ∈ A and x ∈ Bc. From x ∈ Bc it follows
that x ∉ B. From x ∈ A and x ∉ B, we get x ∈ A \ B. Because x ∈ A ∩ Bc was
arbitrarily chosen and fixed and we see that it is an element of the set A \ B, we
obtain

A ∩ Bc ⊆ A \ B.

From the previous relation and from (2.17), we obtain (2.14).
2. We will prove (2.15). Let x ∈ A ∩ (B \ C) is arbitrarily chosen. Then x ∈ A and

x ∈ B \ C. From x ∈ B \ C, it follows that x ∈ B and x ∉ C. By x ∉ C, we get x ∈ Cc.
From x ∈ A, x ∈ B and x ∈ Cc, we see that x ∈ A ∩ (B ∩ Cc). Because x ∈ A ∩ (B \ C)
was arbitrarily chosen, we conclude to equation (2.15).

3. Wewill prove (2.16). Let x ∈ (A∩B)c be arbitrarily chosen and fixed. Then x ∉ A∩B.
Hence, x ∉ A or x ∉ B.
(a) If x ∉ A, then x ∈ Ac and x ∈ Ac ∪ Bc.
(b) If x ∉ B, then x ∈ Bc and x ∈ Ac ∪ Bc.
Because x ∈ (A ∩ B)c was arbitrarily chosen and we see that it is an element of
Ac ∪ Bc, we obtain

(A ∩ B)c ⊆ Ac ∪ Bc. (2.18)

Let x ∈ Ac ∪Bc be arbitrarily chosen and fixed. Then x ∈ Ac or x ∈ Bc. Hence, x ∉ A
or x ∉ B. Therefore x ∉ A ∩ B and x ∈ (A ∩ B)c. Because x ∈ Ac ∪ Bc was arbitrarily
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chosen and we see that it is an element of (A ∩ B)c, we obtain

Ac ∪ Bc ⊆ (A ∩ B)c.

From the previous relation and from (2.18), we get equation (2.16). This completes
the proof.

Theorem 2.11. Let E1 and E2 be measurable sets. Then E1 \ E2 is a measurable set.

Proof. Let A be any set. Since E1 is a measurable set, then Ec1 is a measurable set.
Hence, by Theorem 2.9, we see that Ec1 ∪ E2 is a measurable set. Then

m⋆(A) ≥ m⋆(A ∩ (Ec1 ∪ E2)) +m
⋆(A ∩ (Ec1 ∪ E2)

c). (2.19)

Using (2.14) and (2.16), we have

(E1 \ E2)
c = (E1 ∩ E

c
2)
c = Ec1 ∪ E2.

Therefore

A ∩ (E1 \ E2)
c = A ∩ (Ec1 ∪ E2)

and

m⋆(A ∩ (E1 \ E2)
c) = m⋆(A ∩ (Ec1 ∪ E2)). (2.20)

By (2.15) and (2.16), we get

A ∩ (E1 \ E2) ⊆ A ∩ (E1 ∩ E
c
2) = A ∩ (E

c
1 ∪ E2)

c.

Hence, by Theorem 2.1, we obtain

m⋆(A ∩ (E1 \ E2)) ≤ m
⋆(A ∩ (Ec1 ∪ E2)

c).

From the previous inequality and from (2.19) and (2.20), we arrive at

m⋆(A ∩ (E1 \ E2)) +m
⋆(A ∩ (E1 \ E2)

c) ≤ m⋆(A ∩ (Ec1 ∪ E2)
c)

+m⋆(A ∩ (Ec1 ∪ E2)) ≤ m
⋆(A).

Because A was arbitrarily chosen and fixed, we conclude that E1 \ E2 is a measurable
set. This completes the proof.

Theorem 2.12. The union of a countable collection of sets is also the union of a count-
able disjoint collection of sets. In particular, the union of a countable collection of mea-
surable sets is also the union of a countable disjoint collection of measurable sets.
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Proof. Let E = ⋃∞k=1 E
󸀠
k . We set

E1 = E
󸀠
1,

Ek = E
󸀠
k \

k−1
⋃
l=1

E󸀠l .

Suppose that x ∈ E is arbitrarily chosen and fixed. Assume that x ∉ Ek for any k ∈ N.
Then x ∉ E󸀠k for any k ∈ N and x ∉ E = ⋃∞k=1 E

󸀠
k, which is a contradiction. Therefore

x ∈ Ek for some k ∈ N and hence, x ∈ ⋃∞k=1 Ek . Because x ∈ E was arbitrarily chosen
and we see that it is an element of⋃∞k=1 Ek, we get

E ⊆
∞

⋃
k=1

Ek . (2.21)

Let now x ∈ ⋃∞k=1 Ek is arbitrarily chosen. Suppose that x ∉ E
󸀠
k for any k ∈ N. Hence,

x ∉ Ek for any k ∈ N and x ∉ ⋃∞k=1 Ek . This is a contradiction. Therefore x ∈ E
󸀠
k for some

k ∈ N and x ∈ E = ⋃∞k=1 E
󸀠
k . Because x ∈ ⋃

∞
k=1 Ek was arbitrarily chosen and we see that

it is an element of E, we conclude that

∞

⋃
k=1

Ek ⊆ E.

From the previous relation and from (2.21), we obtain E = ⋃∞k=1 Ek . Suppose that there
is x ∈ E such that x ∈ Ek and x ∈ El for some k > l. From the definition of the set Ek
it follows that x ∉ ⋃k−1m=1 Em. Therefore x ∉ Em for any m ∈ {1, . . . , k − 1}. In particular,
x ∉ El, which is a contradiction. Consequently {Ek}k∈N is a collection of disjoint sets.

Now we suppose that E󸀠k, k ∈ N, are measurable sets. Then for k > 2, using Theo-
rem 2.9, we see that ⋃k−1l=1 E

󸀠
l is a measurable set. Hence, by Theorem 2.11, the sets Ek,

k ∈ N, are measurable sets. This completes the proof.

Theorem 2.13. The union of countable collection of measurable sets is measurable.

Proof. Let E = ⋃∞k=1 E
󸀠
k be a countable collection of measurable sets. By Theorem 2.12,

it follows that there is a countable disjoint collection {Ek}k∈N of measurable sets such
that E = ⋃∞k=1 Ek . Let A be any set, n ∈ N be arbitrarily chosen and

Fn =
n
⋃
k=1

Ek .

Then by Theorem 2.9 we see that Fn is a measurable set. Also, Fn ⊆ E and Fcn ⊇ E
c.

Hence, by Theorem 2.1, we get

m⋆(A ∩ Ec) ≤ m⋆(A ∩ Fcn).
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Then, using the fact that Fn is a measurable set, we obtain

m⋆(A) = m⋆(A ∩ Fn) +m
⋆(A ∩ Fcn)

≥ m⋆(A ∩ Fn) +m
⋆(A ∩ Ec).

(2.22)

By Theorem 2.10, we obtain

m⋆(A ∩ Fn) = m
⋆(A ∩ (

n
⋃
k=1

Ek)) =
n
∑
k=1

m⋆(A ∩ Ek).

Hence, by (2.22), we get

m⋆(A) ≥
n
∑
k=1

m⋆(A ∩ Ek) +m
⋆(A ∩ Ec).

Because n ∈ N was arbitrarily chosen, from the previous inequality we find

m⋆(A) ≥
∞

∑
k=1

m⋆(A ∩ Ek) +m
⋆(A ∩ Ec). (2.23)

From Theorem 2.5, we have

m⋆(A ∩ E) = m⋆(A ∩ (
∞

⋃
k=1

Ek)) ≤ m
⋆(
∞

⋃
k=1
(A ∩ Ek))

≤
∞

∑
k=1

m⋆(A ∩ Ek).

Hence, by (2.23), we find

m⋆(A) ≥ m⋆(A ∩ E) +m⋆(A ∩ Ec).

This completes the proof.

Definition 2.5. A collection ℱ of subsets of R is called σ-algebra if
1. it contains R,
2. A ∈ ℱ , then Ac ∈ ℱ ,
3. Ak ∈ ℱ , k ∈ N, then⋃

∞
k=1 Ak ∈ ℱ .

Remark 2.2. Let ℱ be a σ-algebra. Let also Ak ∈ ℱ , k ∈ N. Then Ac
k ∈ ℱ ,⋃

∞
k=1 A

c
k ∈ ℱ .

Hence,

(
∞

⋃
k=1

Ac
k)

c

=
∞

⋂
k=1

Ak ∈ ℱ .

Therefore every σ-algebra is closed with respect to the formation of countable inter-
sections.
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Remark 2.3. By Theorems 2.11 and 2.13, it follows that the setℳ of allmeasurable sets
is a σ-algebra.

Theorem 2.14. If a σ-algebra ℱ of subsets of R contains intervals of the form (a,∞),
then it contains all intervals.

Proof. Since (a,∞) ∈ ℱ and ℱ is a σ-algebra, we have

(−∞, a] = (a,∞)c ∈ ℱ .

Because

(a, b]c = (−∞, a] ∪ (b,∞)

and (−∞, a], (b,∞) ∈ ℱ andℱ is closed with respect to the formation of finite unions,
we conclude that (a, b]c ∈ ℱ . Hence, using the fact that ℱ is closed with respect to
complements, we see that (a, b] ∈ ℱ . Now we consider [a,∞). We will prove that

[a,∞) =
∞

⋂
n=1
(a − 1

n
,∞). (2.24)

Let x ∈ [a,∞) be arbitrarily chosen and fixed. Then x ∈ (a − 1
n ,∞) for any n ∈ N.

Therefore x ∈ ⋂∞n=1(a −
1
n ,∞). Since x ∈ [a,∞) was arbitrarily chosen and we see that

it is an element of⋂∞n=1(a −
1
n ,∞), we obtain the relation

[a,∞) ⊆
∞

⋂
n=1
(a − 1

n
,∞). (2.25)

Let now x ∈ ⋂∞n=1(a −
1
n ,∞) be arbitrarily chosen and fixed. Then

a − x < 1
n

for any n ∈ N. Hence, a − x ≤ 0, i. e., x ∈ [a,∞). Because x ∈ ⋂∞n=1(a −
1
n ,∞) was

arbitrarily chosen and we see that it is an element of [a,∞), we conclude that
∞

⋂
n=1
(a − 1

n
,∞) ⊆ [a,∞).

From the previous relation and from (2.25), we obtain equation (2.24). Since

(a − 1
n
,∞) ∈ ℱ

for any n ∈ N and ℱ is closed with respect to the formation of countable intersec-
tions, we obtain [a,∞) ∈ ℱ . Hence, using the fact that ℱ is closed with respect to the
complements, we find

(−∞, a) = [a,∞)c ∈ ℱ .
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Note that

[a, b) = ((−∞, a) ∪ [b,∞))c.

Because (−∞, a), [b,∞) ∈ ℱ and ℱ is closed with respect to the formation of finite
unions and complements, we conclude that [a, b) ∈ ℱ . Also,

[a, b] = (−∞, b] ∩ [a,∞).

Since (−∞, b], [a,∞) ∈ ℱ and ℱ is closed with respect to the formation of finite inter-
sections, we obtain [a, b] ∈ ℱ . This completes the proof.

Theorem 2.15. Every interval is measurable.

Proof. We will prove that every interval of the form (a,∞) is measurable. Let A be a
set such that a ∉ A. Let also {Ik}k∈N be any collection of open, bounded intervals that
covers A. We define

A1 = A ∩ (−∞, a), A2 = A ∩ (a,∞),
I󸀠k = Ik ∩ (−∞, a), I󸀠󸀠k = Ik ∩ (a,∞)

for each index k. Then

l(Ik) = l(I
󸀠
k) + l(I

󸀠󸀠
k )

for each index k. Note that {I󸀠k}k∈N and {I󸀠󸀠k }k∈N are countable collections of open,
bounded intervals that cover A1 and A2, respectively. Hence, using the definition for
the outer measure, we get

m⋆(A1) ≤
∞

∑
k=1

l(I󸀠k) and m⋆(A2) ≤
∞

∑
k=1

l(I󸀠󸀠k ).

Therefore

m⋆(A1) +m
⋆(A2) ≤

∞

∑
k=1

l(I󸀠k) +
∞

∑
k=1

l(I󸀠󸀠k )

=
∞

∑
k=1
(l(I󸀠k) + l(I

󸀠󸀠
k )) =

∞

∑
k=1

l(Ik),

i. e.,

m⋆(A1) +m
⋆(A2) ≤

∞

∑
k=1

l(Ik).

Because {Ik}k∈N was arbitrarily chosen, from the previous inequality we get

m⋆(A ∩ (a,∞)) +m⋆(A ∩ (a,∞)c) ≤ m⋆(A). (2.26)
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Let now a ∈ A. Then we consider the set B = A \ {a}. As above,

m⋆(B ∩ (a,∞)) +m⋆(B ∩ (a,∞)c) ≤ m⋆(B). (2.27)

By Theorem 2.4, it follows that

m⋆(B) = m⋆(A),
m⋆(B ∩ (a,∞)) = m⋆(A ∩ (a,∞)),
m⋆(B ∩ (a,∞)c) = m⋆(A ∩ (a,∞)c).

Hence, by (2.27), we get (2.26). Therefore (a,∞) is measurable. Because the measur-
able sets areσ-algebra and every interval of the form (a,∞) ismeasurable, using Theo-
rem 2.14, we conclude that every interval is measurable. This completes the proof.

Theorem 2.16. The translate of a measurable set is a measurable set.

Proof. LetEbeameasurable set. Let alsoAbeany set and y ∈ R. SinceE ismeasurable,
using Theorem 2.4, we have

m⋆(A) = m⋆(A − y) = m⋆((A − y) ∩ E) +m⋆((A − y) ∩ Ec)
= m⋆(A ∩ (E + y)) +m⋆(A ∩ (E + y)c).

Therefore E + y is a measurable set. This completes the proof.

Theorem 2.17. The intersection of an arbitrary nonempty collection of σ-algebras on R
is a σ-algebra on R.

Proof. Let𝒜α, α ∈ I, are σ-algebras on R. Here I is an index set. Let also

𝒜 = ⋂
α∈I

𝒜α.

1. Since 𝒜α, α ∈ I, are σ-algebras on R, we have R ∈ 𝒜α for any α ∈ I. Therefore
R ∈ 𝒜 = ⋂α∈I𝒜α.

2. Let A ∈ 𝒜 be any set. Then A ∈ 𝒜α for any α ∈ I. Because𝒜α, α ∈ I, are σ-algebras,
we have Ac ∈ 𝒜α for any α ∈ I. Consequently Ac ∈ 𝒜.

3. Let {An}n∈N ⊆ 𝒜. Then {An}n∈N ⊆ 𝒜α for any α ∈ I. Because 𝒜α, α ∈ N, are
σ-algebras, we obtain⋃∞n=1 An ∈ 𝒜α for any α ∈ I. Therefore⋃

∞
n=1 An ∈ 𝒜.

Consequently𝒜 is a σ-algebra. This completes the proof.

Definition 2.6. The intersection of all σ-algebras of subsets ofR that contain the open
sets is a σ-algebra called the Borel σ-algebra. It will be denoted by ℬ(R). Themembers
of ℬ(R) are called Borel sets.

The Borel σ-algebra is contained in every σ-algebra that contains all open sets.
Since the measurable sets are a σ-algebra containing all open sets, every Borel set is
measurable.
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Definition 2.7. A set is said to be aGδ set provided it is the intersection of a countable
collection of open sets.

Exercise 2.1. Prove that the translate of a Gδ set is a Gδ set.

Definition 2.8. A set is said to be a Fσ set provided it is the union of a countable col-
lection of closed sets.

Exercise 2.2. Prove that the translate of an Fσ set is a Fσ set.

Theorem 2.18. Every open set is measurable.

Proof. Note that every open set is a disjoint union of a countable collection of open
intervals. Hence, from Theorems 2.15 and 2.13, it follows that every open set is mea-
surable. This completes the proof.

Exercise 2.3. Prove that every Fσ set and every Gδ set is measurable.

Theorem 2.19. Let E be any set of real numbers. Then E is measurable if and only if for
each ϵ > 0 there is an open set O, containing E, so that m⋆(O \ E) < ϵ.

Proof.
1. Suppose that E is measurable. We take ϵ > 0 arbitrarily.

(a) Letm⋆(E) < ∞. By the definition of the outer measure, it follows that there is
a countable collection of open intervals {Ik}k∈N which covers E and

∞

∑
k=1

l(Ik) < m
⋆(E) + ϵ.

We define

O =
∞

⋃
k=1

Ik .

Then O is an open set that contains E. Hence, by Theorem 2.5, we obtain

m⋆(O) = m⋆(
∞

⋃
k=1

Ik) ≤
∞

∑
k=1

m⋆(Ik) ≤
∞

∑
k=1

l(Ik) < m
⋆(E) + ϵ.

Therefore

m⋆(O) −m⋆(E) < ϵ.

Because

O = (O \ E) ∪ E and (O \ E) ∩ E = 0,

using Theorem 2.7, we get

m⋆(O) = m⋆(O \ E) +m⋆(E).
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Consequently

m⋆(O \ E) = m⋆(O) −m⋆(E) < ϵ.

(b) Letm⋆(E) = ∞. Then Emay be expressed as the disjoint union of a countable
collection {Ek}k∈N of measurable sets, each of which has finite outer measure.
By the first case, for each k ∈ N there is an open set Ok containing Ek such
that

m⋆(Ok \ Ek) <
ϵ
2k
.

Let

O =
∞

⋃
k=1

Ok .

Then O is an open set that contains E and

m⋆(O \ E) = m⋆((
∞

⋃
k=1

Ok) \ E) ≤ m
⋆(
∞

⋃
k=1
(Ok \ Ek))

≤
∞

∑
k=1

m⋆(Ok \ Ek) <
∞

∑
k=1

ϵ
2k
= ϵ.

2. Let for each ϵ > 0 there is an open set O containing E such thatm⋆(O \ E) < ϵ. Let
A be any set. Then, since O is an open set, using Theorem 2.18, it is measurable.
Therefore

m⋆(A) ≥ m⋆(A ∩ O) +m⋆(A ∩ Oc). (2.28)

Using A ∩ E ⊆ A ∩ O and Theorem 2.1, we have

m⋆(A ∩ E) ≤ m⋆(A ∩ O). (2.29)

Now we will prove that

E = O ∩ (O \ E)c. (2.30)

Let x ∈ E be arbitrarily chosen. Then x ∈ O and x ∉ O \ E. Therefore x ∈ (O \ E)c.
Because x ∈ O and x ∈ (O \ E)c, we get x ∈ O ∩ (O \ E)c. Since x ∈ Ewas arbitrarily
chosen and we see that it is an element of the set O ∩ (O \ E)c, we conclude that

E ⊆ O ∩ (O \ E)c. (2.31)

Let x ∈ O ∩ (O \ E)c be arbitrarily chosen and fixed. Then x ∈ O and x ∈ (O \ E)c.
Hence, x ∉ O \ E and x ∈ E. Because x ∈ O ∩ (O \ E)c was arbitrarily chosen and
we see that it is an element of E, we obtain

O ∩ (O \ E)c ⊆ E.
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From the previous relation and from (2.31), we get equation (2.30). By (2.30), we
find

Ec = (O ∩ (O \ E)c)c = Oc ∪ (O \ E).

Now we will prove

A ∩ Ec ⊆ (A ∩ Oc) ∪ (O \ E). (2.32)

Let x ∈ A∩Ec be arbitrarily chosen and fixed. Then x ∈ A and x ∈ Ec. Hence, x ∉ E.
(a) If x ∈ Oc, then x ∈ A ∩ Oc and x ∈ (A ∩ Oc) ∪ (O \ E).
(b) If x ∉ Oc, then x ∈ O and hence, x ∈ O \ E and x ∈ (A ∩ Oc) ∪ (O \ E).
Because x ∈ A ∩ Ec was arbitrarily chosen and we see that it is an element of
(A ∩ Oc) ∪ (O \ E), we get equation (2.32). By (2.32), we find

m⋆(A ∩ Ec) ≤ m⋆((A ∩ Oc) ∪ (O \ E)) ≤ m⋆(A ∩ Oc) +m⋆(O \ E) < ϵ +m⋆(A ∩ Oc).

From the previous inequality and from (2.29) and (2.28), we obtain

m⋆(A ∩ E) +m⋆(A ∩ Ec) ≤ m⋆(A ∩ O) +m⋆(A ∩ Oc) + ϵ ≤ m⋆(A) + ϵ.

Because ϵ > 0 was arbitrarily chosen, we conclude that

m⋆(A) ≥ m⋆(A ∩ E) +m⋆(A ∩ Ec),

i. e., E is measurable. This completes the proof.

Theorem 2.20. Let E be any set of real numbers. Then E is measurable if and only if
there is a Gδ set G, containing E, such that m⋆(G \ E) = 0.

Proof.
1. Let E be measurable. By Theorem 2.19, it follows that for any k ∈ N there is an

open set Ok, containing E, such that

m⋆(Ok \ E) <
1
k
.

Let G = ⋂∞k=1 Ok . Then G is a Gδ set containing E. Also,

G \ E ⊆
∞

⋂
k=1
(Ok \ E). (2.33)

Really, let x ∈ G \ E be arbitrarily chosen. Then x ∈ G and x ∉ E. By the definition
of the set G, it follows that x ∈ Ok for any k ∈ N. Therefore x ∈ Ok \ E for any
k ∈ N. Hence, x ∈ ⋂∞k=1(Ok \ E). Because x ∈ G \ E was arbitrarily chosen and we

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



92 | 2 Lebesgue integration

see that it is an element of the set ⋂∞k=1(Ok \ E), we get equation (2.33). By (2.33)
and Theorem 2.1, we find

m⋆(G \ E) ≤ m⋆(
∞

⋂
k=1
(Ok \ E)) ≤ m

⋆(Ok \ E) <
1
k

for any k ∈ N. Thereforem⋆(G \ E) = 0.
2. Let there is a Gδ set G containing E such thatm⋆(G \ E) = 0. Since any set of outer

measure zero is measurable, we have G \ E ∈ ℳ. Becauseℳ is a σ- algebra, we
have (G \ E)c ∈ℳ and G ∩ (G \ E)c ∈ℳ. From this, using E = G ∩ (G \ E)c (which
one can prove as in (2.30)), we conclude that E is measurable. This completes the
proof.

Theorem 2.21. Let E be any set of real numbers. Then E is measurable if and only if for
each ϵ > 0 there is a closed set B contained in E such that m⋆(E \ B) < ϵ.

Proof.
1. Let E be a measurable set. Then Ec is a measurable set. We take ϵ > 0 arbitrarily.

By Theorem 2.19, it follows that there is an open set O containing Ec such that

m⋆(O \ Ec) < ϵ. (2.34)

Note that Oc is a closed set and Oc ⊂ E. Now we will prove that

E \ Oc = O \ Ec. (2.35)

Really, let x ∈ E \ Oc be arbitrarily chosen. Then x ∈ E and x ∉ Oc. Hence, x ∈ O
and x ∉ Ec. Therefore x ∈ O \ Ec. Since x ∈ E \ Oc was arbitrarily chosen and we
see that it is an element of O \ Ec, and we obtain

E \ Oc ⊆ O \ Ec. (2.36)

Let now x ∈ O \ Ec be arbitrarily chosen. Then x ∈ O and x ∉ Ec. Hence, x ∉ Oc

and x ∈ E. Therefore x ∈ E \ Oc. Because x ∈ O \ Ec was arbitrarily chosen and we
see that it is an element of the set E \ Oc, we get

O \ Ec ⊆ E \ Oc.

From the previous relation and from (2.36), we obtain equation (2.35). By (2.35),
Theorem 2.1 and (2.34), we find

m⋆(E \ Oc) = m⋆(O \ Ec) < ϵ.

We set B = Oc.
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2. Let for any ϵ > 0 there is a closed set B, contained in E, such thatm⋆(E \B) < ϵ. By
(2.35), we obtainm⋆(Bc \ Ec) < ϵ. Note that Bc is an open set and Ec ⊆ Bc. Hence,
by Theorem 2.19, we conclude that Ec is measurable, i. e., Ec ∈ℳ. Becauseℳ is
a σ-algebra, we see that E ∈ ℳ, i. e., E is a measurable set. This completes the
proof.

Theorem 2.22. Let E be any set of real numbers. Then E is measurable if and only if
there is an Fσ set B, contained in E, such that m⋆(E \ B) = 0.

Proof. By Theorem 2.20, it follows that the set Ec is measurable if and only if there is a
Gδ setA, containingEc, such thatm⋆(A\Ec) = 0. Hence, using (2.35) and using the fact
that the complement of a Gδ set is an Fσ set, we get the desired result. This completes
the proof.

Theorem 2.23. Let E be a measurable set of finite outer measure. Then for each ϵ > 0
there is a finite disjoint collection of open intervals {Ik}nk=1 for which if O = ⋃

n
k=1 Ik , then

m⋆(E \ O) +m⋆(O \ E) < ϵ.

Proof. By Theorem 2.19, it follows that for each ϵ > 0 there is an open set B, contain-
ing E, such that m⋆(B \ E) < ϵ

2 . Since every open set is measurable, we see that B is
measurable. Also, we have

m⋆(B) ≤ m⋆(E) +m⋆(B \ E) < m⋆(E) + ϵ
2
.

Therefore B is a measurable set of finite outer measure. Because every open set of
real numbers is a disjoint union of a countable collection of open intervals, there is a
disjoint countable collection of open intervals {Ik}k∈N for which

B =
∞

⋃
k=1

Ik , Ik ∩ Il = 0, k ̸= l, k, l ∈ N.

Since for any n ∈ N we have⋃nk=1 Ik ⊆ B, using Theorem 2.1, we get

n
∑
k=1

l(Ik) =
n
∑
k=1

m⋆(Ik) = m
⋆(

n
⋃
k=1

Ik) ≤ m
⋆(B) < ∞.

Therefore
∞

∑
k=1

l(Ik) < ∞.

From this, there is an n ∈ N such that

∞

∑
k=n+1

l(Ik) <
ϵ
2
.
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We define

O =
n
⋃
k=1

Ik .

Using that O \ E ⊆ B \ E and Theorem 2.1, we obtain

m⋆(O \ E) ≤ m⋆(B \ E) < ϵ
2
.

On the other hand, E ⊆ B and

E \ O ⊆ B \ O =
∞

⋃
k=n+1

Ik .

By the definition of the outer measure, we get

m⋆(E \ O) ≤
∞

∑
k=n+1

l(Ik) <
ϵ
2
.

Thus,

m⋆(O \ E) +m⋆(E \ O) < ϵ
2
+ ϵ
2
= ϵ.

This completes the proof.

Exercise 2.4. Show that a set E is measurable if and only if for each ϵ > 0, there is a
closed set A and an open set B for which

A ⊆ E ⊆ B and m⋆(B \ A) < ϵ.

Solution. By Theorems 2.19 and 2.21, it follows that the set E is measurable if and only
if for each ϵ > 0 there are a closed set A and an open set B such that

A ⊆ E ⊆ B

and

m⋆(E \ A) < ϵ
2
, m⋆(B \ E) < ϵ

2
. (2.37)

Now we will prove

B \ A = (B \ E) ∪ (E \ A). (2.38)

Let x ∈ B \ A be arbitrarily chosen. Then x ∈ B and x ∉ A.
1. If x ∈ E, then x ∈ E \ A and x ∈ (B \ E) ∪ (E \ A).
2. If x ∉ E, then x ∈ B \ E and x ∈ (B \ E) ∪ (E \ A).
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Because x ∈ B \ A was arbitrarily chosen and we see that it is an element of (B \ E) ∪
(E \ A), we get

B \ A ⊆ (B \ E) ∪ (E \ A). (2.39)

Let now x ∈ (B \ E) ∪ (E \ A) be arbitrarily chosen. Then x ∈ B \ E or x ∈ E \ A.
1. Let x ∈ B \ E. Then x ∈ B and x ∉ E. Hence, x ∉ A and x ∈ B. Therefore x ∈ B \ A.
2. Let x ∈ E \ A. Then x ∈ E and x ∉ A. Hence, x ∈ B and x ∉ A. Therefore x ∈ B \ A.

Because x ∈ (B \ E) ∪ (E \ A)was arbitrarily chosen and we see that it is an element of
B \ A, we conclude that

(B \ E) ∪ (E \ A) ⊆ B \ A.

From the previous relation and from (2.39), we get equation (2.38). By (2.38) and The-
orem 2.1, we obtain

m⋆(B \ A) = m⋆((B \ E) ∪ (E \ A)) ≤ m⋆(B \ E) +m⋆(E \ A) < ϵ
2
+ ϵ
2
= ϵ.

This completes the proof.

Exercise 2.5. Let E has finite outer measure. Show that there is an Fσ set A and a Gδ
set B such that

A ⊆ E ⊆ B and m⋆(A) = m⋆(E) = m⋆(B).

2.2 The Lebesgue measure. The Borel–Cantelli lemma

Definition 2.9. The restriction of the set function outer measure to the class of mea-
surable sets is called Lebesgue measure. It is denoted by m. In other words, if the set
E is measurable, its Lebesgue measure,m(E), is defined by

m(E) = m⋆(E).

Theorem 2.24. The Lebesgue measure is countably additive, i. e., if {Ek}k∈N is a count-
able disjoint collection of measurable sets, then its union ⋃∞k=1 Ek is also measurable
and

m(
∞

⋃
k=1

Ek) =
∞

∑
k=1

m(Ek).

Proof. By Theorem 2.13, it follows that ⋃∞k=1 Ek is a measurable set. By Theorem 2.5,
we get

m(
∞

⋃
k=1

Ek) ≤
∞

∑
k=1

m(Ek). (2.40)
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On the other hand, using Theorem 2.10, we obtain

m(
n
⋃
k=1

Ek) =
n
∑
k=1

m(Ek). (2.41)

Since⋃nk=1 Ek ⊆ ⋃
∞
k=1 Ek for any n ∈ N, using Theorem 2.1, we obtain

m(
n
⋃
k=1

Ek) ≤ m(
∞

⋃
k=1

Ek)

for any n ∈ N. Hence, by (2.41), we find

m(
∞

⋃
k=1

Ek) ≥
n
∑
k=1

m(Ek)

for any n ∈ N. Therefore

m(
∞

⋃
k=1

Ek) ≥
∞

∑
k=1

m(Ek).

From the previous inequality and from (2.40),we get the desired result. This completes
the proof.

Remark 2.4. The set function Lebesgue measure, defined on the σ-algebra of
Lebesgue measurable sets, assigns the length to any interval, is translation invari-
ant, and is countable additive.

Definition 2.10. A countable collection of sets {Ek}k∈N is said to be:
1. ascending provided for each k ∈ N, Ek ⊆ Ek+1;
2. descending provided for each k ∈ N, Ek+1 ⊆ Ek .

Theorem 2.25 (The continuity of measure). The Lebesgue measure possesses the fol-
lowing properties.
1. If {Ek}k∈N is an ascendent collection of measurable sets, then

m(
∞

⋃
k=1

Ek) = lim
k→∞

m(Ek). (2.42)

2. If {Ek}k∈N is a descendent collection of measurable sets and m(E1) < ∞, then

m(
∞

⋂
k=1

Ek) = lim
k→∞

m(Ek). (2.43)
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Proof.
1. Suppose that there is an index l such thatm(El) = ∞. Then, using

m(
∞

⋃
k=1

Ek) ≥ m(El) and m(Ep) ≥ m(El)

for any p ≥ l, p ∈ N, we get

m(
∞

⋃
k=1

Ek) = ∞ and m(Ep) = ∞

for any p ≥ l, p ∈ N. Therefore (2.42) holds. Now we assume that m(El) < ∞ for
any l ∈ N. We set A0 = 0 and define the sets

Ak = Ek \ Ek−1, k ∈ N.

We will prove that {Ak}k∈N is a disjoint collection. Assume that there are k, l ∈ N,
k > l, such that there is an x ∈ Ak ∩ Al. By the definition of the sets Ak, we obtain
x ∉ Ek−1. Since {Ek}k∈N is an ascendent collection, we conclude that x ∉ Ep for any
p ≤ k − 1, p ∈ N. Therefore x ∉ Al. This is a contradiction. Consequently {Ak}k∈N is
a disjoint collection. Now we will prove that

∞

⋃
k=1

Ak =
∞

⋃
k=1

Ek . (2.44)

Let x ∈ ⋃∞k=1 Ak be arbitrarily chosen. Then there is an l ∈ N such that x ∈ Al =
El \El−1. Hence, x ∈ El and x ∈ ⋃

∞
k=1 Ek . Because x ∈ ⋃

∞
k=1 Ak was arbitrarily chosen

and we see that it is an element of⋃∞k=1 Ek, we conclude that

∞

⋃
k=1

Ak ⊆
∞

⋃
k=1

Ek . (2.45)

Let now x ∈ ⋃∞k=1 Ek be arbitrarily chosen. Then there is an l ∈ N such that x ∈ El.
Assume that x ∉ Ak for any k ∈ N. Then x ∉ Ek for any k ∈ N. In particular,
x ∉ El. This is a contradiction. Therefore there is a p ∈ N such that x ∈ Ap. Hence,
x ∈ ⋃∞k=1 Ak . Because x ∈ ⋃

∞
k=1 Ek was arbitrarily chosen and we see that it is an

element of⋃∞k=1 Ak, we obtain

∞

⋃
k=1

Ek ⊆
∞

⋃
k=1

Ak .

From the previous relation and from (2.45), we get equation (2.44). By the count-
able additivity ofm, we have

m(
∞

⋃
k=1

Ek) = m(
∞

⋃
k=1

Ak) =
∞

∑
k=1

m(Ak) =
∞

∑
k=1

m(Ek \ Ek−1)
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=
∞

∑
k=1
(m(Ek) −m(Ek−1)) = lim

n→∞

n
∑
k=1
(m(Ek) −m(Ek−1))

= lim
n→∞
(m(En) −m(0)) = lim

n→∞
m(En).

2. Let

Bk = E1 \ Ek , k ∈ N.

Since {Ek}k∈N is a descendent collection, we see that {Bk}k∈N is an ascendent col-
lection. By (2.42), we get

m(
∞

⋃
k=1

Bk) = lim
n→∞

m(Bn). (2.46)

Now we will prove that

∞

⋃
k=1

Bk = E1 \ (
∞

⋂
k=1

Ek). (2.47)

Let x ∈ ⋃∞k=1 Bk be arbitrarily chosen. Then there is an l ∈ N such that x ∈ Bl =
E1\El. Hence, x ∈ E1 and x ∉ El. Therefore x ∉ ⋂

∞
k=1 Ek . From this, x ∈ E1\(⋂

∞
k=1 Ek).

Because x ∈ ⋃∞k=1 Bk was arbitrarily chosen and we see that it is an element of
E1 \ (⋂

∞
k=1 Ek), we conclude that

∞

⋃
k=1

Bk ⊆ E1 \ (
∞

⋂
k=1

Ek). (2.48)

Let x ∈ E1 \ (⋂
∞
k=1 Ek) be arbitrarily chosen. Then x ∈ E1 and x ∉ ⋂

∞
k=1 Ek . Hence,

there is an l ∈ N, l ̸= 1, so that x ∉ El. Therefore x ∈ Bl and x ∈ ⋃∞k=1 Bk . Since
x ∈ E1 \ (⋂

∞
k=1 Ek)was arbitrarily chosen and we see that it is an element of the set

⋃∞k=1 Bk, we conclude that

E1 \ (
∞

⋂
k=1

Ek) ⊆
∞

⋃
k=1

Bk .

From the previous relation and from (2.48), we get equation (2.47). By equation
(2.47), we find

m(
∞

⋃
k=1

Bk) = m(E1 \ (
∞

⋂
k=1

Ek)) = m(E1) −m(
∞

⋂
k=1

Ek).

Hence, by (2.46), we obtain

m(E1) −m(
∞

⋂
k=1

Ek) = limn→∞
m(Bn)
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= lim
n→∞

m(E1 \ En) = lim
n→∞
(m(E1) −m(En))

= m(E1) − limn→∞
m(En),

whereupon we obtain (2.43). This completes the proof.

Definition 2.11. For a measurable set E, we say that a property holds almost every-
where on E, or it holds for almost all x ∈ E, provided there is a subset E0 of E for which
m(E0) = 0 and the property holds for all x ∈ E \ E0.

Lemma 2.4 (Borel–Cantelli lemma). Let {Ek}k∈N be a countable collection of measur-
able sets for which ∑∞k=1m(Ek) < ∞. Then almost all x ∈ R belong to at most finitely
many of the Ek .

Proof. By Theorem 2.5, we have

m(
∞

⋃
k=1

Ek) ≤
∞

∑
k=1

m(Ek) < ∞.

Note that {⋃∞k=n Ek}n∈N is a descendent collection. Hence, by (2.43), we obtain

m(
∞

⋂
n=1
(
∞

⋃
k=n

Ek)) = limn→∞
m(
∞

⋃
k=n

Ek) ≤ lim
n→∞

∞

∑
k=n

m(Ek) = 0.

Therefore almost all x ∈ R fail to belong to ⋂∞n=1(⋃
∞
k=n Ek) and therefore belong to at

most finitely many Ek . This completes the proof.

Exercise 2.6. Show that if E1 and E2 are measurable, then

m(E1 ∪ E2) +m(E1 ∩ E2) = m(E1) +m(E2).

2.3 Nonmeasurable sets

Theorem 2.26. Let E be a bounded measurable set of real numbers. Suppose that there
is a bounded countable infinite set Λ of real numbers for which the collection of trans-
lates of E, {λ + E}λ∈Λ, is disjoint. Then m(E) = 0.

Proof. Assume that m(E) > 0. Because E is a bounded set, we have m(E) < ∞. Since
the translate of a measurable set is a measurable set, we see that λ+E is a measurable
set andm(E) = m(λ + E) for any λ ∈ Λ. By Theorem 2.24, it follows that

m(⋃
λ∈Λ
(λ + E)) = ∑

λ∈Λ
m(λ + E) = ∑

λ∈Λ
m(E). (2.49)

Because E and Λ are bounded sets, we see that⋃λ∈Λ(λ + E) is a bounded set. Hence,

m(⋃
λ∈Λ
(λ + E)) < ∞. (2.50)
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Since m(E) < ∞ and Λ is countable infinite, we get ∑λ∈Λm(E) = ∞. Hence, by (2.49),
we obtainm(⋃λ∈Λ(λ + E)) = ∞. This contradicts (2.50). Thereforem(E) = 0. This com-
pletes the proof.

Definition 2.12. For any nonempty set E of real numbers, we say that two points x
and y of E are rationally equivalent provided their difference x − y belongs to the set
of rational numbers Q. We write x ∼Q y.

Proposition 2.1. The relation ∼Q is an equivalence relation.

Proof. Let x, y, z ∈ E.
1. Since 0 ∈ Q, we have x − x ∈ Q and x ∼Q x.
2. Let x ∼Q y. Then x − y ∈ Q. Hence, y − x ∈ Q and y ∼Q x.
3. Let x ∼Q y and y ∼Q z. Then x − y ∈ Q and y − z ∈ Q. Hence,

x − z = (x − y) + (y − z) ∈ Q.

Therefore x ∼Q z. This completes the proof.

For the rational equivalence relation, there is the disjoint decomposition of E into
the collection of equivalence classes.

Definition 2.13. Letℱ be a nonempty family of nonempty sets. A choice function f on
ℱ is a function f : ℱ 󳨃󳨀→ ⋃F∈ℱ F with the property that for each set F in ℱ , f (F) is a
member of F.

Zermelo’s axiom of choice. Let ℱ be a nonempty collection of nonempty sets. Then
there is a choice function on ℱ .

Definition 2.14. By a choice set for the rational equivalence relation on E we mean a
set 𝒞E consisting of exactly one member of each equivalence class.

By Zermelo’s axiom of choice there are such choice sets. A choice set 𝒞E has the
following properties.
1. The difference of two points of 𝒞E is not rational.
2. For each point x ∈ E there is a c ∈ 𝒞E such that x = c + q with q a rational number.

Note that for any set Λ ⊆ Q we have {λ + 𝒞E}λ∈Λ is disjoint.

Theorem 2.27 (Vitali’s theorem). Any setE of real numberswith positive outermeasure
contains a subset that fails to be measurable.

Proof. Suppose thatE is bounded. Let 𝒞E be any choice set for the rational equivalence
relation onE. Assume that 𝒞E ismeasurable. Let Λ0 be anybounded, countable infinite
set of rational numbers. By Theorem 2.26, we getm(𝒞E) = 0. Hence,

m( ⋃
λ∈Λ0

(λ + 𝒞E)) = ∑
λ∈Λ0

m(λ + 𝒞E) = 0.
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Since E is bounded, there is a b > 0 such that E ⊂ [−b, b]. We take

Λ0 = [−2b, 2b] ∩ Q.

Then Λ0 is bounded and countably infinite. We will prove that

E ⊆ ⋃
λ∈[−2b,2b]∩Q

(λ + 𝒞E). (2.51)

Let x ∈ E be arbitrarily chosen. Then there is c ∈ 𝒞E such that x = c+qwith q a rational
number. Since E ⊂ [−b, b], we have x, c ∈ [−b, b]. Therefore q ∈ [−2b, 2b] and x ∈ q+𝒞E.
Hence, x ∈ ⋃λ∈[−2b,2b]∩Q(λ + 𝒞E). Because x ∈ E was arbitrarily chosen and we see that
it is an element of the set⋃λ∈[−2b,2b]∩Q(λ + 𝒞E), we obtain equation (2.51). By (2.51), we
get

m(E) ≤ ∑
λ∈[−2b,2b]∩Q

m(λ + 𝒞E) = 0,

which is a contradiction. Therefore 𝒞E is not measurable. If E is unbounded, then it
can be represented as an union of bounded sets Ek . Then we take a such set Ek and as
above we prove that 𝒞Ek is not measurable. This completes the proof.

Theorem 2.28. There are disjoint sets A and B such that

m⋆(A ∪ B) < m⋆(A) +m⋆(B).

Proof. Assume that for every disjoint sets A and B we have

m⋆(A ∪ B) = m⋆(A) +m⋆(B). (2.52)

Let the set E be arbitrarily chosen set of real numbers. Then for any set A of real num-
bers we have

A = (A ∩ E) ∪ (A ∩ Ec) and (A ∩ E) ∩ (A ∩ Ec) = 0.

Hence, by (2.52), we get

m⋆(A) = m⋆((A ∩ E) ∪ (A ∩ Ec)) = m⋆(A ∩ E) +m⋆(A ∩ Ec).

Therefore E is a measurable set. Because E was arbitrarily chosen set of real num-
bers, we conclude that every set of real numbers is measurable. This contradicts The-
orem 2.27. This completes the proof.
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2.4 The Cantor set. The Cantor–Lebesgue function

Consider the interval I = [0, 1]. We subdivide the interval I into three intervals, each
of length 1

3 , and we remove the interior of the middle interval, i. e., we remove the
interval ( 13 ,

2
3 ) from the interval [0, 1]. We set

C1 = [0,
1
3
] ∪ [ 2

3
, 1].

Wenow repeat this operation “openmiddle one-third removal” on each of the two
intervals in C1 to obtain a closed set, which is the union of 22 closed intervals, each of
length 1

32 ,

C2 = [0,
1
9
] ∪ [ 2

9
, 1
3
] ∪ [ 2

3
, 7
9
] ∪ [8

9
, 1].

We now repeat the above operation “open middle one-third removal” on each of
the four intervals of C2 to obtain a closed set C3, which is the union of 23 closed in-
tervals, each of length 1

33 . We continue this operation countably many times to obtain
the countable collection of sets {Ck}k∈N.

Definition 2.15. We define the Cantor set ℂ by

ℂ =
∞

⋂
k=1

Ck .

The collection {Ck}k∈N has the following properties.
1. It is a descending sequence of closed sets.
2. For each k ∈ N, the setCk is the disjoint union of 2k closed intervals, each of length

1
3k .

Theorem 2.29. The Cantor set ℂ is a closed, uncountable set of measure zero.

Proof. Since Ck are closed sets for any k ∈ ℕ and the intersection of closed sets is
a closed set, we conclude that ℂ is a closed set. By Theorem 2.18 we see that every
open set is measurable. Since the collection of the measurable sets is a σ-algebra, we
conclude that every closed set ismeasurable. ThereforeCk aremeasurable sets for any
k ∈ N. Because the countable intersection of measurable sets is a measurable set, we
obtain ℂ is a measurable set. Also, ℂ ⊆ Ck for any k ∈ N. Therefore

m(ℂ) ≤ m(Ck) = (
2
3
)
k

for any k ∈ N. Consequently m(ℂ) = 0. Now we suppose that ℂ is countable. Let
{ck}k∈N be an enumeration ofℂ. One of the two disjoint Cantor intervals whose union
is C1 does not contain the point c1. We denote it by F1. One of the two disjoint Cantor
intervals in C2 whose union is F1 does not contain the point c2. We denote it by F2.
Continuing in this way, we get a countable collection of sets {Fk}k∈N such that
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1. Fk is closed for any k ∈ N,
2. Fk ⊆ Ck for any k ∈ N,
3. Fk+1 ⊆ Fk for any k ∈ N,
4. ck ∉ Fk for any k ∈ N.

From this and from the nested set theorem (see the appendix), it follows that⋂∞k=1 Fk
is not empty. Let x ∈ ⋂∞k=1 Fk . From the construction of the collection {Fk}k∈N, we have

∞

⋂
k=1

Fk ⊆
∞

⋂
k=1

Ck = ℂ.

Therefore x ∈ ℂ. Hence, there is an l ∈ N such that x = cl. Because x ∈ Fk for any
k ∈ N, we see that x ∈ Fl. Hence, cl ∈ Fl. This is a contradiction. Consequently ℂ is
uncountable. This completes the proof.

Now we define the sets

Ok = [0, 1] \ Ck , k ∈ N,

O =
∞

⋃
k=1

Ok .

We have

O1 = (
1
3
, 2
3
),

O2 = (
1
9
, 2
9
) ∪ ( 1

3
, 2
3
) ∪ ( 7

9
, 8
9
),

O3 = (
1
27
, 2
27
) ∪ ( 1

9
, 2
9
) ∪ ( 7

27
, 8
27
) ∪ ( 1

3
, 2
3
) ∪ ( 19

27
, 20
27
)

∪( 7
9
, 8
9
) ∪ (25

27
, 26
27
).

Now we will prove that

ℂ = [0, 1] \ O. (2.53)

Let x ∈ ℂ be arbitrarily chosen. Then x ∈ Ck for any k ∈ N. Hence, x ∉ Ok for any
k ∈ N. Therefore x ∈ [0, 1] and x ∉ O. Consequently x ∈ [0, 1] \ O. Because x ∈ ℂ was
arbitrarily chosen and we see that it is an element of [0, 1] \ O, we obtain

ℂ ⊆ [0, 1] \ O. (2.54)

Let x ∈ [0, 1] \O be arbitrarily chosen. Then x ∈ [0, 1] and x ∉ O. Hence, x ∉ Ok for
any k ∈ N. Therefore x ∈ Ck for any k ∈ N. From this, x ∈ C. Because x ∈ [0, 1] \ O was
arbitrarily chosen and we see that it is an element of C, we obtain the relation

[0, 1] \ O ⊆ ℂ.

From the previous relation and from equation (2.54), we get equation (2.53).
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Definition 2.16 (The Cantor–Lebesgue function). Fix a natural number k. Defineϕ on
Ok to be the increasing function onOk which is a constant on each of its 2k −1 intervals
and takes the 2k − 1 values

1
2k
, 2

2k
, 3

2k
, . . . , 2k − 1

2k
.

We extend ϕ to all [0, 1] by defining it on C as follows:

ϕ(0) = 0 and ϕ(x) = sup{ϕ(t) : t ∈ O ∩ [0, x)} if x ∈ C \ {0}.

Thus, on O1 we have

ϕ(x) = 1
2

for x ∈ ( 1
3
, 2
3
),

on O2 we have

ϕ(x) =
{{{
{{{
{

1
4 if x ∈ ( 19 ,

2
9 ),

1
2 if x ∈ ( 13 ,

2
3 ),

3
4 if x ∈ ( 79 ,

8
9 ),

on O3 we have

ϕ(x) =

{{{{{{{{{{{{{{{
{{{{{{{{{{{{{{{
{

1
8 if x ∈ ( 127 ,

2
27 ),

1
4 if x ∈ ( 19 ,

2
9 ),

3
8 if x ∈ ( 727 ,

8
27 ),

1
2 if x ∈ ( 13 ,

2
3 ),

5
8 if x ∈ ( 1927 ,

20
27 ),

3
4 if x ∈ ( 79 ,

8
9 ),

7
8 if x ∈ ( 2527 ,

26
27 ),

and so on.

Theorem 2.30. The Cantor–Lebesgue function ϕ is an increasing continuous function
that maps [0, 1] onto [0, 1]. Its derivative exists on O and

ϕ󸀠 = 0 on O while m(O) = 1.

Proof. Sincem(ℂ) = 0, we get

1 = m([0, 1]) = m(ℂ ∪ O) = m(ℂ) +m(O) = m(O).

By the definition, ϕ is increasing on O and ϕ(x) ≥ 0 for any x ∈ [0, 1]. Let x1, x2 ∈ ℂ,
x1 ≥ x2 > 0. Then

O ∩ [0, x2) ⊆ O ∩ [0, x1)
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and

ϕ(x1) = sup{ϕ(t) : t ∈ O ∩ [0, x1)} ≥ sup{ϕ(t) : t ∈ O ∩ [0, x2)} = ϕ(x2).

Therefore ϕ is increasing onℂ and it is increasing on [0, 1]. Let now x ∈ O be arbitrar-
ily chosen. Then x belongs to an open interval on which it is a constant. Thereforeϕ is
continuous at x. Because x ∈ Owas arbitrarily chosen, we conclude that ϕ is continu-
ous onO. Nowwe take x0 ∈ ℂ, x0 ̸= 0, 1. Then x0 is not a member of the 2k − 1 intervals
removed in the first k stages of the removal process, whose union is denoted by Ok .
We take k large enough so that x0 lies between two consecutive intervals (a1k , ak) and
(b1k , bk), ak < b1k, in Ok . By the definition of ϕ on Ok, it follows that

ϕ(bk) − ϕ(ak) =
1
2k
, ak < x0 < b1k .

Hence, if x1 < x0, x1 ∈ (ak , b1k), using the fact that ϕ is increasing,

0 ≤ ϕ(x0) − ϕ(x1) ≤ ϕ(bk) − ϕ(ak) =
1
2k
. (2.55)

If x1 > x0, x1 ∈ (ak , b1k), using the fact that ϕ is increasing, we have

0 ≤ ϕ(x1) − ϕ(x0) ≤ ϕ(bk) − ϕ(ak) =
1
2k
.

By the previous inequalities and the inequalities (2.55), we conclude that ϕ is contin-
uous at x0. Because x0 ∈ ℂ was arbitrarily chosen, we see that ϕ is continuous on
ℂ. Therefore ϕ is continuous on [0, 1]. Because ϕ(0) = 0 and ϕ(1) = 1, and ϕ is in-
creasing and continuous on [0, 1], we conclude that ϕmaps [0, 1] onto [0, 1]. Since ϕ
is a constant on each of the intervals removed at any stage of the removal process, its
derivative exists and it is 0 at each point of O. This completes the proof.

Theorem 2.31. Let ϕ be the Cantor–Lebesgue function and define the function ψ as fol-
lows:

ψ(x) = ϕ(x) + x, x ∈ [0, 1].

Then:
1. ψ is strictly increasing continuous function that maps [0, 1] onto [0, 2],
2. ψ maps the Cantor set ℂ onto a measurable set of positive measure,
3. ψ maps a measurable set, subset of the Cantor set ℂ, onto a nonmeasurable set.

Proof.
1. Because ψ is a sum of two continuous functions on [0, 1], we conclude that ψ is

continuous on [0, 1]. Let x1, x2 ∈ [0, 1], x1 > x2. Then ϕ(x1) ≥ ϕ(x2) and

ψ(x1) = ϕ(x1) + x1 ≥ ϕ(x2) + x1 > ϕ(x2) + x2 = ψ(x2).
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Consequently ψ is strictly increasing on [0, 1]. Since ψ(0) = 0, ψ(1) = 2 and ψ is
strictly increasing continuous function on [0, 1], we conclude that ψ maps [0, 1]
onto [0, 2].

2. We have [0, 1] = ℂ ∪ O. We will prove that

[0, 2] = ψ(C) ∪ ψ(O). (2.56)

Let y ∈ [0, 2] be arbitrarily chosen. Since ψ([0, 1]) = [0, 2], there is an x ∈ [0, 1]
such that y = ψ(x). If x ∈ O, then y ∈ ψ(O) and y ∈ ψ(ℂ) ∪ ψ(O). If x ∈ ℂ, then
y ∈ ψ(ℂ) and y ∈ ψ(ℂ) ∪ ψ(O). Because y ∈ [0, 2] was arbitrarily chosen and we
see that it is an element of ψ(ℂ) ∪ ψ(O), we obtain the relation

[0, 2] ⊆ ψ(ℂ) ∪ ψ(O). (2.57)

Let y ∈ ψ(ℂ) ∪ ψ(O) be arbitrarily chosen. If y ∈ ψ(ℂ), then there is an x ∈ ℂ
such that y = ψ(x). Because ℂ ⊂ [0, 1], we get x ∈ [0, 1] and y ∈ ψ([0, 1]) = [0, 2].
If y ∈ ψ(O), then there is an x ∈ O so that y = ψ(x). Since O ⊂ [0, 1], we obtain
y ∈ ψ([0, 1]) = [0, 2]. Because y ∈ ψ(ℂ) ∪ ψ(O) was arbitrarily chosen and we see
that it is an element of [0, 2], we get the relation

ψ(ℂ) ∪ ψ(O) ⊆ [0, 2].

From the previous relation and from equation (2.57), we obtain equation (2.56).
Assume that there is an y ∈ ψ(O) and y ∈ ψ(ℂ). Then there exist x1 ∈ O and x2 ∈ C
such that

y = ψ(x1) = ψ(x2).

This is a contradiction because x1 ̸= x2 and ψ is a strictly increasing function on
[0, 1]. Consequently ψ(ℂ) ∩ ψ(O) = 0. Since ψ is strictly increasing continuous
on [0, 1] it has a continuous inverse. Therefore ψ(ℂ) is closed and ψ(O) is open.
Hence, ψ(ℂ) and ψ(O) are measurable. Let {Ik}k∈N be an enumeration of the col-
lection of the intervals that are removed in the Cantor removal process. We have
O = ⋃∞k=1 Ik . Since ψ is one-to-one, the collection {ψ(Ik)}k∈N is disjoint. Because ϕ
is a constant on each Ik, we have

m(ψ(Ik)) = m(Ik) = l(Ik).

By Theorem 2.24, we get

m(ψ(O)) =
∞

∑
k=1

m(ψ(Ik)) =
∞

∑
k=1

l(Ik) = m(O).

Becausem(O) = 1, we obtainm(ψ(O)) = 1. Hence, by (2.56), we find

2 = m([0, 2]) = m(ψ(O) ∪ ψ(ℂ)) = m(ψ(O)) +m(ψ(ℂ)) = 1 +m(ψ(ℂ)).

From this,m(ψ(ℂ)) = 1.
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3. From Theorem 2.27, it follows that there is a nonmeasurable set W ⊂ ψ(ℂ). Be-
cause ψ−1(W) ⊂ ℂ andm(C) = 0, we see that ψ−1(W) is measurable and has mea-
sure zero. This completes the proof.

Exercise 2.7. Prove that a strictly increasing continuous function, defined on an in-
terval, maps Borel sets onto Borel sets.

Theorem 2.32. There is a measurable set, a subset of the Cantor set, that is not a Borel
set.

Proof. We take the function ψ described in Theorem 2.31. By Theorem 2.31, ψmaps a
measurable set A onto a nonmeasurable set. If we assume that A is a Borel set, then,
using Exercise 2.7, we see thatψ(A) is a Borel set, which is ameasurable set. Therefore
A is not a Borel set. This completes the proof.

2.5 Lebesgue measurable functions

Lemma 2.5. Let E be a measurable set and f be a function defined on E. Then for any
c ∈ R the following statements are equivalent.
1. For each c ∈ R, the set {x ∈ E : f (x) > c} is measurable.
2. For each c ∈ R, the set {x ∈ E : f (x) ≥ c} is measurable.
3. For each c ∈ R, the set {x ∈ E : f (x) < c} is measurable.
4. For each c ∈ R, the set {x ∈ E : f (x) ≤ c} is measurable.

Proof. Since the complement in E of a measurable subset of E is measurable and (1)
and (4), (2) and (3) are complementary in E, we see that (1) and (4), (2) and (3) are
equivalent. Now we assume (1). Let c ∈ R be arbitrarily chosen. We will prove that

{x ∈ E : f (x) ≥ c} =
∞

⋂
k=1
{x ∈ E : f (x) > c − 1

k
}. (2.58)

Let y ∈ {x ∈ E : f (x) ≥ c} be arbitrarily chosen. Then y ∈ E and f (y) ≥ c. Hence,
f (y) > c − 1

k for any k ∈ N. Therefore y ∈ {x ∈ E : f (x) > c − 1
k } for any k ∈ N and

y ∈ ⋂∞k=1{x ∈ E : f (x) > c −
1
k }. Because y ∈ {x ∈ E : f (x) ≥ c}was arbitrarily chosen and

we see that it is an element of⋂∞k=1{x ∈ E : f (x) > c −
1
k }, we conclude that

{x ∈ E : f (x) ≥ c} ⊆
∞

⋂
k=1
{x ∈ E : f (x) > c − 1

k
}. (2.59)

Let now y ∈ ⋂∞k=1{x ∈ E : f (x) > c −
1
k } be arbitrarily chosen. Then

y ∈ {x ∈ E : f (x) > c − 1
k
}
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for any k ∈ N. Hence, y ∈ E and f (y) > c − 1
k for any k ∈ N. From this, f (y) ≥ c and

y ∈ {x ∈ E : f (x) ≥ c}. Because y ∈ ⋂∞k=1{x ∈ E : f (x) > c −
1
k }was arbitrarily chosen and

we see that it is an element of {x ∈ E : f (x) ≥ c}, we find
∞

⋂
k=1
{x ∈ E : f (x) > c − 1

k
} ⊆ {x ∈ E : f (x) ≥ c}.

From the previous relation and from equation (2.59), we obtain equation (2.58). We
have {x ∈ E : f (x) > c − 1

k } are measurable sets for any k ∈ N. Since the intersection of
countable collection of measurable sets is a measurable set, we see that ⋂∞k=1{x ∈ E :
f (x) > c − 1

k } is a measurable set. Hence, by (2.58), we conclude that {x ∈ E : f (x) ≥ c}
is a measurable set. Nowwe assume (2). Let c ∈ R be arbitrarily chosen. We will prove

{x ∈ E : f (x) > c} =
∞

⋃
k=1
{x ∈ E : f (x) ≥ c + 1

k
}. (2.60)

Let y ∈ {x ∈ E : f (x) > c} be arbitrarily chosen. Then y ∈ E and f (y) > c. Hence, there
is an l ∈ N such that f (y) ≥ c + 1

l . Therefore y ∈ {x ∈ E : f (x) ≥ c +
1
l }, and from this

y ∈ ⋃∞k=1{x ∈ E : f (x) ≥ c +
1
k }. Because y ∈ {x ∈ E : f (x) > c}was arbitrarily chosen and

we see that it is an element of⋃∞k=1{x ∈ E : f (x) ≥ c +
1
k }, we get the relation

{x ∈ E : f (x) > c} ⊆
∞

⋃
k=1
{x ∈ E : f (x) ≥ c + 1

k
}. (2.61)

Let now y ∈ ⋃∞k=1{x ∈ E : f (x) ≥ c +
1
k } be arbitrarily chosen. Then there is an l ∈ N

such that y ∈ {x ∈ E : f (x) ≥ c + 1
l }. Hence, y ∈ E and f (y) ≥ c + 1

l > c. Therefore
y ∈ {x ∈ E : f (x) > c}. Because y ∈ ⋃∞k=1{x ∈ E : f (x) > c +

1
k }was arbitrarily chosen and

we see that it is an element of the set {x ∈ E : f (x) > c}, we obtain the relation
∞

⋃
k=1
{x ∈ E : f (x) ≥ c + 1

k
} ⊆ {x ∈ E : f (x) > c}.

From the previous relation and from (2.61), we get equation (2.60). We see that {x ∈ E :
f (x) ≥ c+ 1k } aremeasurable sets for any k ∈ N. Since the union of countable collection
of measurable sets is a measurable set, we see that the set⋃∞k=1{x ∈ E : f (x) ≥ c +

1
k } is

a measurable set. Hence, by (2.60), we conclude that {x ∈ E : f (x) > c} is a measurable
set. This completes the proof.

Exercise 2.8. Prove that
1.

{x ∈ E : f (x) = c} = {x ∈ E : f (x) ≥ c} ∩ {x ∈ E : f (x) ≤ c}, (2.62)

2.

{x ∈ E : f (x) = ∞} =
∞

⋂
k=1
{x ∈ E : f (x) > k}, (2.63)
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3.

{x ∈ E : f (x) = −∞} =
∞

⋂
k=1
{x ∈ E : f (x) < −k}, (2.64)

for any c ∈ R. Here E is a set and f is a function defined on E.

Lemma 2.6. Let E be a measurable set and f be a function defined on E. Assume that
one of the sets in Lemma 2.5 is measurable. Then for each extended real number c, the
set {x ∈ E : f (x) = c} is a measurable set.

Proof.
1. Let −∞ < c < ∞ be arbitrarily chosen. By Lemma 2.5, we see that the sets {x ∈

E : f (x) ≥ c} and {x ∈ E : f (x) ≤ c} are measurable sets. Because the intersection
of a finite collection of measurable sets is a measurable set, we see that the set
{x ∈ E : f (x) ≥ c} ∩ {x ∈ E : f (x) ≤ c} is a measurable set. Hence, by (2.62), we
conclude that the set {x ∈ E : f (x) = c} is a measurable set.

2. Let c = ∞. By Lemma 2.5, we see that the sets {x ∈ E : f (x) > k} are measurable
sets for any k ∈ N. Since the intersection of a countable collection of measurable
sets is a measurable set, we see that the set⋂∞k=1{x ∈ E : f (x) > k} is a measurable
set. Hence, by (2.63), we conclude that the set {x ∈ E : f (x) = ∞} is a measurable
set.

3. Let c = −∞. By Lemma 2.5, we see that the sets {x ∈ E : f (x) < −k} are measurable
sets for any k ∈ N. Because the intersection of a countable collection of measur-
able sets is a measurable set, we see that the set⋂∞k=1{x ∈ E : f (x) < −k} is a mea-
surable set. From this and from (2.64), we conclude that the set {x ∈ E : f (x) = −∞}
is a measurable set. This completes the proof.

Definition 2.17. LetEbe ameasurable set. An extended real-valued function f defined
on E is said to be Lebesgue measurable, or simply measurable, if it satisfies one of the
statements of Lemma 2.5.

Theorem 2.33. Let a function f be defined on ameasurable setO. Then f is measurable
if and only if for any open set O the set f −1(O) = {x ∈ E : f (x) ∈ O} is measurable.

Proof.
1. Let f be measurable. Let also O be any open set. Then it can be represented as an

union of countable collection of open bounded intervals {Ik}k∈N each of which is
in the form Ik = Ak ∩Bk, whereAk = (−∞, ak) and Bk = (bk ,∞). We will prove that

f −1(O) =
∞

⋃
k=1
(f −1(Ak) ∩ f

−1(Bk)). (2.65)

Let x ∈ f −1(O) be arbitrarily chosen. Then x ∈ E and f (x) ∈ O. Hence, there is an
l ∈ N such that f (x) ∈ Il = Al ∩Bl. From this, it follows that f (x) ∈ Al and f (x) ∈ Bl.
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Therefore x ∈ f −1(Al) and x ∈ f −1(Bl). Thenwe get the relations x ∈ f −1(Al)∩ f −1(Bl)
and x ∈ ⋃∞k=1(f

−1(Ak) ∩ f −1(Bk)). Because x ∈ f −1(O)was arbitrarily chosen and we
see that it is an element of the set⋃∞k=1(f

−1(Ak) ∩ f −1(Bk)), we conclude that

f −1(O) ⊆
∞

⋃
k=1
(f −1(Ak) ∩ f

−1(Bk)). (2.66)

Let now x ∈ ⋃∞k=1(f
−1(Ak) ∩ f −1(Bk)) be arbitrarily chosen. Then there is an l ∈ N

such that x ∈ f −1(Al) ∩ f −1(Bl). Hence, x ∈ f −1(Al) and x ∈ f −1(Bl). Then f (x) ∈ Al
and f (x) ∈ Bl. From this, f (x) ∈ Il = Al ∩ Bl ⊆ O. Consequently x ∈ f −1(O). Because
x ∈ ⋃∞k=1(f

−1(Ak) ∩ f −1(Bk))was arbitrarily chosen and we see that it is an element
of f −1(O), we get the relation

∞

⋃
k=1
(f −1(Ak) ∩ f

−1(Bk)) ⊆ f
−1(O).

From the previous relation and from equation (2.66), we have equation (2.65).
Since f is measurable, we see that f −1(Al) and f −1(Bl) are measurable sets. Hence,
f −1(Al) ∩ f −1(Bl) is a measurable set and⋃∞l=1(f

−1(Al) ∩ f −1(Bl)) is a measurable set.
From this and from equation (2.65), we conclude that f −1(O) is a measurable set.

2. Let for any open setO the set f −1(O) is ameasurable set. Since (c,∞) is an open set
for any c ∈ R, we see that f −1((c,∞)) is a measurable set. Therefore the function f
is measurable. This completes the proof.

Theorem 2.34. Let E be a measurable set and f : E 󳨃󳨀→ R be a continuous function.
Then f is measurable.

Proof. Let O be any open set. Since f : E 󳨃󳨀→ R is a continuous function, there is an
open set U such that

f −1(O) = E ∩ U.

Because U is an open set, it is measurable. Since the intersection of two measurable
sets is a measurable set, we see that E ∩ U is a measurable set, or the set f −1(O) is a
measurable set. Hence, by Theorem 2.33, we conclude that f is ameasurable function.
This completes the proof.

Exercise 2.9. Let E be any set of real numbers and f , g, fl, l ∈ {1, . . . , n}, be extended
real-valued functions on E. Prove
1.

{x ∈ E : g(x) > c} = {x ∈ A : g(x) > c} ∪ ({x ∈ E : f (x) > c} ∩ (E \ A)), (2.67)

A = {x ∈ E : f (x) ̸= g(x)}, for any c ∈ R,
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2.

{x ∈ E : f (x) > c} = {x ∈ D : f (x) > c} ∪ {x ∈ E \ D : f (x) > c}, (2.68)

D ⊆ E, for any c ∈ R,
3.

{x ∈ D : f (x) > c} = D ∩ {x ∈ E : f (x) > c}, (2.69)

D ⊆ E, for any c ∈ R,
4.

{x ∈ E : 󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 > c} = {x ∈ E : f (x) > c} ∪ {x ∈ E : f (x) < −c} (2.70)

for any c ≥ 0,
5.

{x ∈ E : αf (x) > c} = {x ∈ E : f (x) > c
α
} (2.71)

for any c ∈ R and for any α > 0,
6.

{x ∈ E : αf (x) > c} = {x ∈ E : f (x) < c
α
} (2.72)

for any c ∈ R and for any α < 0,
7.

{x ∈ E : f (x) + g(x) < c} = ⋃
q∈Q
({x ∈ E : g(x) < c − q} ∩ {x ∈ E : f (x) < q}) (2.73)

for any c ∈ R,
8.

{x ∈ E : (f (x))2 > c} = {x ∈ E : f (x) > √c} ∪ {x ∈ E : f (x) < −√c} (2.74)

for any c ∈ R, c > 0,
9.

{x ∈ E : max{f1(x), . . . , fn(x)} > c} =
n
⋃
k=1
{x ∈ E : fk(x) > c} (2.75)

for any c ∈ R,
10.

{x ∈ E : min{f1(x), . . . , fn(x)} > c} =
n
⋂
k=1
{x ∈ E : fk(x) > c} (2.76)

for any c ∈ R.
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Theorem 2.35. Let E be a measurable set and f , g be extended real-valued functions
on E. If f is measurable on E and f = g a. e. on E, then g is measurable on E.

Proof. Let c ∈ Rbearbitrarily chosen. Let alsoA = {x ∈ E : f (x) ̸= g(x)}. Thenm(A) = 0.
Hence, by Theorem 2.8, we see that the setA is ameasurable set. Because every subset
of a set of measure zero is measurable, we see that the set {x ∈ A : g(x) > c} is a
measurable set. SinceE andA aremeasurable sets, using Theorem2.11,we see that the
setE\A is ameasurable set. Because f is ameasurable function onE, we conclude that
the set {x ∈ E : f (x) > c} is a measurable set. Now, using the fact that the intersection
of twomeasurable sets is ameasurable set, we see that the set {x ∈ E : f (x) > c}∩(E\A)
is a measurable set. Since the union of two measurable sets is a measurable set, we
see that the set

{x ∈ A : g(x) > c} ∪ ({x ∈ E : f (x) > c} ∩ (E \ A))

is a measurable set. Hence, by (2.67), we conclude that the set {x ∈ E : g(x) > c} is a
measurable set. Because c ∈ R was arbitrarily chosen, we see that the function g is a
measurable function on E. This completes the proof.

Theorem 2.36. LetEandD,D ⊆ E, bemeasurable sets and f bean extended real-valued
function on E. Then f is measurable on E if and only if its restrictions to D and E \ D are
measurable.

Proof.
1. Let the restrictions of f to D and E \ D be measurable. We take c ∈ R arbitrarily.

Then the sets

{x ∈ D : f (x) > c} and {x ∈ E \ D : f (x) > c}

are measurable sets. Because the union of two measurable sets is a measurable
set, we see that the set

{x ∈ D : f (x) > c} ∪ {x ∈ E \ D : f (x) > c}

is a measurable set. Hence, by (2.68), the set {x ∈ E : f (x) > c} is a measurable set.
Because c ∈ R was arbitrarily chosen, we conclude that the function f is measur-
able on E.

2. Now we suppose that the function f is a measurable function on E. We take c > 0
arbitrarily. Then the set {x ∈ E : f (x) > c} is a measurable set. Because D is a
measurable set and the intersection of two measurable sets is a measurable set,
we conclude that the set D ∩ {x ∈ E : f (x) > c} is a measurable set. From this and
from (2.69), we see that the set {x ∈ D : f (x) > c} is ameasurable set. As above, one
can prove that the set {x ∈ E \D : f (x) > c} is a measurable set. Because c ∈ Rwas
arbitrarily chosen, we see that the restrictions of f to D and E \D are measurable.
This completes the proof.
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Theorem 2.37. Let E be ameasurable set and f be an extended real-valuedmeasurable
function on E. Then |f | is a measurable function on E.

Proof. Let c ∈ R be arbitrarily chosen.
1. Let c < 0. Then E = {x ∈ E : |f (x)| > c} and {x ∈ E : |f (x)| > c} is a measurable set.
2. Let c ≥ 0. Since f is measurable on E, the sets

{x ∈ E : f (x) > c} and {x ∈ E : f (x) < −c}

are measurable sets. Hence, using the fact that the union of two measurable sets
is a measurable set, we see that the set

{x ∈ E : f (x) > c} ∪ {x ∈ E : f (x) < −c}

is ameasurable set. From this and from (2.70),we see that the set {x ∈ E : |f (x)| > c}
is a measurable set. Because c ∈ R was arbitrarily chosen, we conclude that the
function |f | is a measurable function on E. This completes the proof.

Theorem 2.38. Let E be a measurable set of measure zero. Then every extended real-
valued function on E is measurable.

Proof. Let f be an extended real-valued function on E. We take c ∈ R arbitrarily. Then
{x ∈ E : f (x) > c} ⊆ E. Hence, using m(E) = 0, we see that the set {x ∈ E : f (x) >
c} is a measurable set. Because c ∈ R was arbitrarily chosen, we conclude that f is
measurable on E. This completes the proof.

Theorem 2.39. Let E be ameasurable set and f be an extended real-valuedmeasurable
function on E. Then αf is a measurable function on E for any α ∈ R.

Proof. Let c ∈ R be arbitrarily chosen. We take α ∈ R arbitrarily.
1. Let α = 0. Then

{x ∈ E : 0 > c} = {
E if c < 0,
0 if c ≥ 0.

Since E and 0 are measurable sets, we see that the set {E : 0 > c} is a measurable
set.

2. Let α > 0. Since f is a measurable function on E, we see that the set {x ∈ E : f (x) >
c
α } is a measurable set. Hence, by (2.71), we see that the set {x ∈ E : αf (x) > c} is a
measurable set.

3. Let α < 0. Because f is a measurable set, the set {x ∈ E : f (x) < c
α } is a measurable

set. From this and from (2.72),we see that the set {x ∈ E : αf (x) > c} is ameasurable
set.

Because c ∈ R was arbitrarily chosen and we see that the set {x ∈ E : αf (x) > c} is a
measurable set, we conclude that the function αf is a measurable function on E. This
completes the proof.
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Theorem 2.40. Let E be a measurable set and f , g be extended real-valued measurable
functions on E. Then f + g is a measurable function on E.

Proof. Let c ∈ R be arbitrarily chosen. Since f and g are measurable functions on E,
we see that the sets

{x ∈ E : g(x) < c − q} and {x ∈ E : f (x) < q}

are measurable sets for any q ∈ Q. Because the intersection of two measurable sets is
a measurable set, we see that the set

{x ∈ E : g(x) < c − q} ∩ {x ∈ E : f (x) < q}

is a measurable set for any q ∈ Q. Since the union of a countable collection of measur-
able sets is a measurable set, we see that the set

⋃
q∈Q
({x ∈ E : g(x) < c − q} ∩ {x ∈ E : f (x) < q})

is a measurable set. Hence, by (2.73), we see that the set {x ∈ E : f (x) + g(x) < c} is
a measurable set. Because c ∈ R was arbitrarily chosen, we conclude that f + g is a
measurable function on E. This completes the proof.

Exercise 2.10. Let E be ameasurable set and f , g be extended real-valuedmeasurable
functions on E. Prove that αf + βg is a measurable function on E for any α, β ∈ R.

Corollary 2.4. Let E be a measurable set and fl, l ∈ {1, . . . , n}, be extended real-valued
measurable functions on E. Then f1 + ⋅ ⋅ ⋅ + fn is a measurable function on E.

Proof. If n = 2, then the assertion follows immediately from Theorem 2.40. Let n > 2.
Since f1 and f2 are measurable functions on E, by Theorem 2.40, it follows that f1 + f2
is a measurable function on E. Because f1 + f2 and f3 are measurable functions on E,
by Theorem 2.40, it follows that f1 + f2 + f3 is a measurable function on E. And so on,
f1 + ⋅ ⋅ ⋅ + fn is a measurable function on E. This completes the proof.

Theorem 2.41. Let E be ameasurable set and f be an extended real-valuedmeasurable
function on E. Then f 2 is a measurable function on E.

Proof. Let c ∈ R be arbitrarily chosen.
1. Let c < 0. Then

{x ∈ E : (f (x))2 > c} = E

and hence, {x ∈ E : (f (x))2 > c} is a measurable set.
2. Let c ≥ 0. Since f is a measurable function on E, the sets

{x ∈ E : f (x) > √c} and {x ∈ E : f (x) < −√c}
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are measurable sets. Hence,

{x ∈ E : f (x) > √c} ∪ {x ∈ E : f (x) < −√c}

is a measurable set. From this and from (2.74), we see that the set

{x ∈ E : (f (x))2 > c}

is a measurable set.

Because c ∈ R was arbitrarily chosen, we conclude that f is a measurable function
on E. This completes the proof.

Theorem 2.42. Let E be a measurable set and f , g be extended real-valued measurable
functions on E. Then fg is a measurable function on E.

Proof. Note that

fg = 1
4
((f + g)2 − (f − g)2). (2.77)

Since f and g are measurable functions on E, using Theorem 2.40, we see that f + g is
a measurable function on E. Hence, by Theorem 2.41, it follows that (f + g)2 is a mea-
surable function on E. Because g is a measurable function on E, using Theorem 2.39,
we see that −g is a measurable function on E. From this and from Theorem 2.40, we
see that f − g is a measurable function on E. Hence, by Theorem 2.41, it follows that
(f − g)2 is a measurable function on E. Since (f − g)2 is a measurable function on E,
using Theorem 2.39, it follows that −(f − g)2 is a measurable function on E. Because
(f + g)2 and −(f − g)2 are measurable functions, by Theorem 2.40, we conclude that
(f + g)2 − (f − g)2 is a measurable function on E. From this and from Theorem 2.39,
using (2.77), we see that the function fg is a measurable function on E. This completes
the proof.

Theorem 2.43. LetE be ameasurable set and {fk}nk=1 be a finite collection ofmeasurable
functions on E. Thenmax{f1, . . . , fn} andmin{f1, . . . , fn} are measurable functions on E.

Proof. Let c ∈ R be arbitrarily chosen. Because fk, k ∈ {1, . . . , n}, are measurable func-
tions on E, the sets

{x ∈ E : fk(x) > c}

are measurable sets for any k ∈ {1, . . . , n}. Hence,

n
⋃
k=1
{x ∈ E : fk(x) > c} and

n
⋂
k=1
{x ∈ E : fk(x) > c}
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are measurable sets. Hence, by (2.75), (2.76), we conclude that the sets

{x ∈ E : max{f1(x), . . . , fn(x)} > c} and {x ∈ E : min{f1(x), . . . , fn(x)} > c}

are measurable sets. Because c ∈ Rwas arbitrarily chosen, we conclude that the func-
tions max{f1, . . . , fn} and min{f1, . . . , fn} are measurable functions on E. This completes
the proof.

For a function f , defined on E, we define

f +(x) = max{f (x),0}, f −(x) = max{−f (x),0}, x ∈ E.

Exercise 2.11. Let E be ameasurable set and f be an extended real-valuedmeasurable
function on E. Prove that f + and f − are measurable functions on E.

Exercise 2.12. LetE be ameasurable set and f be an extended real-valuedmeasurable
function on E. Prove that |f |p is a measurable function on E for each p > 0.

Theorem 2.44. Let E be a measurable set, g be an extended real-valued measurable
function on E and f be an extended real-valued continuous function onR. Then the com-
position f ∘ g is a measurable function on E.

Proof. Let O be an open set. We will prove that

(f ∘ g)−1(O) = g−1(f −1(O)). (2.78)

Let x ∈ (f ∘ g)−1(O) be arbitrarily chosen. Then x ∈ E and f (g(x)) ∈ O. Since g(x) ∈ R
and f (g(x)) ∈ O, we see that g(x) ∈ f −1(O). Because x ∈ E and g(x) ∈ f −1(O), we obtain
x ∈ g−1(f −1(O)). Since x ∈ (f ∘ g)−1(O) was arbitrarily chosen and we see that it is an
element of g−1(f −1(O)), we obtain the relation

(f ∘ g)−1(O) ⊆ g−1(f −1(O)). (2.79)

Let x ∈ g−1(f −1(O)) be arbitrarily chosen. Then x ∈ E and g(x) ∈ f −1(O). Hence, g(x) ∈ R
and f (g(x)) ∈ O. Since x ∈ E and f (g(x)) ∈ O, we conclude that x ∈ (f ∘g)−1(O). Because
x ∈ g−1(f −1(O)) was arbitrarily chosen and we see that it is an element of (f ∘ g)−1(O),
we obtain the relation

(f ∘ g)−1(O) ⊆ (f ∘ g)−1(O).

From the previous relation and from (2.79), we obtain equation (2.78). Since f is a con-
tinuous function on R and O is an open set, we see that the set f −1(O) is an open
set. Because g is a measurable function on E, using Theorem 2.33, we conclude that
g−1(f −1(O)) is a measurable set. Hence, by equation (2.78), we see that (f ∘ g)−1(O) is
a measurable set. From this and from Theorem 2.33, we see that f ∘ g is a measurable
function on E. This completes the proof.
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Exercise 2.13. LetEbe ameasurable set. If f ≡ const onE, prove that f is ameasurable
function on E.

Definition 2.18. Let E be any set of real numbers and A ⊆ E. Let also {fn}n∈N be a
sequence of extended real-valued functions with common domain E and f be an ex-
tended real-valued function on A.
1. We say that the sequence {fn}n∈N converges to f pointwise on A provided

lim
n→∞

fn(x) = f (x) for all x ∈ A.

2. We say that the sequence {fn}n∈N converges to f pointwise a. e. on A provided it
converges to f pointwise on A \ B, where B ⊆ A andm(B) = 0.

3. We say that the sequence {fn}n∈N converges uniformly to f on A provided for each
ϵ > 0, there is an N ∈ N such that

|fn − f | < ϵ on A for all n ≥ N .

Theorem 2.45. Let E be a measurable set of real numbers, {fn}n∈N be a sequence of ex-
tended real-valued measurable functions on E that converges pointwise a. e. on E to the
extended real-valued function f , defined on E. Then f is measurable on E.

Proof. Let A ⊆ E be such that the sequence {fn}n∈N converges pointwise to f on A and
m(E \ A) = 0. Hence, f is measurable on E \ A. By Theorem 2.36, it follows that the
functions fj are measurable functions on A and E \ A for any j ∈ N. We will prove that
f is measurable on A. Let c ∈ R be arbitrarily chosen. We will show that

{x ∈ A : f (x) < c} = ⋃
1≤k,n<∞
(
∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
}). (2.80)

Let y ∈ {x ∈ A : f (x) < c} be arbitrarily chosen. Because fj(y) → f (y), as j → ∞,
and f (y) < c, there are n, k ∈ N such that for any j ≥ k we have fj(y) < c −

1
n , i. e.,

y ∈ {x ∈ A : fj(x) < c − 1
n } for any j ≥ k. Therefore

y ∈
∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
}

and from this

y ∈ ⋃
1≤k,n<∞
(
∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
}).

Because y ∈ {x ∈ A : f (x) < c} was arbitrarily chosen and we see that it is an element
of⋃1≤k,n<∞(⋂

∞
j=k{x ∈ A : fj(x) < c −

1
n }), we obtain the relation

{x ∈ A : f (x) < c} ⊆ ⋃
1≤k,n<∞
(
∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
}). (2.81)

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



118 | 2 Lebesgue integration

Let now y ∈ ⋃1≤k,n<∞(⋂
∞
j=k{x ∈ A : fj(x) < c −

1
n }) be arbitrarily chosen. Then there are

k, n ∈ N such that y ∈ {x ∈ A : fj(x) < c − 1
n } for any j ≥ k. Hence,

fj(y) < c −
1
n

for any j ≥ k. Assume that f (y) ≥ c. Then

f (y) − fj(y) >
1
n

for any j ≥ k. This is a contradiction. Therefore f (y) < c and y ∈ {x ∈ A : f (x) < c}.
Because y ∈ ⋃1≤k,n<∞(⋂

∞
j=k{x ∈ A : fj(x) < c −

1
n }) was arbitrarily chosen and we see

that it is an element of {x ∈ A : f (x) < c}, we conclude that

⋃
1≤k,n<∞
(
∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
}) ⊆ {x ∈ A : f (x) < c}.

From the previous relation and from equation (2.81), we get equation (2.80). Since fj
are measurable functions on A for any j ∈ N, we see that the sets {x ∈ A : fj(x) < c − 1

n }
are measurable sets for any j, n ∈ N. From this, the sets

∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
}

are measurable sets for any k, n ∈ N. Hence,

⋃
1≤k,n<∞
(
∞

⋂
j=k
{x ∈ A : fj(x) < c −

1
n
})

is a measurable set. From this and from equation (2.80), we conclude that the set {x ∈
A : f (x) < c} is a measurable set. Because c ∈ R was arbitrarily chosen, we conclude
that the function f is ameasurable function onA. Hence, by Theorem 2.36, we see that
the function f is a measurable function on E. This completes the proof.

Definition 2.19. Let E be any set of real numbers. The characteristic function of E, κE,
is the function defined by

κE = {
1 if x ∈ E,
0 if x ∉ E.

Note that if E is a measurable set, then its characteristic function is a measurable
function on E.

Exercise 2.14. Let A and B be any sets of real numbers. Prove
1. κA∩B = κAκB.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



2.5 Lebesgue measurable functions | 119

2. κA∪B = κA + κB − κAκB.
3. κR\A = 1 − κA.

Definition 2.20. A real-valued functionϕ defined on ameasurable set is called simple
provided it is measurable and takes only a finite number of values.

If E is a measurable set and ϕ is a simple function on E and takes the distinct
values c1, . . ., cn, then

ϕ =
n
∑
k=1

ckκEk on E, (2.82)

where Ek = {x ∈ E : ϕ(x) = ck}, k ∈ {1, . . . , n}.

Definition 2.21. Equation (2.82) of ϕ as a linear combination of characteristic func-
tions is called the canonical representation of the simple function ϕ.

Theorem 2.46. Let E be a measurable set and f be a measurable bounded real-valued
function on E. Then for each ϵ > 0, there are simple functions ϕϵ and ψϵ defined on E
such that

ϕϵ ≤ f ≤ ψϵ and 0 ≤ ψϵ − ϕϵ < ϵ on E.

Proof. We take ϵ > 0 arbitrarily. Let (c, d) be an open, bounded interval such that
f (E) ⊂ (c, d). Consider a partition

c = y0 < y1 < ⋅ ⋅ ⋅ < yn−1 < yn = d

of the closed bounded interval [c, d] such that yk − yk−1 < ϵ for any k ∈ {1, . . . , n}. Let

Ik = [yk−1, yk), Ek = f
−1(Ik), 1 ≤ k ≤ n.

Since f is a measurable function on E, we see that the sets Ek are measurable sets for
any k ∈ {1, . . . , n}. Define the simple functions ϕϵ and ψϵ on E as follows:

ϕϵ =
n
∑
k=1

yk−1κEk and ψϵ =
n
∑
k=1

ykκEk .

Let x ∈ E be arbitrarily chosen. Since f (E) ⊂ (c, d), we have f (x) ∈ (c, d). Hence, there
is a k ∈ {1, . . . , n} such that f (x) ∈ Ik . Therefore

ϕϵ(x) = yk−1, ψϵ(x) = yk

and

ϕϵ(x) ≤ f (x) < ψϵ(x), ψϵ(x) − ϕϵ(x) = yk − yk−1 < ϵ.

This completes the proof.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



120 | 2 Lebesgue integration

Theorem 2.47 (The simple approximation theorem). An extended real-valued function
f on ameasurable set E is measurable if and only if there is a sequence {ϕn}n∈N of simple
functions on E which converges pointwise on E to f and

|ϕn| ≤ |f | on E for all n ∈ N.

If f is nonnegative, we can choose {ϕn}n∈N to be increasing.

Proof.
1. Let {ϕn}n∈N be a sequence of simple functions on E that converges pointwise on E

to f and |ϕn| ≤ |f | on E for all n ∈ N. Becauseϕn are measurable functions on E for
each n ∈ N, using Theorem 2.45, we see that f is a measurable function on E.

2. Let f is ameasurable function on E. Assume that f ≥ 0 on E. Take n ∈ N and define

En = {x ∈ E : f (x) ≤ n}.

Because f is measurable on E, we have En are measurable sets for each n ∈ N. By
Theorem 2.36, it follows that the restriction of f to En is a nonnegative bounded
measurable function. We apply Theorem 2.46 to the restriction of f to E with the
choice ϵ = 1

n . In other words, we may choose simple functions ϕn and ψn defined
on En such that

0 ≤ ϕn ≤ f ≤ ψn on En and 0 ≤ ψn − ϕn <
1
n

on En.

Note that

0 ≤ f − ϕn ≤ ψn − ϕn <
1
n

on En.

We extend ϕn to all E by setting ϕn(x) = n if f (x) > n, n ∈ N. The function ϕn is a
simple function defined on E and 0 ≤ ϕn ≤ f on E, n ∈ N. Let x ∈ E be arbitrarily
chosen.
(a) Assume that f (x) is finite. Then there exists anN ∈ N such that f (x) < N . Then

0 ≤ f (x) − ϕn(x) <
1
n

for all n > N .

Therefore ϕn(x) → f (x), as n→∞.
(b) Assume that f (x) = ∞. Then ϕn(x) = n for all n ∈ N. Therefore ϕn(x) → f (x),

as n → ∞. By replacing ϕn, n ∈ N, with max{ϕ1, . . . ,ϕn}, we see that the
sequence {ϕn}n∈N is increasing.

In the general case, if f is not nonnegative, we take the representation f = f + − f −

on E and apply the above for f + and f −. This completes the proof.

Exercise 2.15. Let E be a measurable set of real numbers and f be a bounded mea-
surable function on E. Prove that there are sequences {ϕn}n∈N and {ψn}n∈N of simple
functions on E such that {ϕn}n∈N is increasing and {ψn}n∈N is decreasing and each of
these sequences converges to f uniformly on E.
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Theorem 2.48. Assume that E is a measurable set with a finite measure and {fn}n∈N be
a sequence of bounded measurable functions on E that converges poinwise on E to the
real-valued function f . Then for each ϵ > 0 and δ > 0, there are a measurable subset A
of E and an index N for which

|fn − f | < ϵ on A for all n ≥ N and m(E \ A) < δ.

Proof. By Theorem 2.45, it follows that f is a measurable function on E. Hence, using
Theorem 2.39, the function −f is a measurable function on E. From Theorem 2.40, it
follows that fn − f are measurable functions on E for each n ∈ N. From this and from
Theorem 2.37, we see that |fn − f | are measurable functions on E for all n ∈ N. We take
ϵ > 0 and δ > 0 arbitrarily. Note that the sets

En = {x ∈ E :
󵄨󵄨󵄨󵄨f (x) − fk(x)

󵄨󵄨󵄨󵄨 < ϵ for all k ≥ n}

are measurable sets for all n ∈ N. Then the sequence {En}n∈N is an ascending col-
lection of measurable sets and since {fn}n∈N converges pointwise to f on E, we have
E = ⋃∞n=1 En. Hence, by Theorem 2.25, we get

m(E) = lim
n→∞

m(En).

Sincem(E) < ∞, we can choose an index N such that

m(EN ) > m(E) − δ.

Let A = EN . Then

m(E \ A) = m(E) −m(EN ) < m(E) −m(E) + δ = δ.

This completes the proof.

Theorem 2.49 (Egoroff’s theorem). Assume that E is a measurable set with finite mea-
sure and {fn}n∈N be a sequence of measurable functions on E that converges pointwise
on E to the real-valued function f . Then for each ϵ > 0, there is a closed set A contained
in E for which fn → f , as n→∞, uniformly on A and m(E \ A) < ϵ.

Proof. Take ϵ > 0 arbitrarily. By Theorem 2.48, it follows that for each n ∈ N there is a
measurable subset An of E and an index N(n) such that

|fl − f | <
1
n

on An for all l ≥ N and m(E \ An) <
ϵ

2n+1
.

Define the set

Ã =
∞

⋂
n=1

An.
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Then, using Theorem 2.5, we get

m(E \ Ã) = m(E \ (
∞

⋂
n=1

An)) = m(
∞

⋃
n=1
(E \ An))

≤
∞

∑
n=1

m(E \ An) <
∞

∑
n=1

ϵ
2n+1
= ϵ
2
.

Now we choose an index n0 such that
1
n0
< ϵ. Then

|fl − f | <
1
n0

on An0 for all l ≥ N(n0).

Since Ã ⊆ An0 and
1
n0
< ϵ, we get

|fl − f | < ϵ on Ã for all l ≥ N(n0).

Therefore {fn}n∈N converges uniformly to f on Ã andm(E \ Ã) < ϵ
2 . By Theorem 2.21, it

follows that there is a closed setA contained in Ã such thatm(Ã \A) < ϵ
2 . Thus, {fn}n∈N

converges uniformly to f on A and

m(E \ A) = m(E \ Ã) +m(Ã \ A) < ϵ
2
+ ϵ
2
= ϵ.

This completes the proof.

Theorem 2.50. Let E be a measurable set, f be a simple function defined on E. Then for
each ϵ > 0, there is a continuous function g on ℝ and a closed set A contained in E for
which

f = g on A and m(E \ A) < ϵ.

Proof. Let a1, . . ., an be the finite numbers of distinct values taken by f , and let them
be taken on the sets E1, . . ., En, respectively. Since the ak are distinct, the collection
{Ek}nk=1 is disjoint. By Theorem 2.21, there are closed sets A1, . . ., An such that

Ak ⊆ Ek and m(Ek \ Ak) <
ϵ
n

for any k ∈ {1, . . . , n}. Then the set A = ⋃nk=1 Ak is a closed set and since {Ak}
n
k=1 is

disjoint, we get

m(E \ A) = m(
n
⋃
k=1
(E \ Ak)) =

n
∑
k=1

m(E \ Ak) <
n
∑
k=1

ϵ
n
= ϵ.

Define g on A to take the values ak on Ak, k ∈ {1, . . . , n}. Since the collection {Ak}
n
k=1

is disjoint, the function g is properly defined and continuous. We extend g from a
continuous function on A to a continuous function on all R. This completes the proof.
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Theorem 2.51 (Luzin’s theorem). LetE be ameasurable set and f be a real-valuedmea-
surable function on E. Then for each ϵ > 0, there is a continuous function g on R and a
closed set A contained in E for which

f = g on A and m(E \ A) < ϵ.

Proof.
1. Let m(E) < ∞. By Theorem 2.47, there is a sequence {fn}n∈N of simple functions

defined on E that converges to f pointwise on E. Take n ∈ N arbitrarily. By Theo-
rem 2.50, it follows that there is a continuous function gn on R and a closed setAn
contained in E for which

gn = fn on An and m(E \ An) <
ϵ

2n+1
.

By Egoroff’s theorem, there is a closed setA0 contained in E such that {fn}n∈N con-
verges to f uniformly on A0 andm(E \ A0) <

ϵ
2 . Define A = ⋂

∞
n=0 An. Then

m(E \ A) = m((E \ A0) ∪ (
∞

⋃
n=1
(E \ An))) ≤ m(E \ A0) +m(

∞

⋃
n=1
(E \ An))

≤ m(E \ A0) +
∞

∑
n=1

m(E \ An) <
ϵ
2
+
∞

∑
n=1

ϵ
2n+1
= ϵ
2
+ ϵ
2
= ϵ.

The set A is closed. Each fn is continuous on A because A ⊆ An and fn = gn on An.
Since the sequence {fn}n∈N converges uniformly to f on A ⊆ A0, we conclude that
the restriction of f to A is continuous on A. Let g be the restriction of f to A. We
extend g from a continuous function on A to a continuous function on all R.

2. Letm(E) = ∞. ThenE can be expressed as the disjoint union of a countable collec-
tion {Ek}k∈N ofmeasurable setswith finitemeasure. For eachEk, as in the previous
case, we construct a continuous function gk on Ek and a closed set Ak ⊆ Ek such
that

f = gk on Ak and m(Ek \ Ak) <
ϵ

2k+1
.

The collection {Ak}k∈N is disjoint. Let A = ⋃k∈N Ak . Then A is closed. We construct
a continuous function g on A such that its restrictions on Ak coincide with gk . We
extend g from a continuous function on A to a continuous function on all R. Note
that

E \ A ⊆
∞

⋃
k=1
(Ek \ Ak)

and

m(E \ A) ≤ m(
∞

⋃
k=1
(Ek \ Ak)) ≤

∞

∑
k=1

m(Ek \ Ak) <
∞

∑
k=1

ϵ
2k+1
< ϵ.

This completes the proof.
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2.6 The Riemann integral

In this section we recall some definitions to the Riemann integral.

Definition 2.22. Let f be a bounded real-valued function defined upon the closed
bounded interval [a, b]. Let also P = {x0, x1, . . . , xn} be a partition of the interval [a, b],
i. e.,

a = x0 < x1 < ⋅ ⋅ ⋅ < xn = b.

Define the lower and upper Darboux sums for f with respect to P, respectively, by

L(f ,P) =
n
∑
i=1

mi(xi − xi−1)

and

U(f ,P) =
n
∑
i=1

Mi(xi − xi−1),

where

mi = inf{f (x) : xi−1 < x < xi}, Mi = sup{f (x) : xi−1 < x < xi}, i ∈ {1, . . . , n}.

Definition 2.23. We define the lower and upper Riemann integrals of f over [a, b], re-
spectively, by

(R)∫
b

a
f = sup{L(f ,P) : P is a partition of [a, b]},

(R)∫
b

a
f = inf{U(f ,P) : P is a partition of [a, b]}.

Note that the lower and upper Riemann integrals are finite. The upper Riemann inte-
gral is at least as large the lower Riemann integral, and if the two are equal we say that
f is Riemann integrable over [a, b] and call the common value the Riemann integral
of f over [a, b]. We denote

(R)
b

∫
a

f .

Definition 2.24. A real-valued function ψ defined on [a, b] is called a step function if
there is a partition P = {x0, x1, . . . , xn} of [a, b] and numbers c1, . . ., cn, such that

ψ(x) = ci if xi−1 < x < xi, i ∈ {1, . . . , n}.
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Suppose that ψ is a step function on [a, b]. Observe that

L(ψ,P) =
n
∑
i=1

ci(xi − xi−1) = U(ψ,P)

and

(R)
b

∫
a

ψ =
n
∑
i=1

ci(xi − xi−1).

Thereforewemay reformulate the definition of the lower andupper Riemann integrals
as follows.

Definition 2.25.

(R)∫
b

a
f = sup{(R)

b

∫
a

ϕ : ϕ is a step function, ϕ ≤ f on [a, b]},

(R)∫
b

a
f = inf{(R)

b

∫
a

ψ : ψ is a step function, ψ ≥ f on [a, b]}.

2.7 Lebesgue integration

2.7.1 The Lebesgue integral of a bounded measurable function over a set of finite
measure

Suppose that E is a measurable set of finite measure.

Definition 2.26. Let ϕ be a simple function on E,

ϕ =
n
∑
i=1

aiκEi , Ei = ϕ
−1(ai) = {x ∈ E : ϕ(x) = ai},

ai ̸= aj, Ei ∩ Ej = 0, i, j ∈ {1, . . . , n}. We define the integral of ϕ over E by

∫
E

ϕ =
n
∑
i=1

aim(Ei).

Theorem 2.52. Let {Ei}ni=1 be a finite collection of disjoint measurable subsets of E. Let
also ai ∈ R, i ∈ {1, . . . , n}, and

ϕ =
n
∑
i=1

aiκEi .
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Then

∫
E

ϕ =
n
∑
i=1

aim(Ei).

Proof.
1. If ai, i ∈ {1, . . . , n}, are distinct, we get the desired result using Definition 2.26.
2. Assume that ai, i ∈ {1, . . . , n}, are not distinct. Let {b1, . . . , bm} be the distinct values

taken by ϕ. We define the sets

Bj = {x ∈ E : ϕ(x) = bj}, j ∈ {1, . . . ,m}.

Hence, by Definition 2.26,

∫
E

ϕ =
m
∑
i=1

bim(Bi). (2.83)

For j ∈ {1, . . . ,m}, with Ij wedenote the set of indices i ∈ {1, . . . , n}, such that ai = bj.
Then {1, . . . , n} = ⋃mj=1 Ij and Ik ∩ Il = 0, k ̸= l, k, l ∈ {1, . . . ,m}. From the finite
additivity of the measure, we have

m(Bj) = m(⋃
i∈Ij

Ei) = ∑
i∈Ij

m(Ei).

Hence, using (2.83), we find

n
∑
i=1

aim(Ei) =
m
∑
j=1
(∑
i∈Ij

aim(Ei)) =
m
∑
j=1

bj(∑
i∈Ij

m(Ei)) =
m
∑
j=1

bjm(Bj) = ∫
E

ϕ.

This completes the proof.

Theorem 2.53. Let ϕ be a simple function on E and ϕ ≥ 0 on E. Then ∫E ϕ ≥ 0.

Proof. Since ϕ is a simple function on E, there is a finite disjoint collection {Ei}mi=1 of
subsets of E such that E = ⋃mj=1 Ej and

ϕ =
m
∑
j=1

ajκEj ,

for some aj ∈ R, j ∈ {1, . . . ,m}. Since ϕ ≥ 0 on E, we have aj ≥ 0 for any j ∈ {1, . . . ,m}.
Hence,

∫
E

ϕ =
m
∑
j=1

ajm(Ej) ≥ 0.

This completes the proof.
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Theorem 2.54. Let ϕ and ψ be simple functions on E. Then for any α, β ∈ R, we have

∫
E

(αϕ + βψ) = α∫
E

ϕ + β∫
E

ψ.

Moreover, if ϕ ≤ ψ, then

∫
E

ϕ ≤ ∫
E

ψ.

Proof. Since both ϕ and ψ take finite values, there is a finite disjoint collection {Ej}mj=1
of subsets of E such that E = ⋃mj=1 Ej and

ϕ =
m
∑
j=1

ajκEj and ψ =
m
∑
j=1

bjκEj

for some aj, bj ∈ R, j ∈ {1, . . . . ,m}. Then

αϕ = α
m
∑
j=1

ajκEj =
m
∑
j=1
(αaj)κEj ,

βψ = β
m
∑
j=1

bjκEj =
m
∑
j=1
(βbj)κEj ,

αϕ + βψ =
m
∑
j=1
(αaj)κEj +

m
∑
j=1
(βbj)κEj =

m
∑
j=1
(αaj + βbj)κEj ,

∫
E

ϕ =
m
∑
j=1

ajm(Ej),

∫
E

ψ =
m
∑
j=1

bjm(Ej),

∫
E

(αϕ + βψ) =
m
∑
j=1
(αaj + βbj)m(Ej),

α∫
E

ϕ = α
m
∑
j=1

ajm(Ej) =
m
∑
j=1
(αaj)m(Ej),

β∫
E

ψ = β
m
∑
j=1

bjm(Ej) =
m
∑
j=1
(βbj)m(Ej),

α∫
E

ϕ + β∫
E

ψ =
m
∑
j=1
(αaj)m(Ej) +

m
∑
j=1
(βbj)m(Ej) =

m
∑
j=1
(αaj + βbj)m(Ej).

Therefore

∫
E

(αϕ + βψ) = α∫
E

ϕ + β∫
E

ψ.
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Let now ϕ ≤ ψ on E. Then ψ − ϕ ≥ 0 on E. By Theorem 2.53, we get

∫
E

(ψ − ϕ) ≥ 0.

Hence,

∫
E

ψ − ∫
E

ϕ = ∫
E

(ψ − ϕ) ≥ 0.

This completes the proof.

Definition 2.27. Let f be a bounded real-valued function defined on E. We define the
lower and upper Lebesgue integral, respectively, to be

l

∫
E

f = sup{∫
E

ϕ : ϕ is simple and ϕ ≤ f on E},

u

∫
E

f = inf{∫
E

ψ : ψ is simple and f ≤ ψ on E}.

Since f is a bounded function on E, there is a constant M such that f ≤ M on E.
Let ϕ is a simple function on E such that ϕ ≤ f on E. Then ϕ ≤ M on E andM − ϕ is a
simple function on E. By Theorem 2.54, we get

0 ≤ ∫
E

(M − ϕ) = ∫
E

M − ∫
E

ϕ = Mm(E) − ∫
E

ϕ,

whereupon

∫
E

ϕ ≤ Mm(E).

Therefore
l

∫
E

f ≤ Mm(E).

Let now ϕ and ψ be simple functions on E such that ϕ ≤ f ≤ ψ on E. Hence, by
Theorem 2.54, we find

∫
E

ϕ ≤ ∫
E

ψ.

Consequently

l

∫
E

f ≤
u

∫
E

f .
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Definition 2.28. A bounded real-valued function f on E is said to be Lebesgue inte-
grable provided its upper and lower Lebesgue integrals are equal. The common value
of the upper and lower integrals is called the Lebesgue integral, or simply the integral,
of f over E. It is denoted by (L) ∫E f or simply ∫E f .

Theorem 2.55. Let f be a bounded function defined on a closed, bounded interval I =
[a, b]. If f is Riemann integrable over I, then it is Lebesgue integrable over I and the two
integrals are equal.

Proof. Since f is Riemann integrable over I, we have

(R) ∫
I

f = sup{(R) ∫
I

ϕ : ϕ is a step function, ϕ ≤ f}

= inf{(R) ∫
I

ψ : ψ is a step function, f ≤ ψ}.

Because every step function is a simple function and every simple function on a
bounded closed interval is a step function, and (R) ∫I ϕ = (L) ∫I ϕ for any simple
function ϕ on I, we get

sup{(R) ∫
I

ϕ : ϕ is a step function, ϕ ≤ f}

= sup{(L) ∫
I

ϕ : ϕ is a simple function, ϕ ≤ f}

= inf{(R) ∫
I

ψ : ψ is a step function, f ≤ ψ}

= inf{(L) ∫
I

ψ : ψ is a step function, f ≤ ψ}.

Hence, f is Lebesgue integrable over I and

(L) ∫
I

f = (R) ∫
I

f .

This completes the proof.

Theorem 2.56. Let f be a bounded measurable function on E. Then f is integrable
over E.

Proof. By Theorem 2.46, it follows that for any n ∈ N there are simple functions ϕn
and ψn on E such that

ϕn ≤ f ≤ ψn
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and ψn − ϕn ≤
1
n on E. Hence, by Theorem 2.54, it follows that

0 ≤ ∫
E

ψn − ∫
E

ϕn = ∫
E

(ψn − ϕn) ≤
1
n
m(E)

for any n ∈ N. From this,

0 ≤ inf{∫
E

ψ : ψ simple,ψ ≥ f} − sup{∫
E

ϕ : ϕ simple,ϕ ≤ f}

≤ ∫
E

ψn − ∫
E

ϕn ≤
1
n
m(E)

for any n ∈ N. Therefore the upper and lower integrals of f over E are equal. Conse-
quently the function f is integrable over E. This completes the proof.

Theorem 2.57. Let f be a bounded measurable function on E and m(E) = 0. Then

∫
E

f = 0.

Proof. Let ϕ be an arbitrary simple function on E with canonical representation

ϕ =
n
∑
i=1

aiκEi ,

where E = ⋃ni=1 Ei, Ei ∩ Ej = 0, ai ∈ R, ai ̸= aj, i ̸= j, i, j ∈ {1, . . . , n}. Then m(Ei) = 0,
i ∈ {1, . . . , n}, and

∫
E

ϕ =
n
∑
i=1

aim(Ei) = 0.

Hence,

∫
E

f = sup{∫
E

ϕ : ϕ is simple, ϕ ≤ f} = 0.

This completes the proof.

Theorem 2.58. Let f and g be bounded measurable functions on E. Then, for any α, β ∈
R, we have

∫
E

(αf + βg) = α∫
E

f + β∫
E

g.

Moreover, if f ≥ g on E, we have

∫
E

f ≥ ∫
E

g.
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Proof. Suppose that α > 0. Using that the Lebesgue integral is equal to the upper
Lebesgue integral, we have

∫
E

(αf ) = inf
ψ≥αf
∫
E

ψ = α inf
ψ
α ≥f
∫
E

ψ
α
= α∫

E

f .

Let α < 0. Then, using the fact that the Lebesgue integral is equal to the upper and
lower Lebesgue integrals, we get

∫
E

(αf ) = inf
ψ≥αf
∫
E

ψ = α sup
ψ
α ≤f
∫
E

ψ
α
= α∫

E

f .

Now we will prove that

∫
E

(f + g) = ∫
E

f + ∫
E

g. (2.84)

Let ϕ1, ϕ2, ψ1 and ψ2 be simple functions on E such that

ϕ1 ≤ f ≤ ψ1 and ϕ2 ≤ g ≤ ψ2 on E.

Then ϕ1 + ϕ2 and ψ1 + ψ2 are simple functions on E and

ϕ1 + ϕ2 ≤ f + g ≤ ψ1 + ψ2 on E.

Hence, by Theorem 2.54, we get

∫
E

(f + g) ≤ ∫
E

(ψ1 + ψ2) = ∫
E

ψ1 + ∫
E

ψ2.

Then

∫
E

(f + g) ≤ inf
ψ1≥f
∫
E

ψ1 + infψ2≥g
∫
E

ψ2 = ∫
E

f + ∫
E

g. (2.85)

On the other hand,

∫
E

(f + g) ≥ ∫
E

(ϕ1 + ϕ2) = ∫
E

ϕ1 + ∫
E

ϕ2.

Then

∫
E

(f + g) ≥ sup
ϕ1≤f
∫
E

ϕ1 + sup
ϕ2≤g
∫
E

ϕ2 = ∫
E

f + ∫
E

g.
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From the previous inequality and from (2.85), we get (2.84). Hence, since αf and βg are
bounded measurable functions on E for any α, β ∈ R, we get

∫
E

(αf + βg) = ∫
E

(αf ) + ∫
E

(βg) = α∫
E

f + β∫
E

g.

Now we assume that f ≥ g on E. Then h = f − g ≥ 0 on E. Since 0 is a simple function
on E, we obtain

∫
E

h ≥ 0.

From this,

0 ≤ ∫
E

(f − g) = ∫
E

f − ∫
E

g.

This completes the proof.

Theorem 2.59. Let f be a bounded measurable function on E. Then for any measurable
subset A of E we have

∫
E

fκA = ∫
A

f .

Proof. Note that fκA is a boundedmeasurable functiononE andA. Also, f is a bounded
measurable function on A. Then, by Theorem 2.56, we conclude that fκA is integrable
on E andA, and f is integrable onA. Letϕ be any simple function on Ewith the canon-
ical representation

ϕ =
n
∑
i=1

aiκEi , ai ∈ R, ai ̸= aj, i, j ∈ {1, . . . , n},

E = ⋃ni=1 Ei, Ei ∩ Ej = 0, i ̸= j, i, j ∈ {1, . . . , n}. Then

ϕκA =
n
∑
i=1

aiκEiκA =
n
∑
i=1

aiκEi∩A + 0κE\(⋃ni=1(Ei∩A)). (2.86)

Hence, ϕκA is a simple function on E with the canonical representation (2.86). Then,
using Definition 2.26, we obtain

∫
E

ϕκA =
n
∑
i=1

aim(Ei ∩ A). (2.87)

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



2.7 Lebesgue integration | 133

Note that A = ⋃ni=1(Ei ∩ A), (Ei ∩ A) ∩ (Ej ∩ A) = 0. Hence, (2.86) is the canonical
representation of the simple functionϕκA onA. Then, using Definition 2.26 and using
the fact that ϕκA is the restriction of ϕ on A, we get

∫
A

ϕ = ∫
A

ϕκA =
n
∑
i=1

aim(Ei ∩ A).

From this and from (2.87), we obtain

∫
E

ϕκA = ∫
A

ϕ.

Next,

∫
E

fκA = sup{∫
E

ϕ : ϕ simple,ϕ ≤ fκA} = sup{∫
E

ϕκA : ϕ simple,ϕ ≤ fκA}

= sup{∫
A

ϕ : ϕ simple,ϕ ≤ fκA} = ∫
A

fκA = ∫
A

f .

This completes the proof.

Theorem 2.60. Let f be a boundedmeasurable function on E. Suppose thatA andB are
disjoint measurable subsets of E. Then

∫
A∪B

f = ∫
A

f + ∫
B

f .

Proof. Note that fκA∪B, fκA and fκB are bounded measurable functions on E. Since A
and B are disjoint, we have

fκA∪B = fκA + fκB.

Hence, by Theorems 2.58 and 2.59, we get

∫
A∪B

f = ∫
A∪B

fκA∪B = ∫
A∪B

(fκA + fκB) = ∫
A∪B

fκA + ∫
A∪B

fκB

= ∫
A

fκA + ∫
B

fκB = ∫
A

f + ∫
B

f .

This completes the proof.

Theorem 2.61. Let f be a bounded measurable function on E. Then

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|f |.
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Proof. By Theorem 2.37, we see that |f | is a measurable function on E. Since f is
bounded on E, the function |f | is a bounded measurable function on E. By Theo-
rem 2.56, it follows that it is integrable over E. Note that

−f ≤ |f | ≤ f on E.

Hence, by Theorem 2.58, we obtain

−∫
E

f ≤ ∫
E

|f | ≤ ∫
E

f .

This completes the proof.

Theorem 2.62. Let {fn}n∈N be a sequence of boundedmeasurable functions onE. If fn →
f , as n→∞, uniformly on E, then

lim
n→∞
∫
E

fn = ∫
E

f .

Proof. Let ϵ > 0 be arbitrarily chosen. Since {fn}n∈N is uniformly convergent to f on E,
there is an N ∈ N such that

|f − fn| <
ϵ

m(E)
on E (2.88)

for any n ≥ N . In particular,

|f − fN | <
ϵ

m(E)
on E.

Hence,

− ϵ
m(E)
< f − fN <

ϵ
m(E)

on E,

or

fN −
ϵ

m(E)
< f < fN +

ϵ
m(E)

on E.

From the previous inequalities, since fN is bounded on E, we conclude that the func-
tion f is a bounded function on E. Since the sequence {fn}n∈N is uniformly convergent
to f onE, it is pointwise convergent to f onE. Because fn aremeasurable functions onE
for any n ∈ N, using Theorem 2.45, we conclude that f is measurable on E. Therefore f
is a boundedmeasurable function onE. By Theorem 2.56, it follows that f is integrable
on E. Hence, by Theorem 2.54, Theorem 2.61 and (2.88), we get

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

fn − ∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|fn − f | < ∫
E

ϵ
m(E)
= ϵ

for any n ≥ N . This completes the proof.
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Theorem 2.63 (The bounded convergence theorem). Let {fn}n∈N be an uniformly
bounded sequence of measurable functions on E. If fn → f , as n → ∞, pointwise
on E, then

lim
n→∞
∫
E

fn = ∫
E

f .

Proof. LetM be a positive constant such that |fn| ≤ M on E for any n ∈ N. Then |f | ≤ M
on E and

|fn − f | ≤ |fn| + |f |
≤ M +M = 2M on E

for any n ∈ N. We take ϵ > 0 arbitrarily. By Egoroff’s theorem, Theorem 2.49, it follows
that there exists a closed subset A of E such that fn → f , as n → ∞, uniformly on A
andm(E \ A) < ϵ

4M . Hence, there is an index N ∈ N such that

|fn − f | <
ϵ

2m(E)
on A

for any n ≥ N . Then, using Theorems 2.58, 2.61, and 2.60, we get
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

fn − ∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|fn − f |

= ∫
A

|fn − f | + ∫
E\A

|fn − f |

< ϵ
2m(E)

m(A) + 2Mm(E \ A) < ϵ
2
+ ϵ
2
= ϵ

for any n ≥ N . This completes the proof.

2.7.2 The Lebesgue integral of a measurable nonnegative function

Suppose that E is a measurable set.

Definition 2.29. A measurable function on E is said to vanish outside a set of finite
measure if there is a subset E0 of E for which m(E0) < ∞ and f ≡ 0 on E \ E0. We say
that a measurable function f on E which vanishes outside a set of finite measure has
finite support and define its support to be

{x ∈ E : f (x) ̸= 0}.

Definition 2.30. Let f be a bounded measurable function on E that has finite support
E0, E0 ⊆ E. We define its integral over E by

∫
E

f = ∫
E0

f .
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The set of all bounded measurable functions on E which have finite support will
be denoted by ℰ .

Definition 2.31. For a nonnegative measurable function f on E we define the integral
of f over E by

∫
E

f = sup{∫
E

ϕ : ϕ ∈ ℰ ,0 ≤ ϕ ≤ f on E}.

Theorem 2.64 (Chebychev’s inequality). Let f be a nonnegative measurable function
on E. Then for any λ > 0 we have

m(Eλ) ≤
1
λ
∫
E

f , (2.89)

where Eλ = {x ∈ E : f (x) ≥ λ}.

Proof.
1. Letm(Eλ) = ∞. Define the sets Eλ,n = Eλ ∩ [−n, n] and the functions ψn = λκEλ,n for

any n ∈ N. Then ψn are bounded measurable functions on E with finite support
Eλ,n for any n ∈ N. Hence, by Definition 2.30, we get

∫
E

ψn = ∫
Eλ,n

λ = λm(Eλ,n)

for any n ∈ N. Note that 0 ≤ ψn ≤ f on E for any n ∈ N. From this and from
Definition 2.31, it follows

∫
E

ψn ≤ ∫
E

f

for any n ∈ N. Also,

Eλ =
∞

⋃
n=1

Eλ,n and Eλ,n ⊆ Eλ,m

for anym, n ∈ N, n ≤ m. Hence, by Theorem 2.25, it follows that

∞ = λm(Eλ) = λ lim
n→∞

m(Eλ,n) = lim
n→∞
(λm(Eλ,n)) = lim

n→∞
∫
E

ψn ≤ ∫
E

f .

Therefore ∫E f = ∞. The equality (2.89) holds since both sides equal to∞.
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2. Let m(Eλ) < ∞. Define ϕ = λκEλ . Then ϕ is a bounded measurable function on E
of finite support Eλ and 0 ≤ ϕ ≤ f . Hence, by Definition 2.31, we get

λm(Eλ) = ∫
E

ϕ ≤ ∫
E

f .

This completes the proof.

Exercise 2.16. Let f be any function on a set A. Prove

{x ∈ A : f (x) > 0} =
∞

⋃
n=1
{x ∈ A : f (x) ≥ 1

n
}.

Theorem 2.65. Let f be a nonnegative measurable function on E. Then ∫E f = 0 if and
only if f = 0 a. e. on E.

Proof.
1. Let ∫E f = 0. Then for each n ∈ N, using Chebychev’s inequality, we get

m({x ∈ E : f (x) ≥ 1
n
}) ≤ n∫

E

f = 0

for any n ∈ N. Using Exercise 2.16 and Theorem 2.5, we get

m({x ∈ E : f (x) > 0}) ≤
∞

∑
n=1

m({x ∈ E : f (x) ≥ 1
n
}) = 0.

Because f is nonnegative on E, we conclude that f = 0 a. e. on E.
2. Let f = 0a. e. onE. Letϕbea simple functiononE andψbeaboundedmeasurable

function on E of finite support such that 0 ≤ ϕ ≤ ψ ≤ f on E. Then ϕ = 0 a. e.
on E and ∫E ϕ = 0. Since this holds for all such functions ϕ, we get ∫E ψ = 0.
Because this holds for all such functionsψ, we obtain ∫E f = 0. This completes the
proof.

Theorem 2.66. Let f and g be any nonnegativemeasurable functions onE. Then for any
α > 0 and β > 0 we have

∫
E

(αf + βg) = α∫
E

f + β∫
E

g.

Moreover, if f ≤ g on E, then

∫
E

f ≤ ∫
E

g.
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Proof. Let α > 0 and ϕ be a bounded measurable function on E of finite support such
that 0 ≤ ϕ ≤ f on E. Then 0 ≤ αϕ ≤ αf on E. Hence, using Theorem 2.58, we get

α∫
E

ϕ = ∫
E

(αϕ).

Because this holds for any such ϕ, we get

α∫
E

f = ∫
E

(αf ). (2.90)

Now we will prove that

∫
E

(f + g) = ∫
E

f + ∫
E

g. (2.91)

Letϕ andψ be boundedmeasurable functions on E of finite support such that 0 ≤ ϕ ≤
f and 0 ≤ ψ ≤ g on E. Then 0 ≤ ϕ + ψ ≤ f + g on E and using Theorem 2.58, we get

∫
E

(f + g) ≥ ∫
E

(ϕ + ψ) = ∫
E

ϕ + ∫
E

ψ.

Hence,

∫
E

(f + g) ≥ ∫
E

f + ∫
E

g. (2.92)

Let h be a bounded measurable function on E of finite support such that 0 ≤ h ≤ f + g
on E. We define the functions

l = min{f , h} and k = h − l on E.

Let x ∈ E be arbitrarily chosen.
1. If h(x) ≤ f (x), then l(x) = h(x) and

k(x) = 0 ≤ g(x).

2. Let h(x) > f (x). Then l(x) = f (x) and

k(x) = h(x) − f (x) ≤ f (x) + g(x) − f (x) = g(x).

Consequently k ≤ g on E. Because h is a bounded measurable function on E of finite
support, we see that l is a bounded measurable function on E of finite support. From
this, k is a bounded measurable function on E of finite support. We have

0 ≤ l ≤ f and 0 ≤ k ≤ g on E.
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Hence, by Theorem 2.58, we get

∫
E

h = ∫
E

l + ∫
E

k ≤ ∫
E

f + ∫
E

g.

Because the previous inequality holds for all such h, we obtain

∫
E

(f + g) ≤ ∫
E

f + ∫
E

g.

From the previous inequality and from (2.92), we get (2.91). Since αf and βg are non-
negative measurable functions on E, using (2.91) and (2.90), we get

∫
E

(αf + βg) = ∫
E

(αf ) + ∫
E

(βg) = α∫
E

f + β∫
E

g.

Let now f ≤ g on E. Let ϕ be a bounded measurable function on E of finite support
such that 0 ≤ ϕ ≤ f on E. Then ϕ ≤ g on E and

∫
E

ϕ ≤ ∫
E

g.

Since the previous inequality holds for any such ϕ, we conclude that

∫
E

f ≤ ∫
E

g.

This completes the proof.

Theorem 2.67. Let f be a nonnegative measurable function on E. IfA and B are disjoint
measurable subsets of E, then

∫
A∪B

f = ∫
A

f + ∫
B

f . (2.93)

In particular, if B is a subset of E of measure zero, then

∫
E

f = ∫
E\B

f . (2.94)

Proof. Letϕ ∈ ℰ be arbitrarily chosen such that 0 ≤ ϕ ≤ f and its support is E0 ⊆ A∪B.
Let E0 = E1 ∪ E2, E1 ∩ E2 = 0, E1 ⊆ A, E2 ⊆ B. Then, using Theorem 2.58, we get

∫
A∪B

ϕ = ∫
E0

ϕ = ∫
E1∪E2

ϕ = ∫
E1

ϕ + ∫
E2

ϕ = ∫
A

ϕ + ∫
B

ϕ.
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Hence, using Definition 2.30, we obtain (2.93). Now we will prove (2.94). Since for any
ϕ ∈ ℰ for which 0 ≤ ϕ ≤ f we have ∫B ϕ = 0 and

∫
E

ϕ = ∫
(E\B)∪B

ϕ = ∫
(E\B)

ϕ + ∫
B

ϕ = ∫
(E\B)

ϕ.

Because ϕ ∈ ℰ, 0 ≤ ϕ ≤ f , was arbitrarily chosen, we get (2.94). This completes the
proof.

Lemma 2.7 (Fatou’s lemma). Let {fn}n∈N be a sequence of nonnegative measurable
functions on E. If fn → f , as n→∞, pointwise a. e. on E, then

∫
E

f ≤ lim inf∫
E

fn.

Proof. ByTheorem2.45, it follows that f ismeasurable onE. LetE0 be such that fn → f ,
as n → ∞, pointwise on E0 and m(E \ E0) = 0. Let h be any bounded measurable
function on E of finite support such that 0 ≤ h ≤ f on E. Let also M be a positive
constant such that 0 ≤ h ≤ M on E. Define the set

E1 = {x ∈ E : h(x) ̸= 0}.

Thenm(E1) < ∞. For any n ∈ N we define the function hn on E by

hn = min{h, fn} on E.

Since h and fn are measurable functions on E, by Theorem 2.43, it follows that the
functions hn are measurable on E0 for any n ∈ N. Also,

0 ≤ hn ≤ M and hn = 0 on E \ E1.

Furthermore, for each x ∈ E0 we have h(x) ≤ f (x) and hn(x) → h(x) as n →∞. Hence,
by Theorem 2.63, we get

lim
n→∞
∫
E

hn = limn→∞
∫
E0

hn = ∫
E0

h.

However, for each n ∈ N we have hn ≤ fn on E0 and using Definition 2.31, we have

∫
E0

hn ≤ ∫
E0

fn.

Thus,

∫
E

h = lim inf ∫
E0

hn ≤ lim inf ∫
E0

fn = lim inf∫
E

fn.
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The previous inequality is valid for all such h. Therefore

∫
E

f ≤ lim inf∫
E

fn.

This completes the proof.

Theorem 2.68 (The monotone convergence theorem). Let {fn}n∈N be an increasing se-
quence of nonnegative measurable functions on E. If fn → f , as n→∞, a. e. on E, then

lim
n→∞
∫
E

fn = ∫
E

f .

Proof. By Theorem 2.45, it follows that f is measurable on E. By Fatou’s lemma, we
have

∫
E

f ≤ lim inf∫
E

fn. (2.95)

On the other hand, using the fact that {fn}n∈N is an increasing sequence, we see that
fn ≤ f a. e. on E for each n ∈ N. Hence, by Theorem 2.66, we get

∫
E

fn ≤ ∫
E

f

for any n ∈ N and

lim sup∫
E

fn ≤ ∫
E

f .

From the previous inequality and from (2.95), we get the desired result. This completes
the proof.

Corollary 2.5. Let {fn}n∈N be a sequence of nonnegative measurable functions on E. If

f =
∞

∑
n=1

fn a. e. on E,

then

∫
E

f =
∞

∑
n=1
∫
E

fn.

Proof. Let

Sm =
m
∑
n=1

fn, m ∈ N.
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Then {Sn}n∈N is an increasing sequence of measurable functions on E and Sn → f , as
n→∞, a. e. on E. By Theorem 2.45, we see that f is measurable on E. By themonotone
convergence theorem, it follows that

lim
n→∞
∫
E

Sn = ∫
E

f ,

whereupon we get the desired result. This completes the proof.

Definition 2.32. A nonnegative measurable function f on E is said to be integrable
over E if ∫E f < ∞.

Theorem 2.69. Let the nonnegative measurable function f be integrable over E. Then f
is finite a. e. on E.

Proof. Note that

{x ∈ E : f (x) = ∞} ⊆ {x ∈ E : f (x) ≥ n}

for any n ∈ N. Hence, by Chebychev’s inequality (Theorem 2.64), we get

m({x ∈ E : f (x) = ∞}) ≤ m({x ∈ E : f (x) ≥ n}) ≤ 1
n
∫
E

f → 0 as n→∞,

because 0 ≤ ∫E f < ∞. Consequently m({x ∈ E : f (x) = ∞}) = 0. This completes the
proof.

Lemma 2.8 (Beppo Levi’s lemma). Let {fn}n∈N be an increasing sequence of nonnega-
tive measurable functions on E. If the sequence {∫E fn}n∈N is bounded, then {fn}n∈N con-
verges pointwise on E to a measurable function f that is finite a. e. on E and

lim
n→∞
∫
E

fn = ∫
E

f < ∞.

Proof. There exists an extended real-valued nonnegative function f on E such that

f (x) = lim
n→∞

fn(x), x ∈ E.

By Theorem 2.45, we see that f is measurable on E. By the Monotone Convergence
Theorem, it follows that

lim
n→∞
∫
E

fn = ∫
E

f .

Since the sequence {∫E fn}n∈N is a bounded sequence, we see that ∫E f < ∞. From this
and from Theorem 2.69, we see that f is finite a. e. on E. This completes the proof.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



2.7 Lebesgue integration | 143

Theorem 2.70. Let f be a nonnegative measurable function on E and A ⊆ E be a mea-
surable set. Then

∫
E

fκA = ∫
A

f .

Proof. Let ϕ be any measurable function of finite support on E such that 0 ≤ ϕ ≤ f .
Then ϕκA is a measurable function of finite support on E and 0 ≤ ϕκA ≤ fκA. Then,
using Theorem 2.59, we get

∫
E

ϕκA = ∫
A

ϕ.

Because this holds for any such ϕ, we conclude that

∫
E

fκA = ∫
A

f .

This completes the proof.

2.7.3 The general Lebesgue integral

Suppose that E is a measurable set.

Theorem 2.71. Let f be a measurable function on E. Then f + and f − are integrable over
E if and only if |f | is integrable over E.

Proof.
1. Assume that f + and f − are integrable over E. Then

f + ≥ 0, f − ≥ 0 on E,

and

∫
E

f + < ∞, ∫
E

f − < ∞.

Hence, using |f | = f + + f −, we get

∫
E

|f | = ∫
E

f + + ∫
E

f − < ∞.

2. Assume that |f | is integrable over E. We have

0 ≤ f + ≤ |f |, 0 ≤ f − ≤ |f | on E.
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Hence, by Theorem 2.66, it follows that

0 ≤ ∫
E

f + ≤ ∫
E

|f | < ∞,

0 ≤ ∫
E

f − ≤ ∫
E

|f | < ∞.

This completes the proof.

Definition 2.33. Ameasurable function f on E is said to be integrable over E provided
|f | is integrable over E. In this case we define

∫
E

f = ∫
E

f + − ∫
E

f −.

Theorem 2.72. Let f be a measurable function on E. Suppose that g is a nonnegative
function on E that is integrable over E and

|f | ≤ g on E.

Then f is integrable over E and
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|f |.

Proof. By Theorem 2.66, we get

∫
E

|f | ≤ ∫
E

g.

Hence, using the fact that g is integrable over E, we conclude that |f | is integrable
over E. By Definition 2.33, it follows that f is integrable over E. Also, using Theo-
rem 2.66 and the triangle inequality for real numbers, we obtain

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

f + − ∫
E

f −
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

f +
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

f −
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= ∫

E

f + + ∫
E

f −

= ∫
E

(f + + f −) = ∫
E

|f |.

This completes the proof.

Theorem 2.73. Let the functions f and g are integrable over E. Then for any α, β ∈ R,
the function αf + βg is integrable over E and

∫
E

(αf + βg) = α∫
E

f + β∫
E

g.
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Moreover, if f ≤ g on E, then

∫
E

f ≤ ∫
E

g.

Proof. Let α > 0. Then

(αf )+ = αf +, (αf )− = αf −.

Hence, by Theorem 2.66, we obtain

∫
E

(αf ) = ∫
E

((αf )+ − (αf )−) = ∫
E

(αf )+ − ∫
E

(αf )− = ∫
E

(αf +) − ∫
E

(αf −)

= α∫
E

f + − α∫
E

f − = α(∫
E

f + + ∫
E

(−f −)) = α∫
E

(f + − f −) = α∫
E

f .

Let α < 0. Then

(αf )+ = −αf −, (αf )− = −αf +.

Hence, by Theorem 2.66, we obtain

∫
E

(αf ) = ∫
E

((αf )+ − (αf )−) = ∫
E

(αf )+ − ∫
E

(αf )−

= ∫
E

(−αf −) − ∫
E

(−αf +) = α∫
E

(−f −) + α∫
E

f +

= α(∫
E

(−f −) + ∫
E

f +) = α∫
E

(f + − f −) = α∫
E

f .

Note that

(f + g)+ − (f + g)− = f + g = f + − f − + g+ − g−.

Hence,

(f + g)+ + f − + g− = (f + g)− + f + + g+,

and

∫
E

((f + g)+ + f − + g−) = ∫
E

((f + g)− + f + + g+). (2.96)

By Theorem 2.66, we have

∫
E

((f + g)+ + f − + g−) = ∫
E

(f + g)+ + ∫
E

f − + ∫
E

g− (2.97)
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and

∫
E

((f + g)− + f + + g+) = ∫
E

(f + g)− + ∫
E

f + + ∫
E

g+. (2.98)

From (2.96), (2.97) and (2.98), we obtain

∫
E

(f + g)+ + ∫
E

f − + ∫
E

g− = ∫
E

(f + g)− + ∫
E

f + + ∫
E

g+.

Hence,

∫
E

(f + g)+ − ∫
E

(f + g)− = ∫
E

f + − ∫
E

f − + ∫
E

g+ − ∫
E

g−,

or

∫
E

((f + g)+ − (f + g)−) = ∫
E

(f + − f −) + ∫
E

(g+ − g−),

or

∫
E

(f + g) = ∫
E

f + ∫
E

g. (2.99)

Because αf and βg are integrable over E for any α, β ∈ R, using (2.99), we obtain

∫
E

(αf + βg) = ∫
E

(αf ) + ∫
E

(βg) = α∫
E

f + β∫
E

g.

Now we suppose that f ≤ g on E. Define h = g − f on E. Then h ≥ 0 on E. By Theo-
rem 2.66, we get

0 ≤ ∫
E

h = ∫
E

(g − f ) = ∫
E

g − ∫
E

f .

This completes the proof.

Theorem 2.74. Let f be integrable over E and A ⊆ E be measurable. Then

∫
E

fκA = ∫
A

f .

Proof. By Theorem 2.70, we have

∫
E

f +κA = ∫
A

f + and ∫
E

f −κA = ∫
A

f −.
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Hence, using Theorem 2.73, we get

∫
E

fκA = ∫
E

(f + − f −)κA = ∫
E

(f +κA − f
−κA)

= ∫
E

f +κA − ∫
E

f −κA = ∫
A

f + − ∫
A

f − = ∫
A

(f + − f −) = ∫
A

f .

This completes the proof.

Theorem 2.75. Let f be integrable over E. Assume thatA and B are disjoint measurable
subsets of E. Then

∫
A∪B

f = ∫
A

f + ∫
B

f .

Proof. We have

|fκA| ≤ |f | and |fκB| ≤ |f | on E.

Then, using Theorem 2.66, we get

∫
E

|fκA| ≤ ∫
E

|f | and ∫
E

|fκB| ≤ ∫
E

|f |.

Hence, fκA and fκB are integrable over E. Because A and B are disjoint, we have

fκA∪B = fκA + fκB.

From this, fκA∪B is integrable over E and, using Theorem 2.74, we obtain

∫
A∪B

f = ∫
A∪B

fκA∪B = ∫
A∪B

(fκA + fκB)

= ∫
A∪B

fκA + ∫
A∪B

fκB = ∫
A

fκA + ∫
B

fκB = ∫
A

f + ∫
B

f .

This completes the proof.

Theorem 2.76. Let f be integrable over E. Then f is finite a. e. on E and

∫
E

f = ∫
E0

f if E0 ⊆ E and m(E \ E0) = 0.

Proof. By Theorem 2.69, it follows that f + and f − are finite a. e. on E. Hence, f = f +− f −

is finite a. e. on E. Let E0 be a measurable subset of E such thatm(E \ E0) = 0. Hence,
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by Theorem 2.67, we obtain

∫
E

f = ∫
E

(f + − f −) = ∫
E

f + − ∫
E

f − = ∫
E0

f + − ∫
E0

f −

= ∫
E0

(f + − f −) = ∫
E0

f .

This completes the proof.

Theorem 2.77 (The Lebesgue dominated convergence theorem). Let {fn}n∈N be a se-
quence of measurable functions on E. Let g be a nonnegative function on E that is
integrable over E and |fn| ≤ g on E for all n ∈ N. If fn → f pointwise a. e. on E, then f is
integrable over E and limn→∞ ∫E fn = ∫E f .

Proof. Since |fn| ≤ g on E for all n ∈ N, we see that |f | ≤ g a. e. on E. There exists a
measurable set E0 ⊆ E such that |f | ≤ g on E0 and m(E \ E0) = 0. By Theorem 2.72, it
follows that fn are integrable over E for all n ∈ N and f is integrable over E0. Because
m(E \ E0) = 0, the function f is integrable over E. By Theorem 2.76, it follows that fn, f
and g are finite a. e. on E. Therefore by possible excising from E a countable collection
of sets of measure zero and using the countable additivity of the Lebesgue measure,
we can suppose that fn, f and g are finite on E. The functions g − f , g − fn are properly
defined, nonnegative and measurable on E. Also, {g − fn}n∈N and {g + fn}n∈N converge
pointwise a. e. on E to g − f and g + f , respectively. By Fatou’s lemma, we get

∫
E

(g − f ) ≤ lim inf∫
E

(g − fn) and ∫
E

(g + f ) ≤ lim inf∫
E

(g + fn).

On the other hand,

∫
E

g − ∫
E

f = ∫
E

(g − f ) ≤ lim inf∫
E

(g − fn) = ∫
E

g − lim sup∫
E

fn.

Therefore

lim sup∫
E

fn ≤ ∫
E

f . (2.100)

Also,

∫
E

g + ∫
E

f = ∫
E

(g + f ) ≤ lim inf∫
E

(g + fn) = ∫
E

g + lim inf∫
E

fn.

Hence,

∫
E

f ≤ lim inf∫
E

fn.
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By the previous inequality and (2.100), we get

∫
E

f = lim
n→∞
∫
E

fn.

This completes the proof.

Theorem 2.78. Let {fn}n∈N be a sequence of measurable functions on E that converges
pointwise a. e. on E to f . Suppose that there is a sequence {gn}n∈N of nonnegative mea-
surable functions on E that converges pointwise a. e. on E to g and |fn| ≤ gn on E for all
n ∈ N. If limn→∞ ∫E gn = ∫E g < ∞, then limn→∞ ∫E fn = ∫E f .

Proof. Since limn→∞ ∫E gn = ∫E g < ∞, we see that g is integrable over E and there is
an N ∈ N such that gn are integrable over E for any n > N . By Theorem 2.72, it follows
that fn are integrable over E for any n ≥ N . Because |fn| ≤ gn on E for any n ∈ N, we
conclude that |f | ≤ g a. e. onE. Therefore f is integrable overE. Note that the sequences
{fn+gn}n∈N and {gn− fn}n∈N converge pointwise a. e. on E to f +g and g− f , respectively.
Hence, by Fatou’s lemma, we get

∫
E

f + ∫
E

g = ∫
E

(f + g) ≤ lim inf∫
E

(fn + gn)

= lim inf∫
E

fn + lim inf∫
E

gn = lim inf∫
E

fn + ∫
E

g,

whereupon

∫
E

f ≤ lim inf∫
E

fn. (2.101)

Also,

∫
E

g − ∫
E

f = ∫
E

(g − f ) ≤ lim inf∫
E

(gn − fn)

= lim inf∫
E

gn − lim sup∫
E

fn = ∫
E

g − lim sup∫
E

fn.

Therefore

lim sup∫
E

fn ≤ ∫
E

f .

By the previous inequality and from (2.101), we get

∫
E

f = lim
n→∞
∫
E

fn.

This completes the proof.
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Theorem 2.79. Let f be integrable over E and {En}n∈N be a disjoint countable collection
of measurable subsets of E whose union is E. Then

∫
E

f =
∞

∑
i=1
∫
Ei

f .

Proof. Let n ∈ N be arbitrarily chosen. Let also κn be the characteristic function of the
measurable set⋃nk=1 Ek . Define fn = fκn. Then fn is measurable on E and

|fn| ≤ |f | on E.

Note that fn → f , as n→∞, pointwise on E. Hence, by Theorem 2.77, we get

lim
n→∞
∫
E

fn = ∫
E

f . (2.102)

By Theorem 2.75, we get

∫
E

fn = ∫
⋃nk=1 Ek

f =
n
∑
k=1
∫
Ek

f .

Hence, by (2.102), we obtain

∫
E

f = lim
n→∞

n
∑
k=1
∫
Ek

f =
∞

∑
k=1
∫
Ek

f .

This completes the proof.

Theorem 2.80. Let f be integrable over E.
1. If {En}n∈N is an ascending countable collection of measurable subsets of E, then

∫
⋃∞k=1 Ek

f = lim
n→∞
∫
En

f .

2. If {En}n∈N is a descending countable collection of measurable subsets of E, then

∫
⋂∞k=1 Ek

f = lim
k→∞
∫
Ek

f .

Proof.
1. Let A0 = 0, Ak = Ek \ Ek−1, k ∈ N. Then, using the proof of Theorem 2.25,

∞

⋃
k=1

Ek =
∞

⋃
k=1

Ak , En =
n
⋃
k=1

Ak , Ak ∩ Al = 0, k ̸= l, k, l ∈ N.
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Hence, by the proof of Theorem 2.79, we obtain

∫
⋃∞k=1 Ek

f = ∫
⋃∞k=1 Ak

f = lim
n→∞
∫
⋃nk=1 Ak

f = lim
n→∞
∫
En

f .

2. Let Bk = E1 \ Ek, k ∈ N. By the proof of Theorem 2.25, we have

∞

⋃
k=1

Bk = E1 \ (
∞

⋂
k=1

Ek), Bk ∩ Bl = 0, k ̸= l, k, l ∈ N.

Hence, by the proof of Theorem 2.79, we get

∫
E1\(⋂

∞
k=1 Ek)

f = lim
n→∞

∫
E1\(⋂

n
k=1 Ek)

f ,

whereupon

∫
E1

f − ∫
⋂∞k=1 Ek

f = ∫
E1

f − lim
n→∞
∫
⋂nk=1 Ek

f .

Therefore

∫
⋂∞k=1 Ek

f = lim
n→∞
∫
⋂nk=1 Ek

f .

This completes the proof.

Theorem 2.81. Let E be a set of finite measure and δ > 0. Then E is the disjoint union of
a finite collection of sets, each of which has measure less than δ.

Proof. For any n ∈ N we define the sets

En = E ∩ [−n, n].

Then {En}n∈N is a descending collection of measurable sets. Hence, by Theorem 2.25,
it follows that

lim
n→∞

m(E \ [−n, n]) = m(
∞

⋂
n=1
(E \ [−n, n])) = m(0) = 0.

Therefore there exists an n0 ∈ N such that

m(E \ [−n0, n0]) < δ.

We make a fine enough partition of [−n0, n0] so that E ∩ [−n0, n0] we represent as the
disjoint union of a finite collection {E1, . . . ,El} of sets, each of which has measure less
than δ. We have

(E \ [−n0, n0]) ∪ E
1 ∪ ⋅ ⋅ ⋅ ∪ El = E.

This completes the proof.
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Theorem 2.82. Let f be a measurable function on E. If f is integrable over E, then for
each ϵ > 0, there is a δ > 0 for which

if A ⊆ E is measurable and m(A) < δ, then ∫
A

|f | < ϵ. (2.103)

Conversely, in the case m(E) < ∞, if for each ϵ > 0, there is a δ > 0 for which (2.103)
holds, then f is integrable over E.

Proof.
1. Let f is integrable over E. Let ϵ > 0 be arbitrarily chosen. Consider f +. We see that

f + is integrable over E. Then there is a bounded measurable function fϵ of finite
support for which

0 ≤ fϵ ≤ f
+ on E and 0 ≤ ∫

E

f + − ∫
E

fϵ <
ϵ
4
.

Since f + − fϵ ≥ 0 on E, if A ⊆ E is measurable, then

∫
A

f + − ∫
A

fϵ = ∫
A

(f + − fϵ)

≤ ∫
E

(f + − fϵ) = ∫
E

f + − ∫
E

fϵ <
ϵ
4
.

Since fϵ is bounded, there is a positive constant M for which 0 ≤ fϵ < M on E.
Therefore, if A ⊆ E is measurable, then

∫
A

f + < ∫
A

fϵ +
ϵ
4
≤ Mm(A) + ϵ

4
.

We take δ = ϵ
4M . Then

∫
A

f + < ϵ
4
+ ϵ
4
= ϵ
2
.

As above,

∫
A

f − < ϵ
2
.

Therefore

∫
A

|f | = ∫
A

(f + + f −) = ∫
A

f + + ∫
A

f − < ϵ
2
+ ϵ
2
= ϵ.
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2. Suppose thatm(A) < ∞ and for each ϵ > 0 there is a δ > 0 for which (2.103) holds.
By Theorem 2.81, there is a finite disjoint collection of measurable subsets {Ek}Nk=1
such that E = ⋃Nk=1 Ek,m(Ek) < δ, k ∈ {1, . . . ,N}. Then

N
∑
k=1
∫
Ek

f + < ϵN .

Hence, if h is a bounded measurable function on E of finite support such that 0 ≤
h ≤ f +, we get

∫
E

h = ∫
⋃Nk=1 Ek

h =
N
∑
k=1
∫
Ek

h ≤
N
∑
k=1
∫
Ek

f + < ϵN .

Then f + is integrable over E. As above, we conclude that f − is integrable over E.
Therefore f is integrable over E. This completes the proof.

Definition 2.34. A familyℱ of measurable functions on E is said to be uniformly inte-
grable over E provided for each ϵ > 0, there is a δ > 0, such that for each f ∈ ℱ ,

if A ⊆ E is measurable and m(A) < δ, then ∫
A

|f | < ϵ.

Theorem 2.83. Let {fk}nk=1 be a finite collection of functions, each of which is integrable
over E. Then {fk}nk=1 is uniformly integrable over E.

Proof. Let ϵ > 0 be arbitrarily chosen. Then for each k ∈ {1, . . . , n} there is a δk > 0
such that

if A ⊆ E is measurable and m(A) < δk , then ∫
A

|f | < ϵ.

Take δ = max{δ1, . . . , δn}. Therefore {fk}nk=1 is uniformly integrable over E. This com-
pletes the proof.

Theorem 2.84. Assume that E has finite measure. Let the sequence {fn}n∈N is uniformly
integrable over E. If fn → f , as n → ∞, pointwise a. e. on E, then f is integrable
over E.

Proof. Let ϵ > 0 be arbitrarily chosen. Let δ > 0 respond to the ϵ challenge in the
uniform integrability criteria for the sequence {fn}n∈N. By Theorem 2.81, there is a finite
disjoint collection {Ek}Nk=1 of measurable sets such that E = ⋃Nk=1 Ek andm(Ek) < δ for
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any k ∈ {1, . . . ,N}. Hence,

∫
E

|fn| = ∫
⋃Nk=1 Ek

|fn| =
N
∑
k=1
∫
Ek

|fn| < Nϵ.

By Fatou’s lemma, it follows that

∫
E

|f | ≤ lim inf∫
E

|fn| < ϵN .

Therefore f is integrable over E. This completes the proof.

Theorem 2.85 (The Vitali convergence theorem). Let E be of finite measure. Suppose
that the sequence {fn}n∈N is uniformly integrable over E. If fn → f , as n → ∞, point-
wise a. e. on E, then f is integrable over E and

lim
n→∞
∫
E

fn = ∫
E

f .

Proof. By Theorem 2.84, it follows that f is integrable over E. Hence, using Theo-
rem 2.76, we see that f is finite a. e. on E. Using Theorem 2.76 once more, by possible
excising from E a set of measure zero, we can assume that fn → f , as n → ∞, point-
wise on all E. Let A ⊆ E be arbitrary measurable set and n ∈ N be arbitrarily chosen.
Then

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

fn − ∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|fn − f | = ∫
E\A

|fn − f | + ∫
A

|fn − f |

≤ ∫
E\A

|fn − f | + ∫
A

|fn| + ∫
A

|f |.
(2.104)

Let ϵ > 0 be arbitrarily chosen. Then there is a δ > 0 such that ifA ⊆ E is a measurable
set such thatm(A) < δ we have

∫
A

|fn| <
ϵ
3

for any n ∈ N. Hence, by Fatou’s lemma, we get

∫
A

|f | < ϵ
3

whenever A ⊆ E andm(A) < δ. By Egoroff’s theorem, there is a measurable subset E0
of E for whichm(E0) < δ and fn → f uniformly on E \E0. Hence, there is anN ∈ N such
that

|fn − f | <
ϵ

3m(E)
on E \ E0
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for all n ≥ N . Take A = E0 in (2.104) and we get
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

fn − ∫
E

f
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫
E\E0

|fn − f | + ∫
E0

|fn| + ∫
E0

|f |

< ϵ
3m(E)

m(E \ E0) +
ϵ
3
+ ϵ
3
≤ ϵ
3
+ 2ϵ

3
= ϵ.

This completes the proof.

Theorem 2.86. Let E be of finite measure. Suppose that {fn}n∈N is a sequence of nonneg-
ative integrable functions that converges pointwise a. e. on E to f = 0. Then

lim
n→∞
∫
E

fn = 0 (2.105)

if and only if {fn}n∈N is uniformly integrable over E.

Proof.
1. Let {fn}n∈N is uniformly integrable over E. Then by Vitali’s theorem, we conclude

that (2.105) holds.
2. Let (2.105) holds. Then there is an N ∈ N such that

∫
E

fn < ϵ

for any n ≥ N . Since fn ≥ 0 on E for any n ∈ N, if A ⊆ E is measurable and n ≥ N,
then

∫
A

fn < ϵ. (2.106)

By Theorem 2.83, it follows that {fn}N−1n=1 is uniformly integrable over E. Let δ >
0 respond to the ϵ challenge regarding the criterion for uniform integrability of
{fn}N−1n=1 . Then, using (2.106),we get the criterion for uniform integrability of {fn}n∈N.
This completes the proof.

Theorem 2.87. Let f be integrable over E. Then for each ϵ > 0 there is a set of finite
measure E0 ⊆ E such that

∫
E\E0

|f | < ϵ.

Proof. Let ϵ > 0 be arbitrarily chosen. Since |f | is a nonnegative function on E that
is integrable over E, there exists a bounded nonnegative measurable function g on E
with finite support E0 ⊆ E such that 0 ≤ g ≤ |f | on E and

∫
E

|f | − ∫
E

g < ϵ.
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Hence,

∫
E\E0

|f | = ∫
E\E0

(|f | − g)

≤ ∫
E

(|f | − g) < ϵ.

This completes the proof.

Definition 2.35. A family ℱ of measurable functions on E is said to be tight over E
provided for each ϵ > 0, there is a subset E0 of E of finite measure such that

∫
E\E0

|f | < ϵ

for all f ∈ ℱ .

Theorem 2.88 (The Vitali convergence theorem). Let {fn}n∈N is a sequence of functions
on E that is uniformly integrable and a tight over E. Suppose that fn → f , as n → ∞,
pointwise a. e. on E. Then f is integrable over E and

lim
n→∞
∫
E

fn = ∫
E

f .

Proof. Let ϵ > 0be arbitrarily chosen. Since {fn}n∈N is a tight, there exists ameasurable
set E0 of finite measure such that

∫
E\E0

|fn| <
ϵ
4

for all n ∈ N. Hence, by Fatou’s lemma, we get

∫
E\E0

|f | < ϵ
4
.

Therefore |f | is integrable over E \ E0. Hence,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

E\E0

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫
E\E0

|fn − f | ≤ ∫
E\E0

(|fn| + |f |)

= ∫
E\E0

|fn| + ∫
E\E0

|f | < ϵ
4
+ ϵ
4
= ϵ
2

for all n ∈ N. Since E0 has finite measure and {fn}n∈N is uniformly integrable over E0,
using Theorem 2.85, it follows that f is integrable over E0 and there is an N ∈ N such
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that
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E0

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
< ϵ
2

for all n ≥ N . Therefore f is integrable over E and

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

E\E0

(fn − f ) + ∫
E0

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

E\E0

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E0

(fn − f )
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
< ϵ
2
+ ϵ
2
= ϵ

for all n ≥ N . This completes the proof.

Definition 2.36. Let {fn}n∈N be a sequence of measurable functions on E and f a mea-
surable function on E for which f and each fn are finite a. e. on E. The sequence {fn}n∈N
is said to converge in measure on E to f provided for each ϵ > 0

lim
n→∞

m({x ∈ E : 󵄨󵄨󵄨󵄨fn(x) − f (x)
󵄨󵄨󵄨󵄨 > ϵ}) = 0.

When we write fn → f , as n→∞, in measure, we are assuming that f and each fn
are measurable and finite a. e. on E.

Exercise 2.17. Let {fn}n∈N be a sequence of measurable functions on E and f ameasur-
able function on E for which f and each fn are finite a. e. on E. If fn → f , as n → ∞,
uniformly on E, prove that fn → f , as n→∞, in measure.

Theorem 2.89. Let E has finite measure. Let also, {fn}n∈N be a sequence of measurable
functions on E that converges pointwise a. e. on E to f and f is finite a. e. on E. Then
fn → f , as n→∞, in measure on E.

Proof. By Theorem 2.45, we see that f is measurable on E. Let ϵ > 0 be arbitrarily
chosen. By Egoroff’s theorem, for each δ > 0 there is a measurable subset E0 ⊆ E such
that fn → f , as n → ∞, uniformly on E0 and m(E \ E0) < δ. Then there is an index
N ∈ N such that

|fn − f | < ϵ on E0

for each n ≥ N . Thus, for each n ≥ N, we have

m({x ∈ E : 󵄨󵄨󵄨󵄨fn(x) − f (x)
󵄨󵄨󵄨󵄨 > ϵ}) ≤ m(E \ E0) < δ.

This completes the proof.

Theorem 2.90 (Riesz’s theorem). Let fn → f , as n→∞, in measure on E. Then there is
a subsequence {fnk }k∈N of the sequence {fn}n∈N that converges pointwise a. e. on E to f .
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Proof. There is a sequence {nk}k∈N of natural numbers such that

m({x ∈ E : 󵄨󵄨󵄨󵄨fj(x) − f (x)
󵄨󵄨󵄨󵄨 >

1
k
}) < 1

2k
for any j ≥ nk .

Let

Ek = {x ∈ E :
󵄨󵄨󵄨󵄨fj(x) − f (x)

󵄨󵄨󵄨󵄨 >
1
k
}.

Then m(Ek) < 1
2k and ∑

∞
k=1m(Ek) < ∞. By the Borel–Cantelli lemma, it follows that

there is an index K(x) such that x ∉ Ek for any k ≥ K(x) and

󵄨󵄨󵄨󵄨fnk (x) − f (x)
󵄨󵄨󵄨󵄨 ≤

1
k

for all k ≥ K(x).

Therefore

lim
k→∞

fnk (x) = f (x).

This completes the proof.

Exercise 2.18. Let {fn}n∈N be a sequence of nonnegative integrable functions on E.
Then limn→∞ ∫E fn = 0 if and only if fn → 0, as n →∞, in measure on E and {fn}n∈N is
uniformly integrable and a tight over E.

2.8 Continuity and differentiability of monotone functions.
Lebesgue’s theorem

Definition 2.37. A real-valued function defined on a set E of real numbers is said to be
increasing if f (x) ≤ f (x󸀠) whenever x, x󸀠 ∈ E and x ≤ x󸀠, and decreasing provided −f is
increasing. It is called monotone if it is either decreasing or increasing.

Theorem 2.91. Let f be a monotone function on the open interval (a, b). Then f is con-
tinuous except possibly of a countable number of points in (a, b).

Proof. Let f is decreasing on (a, b). Assume that (a, b) is bounded and f is decreasing
on the closed interval [a, b]. Otherwise, we express (a, b) as the union of an ascending
sequence of open bounded intervals such that their closures are contained in (a, b)
and take the union of discontinuities in each of this countable collection of intervals.
For x0 ∈ (a, b), we define

f (x−0) = limx→x−0
f (x) = inf{f (x) : a < x < x0},

f (x+0) = limx→x+0
f (x) = sup{f (x) : x0 < x < b}.
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Because f is decreasing on [a, b], we see that f (x+0 ) ≤ f (x
−
0 ). Not that f is not continuous

at x0 if and only if f (x+0 ) < f (x
−
0 ). If f is discontinuous at x0, we define the open “jump”

intervals

J(x0) = {y : f (x
+
0) < y < f (x

−
0)}.

Because f is decreasing on [a, b], we have the inclusion

J(x0) ⊂ [f (b), f (a)].

Note that if x0 < x1, then f (x−1 ) ≤ f (x
+
0 ). Therefore

(f (x+1 ), f (x
−
1 )) ∩ (f (x

+
0), f (x

−
0)) = 0.

Then the collection of jump intervals is disjoint. Hence, for each n ∈ ℕ, there are only
a finite number of jump intervals of length greater than 1

n . Consequently the set of
points of discontinuity of f is an union of countable collection of finite sets and then
this set is countable. This completes the proof.

Theorem 2.92. Let A be a countable subset of the open interval (a, b). Then there is an
increasing function on (a, b) that is continuous only at points in (a, b) \ A.

Proof. If A is finite, then the assertion is evident. Let A be countably infinite. Suppose
that A = {an}n∈N. Define the function

f (x) = ∑
{n∈N0 :an≤x}

1
2n

for all a < x < b. Since ∑n∈N0
1
2n < ∞, the function f is well defined. Also, for x, y ∈

[a, b], y ≥ x, we have

f (y) − f (x) = ∑
{n∈N0 :an≤y}

1
2n
− ∑
{n∈N0 :an≤x}

1
2n
= ∑
{n∈N0 :x<an≤y}

1
2n
> 0. (2.107)

Therefore f is an increasing function on (a, b). Let x0 = ak for some k ∈ N. Then, using
(2.107), we have

f (x0) − f (x) ≥
1
2k

for all x < x0. Hence, f is not continuous at x0. Let x0 ∈ (a, b) \ A. Then there is an
interval I such that x0 ∈ I and an ∉ I for any n ∈ N. Then

󵄨󵄨󵄨󵄨f (x) − f (x0)
󵄨󵄨󵄨󵄨 <

1
2n

for all x, x0 ∈ I. Therefore f is continuous at x0. This completes the proof.
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Definition 2.38. A closed bounded interval [c, d] is said to be nondegenerate if c < d.

Definition 2.39. A collection ℱ of closed bounded nondegenerate intervals is said to
cover a setE in the sense of Vitali if for each x ∈ E and for each ϵ > 0 there is an interval
I ∈ ℱ such that x ∈ I and l(I) < ϵ.

Lemma 2.9 (The Vitali covering lemma). Let E be a set of finite measure andℱ be a col-
lection of closed bounded intervals that covers E in the sense of Vitali. Then for each
ϵ > 0, there is a finite disjoint subcollection {Ik}nk=1 of ℱ for which

m⋆(E \ (
n
⋃
k=1

Ik)) < ϵ.

Proof. Since m⋆(E) < ∞, there is an open set O, containing E, such that m(O) < ∞.
Since ℱ covers E, we may assume that ℱ ⊆ O. If {Ik}k∈N ⊆ ℱ is a disjoint collection of
intervals in ℱ , then

∞

∑
k=1

l(Ik) ≤ m(O) (2.108)

and for n ∈ N we denote

ℱn = {I ∈ ℱ : I ∩ (
n
⋃
k=1

Ik) = 0}.

We will prove that

E \ (
∞

⋃
k=1

Ik) ⊆ ⋃
I∈ℱn

I (2.109)

for any n ∈ N. Let x ∈ E \ (⋃∞k=1 Ik) be arbitrarily chosen. Then x ∈ E and x ∉ ⋃∞k=1 Ik .
Hence, x ∉ Ik for any k ∈ N. Since ℱ covers the set E in the sense of Vitali and x ∈ E,
then there is an interval I ∈ ℱ such that x ∈ I and I ∩ (⋃nk=1 Ik) = 0 for n ∈ N. Then
x ∈ ⋃I∈ℱn

I for n ∈ N. Because x ∈ E\ (⋃∞k=1 Ik)was arbitrarily chosen andwe see that it
is an element of⋃I∈ℱn

I for n ∈ N, we obtain equation (2.109). If there is a finite disjoint
subcollection {Ik}nk=1 of ℱ that covers E, the assertion is proved. Otherwise, let n ∈ N
and {Ik}nk=1 ∈ ℱ be a disjoint collection. Since E \ (⋃nk=1 Ik) ̸= 0, we see that ℱn ̸= 0. Let

sn = sup
I∈ℱn

l(I).

We have l(I) ≤ m(O) for any I ∈ ℱn. Then sn < ∞. We take In+1 ∈ ℱn such that l(In+1) >
sn
2 . This inductively defines {Ik}k∈N, a countable disjoint subcollection of ℱ such that
l(In+1) > l(I)

2 if I ∈ ℱ and I∩(⋃nk=1 Ik) = 0. Let Jk be the closed interval that has the same
midpoint as Ik and 5 times its length. We will prove

E \ (
n
⋃
k=1

Ik) ⊆
∞

⋃
k=n+1

Jk (2.110)
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for any n ∈ N. Let n ∈ N and x ∈ E \ (⋃nk=1 Ik) be arbitrarily chosen. Then there is an
I ∈ ℱ such that x ∈ I and I ∩ (⋃nk=1 Ik) = 0. Assume that I ∩ Ik = 0 for any k ∈ N.
Then l(Ik) > l(I)

2 for any k ∈ N. This is a contradiction. Then there is m ∈ N such that
I ∩ Im ̸= 0. We take M > n to be the first natural number for which I ∩ IM ̸= 0. Then
I ∩ (⋃M−1k=1 Ik) = 0 and l(IM) >

l(I)
2 . Since x ∈ I and I ∩ IM ̸= 0, the distance from x to the

midpoint of IM is at most l(I) + 1
2 l(IM). Hence, using l(I) < 2L(IM), the distance from x

to the midpoint of IM is less than 5
2 l(IM). Therefore x ∈ JM and x ∈ ⋃∞k=n+1 Jk . Because

x ∈ E \ (⋃nk=1 Ik) was arbitrarily chosen and because it is an element of ⋃∞k=n+1 Jk, we
obtain equation (2.110). Let ϵ > 0 be arbitrarily chosen. Then there is an n ∈ N such
that

∞

∑
k=n+1

l(Ik) <
ϵ
5
.

Hence,
∞

∑
k=n+1

l(Jk) < ϵ

and using equation (2.110), we get

m⋆(E \ (
n
⋃
k=1

Ik)) < ϵ.

This completes the proof.

Definition 2.40. Let f : E 󳨃󳨀→ R and x ∈ E. We define the upper derivative Df (x) and
the lower derivative Df (x) of f at x as follows:

Df (x) = lim
h→0
( sup
0≤|t|≤h

f (x + t) − f (x)
t
),

Df (x) = lim
h→0
( inf
0≤|t|≤h

f (x + t) − f (x)
t
).

We have Df (x) ≤ Df (x). If Df (x) and Df (x) are finite and Df (x) = Df (x), we say that f is
differentiable at x and we define f 󸀠(x) to be the common value of the upper derivative
and the lower derivative.

Theorem 2.93. Let f be an increasing function on the closed bounded interval [a, b].
Then for each α > 0, we have

m⋆({x ∈ (a, b) : Df (x) ≥ α}) ≤ 1
α
(f (b) − f (a)) (2.111)

and

m⋆({x ∈ (a, b) : Df (x) = ∞}) = 0. (2.112)
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Proof. Let α > 0 be arbitrarily chosen and

Eα = {x ∈ (a, b) : Df (x) ≥ α}.

We take α󸀠 ∈ (0, α) and ϵ > 0 arbitrarily. Withℱ wewill denote the collection of closed
bounded interval [c, d] ⊂ (a, b) such that

f (d) − f (c) ≥ α󸀠(d − c).

Since Df (x) ≥ α for x ∈ Eα, we see that ℱ is a Vitali covering of Eα. Hence, using the
Vitali covering lemma, there is a finite disjoint subcollection {[ck , dk]}nk=1 of ℱ such
that

m⋆(Eα \ (
n
⋃
k=1
[ck , dk])) < ϵ.

Note that

Eα ⊆ (
n
⋃
k=1
[ck , dk]) ∪ (Eα \ (

n
⋃
k=1
[ck , dk])).

Therefore

m⋆(Eα) ≤ m
⋆(

n
⋃
k=1
[ck , dk]) +m

⋆(Eα \ (
n
⋃
k=1
[ck , dk]))

<
n
∑
k=1
(dk − ck) + ϵ ≤

1
α󸀠

n
∑
k=1
(f (dk) − f (ck)) + ϵ

= 1
α󸀠
(f (d1) − f (c1) + f (d2) − f (c2) + ⋅ ⋅ ⋅ + f (dn) − f (cn)) + ϵ

≤ 1
α󸀠
(f (c2) − f (a) + f (c3) − f (c2) + ⋅ ⋅ ⋅ + f (b) − f (cn)) + ϵ

= 1
α󸀠
(f (b) − f (a)) + ϵ.

Because ϵ > 0was arbitrarily chosen, we obtain (2.111). Next, for each natural number
n we have

{x ∈ (a, b) : Df (x) = ∞} ⊆ 𝔼n.

Consequently

m⋆({x ∈ (a, b) : Df (x) = ∞}) ≤ m⋆(𝔼n)

≤ 1
n
(f (b) − f (a)) → 0 as n→∞,

i. e., we get (2.112). This completes the proof.
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Theorem 2.94 (Lebesgue’s theorem). If the function f is monotone on (a, b), then it is
differentiable almost everywhere on (a, b).

Proof. Let f be increasing on (a, b). Assume that (a, b) is bounded. Otherwise, we ex-
press it as the union of an ascending sequence of open bounded intervals contained
in (a, b). Let

E = {x ∈ (a, b) : Df (x) > Df (x)},
Eα,β = {x ∈ (a, b) : Df (x) > α > β > Df (x)}, α, β ∈ Q, α > β.

Then

E = ⋃
α,β∈Q,α>β

Eα,β.

Hence,

m⋆(E) ≤ ∑
α,β∈Q,α>β

m⋆(Eα,β). (2.113)

We fix α, β ∈ Q, α > β. Let ϵ > 0 be arbitrarily chosen. We take an open set O such that

Eα,β ⊆ O ⊆ (a, b) and m⋆(O) < m⋆(Eα,β) + ϵ. (2.114)

Let ℱ be the collection of closed bounded intervals [c, d] contained in O for which

f (d) − f (c) < β(d − c).

Since Df (x) < β for x ∈ Eα,β, we see that ℱ is a Vitali covering of Eα,β. By the Vitali
covering lemma, there is a finite disjoint collection {[ck , dk]}nk=1 of ℱ such that

m⋆(Eα,β \ (
n
⋃
k=1
[ck , dk])) < ϵ. (2.115)

On the other hand, using (2.114), we obtain
n
∑
k=1
(f (dk) − f (ck)) < β

n
∑
k=1
(dk − ck)

≤ βm⋆(O) < β(m⋆(Eα,β) + ϵ).
(2.116)

By Theorem 2.93, we get

m⋆(Eα,β ∩ (ck , dk)) ≤
1
α
(f (dk) − f (ck))

for any k ∈ {1, . . . , n}. Note that

Eα,β ⊆ (Eα,β ∩ (
n
⋃
k=1
(ck , dk))) ∪ (Eα,β \ (

n
⋃
k=1
[ck , dk])).
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Therefore, using (2.115), we get

m⋆(Eα,β) ≤ m
⋆(Eα,β ∩ (

n
⋃
k=1
(ck , dk))) +m

⋆(Eα,β \ (
n
⋃
k=1
[ck , dk]))

< m⋆(Eα,β ∩ (
n
⋃
k=1
(ck , dk))) + ϵ ≤

n
∑
k=1

m⋆(Eα,β ∩ (ck , dk)) + ϵ

≤ 1
α

n
∑
k=1
(f (dk) − f (ck)) + ϵ.

Hence, by (2.116), we obtain

m⋆(Eα,β) ≤
β
α
(m⋆(Eα,β) + ϵ) + ϵ

and
α − β
α

m⋆(Eα,β) ≤
β
α
ϵ + ϵ.

Because ϵ > 0 was arbitrarily chosen, we get

m⋆(Eα,β) = 0.

Hence, by (2.113), we obtainm⋆(E) = 0. This completes the proof.

Definition 2.41. Let f be integrable over the closed bounded interval [a, b] and take
value f (b) on (b, b + 1]. For 0 < h ≤ 1, we define the divided difference function Diffhf
and average value function Avhf of [a, b] by

Diffhf (x) =
f (x + h) − f (x)

h
and Avhf (x) =

1
h

x+h

∫
x

f ,

respectively, for all x ∈ [a, b].

Let a ≤ y < z ≤ b and f be as in Definition 2.41. Then
z

∫
y

Diffhf (x) =
z

∫
y

f (x + h) − f (x)
h

= 1
h

z

∫
y

f (x + h) − 1
h

z

∫
y

f (x)

= 1
h

z+h

∫
y+h

f (x) − 1
h

z

∫
y

f (x) = 1
h

z+h

∫
z

f (x) − 1
h

y+h

∫
y

f (x)

= Avhf (z) − Avhf (y).

Theorem 2.95. Let f be an increasing function on the closed bounded interval [a, b].
Then f 󸀠 is integrable over [a, b] and

b

∫
a

f 󸀠 ≤ f (b) − f (a). (2.117)
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Proof. Let f take value f (b) on (b, b+1]. Then, for 0 < h ≤ 1, f is increasing on [a, b+1].
Therefore, f and Diffhf are measurable on [a, b]. By Theorem 2.94, it follows that f
is almost everywhere differentiable on [a, b]. Therefore {Diff 1

n
f }n∈N is a sequence of

nonnegative measurable functions that converges pointwise almost everywhere on
[a, b] to f 󸀠. Hence, by Fatou’s lemma, we obtain

b

∫
a

f 󸀠 ≤ lim inf
n→∞
(

b

∫
a

Diff 1
n
f). (2.118)

On the other hand, using the fact that f is increasing on [a, b + 1], we have

b

∫
a

Diff 1
n
f = Av 1

n
f (b) − Av 1

n
f (a) = n

b+ 1n

∫
b

f (x) − n
a+ 1n

∫
a

f (x) ≤ f (b) − f (a).

Thus

lim inf
n→∞

b

∫
a

Diff 1
n
f ≤ f (b) − f (a).

From this and from (2.118), we obtain (2.117). This completes the proof.

Definition 2.42. A real-valued function f on a closed bounded interval [a, b] is said to
be absolutely continuous on [a, b] if for each ϵ > 0 there is a δ > 0 such that for any
finite disjoint collection {(ak , bk)}nk=1 of open intervals in (a, b) forwhich∑

n
k=1(bk−ak) <

δ we have∑nk=1 |f (bk) − f (ak)| < ϵ.

Theorem 2.96. Let f be a Lipschitz function on the closed bounded interval [a, b], i. e.,
there exists a constant L > 0 such that

󵄨󵄨󵄨󵄨f (x) − f (y)
󵄨󵄨󵄨󵄨 ≤ L|x − y|

for any x, y ∈ [a, b]. Then f is absolutely continuous on [a, b].

Proof. Let ϵ > 0 be arbitrarily chosen and δ = ϵ
L . We take a finite disjoint collection

{(ak , bk)}nk=1 of open intervals in (a, b) such that

n
∑
k=1
(bk − ak) <

ϵ
L
.

Hence,

n
∑
k=1

󵄨󵄨󵄨󵄨f (bk) − f (ak)
󵄨󵄨󵄨󵄨 ≤ L

n
∑
k=1
|bk − ak | < ϵ.

This completes the proof.
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Theorem 2.97. Let f be an absolutely continuous function on the closed bounded in-
terval [a, b]. Then f is difference of two increasing absolutely continuous functions on
[a, b].

Proof. Let ϵ = 1 and δ > 0 responds to the criterion for absolute continuity of f . Let
also P be a partition of [a, b] into N closed intervals {[ck , dk]}Nk=1 each of length less
than δ. Hence, for the total variation of f on [ck , dk] (see the appendix), we have

dk
⋁
ck
(f ) ≤ 1

for each k ∈ {1, . . . ,N}. Therefore

b
⋁
a
(f ) =

N
∑
k=1

dk
⋁
ck
(f ) ≤ N ,

i. e., f is a function of bounded variation on [a, b] (see the appendix). Hence, by Jor-
dan’s theorem (see the appendix), we have

f (x) = (f (x) +
x
⋁
a
(f )) − (

x
⋁
a
(f )), x ∈ [a, b], (2.119)

where f (x) +⋁xa(f ) and⋁
x
a(f ) are increasing functions on [a, b]. Let ϵ > 0 be arbitrarily

chosen and δ > 0 responds to ϵ
2 regarding the criterion for absolute continuity of f

on [a, b]. Let also {(ck , dk)}nk=1 be a disjoint collection of open subintervals of (a, b) for
which∑nk=1(dk − ck) < δ. For k ∈ {1, . . . , n}, with Pk wewill denote a partition of [ck , dk].
Then

n
∑
k=1

dk
⋁
ck
(f ,Pk) ≤

ϵ
2
.

From this,
n
∑
k=1

dk
⋁
ck
(f ) ≤ ϵ

2
< ϵ.

Consequently

n
∑
k=1
(

dk
⋁
a
(f ) −

ck
⋁
a
(f )) < ϵ.

Let

f1(x) =
x
⋁
a
(f ), f2(x) = f (x) +

x
⋁
a
(f ), x ∈ [a, b].

Therefore f1 is absolutely continuous on [a, b]. Hence, f2 is absolutely continuous on
[a, b]. Using (2.119), we conclude that f is difference of two increasing absolutely con-
tinuous functions on [a, b]. This completes the proof.
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Exercise 2.19. Let f is absolutely continuous on [a, b]. Prove that {Diff 1
n
f }n∈N is uni-

formly integrable over [a, b].

Hint. Use
v

∫
u

Diffhf =
1
h

v

∫
u

f (t + h) − 1
h

v

∫
u

f (t)

= 1
h

h

∫
u−v+h

f (t + v) − 1
h

v−u

∫
0

f (u + t)

= 1
h

h

∫
0

f (t + v) + 1
h

0

∫
u−v+h

f (t + v)

− 1
h

h

∫
0

f (u + t) − 1
h

v−u

∫
h

f (u + t)

= 1
h

h

∫
0

f (t + v) + 1
h

0

∫
u−v+h

f (t + v)

− 1
h

h

∫
0

f (u + t) − 1
h

0

∫
u−v+h

f (t + v)

= 1
h

h

∫
0

(f (t + v) − f (u + t))

for any u, v ∈ [a, b].

Theorem 2.98. Let f be absolutely continuous on the closed bounded interval [a, b].
Then f is differentiable almost everywhere on (a, b), its derivative f 󸀠 is integrable over
[a, b] and

b

∫
a

f 󸀠 = f (b) − f (a).

Proof. By Theorem 2.97, f is difference of two increasing absolutely continuous func-
tions on [a, b]. Hence, by Lebesgue’s theorem, it follows that f is differentiable almost
everywhere on (a, b). Therefore the sequence {Diff 1

n
f }n∈N converges pointwise almost

everywhere on (a, b) to f 󸀠. Since {Diff 1
n
f }n∈N is uniformly integrable over [a, b], using

Theorem 2.85, we get

f (b) − f (a) = lim
n→∞

b

∫
a

Diff 1
n
f =

b

∫
a

lim
n→∞

Diff 1
n
f =

b

∫
a

f 󸀠.

This completes the proof.
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2.9 General measure spaces

Definition 2.43. A collection of subsets of a set X that contains the empty set and it
is closed with respect to the complements in X and with respect to the formation of
countable unions, will be called a σ-algebra of subsets of X.

Definition 2.44. A couple (X,ℳ) consisting of a set X and a σ-algebra ℳ of subsets
of X will be called a measurable space. A subset E of X is called measurable (or mea-
surable with respect toℳ) if E ∈ℳ.

Definition 2.45. Let (X,ℳ) be a measurable space. An extended real-valued function
μ :ℳ 󳨃󳨀→ [0,∞] for which μ(0) = 0 and which is countably additive in the sense that
for any countable disjoint collection {Ek}k∈N of measurable sets

μ(
∞

⋃
k=1

Ek) =
∞

∑
k=1

μ(Ek),

will be called a measure.

By a measure space (X,ℳ, μ) we mean a measurable space (X,ℳ) together with
a measure μ defined onℳ.

Example 2.1. (R,ℒ,m), where ℒ is a collection of Lebesgue measurable sets of real
numbers andm is the Lebesgue measure, is a measurable space.

Remark 2.5. Note that the idea for the proof of the assertions in this section is the
same as in the previous sections. Therefore we leave the proofs of the assertions in
this section.

Theorem 2.99. Let (X,ℳ, μ) be a measure space.
1. For any finite disjoint collection {Ek}nk=1 of measurable sets we have

μ(
n
⋃
k=1

Ek) =
n
∑
k=1

μ(Ek).

2. If A and B are measurable sets and A ⊆ B, then

μ(A) ≤ μ(B).

Moreover, if A ⊆ B and μ(A) < ∞, then

μ(B \ A) = μ(B) − μ(A).

3. For any countable collection {Ek}k∈N of measurable sets that covers a measurable
set E, we have

μ(E) ≤
∞

∑
k=1

μ(Ek).
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Theorem 2.100. Let (X,ℳ, μ) be a measure space.
1. If {Ak}k∈N is an ascending sequence of measurable sets, then

μ(
∞

⋃
k=1

Ak) = lim
k→∞

μ(Ak).

2. If {Ak}k∈N is a descending sequence of measurable sets for which μ(A1) < ∞, then

μ(
∞

⋂
k=1

Ak) = lim
k→∞

μ(Ak).

Definition 2.46. For a measure space (X,ℳ, μ) and a measurable subset E of X, we
say that a property holds almost everywhere on E, or it holds for almost all x ∈ E, if it
holds on E \ E0 and E0 is a measurable set for which μ(E0) = 0.

Lemma 2.10 (The Borel–Cantelli lemma). Let (X,ℳ, μ) be a measure space and
{Ak}k∈N is a countable collection of measurable sets for which ∑∞k=1 μ(Ak) < ∞. Then
almost all x ∈ X belong to at most a finite number of the Ak .

Definition 2.47. Let (X,ℳ, μ) be a measure space. The measure μ is called finite if
μ(X) < ∞, and it is called σ-finite ifX is the union of a countable collection of measur-
able sets, each of which has finite measure. A measurable set E is said to be of finite
measure if μ(E) < ∞, and it is said to be of σ-finite measure if E is the union of a
countable collection of measurable sets, each of which has finite measure.

2.10 General measurable functions

Definition 2.48. Let (X,ℳ) be ameasurable space. An extended real-valued function
f onX is said to bemeasurable(or measurable with respect toℳ) if for each c ∈ R, the
set {x ∈ X : f (x) > c} is measurable.

Remark 2.6. Note that the idea for the proof of the assertions in this section is the
same as the idea for the proofs of the assertions in Section 2.5. Therefore we leave the
proofs of the assertions in this section.

Theorem 2.101. Let (X,ℳ) be a measurable space and f is an extended real-valued
function on X. Then the following assertions are equivalent.
1. For each c ∈ R, the set {x ∈ X : f (x) > c} is measurable.
2. For each c ∈ R, the set {x ∈ X : f (x) ≥ c} is measurable.
3. For each c ∈ R, the set {x ∈ X : f (x) < c} is measurable.
4. For each c ∈ R, the set {x ∈ X : f (x) ≤ c} is measurable.
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Theorem 2.102. Let (X,ℳ) be ameasurable space and f is a real-valued function onX.
Then f is measurable if and only if for each open set O of real numbers, the set f −1(O) is
measurable.

Theorem 2.103. Let (X,ℳ) be a measurable space and f and g be measurable real-
valued functions. Then
1. αf + βg is measurable.
2. fg is measurable.
3. max{f , g} andmin{f , g} are measurable.

Theorem 2.104. Let (X,ℳ) be a measurable space, f is a measurable real-valued func-
tion on X, ϕ : R 󳨃󳨀→ R is continuous. Then ϕ ∘ f : X 󳨃󳨀→ R is measurable.

Theorem 2.105. Let (X,ℳ, μ) be a measure space and {fn}n∈N be a sequence of mea-
surable functions on X that converges pointwise to f on all of X. Then f is measurable
on X.

Definition 2.49. Let (X,ℳ) be ameasurable space and E be ameasurable subset ofX.
We define its characteristic function κE as follows:

κE(x) = {
1 if x ∈ E,
0 if x ∈ X \ E.

Definition 2.50. Let (X,ℳ) be a measurable space. A real-valued function ψ on X is
said to be simple, if there is a finite collection {Ek}nk=1 of measurable sets and a corre-
sponding set of real numbers {ck}nk=1 for which

ψ =
n
∑
k=1

ckκEk on X.

Lemma 2.11 (The simple approximation lemma). Let (X,ℳ) be a measurable space
and f be a measurable function on X such that |f | ≤ M on X for some positive con-
stant M. Then, for each ϵ > 0, there are simple functions ϕϵ and ψϵ, such that

ϕϵ ≤ f ≤ ψϵ and 0 ≤ ψϵ − ϕϵ < ϵ on X.

Theorem 2.106 (The simple approximation theorem). Let (X,ℳ, μ) be a measure
space and f be a measurable function on X. Then there is a sequence {ϕn}n∈N of simple
functions on X that converges pointwise on X to f and

|ϕn| ≤ |f | on X

for any n ∈ N. If X is σ-finite, then we may choose {ϕn}n∈N so that ϕn vanishes outside
a set of finite measure. If f is nonnegative, we may choose {ϕn}n∈N to be increasing and
ψn ≥ 0 on X.
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Theorem 2.107 (Egoroff’s theorem). Let (X,ℳ, μ)bea finitemeasure space and {fn}n∈N
be a sequence of measurable functions on X that converges pointwise a. e. on X to a
function f that is finite a. e. on X. Then for each ϵ > 0, there is a measurable subset Xϵ
of X for which fn → f , as n→∞, uniformly on Xϵ and μ(X \ Xϵ) < ϵ.

2.11 Integration over general measure spaces

Definition 2.51. Let (X,ℳ, μ) be ameasure space andψ be a nonnegative simple func-
tion on X. If ψ = 0 on X, we define

∫
X

ψdμ = 0.

Otherwise, let c1, . . ., cn be the positive values taken by ψ on X and

Ek = {x ∈ X : ψ(x) = ck}, k ∈ {1, . . . , n}.

We define

∫
X

ψdμ =
n
∑
k=1

ckμ(Ek),

using the convention that the right-hand side is∞ if μ(Ek) = ∞ for some k ∈ {1, . . . , n}.
For a measurable subset E of X, we define

∫
E

ψdμ = ∫
X

ψκEdμ.

Remark 2.7. Note that the idea for the proof of the assertions in this section is the
same as the idea for the proofs of the assertions in Section 2.7. Therefore we leave the
proofs of the assertions in this section.

Theorem 2.108. Let (X,ℳ, μ) be a measure space and ϕ and ψ be nonnegative simple
functions on X.
1. ∫X(αϕ + βψ)dμ = α ∫X ϕdμ + β ∫X ψdμ for any α, β ∈ R.
2. If A and B be disjoint measurable subsets of X, then

∫
A∪B

ϕdμ = ∫
A

ϕdμ + ∫
B

ϕdμ.

3. If X0 is a measurable subset of X and μ(X \ X0) = 0, then

∫
X

ϕdμ = ∫
X0

ϕdμ.
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4. If ϕ ≤ ψ a. e. on X, then

∫
X

ϕdμ ≤ ∫
X

ψdμ.

Definition 2.52. Let (X,ℳ, μ) be a measure space and f be a nonnegative extended
real-valued measurable function on X. We define

∫
X

fdμ = sup{∫
X

ψdμ : ψ is simple,0 ≤ ψ ≤ f}.

For a measurable subset E of X, we define

∫
E

fdμ = ∫
X

fκEdμ.

Theorem 2.109. Let (X,ℳ, μ) be a measure space, f and g be nonnegative measurable
functions on X.
1. If f ≤ g a. e. on X, then

∫
X

fdμ ≤ ∫
X

gdμ.

2. If X0 is a measurable subset of X such that μ(X \ X0) = 0, then

∫
X

fdμ = ∫
X0

fdμ.

Theorem 2.110 (Chebychev’s inequality). Let (X,ℳ, μ) be ameasure space, f be a non-
negative measurable function on X and λ > 0. Then

μ({x ∈ X : f (x) ≥ λ}) ≤ 1
λ
∫
X

fdμ.

Theorem 2.111. Let (X,ℳ, μ) be a measure space and f be a nonnegative measurable
function on X for which ∫X fdμ < ∞. Then f is finite a. e. on X and {x ∈ X : f (x) > 0} is
σ-finite.

Lemma 2.12 (Fatou’s lemma). Let (X,ℳ, μ) be a measure space and {fn}n∈N be a se-
quence of nonnegative measurable functions on X for which fn → f , as n → ∞, point-
wise a. e. on X. Assume that f is measurable. Then

∫
X

fdμ ≤ lim inf∫
X

fndμ.
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Theorem 2.112 (The monotone convergence theorem). Let (X,ℳ, μ) be a measure
space and {fn}n∈N be an increasing sequence of nonnegative measurable functions
on X. Define f (x) = limn→∞ fn(x) for each x ∈ X. Then

lim
n→∞
∫
X

fndμ = ∫
X

fdμ.

Theorem 2.113 (Beppo Levi’s lemma). Let (X,ℳ, μ) be ameasure space and {fn}n∈N be
an increasing sequence of nonnegative measurable functions on X. If the sequence

{∫
X

fndμ}
n∈N

is bounded, then {fn}n∈N converges pointwise on X to a measurable function f that is
finite a. e. on X and

lim
n→∞
∫
X

fndμ = ∫
X

fdμ < ∞.

Theorem 2.114. Let (X,ℳ, μ) be a measure space and f be a nonnegative measurable
function on X. Then there exists an increasing sequence {ϕn}n∈N of simple functions on
X that converges pointwise on X to f and

lim
n→∞
∫
X

ϕndμ = ∫
X

fdμ.

Theorem 2.115. Let (X,ℳ, μ) be a measure space and f and g be nonnegative measur-
able functions on X. Then

∫
X

(αf + βg)dμ = α∫
X

fdμ + β∫
X

gdμ

for any positive real numbers α and β.

Definition 2.53. Let (X,ℳ, μ) be a measure space and f be a nonnegative measurable
function on X. Then f is said to be integrable over X with respect to μ if ∫X fdμ < ∞.

Definition 2.54. Let (X,ℳ, μ) be a measure space. A measurable function f on X is
said to be integrable over X with respect to μ if |f | is integrable over X with respect
to μ. For such a function, we define the integral of f over X with respect to μ by

∫
X

fdμ = ∫
X

f +dμ − ∫
X

f −dμ,

where f + = max{f ,0}, f − = max{−f ,0}. For a measurable subset E of X, we define

∫
E

fdμ = ∫
X

fκEdμ.
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Theorem 2.116. Let (X,ℳ, μ) be ameasure space and f be ameasurable function onX.
If g is integrable over X and |f | ≤ g a. e. on X, then f is integrable over X and

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
X

fdμ
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

X

|f |dμ ≤ ∫
X

gdμ.

Theorem 2.117. Let (X,ℳ, μ) be a measure space and f and g be integrable over X.
1. ∫X(αf + βg)dμ = α ∫X fdμ + β ∫X gdμ for any real numbers α and β.
2. If f ≤ g a. e. on X, then

∫
X

fdμ ≤ ∫
X

gdμ.

3. If A and B be disjoint measurable subsets of X, then

∫
A∪B

fdμ = ∫
A

fdμ + ∫
B

fdμ.

Theorem 2.118. Let (X,ℳ, μ) be a measure space, the function f is integrable over X,
and {Xn}n∈N be a disjoint countable collection ofmeasurable sets such thatX = ⋃

∞
n=1 Xn.

Then

∫
X

fdμ =
∞

∑
n=1
∫
Xi

fdμ.

Theorem 2.119. Let (X,ℳ, μ) be a measure space and the function f be integrable
over X.
1. If {Xn}n∈N is an ascending countable collection of measurable subsets of X, X =
⋃∞n=1 Xn, then

∫
X

fdμ = lim
n→∞
∫
Xn

fdμ.

2. If {Xn}n∈N be a descending countable collection of measurable subsets of X, then

∫
⋂∞n=1 Xn

fdμ = lim
n→∞
∫
Xn

fdμ.

Theorem 2.120. Let (X,ℳ, μ) be ameasure space and f be ameasurable function onX.
If f is bounded on X and vanishes outside a set of finite measure, then f is integrable
over X.
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Theorem 2.121 (The Lebesgue dominated convergence theorem). Let (X,ℳ, μ) be a
measure space and {fn}n∈N be a sequence of measurable functions on X for which
fn → f , as n→∞, pointwise a. e. on X, and the function f is measurable. Let also there
be a nonnegative function g that is integrable over X and

|fn| ≤ g a. e. on X

for any n ∈ N. Then f is integrable over X and

lim
n→∞
∫
X

fndμ = ∫
X

fdμ.

Definition 2.55. Let (X,ℳ, μ) be a measure space and {fn}n∈N be a sequence of func-
tions on X, each of which is integrable over X. The sequence {fn}n∈N is said to be uni-
formly integrable over X if for each ϵ > 0, there is a δ > 0 such that, for any n ∈ N and
for any measurable subset E of X for which μ(E) < δ, we have

∫
E

|fn|dμ < ϵ.

The sequence {fn}n∈N is said to be a tight over X if for each ϵ > 0, there is a subset X0
of X that has finite measure and

∫
X\X0

|fn|dμ < ϵ

for any n ∈ N.

Theorem 2.122. Let (X,ℳ, μ) be a measure space and the function f is integrable
over X. Then for each ϵ > 0, there is a δ > 0 such that, for any measurable subset E of
X for which μ(E) < δ, we have

∫
E

|f |dμ < ϵ.

Moreover, for each ϵ > 0, there is a subset X0 of X that has finite measure and

∫
X\X0

|f |dμ < ϵ.

Theorem 2.123 (The Vitali convergence theorem). Let (X,ℳ, μ) be a measure space
and {fn}n∈N be a sequence of functions onX that is uniformly integrable and tight overX.
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Assume that fn → f , as n → ∞, pointwise a. e. on X and the function f is integrable
over X. Then

lim
n→∞
∫
X

fndμ = ∫
X

fdμ.

2.12 Advanced practical problems

Problem 2.1. Let {Ek}k∈N be a countable disjoint subcollection of measurable sets and
A be a measurable set. Prove that

m⋆(A ∩ (
∞

⋃
k=1

Ek)) =
∞

∑
k=1

m⋆(A ∩ Ek).

Problem 2.2. Let f be a continuous function and B be a Borel set. Prove that f −1(B) is
a Borel set.

Problem 2.3. Let f be a function with measurable domain E. Prove that f is measur-
able if and only if the function g, defined on R by g(x) = f (x) for x ∈ E and g(x) = 0 for
x ∉ E, is measurable.

Problem 2.4. Let f be ameasurable function on themeasurable set E that is finite a. e.
on E and m(E) < ∞. Prove that for each ϵ > 0 there is a measurable set E0 contained
in E such that f is bounded on E0 andm(E \ E0) < ϵ.

Problem 2.5. Prove that the sum and product of two simple functions are simple.

Problem 2.6. Let f be a bounded measurable function on a set of finite measure E.
Assume that g is bounded and f = g a. e. on E. Prove that

∫
E

f = ∫
E

g.

Problem 2.7. Let {fn}n∈N be a sequence of nonnegativemeasurable functions onE that
converges pointwise on E to f . Suppose that fn ≤ f on E for each n ∈ N. Prove that

lim
n→∞
∫
E

fn = ∫
E

f .

Problem 2.8. Let f be a nonnegative measurable function on R. Prove that

lim
n→∞

n

∫
−n

f = ∫
R

f .
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Problem 2.9. Let {fn}n∈N be a sequence of nonnegative integrable functions on E and
fn → 0, as n→∞, pointwise a. e. on E. Prove that

lim
n→∞
∫
E

fn = 0

if and only if {fn}n∈N is uniformly integrable and a tight over E.
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3 The Lp spaces

3.1 Definition

Let E be a measurable set and ℱ be the collection of all measurable extended real-
valued functions on E that are finite a. e. on E.

Definition 3.1. Define two functions f and g inℱ to be equivalent, and we write f ∼ g,
provided

f (x) = g(x) for almost all x ∈ E.

The relation ∼ is an equivalent relation, that is, it is reflexive, symmetric and tran-
sitive. Therefore it induces a partition of ℱ into a disjoint collection of equivalence
classes, which we denote by ℱ/ ∼. For given two functions f and g in ℱ , their equiv-
alence classes [f ] and [g] and real numbers α and β, we define α[f ] + β[g] to be the
equivalence class of the functions inℱ that take the value αf (x)+βg(x) at points x ∈ E
at which both f and g are finite. Note that these linear combinations are independent
of the choice of the representatives of the equivalence classes. The zero element in
ℱ/ ∼ is the equivalence class of functions that vanish a. e. in E. Thus ℱ/ ∼ is a vector
space.

Definition 3.2. For 1 ≤ p < ∞, we define Lp(E) to be the collection of equivalence
classes [f ] for which

∫
E

|f |p < ∞.

This is properly defined since, if f ∼ g, then

∫
E

|f |p = ∫
E

|g|p.

Note that, if [f ], [g] ∈ Lp(E), then, for any real constants α and β, we have

∫
E

|αf + βg|p ≤ 2p(∫
E

|αf |p + ∫
E

|βg|p)

= |2α|p ∫
E

|f |p + |2β|p ∫
E

|g|p < ∞,

i. e., α[f ] + β[g] ∈ Lp(E).

Definition 3.3. We call a function f ∈ ℱ essentially bounded provided there is some
M ≥ 0, called an essential upper bound for f , for which

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 ≤ M for almost all x ∈ E.

https://doi.org/10.1515/9783110657722-003
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Definition 3.4. We define L∞(E) to be the collection of equivalence classes [f ] for
which f is essentially bounded.

Note that L∞(E) is properly defined since, if f ∼ g, then

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ M for almost all x ∈ E.

Also, if [f ], [g] ∈ L∞(E) and α, β ∈ R, there are nonnegative constantsM1 andM2 such
that

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 ≤ M1,

󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ M2 for almost all x ∈ E.

Hence,

󵄨󵄨󵄨󵄨αf (x) + βg(x)
󵄨󵄨󵄨󵄨 ≤ |α|
󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 + |β|
󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ |α|M1 + |β|M2

for almost all x ∈ E. Therefore α[f ] + β[g] ∈ L∞(E) and hence, L∞(E) is a vector space.
For simplicity and convenience, we refer to the equivalence classes in ℱ/ ∼ as func-
tions and denote them by f rather than [f ]. Thus f = g means f − g vanishes a. e. on E.

Definition 3.5. For 1 ≤ p < ∞, in Lp(E) we define

‖f ‖p = (∫
E

|f |p)
1
p

.

For p = ∞, we define ‖f ‖∞ to be the infimum of the essential upper bounds for |f |.

3.2 The inequalities of Hölder and Minkowski

Theorem 3.1 (Hölder’s inequality). Let E be a measurable set, 1 ≤ p < ∞ and q be the
conjugate of p. If f ∈ Lp(E) and g ∈ Lq(E), then the product fg is integrable over E and

∫
E

|fg| ≤ ‖f ‖p‖g‖q. (3.1)

Proof.
1. Let p = 1. Then q = ∞ and

∫
E

|fg| = ∫
E

|f ||g| ≤ (∫
E

|f |)‖g‖∞ = ‖f ‖1‖g‖∞.

2. Let p ∈ (1,∞). If ‖f ‖p = 0 or ‖g‖q = 0, then the assertion is evident. Let ‖f ‖p ̸= 0
and ‖g‖q ̸= 0. We set

f1 =
f
‖f ‖p
, g1 =

g
‖g‖q
.
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Then

‖f1‖p = ‖g1‖q = 1.

Now, using Young’s inequality, we have

|f1g1| ≤
1
p
|f1|

p + 1
q
|g1|

q.

Hence,

1
‖f ‖p‖g‖q

∫
E

|fg| = ∫
E

|f1g1| ≤ ∫
E

( 1
p
|f1|

p + 1
q
|g1|

q)

= ∫
E

1
p
|f1|

p + ∫
E

1
q
|g1|

q = 1
p
∫
E

|f1|
p + 1

q
∫
E

|g1|
q

= 1
p
‖f1‖

p
p +

1
q
‖g1‖

q
q =

1
p
+ 1
q
= 1.

From the previous inequality we get the inequality (3.1). This completes the proof.

Remark 3.1. When p = q = 2, the Hölder inequality is known as the Cauchy–Schwartz
inequality.

Theorem 3.2 (Minkowski’s inequality). Let E be a measurable set, 1 ≤ p ≤ ∞. If f , g ∈
Lp(E), then

‖f + g‖p ≤ ‖f ‖p + ‖g‖p.

Proof.
1. Let p = 1. Then

‖f + g‖1 = ∫
E

|f + g| ≤ ∫
E

(|f | + |g|) = ∫
E

|f | + ∫
E

|g| = ‖f ‖1 + ‖g‖1.

2. Let p = ∞. Then

‖f + g‖∞ ≤ ‖f ‖∞ + ‖g‖∞.

3. Let p ∈ (1,∞) and q be its conjugate. If ‖f + g‖p = 0, then the assertion is evident.
Assume that ‖f + g‖p ̸= 0. Then, applying Hölder’s inequality, we get

‖f + g‖pp = ∫
E

|f + g|p = ∫
E

|f + g||f + g|p−1

≤ ∫
E

(|f ||f + g|p−1 + |g||f + g|p−1) = ∫
E

|f ||f + g|p−1 + ∫
E

|g||f + g|p−1
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≤ (∫
E

|f |p)
1
p

(∫
E

|f + g|(p−1)q)
1
q

+ (∫
E

|g|p)
1
p

(∫
E

|f + g|(p−1)q)
1
q

= ‖f + g‖
p
q
p ‖f ‖p + ‖f + g‖

p
q
p ‖g‖p.

Hence,

‖f + g‖
p− pq
p ≤ ‖f ‖p + ‖g‖p

or

‖f + g‖p ≤ ‖f ‖p + ‖g‖p.

This completes the proof.

3.3 Some properties

Theorem 3.3. Let E be a measurable set and 1 < p < ∞. Suppose that ℱ is a family of
functions in Lp(E) that is bounded in Lp(E) in the sense that there is a constant M > 0
such that

‖f ‖p ≤ M for all f ∈ ℱ .

Then the family ℱ is uniformly integrable over E.

Proof. Let ϵ > 0 be arbitrarily chosen. Suppose that A is a measurable subset of E of
finite measure. Let also 1

p +
1
q = 1. Define g to be identically equal to 1 on A. Because

m(A) < ∞, we have g ∈ Lq(A). By Hölder’s inequality, for any f ∈ ℱ , we have

∫
A

|f | = ∫
A

|f |g ≤ (∫
A

|f |p)
1
p

(∫
A

gq)
1
q

.

On the other hand,

(∫
A

|f |p)
1
p

≤ M, (∫
A

|g|q)
1
q

= (m(A))
1
q

for any f ∈ ℱ . Therefore

∫
A

|f | ≤ (m(A))
1
qM

for any f ∈ ℱ . Let δ = ( ϵM )
q. Hence, ifm(A) < δ, then

∫
A

|f | ≤ M(m(A))
1
q < Mδ

1
q = M ϵ

M
= ϵ

for any f ∈ ℱ . Thereforeℱ is uniformly integrable overE. This completes theproof.
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Theorem 3.4. Let E be a measurable set of finite measure and 1 ≤ p1 < p2 ≤ ∞. Then

Lp2 (E) ⊆ Lp1 (E). (3.2)

Proof. Let p2 < ∞ and f ∈ Lp2 (E) be arbitrarily chosen. Then p = p2
p1
> 1. We take q > 1

such that 1
p +

1
q = 1. Then

(∫
E

|f |p1p)
1
p

= (∫
E

|f |p2)
p1
p2
< ∞,

i. e., |f |p1 ∈ Lp(E). Let g = κE. Since m(E) < ∞, we have g ∈ Lq(E). Hence, using
Hölder’s inequality, we get

∫
E

|f |p1 = ∫
E

|f |p1g ≤ (∫
E

|f |p1p)
1
p

(∫
E

gq)
1
q

= ‖f ‖p1p2(m(E))
1
q < ∞.

Therefore f ∈ Lp1 (E). Because f ∈ Lp2 (E)was arbitrarily chosen and we see that it is an
element of Lp1 (E), we obtain equation (3.2). Let p2 = ∞ and f ∈ L∞(E) be arbitrarily
chosen. Then there is a positive constantM such that

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 ≤ M

for almost all x ∈ E. Hence,

∫
E

|f |p1 ≤ Mp1m(E).

Then f ∈ Lp1 (E). Because f ∈ L∞(E) was arbitrarily chosen and we see that it is an
element of Lp1 (E), we obtain equation (3.2). This completes the proof.

Remark 3.2. Let {fn}n∈ℕ be a sequence of elements of Lp(E) and f ∈ Lp(E). When ‖fn −
f ‖p → 0, as n→∞, we will say that the sequence {fn}n∈N converges to f in Lp(E).

3.4 The Riesz–Fischer theorem

Definition 3.6. Let X be a normed vector space. A sequence {fn}n∈N in X is said to be
a rapidly Cauchy sequence provided there is a convergent series of positive numbers
∑∞k=1 ϵk for which

‖fk+1 − fk‖ ≤ ϵ
2
k

for all k ∈ N.
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Lemma 3.1. Let X be a normed vector space and {fn}n∈N be a sequence in X such that

‖fk+1 − fk‖ ≤ ak

for all k ∈ N, where ak , k ∈ N, are nonnegative numbers. Then

‖fn+k − fn‖ ≤
∞

∑
l=n

al (3.3)

for all k, n ∈ N.

Proof. For any n, k ∈ N, we have

fn+k − fn = fn+k − fn+k−1 + fn+k−1 − ⋅ ⋅ ⋅ + fn+1 − fn =
n+k−1
∑
j=n
(fj+1 − fj).

Hence,

‖fn+k − fn‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

n+k−1
∑
j=n
(fj+1 − fj)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤

n+k−1
∑
j=n
‖fj+1 − fj‖ ≤

n+k−1
∑
j=n

aj ≤
∞

∑
j=n

aj

for any k, n ∈ N. This completes the proof.

Theorem 3.5. Let X be a normed vector space. Then every rapidly Cauchy sequence in
X is a Cauchy sequence in X. Furthermore, every Cauchy sequence in X has a rapidly
Cauchy subsequence in X.

Proof.
1. Let {fn}n∈N be a rapidly Cauchy sequence in X. Then there is a convergent series
∑∞k=1 ϵk of positive numbers such that

‖fk+1 − fk‖ ≤ ϵ
2
k

for any k ∈ N. Hence, by (3.3), we obtain

‖fn+k − fn‖ ≤
∞

∑
l=n

ϵ2l → 0 as n→∞,

for any k ∈ N. Here we have used the fact that the series ∑∞k=1 ϵ
2
k is a convergent

series. Therefore {fn}n∈N is a Cauchy sequence.
2. Let {fn}n∈N is a Cauchy sequence in X. Then there areM1,M2,M3 ∈ N such that

‖fm1
1
− fm1

2
‖ < 1

2
for any m1

1,m
1
2 ≥ M1,

‖fm2
1
− fm2

2
‖ < 1

22
for any m2

1 ,m
2
2 ≥ M2,
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‖fm3
1
− fm3

2
‖ < 1

23
for any m3

1 ,m
3
2 ≥ M3.

In particular, form1
1,m

1
2,m

3
2 ≥ max{M1,M2,M3}, we have

‖fm1
1
− fm1

2
‖ < 1

2
, ‖fm3

2
− fm1

1
‖ < 1

22
, ‖fm3

1
− fm3

2
‖ < 1

23
.

We set

n1 = m
1
2, n2 = m

1
1, n3 = m

3
2 ,

form1
1,m

1
2,m

3
2 ≥ max{M1,M2,M3}. Then

‖fn2 − fn1‖ <
1
2
, ‖fn3 − fn2‖ <

1
22
, ‖fm3

1
− fn3‖ <

1
23
,

for m3
1 ≥ max{M1,M2,M3}. Continuing this process, we obtain a subsequence

{fnk }k∈N of the sequence {fn}n∈N such that

‖fnk+1 − fnk ‖ < 1
2k

for any k ∈ N. Since∑∞k=0
1
(√2)k is convergent, we conclude that {fnk }k∈N is a rapidly

Cauchy sequence in X. This completes the proof.

Theorem 3.6. Let E be a measurable set and 1 ≤ p ≤ ∞. Then every rapidly Cauchy
sequence in Lp(E) converges both with respect to the Lp(E) norm and pointwise a. e. in
E to a function f in Lp(E).

Proof. Let 1 ≤ p < ∞. We leave the case p = ∞ as an exercise. Let {fn}n∈N be a rapidly
convergent sequence in Lp(E). We choose ∑∞k=1 ϵk to be a convergent series of positive
numbers such that

‖fk+1 − fk‖p ≤ ϵ
2
k (3.4)

for any k ∈ N. Let

Ek = {x ∈ E : 󵄨󵄨󵄨󵄨fk+1(x) − fk(x)
󵄨󵄨󵄨󵄨 ≥ ϵk}, k ∈ N.

Then

Ek = {x ∈ E : 󵄨󵄨󵄨󵄨fk+1(x) − fk(x)
󵄨󵄨󵄨󵄨
p ≥ ϵpk }, k ∈ N.

Hence,

∫
Ek

󵄨󵄨󵄨󵄨fk+1(x) − fk(x)
󵄨󵄨󵄨󵄨
p ≥ ϵpkm(E

k).
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Now, using (3.4), we get

m(Ek) ≤ 1
ϵpk
∫
E

|fk+1 − fk |
p = 1

ϵpk
‖fk+1 − fk‖

p
p

≤ 1
ϵpk
ϵ2pk = ϵ

p
k .

Since p ≥ 1, the series∑∞k=1 ϵ
p
k is convergent and

∞

∑
k=1

m(Ek) ≤
∞

∑
k=1

ϵpk < ∞.

Hence, by the Borel–Cantelli lemma, it follows that there isE0 ⊂ E such thatm(E0) = 0
and for each x ∈ E \ E0 there is an index K(x) such that

󵄨󵄨󵄨󵄨fk+1(x) − fk(x)
󵄨󵄨󵄨󵄨 < ϵk

for any k ≥ K(x). Let x ∈ E \ E0. Then

󵄨󵄨󵄨󵄨fn+k(x) − fn(x)
󵄨󵄨󵄨󵄨 ≤

n+k−1
∑
j=n

󵄨󵄨󵄨󵄨fj+1(x) − fj(x)
󵄨󵄨󵄨󵄨 ≤
∞

∑
j=n

ϵj

for all n ≥ K(x) and for any k ∈ N. Hence, the sequence of real numbers {fn(x)}n∈N is a
Cauchy sequence in R for any x ∈ E \ E0. Therefore it is convergent for any x ∈ E \ E0
and let limn→∞ fn(x) = f (x) for any x ∈ E \ E0. By (3.3) and (3.4), we obtain

∫
E

|fn+k − fn|
p ≤ (

∞

∑
j=n

ϵ2j)
p

(3.5)

for all n, k ∈ N. Since fn → f pointwise a. e. on E, we take the limit as k → ∞ in (3.5)
and using Fatou’s lemma, we get

∫
E

|f − fn|
p ≤ (

∞

∑
j=n

ϵ2j)
p

for all n ∈ N. Hence, f ∈ Lp(E) and fn → f , as n → ∞, in Lp(E). This completes the
proof.

Theorem 3.7 (The Riesz–Fischer theorem). Let E be a measurable set and 1 ≤ p ≤ ∞.
Then Lp(E) is a Banach space. Moreover, if fn → f , as n → ∞, in Lp(E), a subsequence
of {fn}n∈N converges pointwise a. e. on E to f .

Proof. Let {fn}n∈N be a Cauchy sequence in Lp(E). By Theorem 3.5, it follows that there
is a subsequence {fnk }k∈N of the sequence {fn}n∈N that is a rapidly Cauchy sequence in
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Lp(E). Hence, by Theorem 3.6, it follows that {fnk }k∈N converges both with respect to
the Lp(E) norm and pointwise a. e. on E. Let fnk → f , as k →∞, in Lp(E). We take ϵ > 0
arbitrarily. Then there exists K ∈ N such that

‖fnk − f ‖p <
ϵ
2

and ‖fl − fm‖p <
ϵ
2

for any l,m, nk ≥ K. Hence, for any n, nk ≥ K, we have

‖fn − f ‖p = ‖fn − fnk + fnk − f ‖p ≤ ‖fn − fnk ‖p + ‖fnk − f ‖p <
ϵ
2
+ ϵ
2
= ϵ.

Therefore {fn}n∈N is convergent in Lp(E) and Lp(E) is a Banach space. This completes
the proof.

Definition 3.7. A real-valued function f , defined on a setA, is called convex if for each
pair of points x1, x2 ∈ A and for each λ ∈ [0, 1], we have

f (λx1 + (1 − λ)x2) ≤ λf (x1) + (1 − λ)f (x2).

Theorem 3.8. Let E be a measurable set and 1 ≤ p < ∞. Suppose that {fn}n∈N is a
sequence in Lp(E) that converges pointwise a. e. on E to the function f ∈ Lp(E). Then
fn → f , as n→∞, in Lp(E) if and only if

lim
n→∞
∫
E

|fn|
p = ∫

E

|f |p. (3.6)

Proof.
1. Let fn → f , as n→∞, in Lp(E). Then, by Minkowski’s inequality, we have

󵄨󵄨󵄨󵄨‖fn‖p − ‖f ‖p
󵄨󵄨󵄨󵄨 ≤ ‖fn − f ‖p → 0 as n→∞.

Hence, (3.6) holds.
2. Assume (3.6). Let E0 ⊂ E be such that m(E0) = 0 and fn(x) → f (x), as n → ∞, for

all x ∈ E \ E0. Take ψ(t) = |t|p, t ∈ R. Then ψ is a convex function and

ψ(a + b
2
) ≤

ψ(a)
2
+
ψ(b)
2

for any a, b ∈ R. Hence,

0 ≤ |a|
p + |b|p

2
−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
a − b
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p

for any a, b ∈ R. For each n ∈ N, we define the function

hn(x) =
|fn(x)|p + |f (x)|p

2
−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
fn(x) − f (x)

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p
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for any x ∈ E. We have hn(x) → |f (x)|p, as n → ∞, for any x ∈ E \ E0. Hence, by
Fatou’s lemma, we obtain

∫
E

|f |p ≤ lim inf∫
E

hn = lim inf(∫
E

|fn|p + |f |p

2
− ∫

E

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
fn − f
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p
)

= ∫
E

|f |p − lim sup∫
E

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
fn − f
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p
.

Therefore

lim sup∫
E

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
fn − f
2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p
≤ 0.

That is fn → f , as n→∞, in Lp(E). This completes the proof.

Theorem 3.9. Let E be a measurable set and 1 ≤ p < ∞. Suppose that {fn}n∈N is a
sequence in Lp(E) that converges pointwise a. e. on E to the function f which belongs to
Lp(E). Then fn → f , as n → ∞, in Lp(E), if and only if {|fn|p}n∈N is uniformly integrable
and tight over E.

Proof.
1. Let fn → f , as n→∞, in Lp(E). Hence,

lim
n→∞
∫
E

|fn − f |
p = 0.

Therefore {|fn − f |p}n∈N is uniformly integrable and tight over E. Because

|fn|
p ≤ 2p(|fn − f |

p + |f |p), n ∈ N,

we conclude that {|fn|p}n∈N is uniformly integrable and tight over E.
2. Let {|fn|p}n∈N is uniformly integrable and tight over E. Since fn → f , as n → ∞,

pointwise a. e. on E, we have |fn|p → |f |p, as n → ∞, pointwise a. e. on E. Hence,
by the Vitali convergence theorem, we conclude that |f |p is integrable over E and

lim
n→∞
∫
E

|fn|
p = ∫

E

|f |p.

This completes the proof.

Theorem 3.10 (The Lp dominated convergence theorem). Let {fn}n∈N be a sequence of
measurable functions that converges pointwise a. e. on E to f . For 1 ≤ p < ∞, suppose
that there is a function g ∈ Lp(E) such that |fn| ≤ g a. e. on E for all n ∈ N. Then fn → f ,
as n→∞, in Lp(E).
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Proof. Since fn → f , as n → ∞, pointwise a. e. on E, we have |fn|p → |f |p, as n → ∞,
pointwise a. e. on E. Also, |fn|p ≤ gp a. e. on E and gp is integrable overE. Hence, by the
Lebesgue dominated convergence theorem, we conclude that |f |p is integrable over E
and

lim
n→∞
∫
E

|fn|
p = ∫

E

|f |p.

This completes the proof.

3.5 Separability

Theorem 3.11. Let E be a measurable set and 1 ≤ p ≤ ∞. Then the subspace of simple
functions in Lp(E) is dense in Lp(E).

Proof. Let g ∈ Lp(E).
1. Let p = ∞. Then there is E0 ⊂ E such that m(E0) = 0 and g is bounded on E \ E0.

By Theorem 2.46, it follows that there is a sequence {fn}n∈N of simple functions on
E \ E0 that converges uniformly on E \ E0 to g and therefore with respect to the
L∞(E) norm. Consequently the subspace of simple functions in L∞(E) is dense in
L∞(E).

2. Let 1 ≤ p < ∞. By Theorem 2.47, it follows that there is a sequence of simple
functions {fn}n∈N on E such that fn → g, as n→∞, pointwise on E and

|fn| ≤ |g| on E

for any n ∈ N. Since g ∈ Lp(E), we have fn ∈ Lp(E) for any n ∈ N. Next,

|fn − g| ≤ |fn| + |g| ≤ 2|g|.

Hence, by Theorem3.10, it follows that fn → g, as n→∞, in Lp(E). This completes
the proof.

Theorem 3.12. Let [a, b] be a closed bounded interval and 1 ≤ p < ∞. Then the sub-
space of the step functions on [a, b] is dense in Lp([a, b]).

Proof. LetA be ameasurable subset of [a, b]. Let also g = κA. Take ϵ > 0 arbitrarily. By
Theorem 2.23, it follows that there is a finite disjoint collection {Ik}nk=1 of open intervals
such that if U = ⋃nk=1 Ik, then

m(A \ U) +m(U \ A) < ϵp.

Let f = κU. Then

‖κU − κA‖p = (∫
E

|κU − κA|
p)

1
p

= (m(A \ U) +m(U \ A))
1
p < ϵ.
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Therefore the step functions are dense in the simple functions with respect to the Lp

norm. Hence, by Theorem 3.11, it follows that the step functions on [a, b] are dense in
Lp([a, b]). This completes the proof.

Theorem 3.13. Let E be a measurable set and 1 ≤ p < ∞. Then Lp(E) is separable.

Proof. Let [a, b] be a closed bounded interval and S([a, b]) be the collection of the step
functions on [a, b]. Let also S1([a, b]) be the subcollection of the collection S([a, b])
consisting of the step functions ψ on [a, b] that take rational values and for which
there is a partition P = {x0, . . . , xn} of [a, b] so thatψ is a rational constant on (xk−1, xk),
1 ≤ k ≤ n, and xk, 1 ≤ k ≤ n − 1, are rational numbers. Using the density of the rational
numbers in the real numbers, we see that S1([a, b]) is dense in S([a, b]) with respect
to the Lp(E) norm. Because the set of the rational numbers is countable, we see that
S1([a, b]) is a countable set. We have

S1([a, b]) ⊆ S([a, b]) ⊆ Lp([a, b]).

Since S1([a, b]) is dense in S([a, b]), using Theorem 3.12, it follows that S1([a, b]) is
dense in Lp([a, b]). For each n ∈ N, we define ℱn to be the collection of the functions
that vanishes outside [−n, n] andwhose restrictions to [−n, n] belong to S1([−n, n]). Let

ℱ =
∞

⋃
n=1

ℱn.

Note thatℱ is a countable collection of the functions that is dense inLp(R). Also, using
Theorem 2.80, we have

lim
n→∞
∫
[−n,n]

|f |p = ∫
R

|f |p

for all f ∈ Lp(R). Using the definition ofℱ , we conclude thatℱ is a countable collection
of functions that is dense in Lp(R). Hence, the collection of the restrictions on E of
functions inℱ is a countable dense set of Lp(E). Consequently Lp(E) is separable. This
completes the proof.

3.6 Duality

Definition 3.8. For a normed vector space X, a linear functional 𝕋 on X is said to be
bounded if there is anM ≥ 0 such that

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≤ M‖f ‖ (3.7)

for all f ∈ X. The infimumof all suchMwill be called thenormof𝕋 andwill be denoted
by ‖𝕋‖⋆.
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Let𝕋 be a bounded linear functional on the normed vector spaceX. Then, for any
f , g ∈ X, we have

󵄨󵄨󵄨󵄨𝕋(f ) − 𝕋(g)
󵄨󵄨󵄨󵄨 ≤ M‖f − g‖. (3.8)

Hence, if fn → f , as n→∞, in X, i. e., fn, f ∈ X, n ∈ N,

‖fn − f ‖ → 0 as n→∞,

using (3.8), we get

𝕋(fn) → 𝕋(f ) as n→∞.

Proposition 3.1. Let 𝕋 be a bounded linear functional on the normed vector space X.
Then

‖𝕋‖⋆ = sup
‖f ‖≤1

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨. (3.9)

Proof. By the inequality (3.7), we get

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆‖f ‖

for any f ∈ X. Hence,

sup
‖f ‖≤1

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆. (3.10)

Let ϵ > 0 be arbitrarily chosen. Then there exists g ∈ X, g ̸= 0, such that

󵄨󵄨󵄨󵄨𝕋(g)
󵄨󵄨󵄨󵄨 ≥ (‖𝕋‖⋆ − ϵ)‖g‖.

Hence,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝕋( g
‖g‖
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≥ ‖𝕋‖⋆ − ϵ

and

sup
‖f ‖≤1

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≥ ‖𝕋‖⋆ − ϵ.

Because ϵ > 0 was arbitrarily chosen, from the previous inequality, we obtain

sup
‖f ‖≤1

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≥ ‖𝕋‖⋆.

Hence, by (3.10), we get (3.9). This completes the proof.
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Theorem 3.14. Let E be a measurable set, 1 ≤ p < ∞, 1
p +

1
q = 1, g ∈ L

q(E), ‖g‖q ̸= 0.
Define the functional 𝕋 on Lp(E) by

𝕋(f ) = ∫
E

gf

for all f ∈ Lp(E). Then 𝕋 is a bounded linear functional on Lp(E) and ‖𝕋‖⋆ = ‖g‖q.

Proof. Let f1, f2 ∈ Lp(E) and α, β ∈ F. Then

𝕋(αf1 + βf2) = ∫
E

g(αf1 + βf2) = ∫
E

(αgf1 + βgf2) = ∫
E

αgf1 + ∫
E

βgf2

= α∫
E

gf1 + β∫
E

gf2 = α𝕋(f1) + β𝕋(f2).

Therefore 𝕋 is a linear functional on Lp(E). Also, using Hölder’s inequality, we have

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

gf
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|g||f |

≤ (∫
E

|g|q)
1
q

(∫
E

|f |p)
1
p

= ‖g‖q‖f ‖p

for all f ∈ Lp(E). Consequently 𝕋 is a bounded linear functional on Lp(E). By the pre-
vious inequality, we get

‖𝕋‖⋆ ≤ ‖g‖q. (3.11)

Let

g1 = ‖g‖
1−q
q sign(g)|g|q−1.

We have

∫
E

|g1|
p = ∫

E

‖g‖p(1−q)q |g|p(q−1) = ‖g‖−qq ∫
E

|g|q = 1,

i. e., g1 ∈ Lp(E) and ‖g1‖p = 1. Next,

𝕋(g1) = ∫
E

gg1 = ∫
E

g‖g‖1−qq sign(g)|g|q−1 = ‖g‖1−qq ∫
E

|g|q = ‖g‖q.

Therefore

‖𝕋‖⋆ ≥ ‖g‖q.

From the previous inequality and from (3.11), we obtain ‖𝕋‖⋆ = ‖g‖q. This completes
the proof.
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Theorem 3.15. Let 𝕋 and 𝕊 be bounded linear functionals on a normed vector space X.
If 𝕋 = 𝕊 on a dense subset X0 of X, then 𝕋 = 𝕊 on X.

Proof. Let g ∈ X be arbitrarily chosen. Then there exists a sequence {gn}n∈N of ele-
ments of X0 such that gn → g, as n→∞, in X. Hence,

𝕋(gn) → 𝕋(g), 𝕊(gn) → 𝕊(g), as n→∞,

and

𝕋(gn) = 𝕊(gn)

for any n ∈ N. Therefore𝕋(g) = 𝕊(g). Because g ∈ Xwas arbitrarily chosen, we obtain
𝕋 = 𝕊 on X. This completes the proof.

Theorem 3.16. Let E be a measurable set and 1 ≤ p < ∞, 1
p +

1
q = 1, g is integrable over

E and there is an M ≥ 0 such that

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

gf
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ M‖f ‖p (3.12)

for any simple function f in Lp(E). Then g ∈ Lq(E) and ‖g‖q ≤ M.

Proof. Since g is integrable over E, then it is finite a. e. on E. By excising a set of mea-
sure zero from E, we can assume that g is finite on all of E.
1. Let p > 1. Because |g| is a nonnegativemeasurable function onE, by Theorem 2.47,

there exists a sequence {ϕn}n∈N of measurable simple functions on E that con-
verges pointwise on E to |g| and 0 ≤ ϕn ≤ |g| on E. Hence, {ϕq

n}n∈N is a sequence
of nonnegative simple functions on E such that

0 ≤ ϕq
n ≤ |g|

q on E

and ϕq
n → |g|

q, as n→∞, pointwise on E. Hence, by Fatou’s lemma,

∫
E

|g|q ≤ ∫
E

ϕq
n (3.13)

for every n ∈ N. Let n ∈ N be arbitrarily chosen. Then

ϕq
n = ϕnϕ

q−1
n ≤ |g|ϕ

q−1
n = g sign(g)ϕ

q−1
n on E.

Let

fn = sign(g)ϕ
q−1
n on E.
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Then fn is a simple function. Because g is integrable over E, we see that ϕn is in-
tegrable over E. Then ϕq

n is integrable over E and

∫
E

|fn|
p = ∫

E

ϕq
n.

Therefore fn ∈ Lp(E). Next, by (3.12), we obtain

∫
E

ϕq
n = ∫

E

ϕnϕ
q−1
n ≤ ∫

E

|g|ϕq−1
n = ∫

E

g sign(g)ϕq−1
n

= ∫
E

gfn ≤ M‖fn‖p = M(∫
E

ϕq
n)

1
p

.

From this,

(∫
E

ϕq
n)

1
q

≤ M,

i. e.,

‖ϕn‖q ≤ M.

Hence, by (3.13), we obtain

‖g‖q ≤ M.

2. Let p = 1. Suppose thatM is not an essential upper bound for g. Then there is an
ϵ > 0 such that the set

Eϵ = {x ∈ E :
󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 > M + ϵ}

has finite positive measure. Let f = sign(g)κEϵ . Then, by (3.12),

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

fg
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
Eϵ

g sign(g)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= ∫
Eϵ

|g| > (M + ϵ)m(Eϵ). (3.14)

On the other hand, by (3.12),

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

fg
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ M‖f ‖1 = M ∫

E

󵄨󵄨󵄨󵄨sign(g)κEϵ
󵄨󵄨󵄨󵄨 = Mm(Eϵ),

which contradicts (3.14). ThereforeM is an essential upper bound for g. This com-
pletes the proof.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



3.6 Duality | 195

Theorem 3.17. Let [a, b] be a closed bounded interval, 1 ≤ p < ∞, 1
p +

1
q = 1. Suppose

that𝕋 is a bounded linear functional on Lp([a, b]). Then there is a function g ∈ Lq([a, b])
such that

𝕋(f ) =
b

∫
a

gf

for all f ∈ Lp([a, b]).

Proof. Let p > 1. We leave the case p = ∞ as an exercise. For x ∈ [a, b] we define

Φ(x) = 𝕋(κ[a,x)).

For [c, d] ⊆ [a, b], we have

κ[c,d) = κ[a,d) − κ[a,c).

Then

Φ(d) −Φ(c) = 𝕋(κ[a,d)) − 𝕋(κ[a,c)) = 𝕋(κ[a,d) − κ[a,c)) = 𝕋(κ[c,d)).

If {(ak , bk)}nk=1 is a finite disjoint collection of intervals in (a, b), then

n
∑
k=1

󵄨󵄨󵄨󵄨Φ(bk) −Φ(ak)
󵄨󵄨󵄨󵄨 =

n
∑
k=1

sign(Φ(bk) −Φ(ak))(Φ(bk) −Φ(ak))

=
n
∑
k=1

sign(Φ(bk) −Φ(ak))𝕋(κ[ak ,bk))

=
n
∑
k=1
𝕋(sign(Φ(bk) −Φ(ak))κ[ak ,bk))

= 𝕋(
n
∑
k=1

sign(Φ(bk) −Φ(ak))κ[ak ,bk)).

Consider the simple function

f =
n
∑
k=1

sign(Φ(bk) −Φ(ak))κ[ak ,bk).

Then

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆‖f ‖p = ‖𝕋‖⋆(

n
∑
k=1
(bk − ak))

1
p

.

Consequently

n
∑
k=1

󵄨󵄨󵄨󵄨Φ(bk) −Φ(ak)
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆(

n
∑
k=1
(bk − ak))

1
p
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and Φ is absolutely continuous on [a, b]. Therefore Φ is differentiable a. e. on [a, b],
and if g = Φ󸀠, then g is integrable over [a, b] and

Φ(x) =
x

∫
a

g

for all x ∈ [a, b]. Therefore, for each [c, d] ⊆ (a, b),

𝕋(κ[c,d)) = Φ(d) −Φ(c) =
b

∫
a

gκ[c,d).

Since the functional𝕋 and the functional f 󳨃󳨀→ ∫ba gf are linear on the vector space of
step functions in Lp([a, b]), it follows that

𝕋(f ) =
b

∫
a

gf

for all step functions f in Lp([a, b]). By Theorem 3.12, it follows that there is a sequence
{ϕn}n∈N of step functions that converges to f in Lp([a, b]) and also it is uniformly point-
wise bounded on [a, b]. Hence, by (3.8), we get

lim
n→∞
𝕋(ϕn) = 𝕋(f ).

On the other hand, by the Lebesgue dominated convergence theorem, we obtain

lim
n→∞

b

∫
a

gϕn =
b

∫
a

gf .

Therefore

𝕋(f ) =
b

∫
a

gf

for all simple functions f in Lp([a, b]). Since 𝕋 is bounded,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

b

∫
a

gf
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= 󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆‖f ‖p

for all simple functions f in Lp([a, b]). From this and from Theorem 3.16, we have
g ∈ Lq([a, b]). By Theorem 3.14, the functional f 󳨃󳨀→ ∫ba gf is bounded on Lp([a, b]).
This functional agrees with𝕋 on the simple functions in Lp([a, b]). Because the set of
the simple functions in Lp([a, b]) is dense in Lp([a, b]) (see Theorem 3.11), using Theo-
rem 3.15, these two functionals agree on all of Lp([a, b]). This completes the proof.
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Theorem 3.18 (The Riesz representation theorem). Let E be a measurable set, 1 ≤ p <
∞, 1

p +
1
q = 1. For each g ∈ L

p(E), define the bounded linear functional 𝕋g on Lp(E) by

𝕋g(f ) = ∫
E

gf

for all f ∈ Lp(E). Then, for each bounded linear functional 𝕋 on Lp(E), there is unique
function g ∈ Lq(E) for which

𝕋g = 𝕋 and ‖𝕋‖⋆ = ‖g‖q.

Proof. By Theorem 3.14, it follows that𝕋g is a bounded linear functional on Lp(E) and
‖𝕋g‖⋆ = ‖g‖q for each g ∈ Lp(E). Also, if g1, g2 ∈ Lq(E), then

𝕋g1−g2 (f ) = ∫
E

(g1 − g2)f = ∫
E

(g1f − g2f ) = ∫
E

g1f − ∫
E

g2f = 𝕋g1 (f ) − 𝕋g2 (f )

for any f ∈ Lp(E). Therefore, if 𝕋g1 = 𝕋g2 , then 𝕋g1−g2 = 0, and hence, ‖g1 − g2‖q = 0,
so that g1 = g2. Therefore, for a bounded linear functional 𝕋 on Lp(E) there is at most
one g ∈ Lp(E) for which 𝕋g = 𝕋.
1. Suppose that E = R. Let𝕋 be a bounded linear functional on Lp(R). For any n ∈ N,

we define the linear functional 𝕋n on Lp([−n, n]) by

𝕋n(f ) = 𝕋( ̂f )

for all f ∈ Lp([−n, n]), where ̂f is the extension of f to all ofR that vanishes outside
[−n, n]. Then

‖f ‖p = ‖ ̂f ‖p

and

󵄨󵄨󵄨󵄨𝕋n(f )
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨𝕋( ̂f )
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆‖ ̂f ‖p = ‖𝕋‖⋆‖f ‖p

for any f ∈ Lp([−n, n]). Hence,

‖𝕋n‖⋆ ≤ ‖𝕋‖⋆.

By Theorem 3.17, it follows that there is a function gn ∈ Lq([−n, n]) for which

𝕋n(f ) = ∫
E

gnf

for all f ∈ Lp([−n, n]) and

‖gn‖q = ‖𝕋n‖⋆ ≤ ‖𝕋‖⋆. (3.15)
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Note that the restriction of gn+1 to [−n, n] agrees with gn a. e. on [−n, n]. Define g to
be a measurable function on R that agrees with gn a. e. on [−n, n] for each n ∈ N.
Hence, for all f ∈ Lp(R) that vanish outside a bounded set,

𝕋(f ) = ∫
R

gf .

By (3.15),

n

∫
−n

|g|q ≤ ‖𝕋‖q⋆.

Because the set of all functions of Lp(E) that vanishes outside a bounded set is
dense in Lp(R), using Theorem 3.15, we conclude that 𝕋g agrees with 𝕋 on all
Lp(R).

2. Let E be a measurable set and 𝕋 be a bounded linear functional on Lp(E). Define
the linear functional 𝕋̂ on Lp(E) by

𝕋̂(f ) = 𝕋(f |E), f ∈ Lp(R).

Then 𝕋̂ is a bounded linear functional on Lp(R). Hence, there is a function ĝ ∈
Lq(R) for which

𝕋̂(f ) = ∫
R

ĝf

for any f ∈ Lp(R). Define g = ĝ|E. Then 𝕋 = 𝕋g . This completes the proof.

Definition 3.9. Let 1 ≤ p ≤ ∞ and q is its conjugate. The space Lq(⋅) is called the dual
space of the space Lp(⋅).

Definition 3.10. Let X be a normed vector space. A sequence {fn}n∈N in X is said to
converge weakly in X to f ∈ X if

lim
n→∞
𝕋(fn) = 𝕋(f )

for any linear functional 𝕋 on X. We will write

fn ⇀ f in X.

Remark 3.3. If X is a normed vector space, we will write fn → f in X if

‖fn − f ‖ → 0 as n→∞.

In this case, we will say that the sequence {fn}n∈N converges strongly to f in X.
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Theorem 3.19. Let X be a normed vector space, {fn}n∈N be a sequence in X, f ∈ X. If
fn → f in X, then fn ⇀ f in X.

Proof. Since fn → f in X, we have

‖fn − f ‖ → 0 as n→∞.

Let 𝕋 be arbitrarily chosen linear functional on X. Then

󵄨󵄨󵄨󵄨𝕋(fn) − 𝕋(f )
󵄨󵄨󵄨󵄨 ≤ ‖𝕋‖⋆‖fn − f ‖ → 0 as n→∞.

Because𝕋was arbitrarily chosen linear functional onX, we conclude that fn ⇀ f inX.
This completes the proof.

Theorem 3.20. Let E be ameasurable set, 1 ≤ p < ∞ and q is its conjugate. Then fn ⇀ f
in Lp(E) if and only if

lim
n→∞
∫
E

gfn = ∫
E

gf (3.16)

for all g ∈ Lq(E).

Proof.
1. Let fn ⇀ f in Lp(E). Then for every linear functional 𝕋 we have

lim
n→∞
𝕋(fn) = 𝕋(f ).

Hence, using h 󳨃󳨀→ ∫E gh, h ∈ L
p(E), is a linear functional for each g ∈ Lq(E), we

get (3.16).
2. Assume that (3.16) holds. Let 𝕋 be arbitrarily chosen linear functional on Lp(E).

By the Riesz representation theorem, it follows that for any h ∈ Lp(E) there is a
unique g ∈ Lq(E) such that

𝕋(h) = ∫
E

gh.

Hence, by (3.16), we obtain

lim
n→∞
𝕋(fn) = 𝕋(f ).

Because 𝕋 was arbitrarily chosen linear functional on Lp(E), we conclude that
fn ⇀ f in Lp(E). This completes the proof.

Theorem 3.21. Let E be a measurable set, 1 ≤ p < ∞. Then a sequence in Lp(E) can
converge weakly to at most one function in Lp(E).
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Proof. Let q be the conjugate ofp. Let also {fn}n∈N be a sequence inLp(E) that converges
weakly to f1, f2 ∈ Lp(E). Then f1 − f2 ∈ Lp(E) and

∫
E

󵄨󵄨󵄨󵄨‖f1 − f2‖
1−p
p sign(f1 − f2)|f1 − f2|

p−1󵄨󵄨󵄨󵄨
q ≤ ‖f1 − f2‖

(1−p)q
p ∫

E

|f1 − f2|
q(p−1)

= ‖f1 − f2‖
(1−p)q
p ∫

E

|f1 − f2|
p = 1,

i. e., ‖f1 − f2‖1−pp sign(f1 − f2)|f1 − f2|p−1 ∈ Lq(E). Hence, by Theorem 3.20, we get

∫
E

‖f1 − f2‖
1−p
p sign(f1 − f2)|f1 − f2|

p−1f1 = limn→∞
∫
E

‖f1 − f2‖
1−p
p sign(f1 − f2)|f1 − f2|

p−1fn

= ∫
E

‖f1 − f2‖
1−p
p sign(f1 − f2)|f1 − f2|

p−1f2.

Therefore

0 = ∫
E

‖f1 − f2‖
1−p
p sign(f1 − f2)|f1 − f2|

p−1(f1 − f2)

= ‖f1 − f2‖
1−p
p ∫

E

|f1 − f2|
p = ‖f1 − f2‖p.

Consequently f1 = f2. This completes the proof.

Definition 3.11. Let E be a measurable set and 1 ≤ p < ∞.
1. Let {fn}n∈N be a sequence in Lp(E), f ∈ Lp(E) and fn ⇀ f in Lp(E). The function f

will be called the weak sequential limit.
2. Let f ∈ Lp(E). The function

f ⋆ = ‖f ‖1−pp sign(f )|f |p−1

will be called the conjugate function of f . Note that f ⋆ ∈ Lq(E), where q is the
conjugate of p.

Exercise 3.1. Let E be a measurable set, 1 ≤ p < ∞, f ∈ Lp(E) and f ⋆ be the conjugate
function of f . Prove that

󵄩󵄩󵄩󵄩f
∗󵄩󵄩󵄩󵄩q = 1,

where q is the conjugate of p.

Remark 3.4. Let X be a linear normed space and fn ⇀ f in X. Suppose that the se-
quence {‖fn‖}n∈N is unbounded. By taking a subsequence and relabeling, we can as-
sume that ‖fn‖ ≥ n3n. By taking a further subsequence and relabeling, we can assume
that

‖fn‖
n3n
→ α ∈ [1,∞), as n→∞.
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Let𝕋 be arbitrarily chosen linear functional. Then there is a constantM > 0 such that

󵄨󵄨󵄨󵄨𝕋(fn)
󵄨󵄨󵄨󵄨 ≤ M,

󵄨󵄨󵄨󵄨𝕋(f )
󵄨󵄨󵄨󵄨 ≤ M

for any n ∈ N. Hence,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝕋( n3

n

‖fn‖
fn) − 𝕋(

1
α
f)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝕋( n3

n

‖fn‖
fn) − 𝕋(

1
α
fn) + 𝕋(

1
α
fn) − 𝕋(

1
α
f)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝕋(( n3

n

‖fn‖
− 1
α
)fn) + 𝕋(

1
α
(fn − f ))

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
n3n

‖fn‖
− 1
α

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨𝕋(fn)
󵄨󵄨󵄨󵄨 +

1
α
󵄨󵄨󵄨󵄨𝕋(fn) − 𝕋(f )

󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
n3n

‖fn‖
− 1
α

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
M + 1

α
󵄨󵄨󵄨󵄨𝕋(fn) − 𝕋(f )

󵄨󵄨󵄨󵄨 → 0 as n→∞.

Therefore

n3n

‖fn‖
fn ⇀

1
α
f in X.

Theorem 3.22. Let E be a measurable set and 1 ≤ p < ∞. Suppose that fn ⇀ f in Lp(E).
Then {fn}n∈N is bounded in Lp(E) and ‖f ‖p ≤ lim inf ‖fn‖p.

Proof. Let q be the conjugate ofp and f ⋆ be the conjugate function of f . Then f ⋆ ∈ Lq(E)
and using Hölder’s inequality, we get

∫
E

f ⋆fn ≤
󵄩󵄩󵄩󵄩f
⋆󵄩󵄩󵄩󵄩q‖fn‖p = ‖fn‖p

for any n ∈ N. Since fn ⇀ f in Lp(E), by Theorem 3.20, we get

‖f ‖p = ∫
E

f ⋆f = lim
n→∞
∫
E

f ⋆fn ≤ lim inf ‖fn‖p.

Now we assume that the sequence {fn}n∈N is unbounded. Using Remark 3.4 and by
taking scalarmultiples,we can suppose that ‖fn‖p = n3n, n ∈ N. Let f ⋆k be the conjugate
functions of fk, k ∈ N. Let also ϵ1 = 1

3 and we define

ϵk =
1
3k

if ∫
E

k−1
∑
l=1

ϵlf
⋆
l fk ≥ 0

and

ϵk = −
1
3k

if ∫
E

k−1
∑
l=1

ϵlf
⋆
l fk ≤ 0
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for k ∈ N, k ≥ 2. Then
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(
n
∑
k=1

ϵkf
⋆
k )fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(
n
∑
k=1

ϵk‖fk‖
1−p
p sign(fk)|fk |

p−1)fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

n−1
∑
k=1

ϵk‖fk‖
1−p
p sign(fk)|fk |

p−1fn + ∫
E

ϵn‖fn‖
1−p
p |fn|

p
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

n−1
∑
k=1

ϵk‖fk‖
1−p
p sign(fk)|fk |

p−1fn + ϵn‖fn‖p
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≥ 1
3n
‖fn‖p = n.

Also,

󵄩󵄩󵄩󵄩ϵkf
⋆
k
󵄩󵄩󵄩󵄩q =

1
3k
, k ∈ N.

Since the series ∑∞k=1
1
3k is a convergent series, we see that ∑

∞
k=1 ϵkf

⋆
k is a convergent

series in Lq(E) and let

g =
∞

∑
k=1

ϵkf
⋆
k .

For any n ∈ N, we have

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

gfn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(
∞

∑
k=1

ϵkf
⋆
k )fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(
n
∑
k=1

ϵkf
⋆
k )fn + ∫

E

(
∞

∑
k=n+1

ϵkf
⋆
k )fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≥
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(
n
∑
k=1

ϵkf
⋆
k )fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(
∞

∑
k=n+1

ϵkf
⋆
k )fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≥ n −
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞

∑
k=n+1

ϵkf
⋆
k

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩q
‖fn‖p

≥ n −
∞

∑
k=n+1

󵄩󵄩󵄩󵄩ϵkf
⋆
k
󵄩󵄩󵄩󵄩q‖fn‖p = n −

∞

∑
k=n+1

1
3k
‖fn‖p = n −

1
2(3n)
‖fn‖p =

n
2
,

which is a contradiction, because fn ⇀ f in Lp(E) and g ∈ Lq(E). This completes the
proof.

Theorem 3.23. Let E be a measurable set, 1 ≤ p < ∞ and q is its conjugate. Suppose
that fn ⇀ f in Lp(E) and gn → g strongly in Lq(E). Then

lim
n→∞
∫
E

gnfn = ∫
E

gf . (3.17)
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Proof. We have

∫
E

gnfn − ∫
E

gf = ∫
E

(gn − g)fn + ∫
E

g(fn − f ). (3.18)

By Theorem 3.22, it follows that there is a constantM > 0 such that ‖fn‖p ≤ M for any
n ∈ N. Then, using Hölder’s inequality, we obtain

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(gn − g)fn
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ∫

E

|gn − g||fn| ≤ ‖gn − g‖q‖fn‖p ≤ M‖gn − g‖q → 0 as n→∞. (3.19)

Since fn ⇀ f in Lp(E) and g ∈ Lq(E), using Theorem 3.20, we obtain

∫
E

g(fn − f ) → 0 as n→∞.

Hence, by (3.18) and (3.19), we obtain (3.17). This completes the proof.

Theorem 3.24. Let E be a measurable set, 1 ≤ p < ∞ and q be its conjugate. Let also
ℱ ⊂ Lq(E) and its span is dense in Lq(E). Suppose that {fn}n∈N is a bounded sequence in
Lp(E) and f ∈ Lp(E). Then fn ⇀ f in Lp(E) if and only if

lim
n→∞
∫
E

fng = ∫
E

fg (3.20)

for all g ∈ ℱ .

Proof.
1. Let fn ⇀ f in Lp(E). Using Theorem 3.20, we conclude that (3.20) holds.
2. Suppose that (3.20) holds. Let g0 ∈ Lq(E) is arbitrarily chosen. For any g ∈ Lq(E)

and for any n ∈ N, we have

∫
E

(fn − f )g0 = ∫
E

(fn − f )(g0 − g) + ∫
E

(fn − f )g

and hence, using Hölder’s inequality, we obtain

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )g0
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )(g0 − g) + ∫
E

(fn − f )g
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )(g0 − g)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )g
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ ‖fn − f ‖p‖g0 − g‖q +
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
E

(fn − f )g
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
.

(3.21)
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We take ϵ > 0 arbitrarily. Since {fn}n∈N is bounded in Lp(E) and the span of ℱ is
dense in Lq(E), there is g ∈ ℱ such that

‖fn − f ‖p‖g − g0‖q <
ϵ
2

for any n ∈ N. Hence, by (3.21), we conclude that

∫
E

fng0 → ∫
E

fg0 as n→∞.

Because g0 ∈ Lq(E) was arbitrarily chosen, we obtain (3.16). Therefore fn ⇀ f in
Lp(E). This completes the proof.

3.7 General Lp spaces

Let (X,ℳ, μ) be a measure space.ℱ be the collection of all measurable extended real-
valued functions on X that are finite a. e. on X.

Definition 3.12. Define two functions f and g inℱ to be equivalent, andwewrite f ∼ g,
provided

f (x) = g(x) for almost all x ∈ X.

The relation ∼ is an equivalent relation, that is, it is reflexive, symmetric and tran-
sitive. Therefore it induces a partition of ℱ into a disjoint collection of equivalence
classes, which we denote by ℱ/ ∼. For given two functions f and g in ℱ , their equiv-
alence classes [f ] and [g] and real numbers α and β, we define α[f ] + β[g] to be the
equivalence class of the functions inℱ that take the value αf (x)+βg(x) at points x ∈ X
at which both f and g are finite. Note that these linear combinations are independent
of the choice of the representatives of the equivalence classes. The zero element in
ℱ/ ∼ is the equivalence class of functions that vanish a. e. in X. Thus ℱ/ ∼ is a vector
space.

Definition 3.13. For 1 ≤ p < ∞, we define Lp(X, μ) to be the collection of equivalence
classes [f ] for which

∫
X

|f |pdμ < ∞.

This is properly defined since, if f ∼ g, then

∫
X

|f |pdμ = ∫
X

|g|pdμ.
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Note that, if [f ], [g] ∈ Lp(X, μ), then, for any real constants α and β, we have

∫
X

|αf + βg|pdμ ≤ 2p(∫
X

|αf |pdμ + ∫
X

|βg|pdμ)

= |2α|p ∫
X

|f |pdμ + |2β|p ∫
X

|g|pdμ < ∞,

i. e., α[f ] + β[g] ∈ Lp(X, μ).

Definition 3.14. We call a function f ∈ ℱ essentially bounded provided there is some
M ≥ 0, called an essential upper bound for f , for which

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 ≤ M for almost all x ∈ X.

Definition 3.15. We define L∞(X, μ) to be the collection of equivalence classes [f ] for
which f is essentially bounded.

Note that L∞(X, μ) is properly defined since, if f ∼ g, then

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ M for almost all x ∈ X.

Also, if [f ], [g] ∈ L∞(X, μ) and α, β ∈ R, there are nonnegative constants M1 and M2
such that

󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 ≤ M1,

󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ M2 for almost all x ∈ X.

Hence,

󵄨󵄨󵄨󵄨αf (x) + βg(x)
󵄨󵄨󵄨󵄨 ≤ |α|
󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 + |β|
󵄨󵄨󵄨󵄨g(x)
󵄨󵄨󵄨󵄨 ≤ |α|M1 + |β|M2

for almost all x ∈ X. Therefore α[f ] + β[g] ∈ L∞(X, μ) and hence, L∞(X, μ) is a vector
space. For simplicity and convenience, we refer to the equivalence classes in ℱ/ ∼ as
functions and denote them by f rather than [f ]. Thus f = g means f − g vanishes a. e.
on X.

Definition 3.16. For 1 ≤ p < ∞, in Lp(X, μ) we define

‖f ‖p = (∫
X

|f |p)
1
p

.

For p = ∞, we define ‖f ‖∞ to be the infimum of the essential upper bounds for f .

Remark 3.5. Note that the idea for the proof of next assertions in this section is the
same as the idea for the proof of the assertions in the previous sections in this chapter.
Therefore we leave the proof of the next assertions in this section.
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Theorem 3.25. Let (X,ℳ, μ) be a measure space, 1 ≤ p < ∞, and q be the conjugate
of p. If f ∈ Lp(X, μ), g ∈ Lq(X, μ), then fg ∈ L1(X, μ) and

∫
X

|fg|dμ ≤ ‖f ‖p‖g‖q.

Moreover, if f ̸= 0, the function f ⋆ = ‖f ‖1−pp sign(f )|f |p−1 ∈ Lq(X, μ),

∫
X

ff ⋆dμ = ‖f ‖p and 󵄩󵄩󵄩󵄩f
⋆󵄩󵄩󵄩󵄩q = 1.

Theorem 3.26. Let (X,ℳ, μ)be a finitemeasure space and 1 ≤ p1 < p2. ThenLp2 (X, μ) ⊆
Lp1 (X, μ) and

‖f ‖p1 ≤ c‖f ‖p2 for f ∈ Lp2 (X, μ),

where

c =
{
{
{

(μ(X))
p2−p1
p1p2 if p2 < ∞,

(μ(X))
1
p1 if p2 = ∞.

Theorem 3.27. Let (X,ℳ, μ) be ameasure space and 1 < p ≤ ∞. If {fn}n∈N is a bounded
sequence of functions in Lp(X, μ), then {fn}n∈N is uniformly integrable over X.

Theorem 3.28. Let (X,ℳ, μ) be a measure space and 1 ≤ p ≤ ∞. Then every rapidly
Cauchy sequence in Lp(X, μ) converges to a function in Lp(X, μ), both with respect to the
Lp(X, μ) norm and pointwise a. e. in X.

Theorem 3.29 (The Riesz–Fischer theorem). Let (X,ℳ, μ) be a measure space and 1 ≤
p ≤ ∞. Then Lp(X, μ) is a Banach space. Moreover, if a sequence in Lp(X, μ) converges
in Lp(X, μ) to a function f ∈ Lp(X, μ), then a subsequence converges pointwise a. e. on X
to f .

Proof. Let {fn}n∈N be a Cauchy sequence of Lp(X, μ). Then it has a rapidly Cauchy sub-
sequence {fnk }k∈N. By Theorem 3.28, it follows that {fnk }k∈N converges to a function in
Lp(X, μ)bothwith respect to theLp(X, μ)normandpointwise a. e. onX. This completes
the proof.

Theorem 3.30. Let (X,ℳ, μ) be a measure space and 1 ≤ p < ∞. Then the subspace of
simple functions on X that vanish outside a set of finite measure is dense in Lp(X, μ).

Theorem 3.31 (The Vitali Lp convergence theorem). Let (X,ℳ, μ) be a measure space
and 1 ≤ p < ∞. Suppose that {fn}n∈N is a sequence in Lp(X, μ) that converges pointwise
a. e. to f ∈ Lp(X, μ). Then fn → f in Lp(X, μ), as n → ∞, if and only if {|fn|p}n∈N is
uniformly integrable and tight.
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For 1 ≤ p < ∞, let f ∈ Lq(X, μ), where q is the conjugate of p. Define the linear
functional 𝕋f : Lp(X, μ) 󳨃󳨀→ R by

𝕋f (g) = ∫
X

fgdμ, g ∈ Lp(X, μ). (3.22)

Theorem 3.32 (The Riesz representation theorem for the dual space of the space
Lp(X, μ)). Let (X,ℳ, μ) be a σ-finite measure space, 1 ≤ p < ∞, and q be the conju-
gate to p. For f ∈ Lq(X, μ), define 𝕋f ∈ (Lp(X, μ))⋆ by (3.22). Then 𝕋f is an isometric
isomorphism of Lq(X, μ) onto the space of the linear functionals on Lp(X, μ).

Remark 3.6. Let 1 ≤ p ≤ ∞. When it is clear from the context what measure is used, μ
is omitted and one just writes Lp(X).

3.8 Advanced practical problems

Problem 3.1. Let f ∈ L1([a, b]) and define

‖f ‖ =
b

∫
a

x2󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨dx.

Prove that this is a norm in L1([a, b]).

Problem 3.2. For f ∈ L∞([a, b]), prove that

‖f ‖∞ = min{M : m{x ∈ [a, b] : 󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 > M} = 0}.

Problem 3.3. Let

f (x) = x−
1
2

1 + log x
, x > 1.

Prove that f ∈ Lp((1,∞)) if and only if p = 2.

Problem 3.4. Let f (x) = log( 1x ), x ∈ (0, 1], 1 ≤ p < ∞. Prove that f ∈ L
p((0, 1]) and

f ∉ L∞((0, 1]).

Problem 3.5. Let E be a measurable set, 1 ≤ p < ∞ and q is the conjugate of p, f ∈
Lp(E). Prove that f ≡ 0 if and only if

∫
E

fg = 0

for any g ∈ Lq(E).

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



208 | 3 The Lp spaces

Problem 3.6. Let E be a measurable set of finite measure, 1 ≤ p1 < p2 ≤ ∞. Prove that
if fn → f strongly in Lp2 (E), then fn → f strongly in Lp1 (E).

Problem 3.7. Let E be a measurable set, 1 ≤ p < ∞, q is the conjugate of p, S is dense
in Lq(E). Prove that if g ∈ Lp(E) and ∫E fg = 0 for any f ∈ S, then g = 0.

Problem 3.8. Let E be a measurable set, 1 ≤ p < ∞. Prove that the functions in Lp(E)
that vanish outside a bounded set are dense in Lp(E).

Problem 3.9. Let [a, b] be a closed bounded interval and fn ⇀ f inC([a, b]). Prove that
{fn}n∈N converges pointwise on [a, b] to f .

Problem 3.10. Let [a, b] be a closed bounded interval and fn ⇀ f in L∞([a, b]). Prove
that

lim
n→∞

x

∫
a

fn =
x

∫
a

f

for any x ∈ [a, b].
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4 Linear operators

4.1 Definition

An operator is generally a mapping that acts on the elements of a vector space to pro-
duce other elements of the same or another vector space. Themost common operators
which act on vector spaces are linear operators.

Suppose that X and Y are vector spaces over F.

Definition 4.1. The operator𝔸 : X 󳨃󳨀→ Y will be called a linear operator, if
1. it is additive, i. e.,

𝔸(x1 + x2) = 𝔸x1 + 𝔸x2, x1, x2 ∈ X,

2. it is homogeneous, i. e.,

𝔸(λx) = λ𝔸x, λ ∈ F, x ∈ X.

Example 4.1. Let K(t, s) be a continuous function on the square 0 ≤ t, s ≤ 1. For x ∈
C([0, 1]) we define the operator

y(t) =
1

∫
0

K(t, s)x(s)ds, t ∈ [0, 1], y = 𝔸x.

Let X = Y = C([0, 1]). It is evident that 𝔸 : X 󳨃󳨀→ Y. We will prove that it is a linear
operator.
1. Let x1, x2 ∈ X be arbitrarily chosen. Then

𝔸x1(t) =
1

∫
0

K(t, s)x1(s)ds,

𝔸x2(t) =
1

∫
0

K(t, s)x2(s)ds,

𝔸(x1 + x2)(t) =
1

∫
0

K(t, s)(x1(s) + x2(s))ds =
1

∫
0

K(t, s)x1(s)ds +
1

∫
0

K(t, s)x2(s)ds

= 𝔸x1(t) + 𝔸x2(t), t ∈ [0, 1].

2. Let λ ∈ F and x ∈ X be arbitrarily chosen and fixed. Then

𝔸(λx)(t) =
1

∫
0

K(t, s)λx(s)ds = λ
1

∫
0

K(t, s)x(s)ds = λ𝔸x(t), t ∈ [0, 1].

Therefore𝔸 : X 󳨃󳨀→ Y is a linear operator.

https://doi.org/10.1515/9783110657722-004
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Example 4.2. For x ∈ C1([0, 1]) we define the operator

y(t) = d
dt
x(t), t ∈ [0, 1], y = 𝔸x.

Let X = C1([0, 1]), Y = C([0, 1]). It is evident that 𝔸 : X 󳨃󳨀→ Y. We will prove that it is a
linear operator.
1. Let x1, x2 ∈ X be arbitrarily chosen and fixed. Then

𝔸x1(t) =
d
dt
x1(t), 𝔸x2(t) =

d
dt
x2(t),

𝔸(x1 + x2)(t) =
d
dt
(x1 + x2)(t)

=
d
dt
x1(t) +

d
dt
x2(t) = 𝔸x1(t) + 𝔸x2(t), t ∈ [0, 1].

2. Let λ ∈ F and x ∈ X be arbitrarily chosen. Then

𝔸(λx)(t) = d
dt
(λx)(t) = λ d

dt
x(t) = λ𝔸x(t), t ∈ [0, 1].

Therefore𝔸 : X 󳨃󳨀→ Y is a linear operator.

Example 4.3. For x ∈ C([0, 1]) we define the operator

y =
1

∫
0

(x(t))2dt, y = 𝔸x.

Let X = C([0, 1]), Y = F. It is evident that𝔸 : X 󳨃󳨀→ Y. Let

x1(t) = 1, x2(t) = t, t ∈ [0, 1].

Then

𝔸x1 =
1

∫
0

dt = t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
= 1,

𝔸x2 =
1

∫
0

t2dt = 1
3
t3
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
=
1
3
,

𝔸x1 + 𝔸x2 = 1 +
1
3
=
4
3
,

𝔸(x1 + x2) =
1

∫
0

(t + 1)2dt =
1

∫
0

(t2 + 2t + 1)dt =
1

∫
0

t2dt + 2
1

∫
0

tdt +
1

∫
0

dt

=
1
3
t3
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
+ t2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
+ t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
=
1
3
+ 1 + 1 = 7

3
.
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Therefore

𝔸(x1 + x2) ̸= 𝔸x1 + 𝔸x2.

Consequently𝔸 : X 󳨃󳨀→ Y is not a linear operator.

Exercise 4.1. For x ∈ C([0, 1]) we define the operator

y(t) = x(t2), t ∈ [0, 1], y = 𝔸x.

Prove that𝔸 : C([0, 1]) 󳨃󳨀→ C([0, 1]) is a linear operator.

4.2 Linear operators in normed vector spaces

In this section we suppose that X and Y are normed vector spaces. The convergence
in X and Y is a norm convergence.

Definition 4.2. We say that the linear operator 𝔸 : X 󳨃󳨀→ Y is continuous at x ∈ X, if
for any ϵ > 0 there is a δ = δ(ϵ) such that

‖𝔸x1 − 𝔸x‖ < ϵ

whenever ‖x1 − x‖ < δ, x1 ∈ X. In other words, the linear operator 𝔸 : X 󳨃󳨀→ Y is said
to be continuous at x ∈ X if 𝔸xn → 𝔸x in Y, as n → ∞, whenever xn → x in X, as
n →∞, where {xn}n∈N is a sequence of elements of X. We say that the linear operator
𝔸 : X 󳨃󳨀→ Y is continuous in X, if it is continuous at every point of X.

Example 4.4. Let X = Y = C([0, 1]). Consider the operator

𝔸x(t) = t2
1

∫
0

x(s)ds, t ∈ [0, 1], x ∈ X.

Let x ∈ X be arbitrarily chosen and fixed. We take ϵ > 0 arbitrarily and xn ∈ X such
that

‖xn − x‖ = max
t∈[0,1]
󵄨󵄨󵄨󵄨xn(t) − x(t)

󵄨󵄨󵄨󵄨 < ϵ.

Hence,

󵄨󵄨󵄨󵄨𝔸xn(t) − 𝔸x(t)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t2

1

∫
0

xn(s)ds − t
2

1

∫
0

x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
t2

1

∫
0

(xn(s) − x(s))ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ t2
1

∫
0

󵄨󵄨󵄨󵄨xn(s) − x(s)
󵄨󵄨󵄨󵄨ds ≤

1

∫
0

‖xn − x‖ds < ϵ, t ∈ [0, 1].

Because ϵ > 0 was arbitrarily chosen, we conclude that 𝔸 is continuous at x. Since
x ∈ X was arbitrarily chosen, we see that the operator𝔸 is continuous in X.
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Nowwe suppose that𝔸 : X 󳨃󳨀→ Y is a linear continuous operator.We take x = y+z,
y, z ∈ X. Then

𝔸x = 𝔸(y + z) = 𝔸y + 𝔸z = 𝔸y + 𝔸(x − y).

Therefore

𝔸(x − y) = 𝔸x − 𝔸y. (4.1)

We set x = y in (4.1) and we get

𝔸0 = 𝔸x − 𝔸x = 0.

We set x = 0 in (4.1) and we obtain

𝔸(−y) = 𝔸0 − 𝔸y = −𝔸y. (4.2)

Theorem 4.1. Let𝔸 : X 󳨃󳨀→ Y be a linear operator which is continuous at a single point
x0 ∈ X. Then it is continuous on the entire space X.

Proof. Let {xn}n∈N be a sequence of elements of X such that xn → x, as n → ∞, in X,
x ∈ X. Hence,

xn − x + x0 → x0, as n→∞.

Therefore

𝔸(xn − x + x0) → 𝔸x0, as n→∞. (4.3)

Since𝔸 : X 󳨃󳨀→ Y is a linear operator, we get

𝔸(xn − x + x0) = 𝔸xn − 𝔸x + 𝔸x0, n ∈ N.

Using (4.3), we obtain

𝔸xn → 𝔸x, as n→∞.

This completes the proof.

Definition 4.3. Let 𝔸,𝔹 : X 󳨃󳨀→ Y be linear operators. We define the addition of the
operators𝔸 and 𝔹 by

(𝔸 + 𝔹)x = 𝔸x + 𝔹x, x ∈ X,

and the scalar multiplication by

(λ𝔸)x = λ𝔸x, x ∈ X, λ ∈ F.
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The zero operator𝕆 we define by

𝕆x = 0

for any x ∈ X. The identity operator 𝕀 is defined by

𝕀x = x

for any x ∈ X. Let𝔸,𝔹 : X 󳨃󳨀→ X. We define

(𝔸𝔹)x = 𝔸(𝔹x),
𝔸2x = 𝔸(𝔸x),
𝔸nx = 𝔸(𝔸n−1x), n ≥ 3, x ∈ X.

Remark 4.1. If𝔸,𝔹,ℂ : X 󳨃󳨀→ Y, then

(𝔸𝔹)ℂ = 𝔸(𝔹ℂ),

(𝔸 + 𝔹)ℂ = 𝔸ℂ + 𝔹ℂ,

ℂ(𝔸 + 𝔹) = ℂ𝔸 + ℂ𝔹.

In the general case, we have

𝔸𝔹 ̸= 𝔹𝔸.

Definition 4.4. Let 𝔸 : X 󳨃󳨀→ Y be a linear operator. We say that the linear operator
𝔹 : X 󳨃󳨀→ Y is a left inverse of the operator𝔸, if

𝔹𝔸 = 𝕀.

We say that the linear operator ℂ : X 󳨃󳨀→ Y is a right inverse of the operator𝔸, if

𝔸ℂ = 𝕀.

Let 𝔹,ℂ : X 󳨃󳨀→ Y be left and right inverse, respectively, of the linear operator 𝔸 :
X 󳨃󳨀→ Y. Then

𝔹 = 𝔹𝕀 = 𝔹(𝔸ℂ) = (𝔹𝔸)ℂ = 𝕀ℂ = ℂ.

In this case it is said that the operator 𝔸 has an inverse denoted by 𝔸−1. Thus, if 𝔸−1

exists, we have

𝔸−1𝔸 = 𝔸𝔸−1 = 𝕀.

A linear operator𝔸 : X 󳨃󳨀→ Y can have at most one inverse.
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Theorem 4.2. Let 𝔸 : X 󳨃󳨀→ Y be a linear operator that is continuous at 0. Then 𝔸 is
continuous in X.

Proof. Let x ∈ X be arbitrarily chosen. Since𝔸 is continuous at 0, we get
󵄩󵄩󵄩󵄩𝔸(xn − x) − 𝔸0

󵄩󵄩󵄩󵄩 → 0, as ‖xn − x‖ → 0,

or

‖𝔸xn − 𝔸x‖ → 0, as ‖xn − x‖ → 0.

Therefore 𝔸 is continuous at x. Because x ∈ X was arbitrarily chosen, we conclude
that𝔸 is continuous in X. This completes the proof.

Definition 4.5. A linear operator 𝔸 : X 󳨃󳨀→ Y will be called bounded if there is a
constantM ≥ 0 such that

‖𝔸x‖ ≤ M‖x‖

for any x ∈ X.

Example 4.5. Let X = Y = C([0, 1]), a ∈ X. Consider the operator

𝔸x(t) =
t

∫
0

a(s)x(s)ds, t ∈ [0, 1], x ∈ C([0, 1]).

We have𝔸 : X 󳨃󳨀→ Y. In X we define a norm as follows:

‖x‖ = max
t∈[0,1]
󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨, x ∈ X.

Because a ∈ C([0, 1]), there is a positive constantM such that
󵄨󵄨󵄨󵄨a(t)
󵄨󵄨󵄨󵄨 ≤ M

for any t ∈ [0, 1]. Let x ∈ X be arbitrarily chosen. Hence, for any t ∈ [0, 1], we have

󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t

∫
0

a(s)x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤

t

∫
0

󵄨󵄨󵄨󵄨a(s)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds ≤ M‖x‖

t

∫
0

ds ≤ M‖x‖.

From this,

max
t∈[0,1]
󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 ≤ M‖x‖,

or

‖𝔸x‖ ≤ M‖x‖.

Because x ∈ X was arbitrarily chosen, we conclude that 𝔸 : X 󳨃󳨀→ Y is a bounded
operator.
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Theorem 4.3. A linear operator𝔸 : X 󳨃󳨀→ Y is bounded if and only if it is continuous.

Proof.
1. Let 𝔸 : X 󳨃󳨀→ Y be a continuous operator. Assume that it is not bounded. Then

there is a sequence {xn}n∈N of elements of X such that

‖𝔸xn‖ > n‖xn‖, xn ̸= 0,

for any n ∈ N. We set

ξn =
xn

n‖xn‖
.

Then

‖𝔸ξn‖ > 1, n ∈ N. (4.4)

On the other hand,

‖ξn‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

xn
n‖xn‖

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
‖xn‖
n‖xn‖
=
1
n
→ 0, as n→∞.

Because𝔸 : X 󳨃󳨀→ Y is continuous, we get

‖𝔸ξn‖ → 0, as n→∞.

This contradicts (4.4). Therefore𝔸 : X 󳨃󳨀→ Y is bounded.
2. Let 𝔸 : X 󳨃󳨀→ Y be a bounded operator. Then there exists a positive constant M

such that

‖𝔸x‖ ≤ M‖x‖

for any x ∈ X. Let xn → x, as n→∞, i. e., ‖xn − x‖ → 0, as n→∞. Then

‖𝔸xn − 𝔸x‖ =
󵄩󵄩󵄩󵄩𝔸(xn − x)

󵄩󵄩󵄩󵄩 ≤ M‖xn − x‖ → 0, as n→∞.

Therefore𝔸 : X 󳨃󳨀→ Y is continuous. This completes the proof.

The space of all linear bounded operators 𝔸 : X 󳨃󳨀→ Y will be denoted with
ℒ(X,Y). Note that ℒ(X,Y) is a vector space.

Theorem 4.4. Let X be a Banach space and𝔸 : X 󳨃󳨀→ Y be a linear operator. By Xn we
denote the set of those x ∈ X for which ‖𝔸x‖ ≤ n‖x‖. Then X = ⋃∞n=1 Xn and at least one
of the sets Xn is everywhere dense in X.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



216 | 4 Linear operators

Proof. Note that the sets Xn, n ∈ N, are not empty because 0 ∈ Xn for any n ∈ N. Also,
any x ∈ X, x ̸= 0, occurs in one of the sets Xn because it is sufficient to take n as the
least integer, greater than ‖𝔸x‖‖x‖ . ThereforeX ⊆ ⋃

∞
n=1 Xn. By the definition of the setsXn

we have ⋃∞n=1 Xn ⊆ X. Consequently X = ⋃
∞
n=1 Xn. By Theorem 1.33, it follows that a

complete space X cannot be a countable sum of nowhere dense sets. Therefore there
is an n0 ∈ N and there is an open ballBr(x0) containingBr(x0)∩Xn0 everywhere dense.
We take x1 ∈ Br(x0) ∩ Xn0 and let Br1 [x1] be a closed ball such that

Br1 [x1] ⊂ Br(x0).

Let x ∈ X be an element for which ‖x‖ = r1. Since
󵄩󵄩󵄩󵄩(x1 + x) − x1

󵄩󵄩󵄩󵄩 = ‖x‖ = r1,

we conclude that x+x1 ∈ Br1 [x1]. There is a sequence {zk}k∈N of elements ofBr1 [x1]∩Xn0 ,
(this sequence can be stationary if x1 + x ∈ Xn0 ) such that zk → x + x1, as k → ∞.
Consequently

xk = zk − x1 → x, as k →∞.

Because xk → x, as k → ∞, and ‖x‖ = r1, we can assume that r1
2 ≤ ‖xk‖ ≤ r1 for any

large enough k ∈ N. Now, using zk , x1 ∈ Xn0 , we get

‖𝔸xk‖ = ‖𝔸zk − 𝔸x1‖ ≤ ‖𝔸zk‖ + ‖𝔸x1‖ ≤ n0(‖zk‖ + ‖x1‖).

Also,

‖zk‖ = ‖xk + x1‖ ≤ ‖xk‖ + ‖x1‖ ≤ r1 + ‖x1‖.

Therefore, for any large enough k ∈ N,

‖𝔸xk‖ ≤ n0(r1 + 2‖x1‖) ≤
2n0(r1 + 2‖x1‖)

r1
‖xk‖.

Let n be the least integer greater than 2n0(r1+2‖x1‖)
r1

. Then

‖𝔸xk‖ ≤ n‖xk‖

for any large enough k ∈ N. Consequently xk ∈ Xn for any large enough k ∈ N. Thus
every element x ∈ X with norm equal to r1 can be approximated by elements of Xn.
Let now x ∈ X, x ̸= 0, be arbitrarily chosen. We set ξ = r1

x
‖x‖ . Then ‖ξ ‖ = r1. As above,

there is a sequence {ξk}k∈N ⊆ Xn convergent to ξ . Then

xk = ξk
‖x‖
r1
→ x,

‖𝔸xk‖ =
‖x‖
r1
‖𝔸ξk‖ ≤

‖x‖
r1

n‖ξk‖ = n‖xk‖, k ∈ N.

Thus, xk ∈ Xn, k ∈ N. Consequently, Xn is everywhere dense in X. This completes the
proof.
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Definition 4.6. Let𝔸 : X 󳨃󳨀→ Y be a bounded linear operator. The smallest numberM
for which ‖𝔸x‖ ≤ M‖x‖ for any x ∈ X, will be called the norm of the operator 𝔸. It is
denoted by ‖𝔸‖.

By Definition 4.6, it follows:
1. ‖𝔸x‖ ≤ ‖𝔸‖‖x‖ for any x ∈ X.
2. For any ϵ > 0 there is an element xϵ ∈ X, xϵ ̸= 0, such that

‖𝔸xϵ‖ > (‖𝔸‖ − ϵ)‖xϵ‖.

Theorem 4.5. Let𝔸 : X 󳨃󳨀→ Y be a bounded linear operator. Then

‖𝔸‖ = sup
‖x‖≤1
‖𝔸x‖. (4.5)

Proof. For any x ∈ X, ‖x‖ ≤ 1, we have

‖𝔸x‖ ≤ ‖𝔸‖‖x‖ ≤ ‖𝔸‖. (4.6)

Let ϵ > 0 be arbitrarily chosen. Then there exists xϵ ∈ X, xϵ ̸= 0, such that

‖𝔸xϵ‖ > (‖𝔸‖ − ϵ)‖xϵ‖.

We take ξϵ =
xϵ
‖xϵ‖

. Then ‖ξϵ‖ = 1 and

‖𝔸ξϵ‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(

xϵ
‖xϵ‖
)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

1
‖xϵ‖
𝔸xϵ
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
1
‖xϵ‖
‖𝔸xϵ‖ > ‖𝔸‖ − ϵ.

Because ‖ξϵ‖ = 1, from the previous inequality, we get

sup
‖x‖≤1
‖𝔸x‖ ≥ ‖𝔸‖ − ϵ.

Hence, using the fact that ϵ > 0 was arbitrarily chosen, we get

sup
‖x‖≤1
‖𝔸x‖ ≥ ‖𝔸‖.

From the previous inequality and from (4.6), we obtain the inequality (4.5). This com-
pletes the proof.

Remark 4.2. By Theorem 4.5, it follows that

‖𝔸‖ = sup
x∈X,x ̸=0

‖𝔸x‖
‖x‖
.
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Example 4.6. Let X = Y = C([0, 1]). Consider the operator

𝔸x(t) =
1

∫
0

x(s)ds, x ∈ X, t ∈ [0, 1].

In X we take the norm ‖x‖ = maxt∈[0,1] |x(t)|. We have 𝔸 : X 󳨃󳨀→ X. We will find ‖𝔸‖.
For any x ∈ X, ‖x‖ ≤ 1, we have

󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤

1

∫
0

󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds

≤
1

∫
0

max
s∈[0,1]
󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds = ‖x‖ ≤ 1, t ∈ [0, 1].

Hence,

max
t∈[0,1]
󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 ≤ 1

or

‖𝔸x‖ ≤ 1.

Therefore

‖𝔸‖ ≤ 1. (4.7)

Now we take y(t) = 1, t ∈ [0, 1]. Then ‖y‖ = 1 and

𝔸y(t) =
1

∫
0

ds = 1, t ∈ [0, 1].

Hence, using ‖y‖ = 1, we get

sup
‖x‖≤1
‖𝔸x‖ ≥ 1,

i. e., ‖𝔸‖ ≥ 1. From this and from (4.7), we obtain ‖𝔸‖ = 1.

Example 4.7. Let K ∈ C([0, 1] × [0, 1]), X = Y = C([0, 1]). Consider the operator

𝔸x(t) =
1

∫
0

K(t, s)x(s)ds, x ∈ X, t ∈ [0, 1].
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In X we take the norm ‖x‖ = maxt∈[0,1] |x(t)|. We have 𝔸 : X 󳨃󳨀→ Y. We will find ‖𝔸‖.
Let x ∈ X be arbitrarily chosen. Then

󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

K(t, s)x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds

≤ ‖x‖ max
t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds, t ∈ [0, 1].

Hence,

max
t∈[0,1]
󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 ≤ ‖x‖ max

t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds

or

‖𝔸x‖ ≤ ‖x‖ max
t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds.

Then

sup
‖x‖≤1
‖𝔸x‖ = sup

‖x‖≤1
(max
t∈[0,1]
󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨) ≤ sup
‖x‖≤1
(‖x‖ max

t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds)

≤ max
t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds.

Therefore

‖𝔸‖ ≤ max
t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds. (4.8)

For each n ∈ N we take a set En ⊆ [0, 1] such that

m(En) ≤
1

2Mn
,

whereM = max(t,s)∈[0,1]×[0,1] |K(t, s)|. Since t 󳨃󳨀→ ∫
1
0 |K(t, s)|ds is a continuous function

on [0, 1], there exists t0 ∈ [0, 1] such that

1

∫
0

󵄨󵄨󵄨󵄨K(t0, s)
󵄨󵄨󵄨󵄨ds = max

t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds.
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Let

z0(s) = signK(t0, s), s ∈ [0, 1].

For each n ∈ N we take a continuous function xn on [0, 1] such that |xn(s)| ≤ 1 for any
s ∈ [0, 1] and xn(s) = z0(s) for s ∈ [0, 1] \ En. We have

󵄨󵄨󵄨󵄨xn(s) − z0(s)
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨xn(s)
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨z0(s)
󵄨󵄨󵄨󵄨 ≤ 1 + 1 = 2

for any s ∈ En. Then

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

K(t, s)z0(s)ds −
1

∫
0

K(t, s)xn(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

K(t, s)(z0(s) − xn(s))ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨z0(s) − xn(s)

󵄨󵄨󵄨󵄨ds

= ∫
En

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨z0(s) − xn(s)

󵄨󵄨󵄨󵄨ds ≤ 2Mm(En) ≤
1
n

for any t ∈ [0, 1] and for any n ∈ N. Therefore

1

∫
0

K(t, s)z0(s)ds ≤
1

∫
0

K(t, s)xn(s)ds +
1
n
= 𝔸xn(t) +

1
n
≤ ‖𝔸‖‖xn‖ +

1
n
≤ ‖𝔸‖ +

1
n

for any t ∈ [0, 1] and for any n ∈ N. In particular,

1

∫
0

K(t0, s)z0(s)ds ≤ ‖𝔸‖ +
1
n

for any n ∈ N. Therefore

1

∫
0

K(t0, s)z0(s)ds ≤ ‖𝔸‖,

i. e.,

max
t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds ≤ ‖𝔸‖.

From the previous inequality and from (4.8), we get

‖𝔸‖ = max
t∈[0,1]

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨ds.
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Example 4.8. Let X = Y = C([0, 1]). Consider the operator

𝔸x(t)=
t2

2

t

∫
0

x(s)ds, t ∈ [0, 1], x ∈ X.

In X we take the norm ‖x‖ = maxt∈[0,1] |x(t)|. We have 𝔸 : X 󳨃󳨀→ Y. We will find ‖𝔸‖.
Let x ∈ X be arbitrarily chosen. Then

󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t2

2

t

∫
0

x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤
t2

2

t

∫
0

󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds ≤

1
2
‖x‖

for any t ∈ [0, 1]. Hence,

‖𝔸x‖ = max
t∈[0,1]
󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 ≤

1
2
‖x‖.

Then

‖𝔸‖ = sup
|x|≤1
‖𝔸x‖ ≤ 1

2
. (4.9)

For each n ∈ N we take a set En ⊂ [0, 1] such that m(En) ≤ 1
n . Also, for each n ∈ N

we take a continuous function xn on [0, 1] such that |xn(s)| ≤ 1 for any s ∈ [0, 1] and
xn(s) = 1 for s ∈ [0, 1] \ En. Then

󵄨󵄨󵄨󵄨xn(s) − 1
󵄨󵄨󵄨󵄨 ≤ 2

for any s ∈ En. Hence,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t3

2
−
t2

2

t

∫
0

xn(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t2

2

t

∫
0

(1 − xn(s))ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤
t2

2

t

∫
0

󵄨󵄨󵄨󵄨1 − xn(s)
󵄨󵄨󵄨󵄨ds ≤

t2

2

1

∫
0

󵄨󵄨󵄨󵄨1 − xn(s)
󵄨󵄨󵄨󵄨ds

=
t2

2
∫
En

󵄨󵄨󵄨󵄨1 − xn(s)
󵄨󵄨󵄨󵄨ds ≤ m(En) ≤

1
n

for any t ∈ [0, 1] and for any n ∈ N. Hence,

t3

2
≤
1
n
+
t2

2

t

∫
0

xn(s)ds =
1
n
+ 𝔸xn(t) ≤

1
n
+ ‖𝔸‖‖xn‖ ≤

1
n
+ ‖𝔸‖

for any t ∈ [0, 1] and for any n ∈ N. In particular, for t = 1, we get
1
2
≤
1
n
+ ‖𝔸‖

for any n ∈ N. Consequently
1
2
≤ ‖𝔸‖.

From the previous inequality and from (4.9), we get ‖𝔸‖ = 1
2 .
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Exercise 4.2. Let X = Y = C([0, 1]), ‖x‖ = maxt∈[0,1] |x(t)|, x ∈ X. Find ‖𝔸‖, where

𝔸x(t) = t
2

3

t

∫
0

s2x(s)ds, x ∈ X, t ∈ [0, 1].

Answer. 1
9 .

Theorem 4.6. Let 𝔸 : X 󳨃󳨀→ Y be a linear operator. Then 𝔸 is a bounded operator if
and only if there is a constant M ≥ 0 such that ‖𝔸‖ ≤ M.

Proof.
1. Let𝔸 be a bounded operator. Then there is a constantM ≥ 0 such that

‖𝔸x‖ ≤ M‖x‖

for any x ∈ X. Hence,

‖𝔸‖ = sup
‖x‖≤1
‖𝔸x‖ ≤ sup

‖x‖≤1
(M‖x‖) = M.

2. Let there be a constantM ≥ 0 such that ‖𝔸‖ ≤ M. Then

‖𝔸x‖ ≤ ‖𝔸‖‖x‖ ≤ M‖x‖

for any x ∈ X. Therefore𝔸 is a bounded operator. This completes the proof.

Theorem 4.7. Let𝔸,𝔹 : X 󳨃󳨀→ Y be linear operators. Then

‖𝔸 + 𝔹‖ ≤ ‖𝔸‖ + ‖𝔹‖ and ‖λ𝔸‖ = |λ|‖𝔸‖

for any λ ∈ F.

Proof. We have

‖𝔸 + 𝔹‖ = sup
x∈X,‖x‖≤1

󵄩󵄩󵄩󵄩(𝔸 + 𝔹)x
󵄩󵄩󵄩󵄩 = sup

x∈X,‖x‖≤1
‖𝔸x + 𝔹x‖

≤ sup
x∈X,‖x‖≤1

(‖𝔸x‖ + ‖𝔹x‖) ≤ sup
x∈X,‖x‖≤1

‖𝔸x‖ + sup
x∈X,‖x‖≤1

‖𝔹x‖ = ‖𝔸‖ + ‖𝔹‖

and

‖λ𝔸‖ = sup
x∈X,‖x‖≤1

‖λ𝔸x‖ = sup
x∈X,‖x‖≤1

(|λ|‖𝔸x‖)

= |λ| sup
x∈X,‖x‖≤1

‖𝔸x‖ = |λ|‖𝔸‖

for any λ ∈ F. This completes the proof.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.2 Linear operators in normed vector spaces | 223

Definition 4.7. We say that a sequence {𝔸n}n∈N of elements of ℒ(X,Y) is uniformly
convergent to𝔸 ∈ ℒ(X,Y) if

‖𝔸n − 𝔸‖ → 0, as n→∞.

We will write𝔸n → 𝔸, as n→∞, or limn→∞𝔸n = 𝔸.

Theorem 4.8. Let {𝔸n}n∈N ⊆ ℒ(X,Y) and𝔸 ∈ ℒ(X,Y). Then𝔸n → 𝔸, as n→∞, if and
only if

‖𝔸nx − 𝔸x‖ → 0, as n→∞,

for any x ∈ X such that ‖x‖ ≤ 1.

Proof.
1. Let𝔸n → 𝔸, as n→∞, uniformly. Then

‖𝔸n − 𝔸‖ → 0, as n→∞.

Hence, for x ∈ X, ‖x‖ ≤ 1, we get

‖𝔸nx − 𝔸x‖ ≤ ‖𝔸n − 𝔸‖‖x‖ ≤ ‖𝔸n − 𝔸‖ → 0, as n→∞.

2. Let ‖𝔸nx − 𝔸x‖ → 0, as n→∞, for any x ∈ X such that ‖x‖ ≤ 1. Hence,

sup
x∈X,‖x‖≤1

‖𝔸nx − 𝔸x‖ ≤
ϵ
2

for any n ≥ N . Therefore

‖𝔸n − 𝔸‖ → 0, as n→∞.

This completes the proof.

Corollary 4.1. Let {𝔸n}n∈N ⊆ ℒ(X,Y) be such that𝔸n → 𝔸, as n→∞, for𝔸 ∈ ℒ(X,Y).
Let also, U be an arbitrary bounded set in X. Then

‖𝔸nx − 𝔸x‖ → 0, as n→∞,

for any x ∈ U.

Proof. Because U is a bounded set in X, there is an R > 0 such that ‖x‖ ≤ R for any
x ∈ U. Let ϵ > 0 be arbitrarily chosen. Since𝔸n → 𝔸, as n→∞, we have

‖𝔸n − 𝔸‖ → 0, as n→∞.

Hence, for x ∈ U, we have

‖𝔸nx − 𝔸x‖ ≤ ‖𝔸n − 𝔸‖‖x‖ ≤ R‖𝔸n − 𝔸‖ → 0, as n→∞.

This completes the proof.
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Definition 4.8. We say that a sequence {𝔸n}n∈N of elements of ℒ(X,Y) is a Cauchy se-
quence, if for any ϵ > 0 there is an N ∈ N such that

‖𝔸n+p − 𝔸n‖ < ϵ

for any n ≥ N, p ∈ N.

Theorem 4.9. Let Y be a Banach space. Then ℒ(X,Y) is a Banach space.

Proof. Let {𝔸n}n∈N be a Cauchy sequence of elements of ℒ(X,Y). We fix ϵ > 0. Then
there is an N ∈ N such that

‖𝔸n+p − 𝔸n‖ < ϵ

for any n ≥ N, p ∈ N. Let x ∈ X be arbitrarily chosen. We have

‖𝔸n+px − 𝔸x‖ =
󵄩󵄩󵄩󵄩(𝔸n − 𝔸)x

󵄩󵄩󵄩󵄩 ≤ ‖𝔸n − 𝔸‖‖x‖

for any n ≥ N, p ∈ N. Therefore {𝔸nx}n∈ℕ is a Cauchy sequence in Y. Since Y is a
Banach space, we see that there exists limn→∞𝔸nx. We define the operator𝔸 : X→ Y
as follows:

𝔸x = lim
n→∞
𝔸nx, x ∈ X.

For any α, β ∈ F and x1, x2 ∈ X, we have

𝔸(αx1 + βx2) = limn→∞
𝔸n(αx1 + βx2) = lim

n→∞
(α𝔸nx1 + β𝔸nx2)

= α lim
n→∞
𝔸nx1 + β lim

n→∞
𝔸nx2 = α𝔸x1 + β𝔸x2.

Therefore𝔸 : X 󳨃󳨀→ Y is a linear operator. Note that

󵄨󵄨󵄨󵄨‖𝔸n+p‖ − ‖𝔸n‖
󵄨󵄨󵄨󵄨 ≤ ‖𝔸n+p − 𝔸n‖

for any n, p ∈ N. Therefore {‖𝔸n‖}n∈N is a Cauchy sequence inR. Hence, it is a bounded
sequence in R and there exists a constant c > 0 such that

‖𝔸n‖ ≤ c

for any n ∈ ℕ. Hence,

‖𝔸nx‖ ≤ c‖x‖

for any x ∈ X and for any n ∈ N. Consequently

‖𝔸x‖ ≤ c‖x‖

for any x ∈ X. From this,𝔸 ∈ ℒ(X,Y). This completes the proof.
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Definition 4.9. Let𝔸n ∈ ℒ(X,Y), n ∈ N.
1. The series ∑∞n=1𝔸n is said to be uniformly convergent, if the sequence {Sn =
∑nk=1𝔸k}n∈N is uniformly convergent.

2. The series ∑∞n=1𝔸n is said to be absolutely convergent if the series ∑∞n=1 ‖𝔸n‖ is
convergent.

Theorem 4.10. Let ℒ(X,Y) be a Banach space. If the series ∑∞n=1𝔸n is an absolutely
convergent series, then it is uniformly convergent.

Proof. Since the series ∑∞n=1𝔸n is absolutely convergent, we see that the series
∑∞n=1 ‖𝔸n‖ is convergent. We fix ϵ > 0. Then there is an N ∈ N such that

N+p
∑

n=N+1
‖𝔸n‖ < ϵ

for any p ∈ N. Hence,

‖SN+p − SN‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

N+p
∑

n=N+1
𝔸n

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤

N+p
∑

n=N+1
‖𝔸n‖ < ϵ

for any p ∈ N. Therefore {Sn}n∈N is a Cauchy sequence in ℒ(X,Y). Because ℒ(X,Y)
is a Banach space, we see that {Sn}n∈N is uniformly convergent. This completes the
proof.

Below by ℒ(X) we will denote the space ℒ(X,X).

Exercise 4.3. Let𝔸,𝔹 ∈ ℒ(X). Prove that𝔸𝔹 ∈ ℒ(X) and𝔸k ∈ ℒ(X) for any k ∈ N.

Exercise 4.4. For𝔸 ∈ ℒ(X), we define

e𝔸 =
∞
∑
k=1

𝔸k

k!
.

Prove that e𝔸 ∈ ℒ(X) and ‖e𝔸‖ ≤ e‖𝔸‖.

Theorem 4.11. Let {𝔸n}n∈N, {𝔹n}n∈N ⊂ ℒ(X), 𝔸,𝔹 ∈ ℒ(X). If 𝔸n → 𝔸, 𝔹n → 𝔹, as
n→∞, then𝔸n𝔹n → 𝔸𝔹, as n→∞.

Proof. Because 𝔹n ∈ ℒ(X), n ∈ N, 𝔹n → 𝔹, as n → ∞, we see that the sequence
{‖𝔹n‖}n∈N is a bounded sequence. Therefore there is a constantM1 > 0 such that ‖𝔹n‖ ≤
M1 for any n ∈ N. Since𝔸 ∈ ℒ(X), then there is a constantM2 > 0 such that ‖𝔸‖ ≤ M2.
We take ϵ > 0 arbitrarily. Since 𝔸n → 𝔸, 𝔹n → 𝔹, as n → ∞, there is an N ∈ N such
that

‖𝔸n − 𝔸‖ <
ϵ

2M1
and ‖𝔹n − 𝔹‖ <

ϵ
2M2
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for any n ≥ N . Hence,

‖𝔸n𝔹n − 𝔸𝔹‖ = ‖𝔸n𝔹n − 𝔸𝔹n + 𝔸𝔹n − 𝔸𝔹‖ ≤
󵄩󵄩󵄩󵄩(𝔸n − 𝔸)𝔹n

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩𝔸(𝔹n − 𝔹)

󵄩󵄩󵄩󵄩

≤ ‖𝔸n − 𝔸‖‖𝔹n‖ + ‖𝔹n − 𝔹‖‖𝔸‖ <
ϵ

2M1
M1 +

ϵ
2M2

M2 =
ϵ
2
+
ϵ
2
= ϵ

for any n ≥ N . This completes the proof.

Definition 4.10. We will say that the sequence {𝔸n}n∈N ⊂ ℒ(X,Y) is strongly conver-
gent to the operator𝔸 ∈ ℒ(X,Y), if for any x ∈ X we have

‖𝔸nx − 𝔸x‖ → 0,

as n→∞.

Theorem 4.12. If {𝔸n}n∈N ⊆ ℒ(X,Y) is uniformly convergent to 𝔸 ∈ ℒ(X,Y), then it is
strongly convergent to𝔸.

Proof. Take ϵ > 0 arbitrarily. Then there is an N ∈ N such that

‖𝔸n − 𝔸‖ < ϵ

for any n ≥ N . Hence,

‖𝔸nx − 𝔸x‖ ≤ ‖𝔸n − 𝔸‖‖x‖ < ϵ‖x‖

for any n ≥ N and for any x ∈ X. This completes the proof.

Theorem 4.13. Let {𝔸n}n∈N ⊂ ℒ(X,Y) and there exist c > 0 and a closed ball Br[x0]
such that ‖𝔸nx‖ ≤ c for any x ∈ Br[x0]. Then the sequence {‖𝔸n‖}n∈N is bounded.

Proof. Let x ∈ X, x ̸= 0. Then x0 + x
‖x‖ r ∈ Br[x0]. Hence,

c ≥
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸n(r

x
‖x‖
+ x0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

r
‖x‖
𝔸nx + 𝔸nx0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≥
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

r
‖x‖
𝔸nx
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
− ‖𝔸nx0‖ ≥

r
‖x‖
‖𝔸nx‖ − c,

whereupon

r
‖x‖
‖𝔸nx‖ ≤ 2c or ‖𝔸nx‖

‖x‖
≤
2c
r
.

Therefore

‖𝔸n‖ ≤
2c
r
.

This completes the proof.

Theorem 4.14 (Uniform boundedness principle). Let X be a Banach space and
{𝔸n}n∈N ⊂ ℒ(X,Y). If {𝔸nx}n∈N is bounded for any fixed x ∈ X, then the sequence
{‖𝔸n‖}n∈N is bounded.
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Proof. Assume the contrary. Suppose that there is a closed ball Br[x0] such that the
sequences {‖𝔸nx‖}n∈N is unbounded for some x ∈ Br[x0]. Then there is x1 ∈ Br[x0] and
n1 ∈ N such that ‖𝔸n1x1‖ > 1. Since 𝔸n1 is continuous, there is a closed ball Br1 [x1] ⊂
Br[x0] such that ‖𝔸n1x‖ > 1 for any x ∈ Br1 [x1]. By Theorem 4.13, it follows that the
sequences {‖𝔸nx‖}n∈N is unbounded for any x ∈ Br1 [x1]. Then there is x2 ∈ Br1 [x1] and
n2 > n1, n2 ∈ N such that ‖𝔸n2x2‖ > 2. Since 𝔸n2 is continuous, there is a closed ball
Br2 [x2] ⊂ Br1 [x1] such that ‖𝔸n2x‖ > 2 for any x ∈ Br2 [x2] and so on. In this way get the
sequences {xk}k∈N and {Brk [xk]}k∈N such that

⋅ ⋅ ⋅ ⊂ Brk [xk] ⊂ Brk−1 [xk−1] ⊂ ⋅ ⋅ ⋅ ⊂ Br1 [x1]
and ‖𝔸nkx‖ ≥ k for any k ∈ N and for any x ∈ Brk [xk]. Hence, by Theorem 1.30, it
follows that there is an x ∈ X such that x ∈ Brk [xk] for any k ∈ N. Then ‖𝔸nkx‖ ≥ k
for any k ∈ N, i. e., the sequence {‖𝔸nkx‖}k∈N is unbounded. This is a contradiction.
Consequently {‖𝔸n‖}n∈N is bounded. This completes the proof.

Theorem 4.15 (Banach–Steinhaus’ theorem). Let {𝔸n}n∈N ⊆ ℒ(X,Y) and 𝔸 ∈ ℒ(X,Y).
Then𝔸n → 𝔸, as n→∞, strongly if and only if
(H1) the sequence {‖𝔸n‖}n∈N is bounded and

‖𝔸nx − 𝔸x‖ → 0, as n→∞,

for any x ∈ X󸀠, where X󸀠 is dense in X.

Proof.
1. Let𝔸n → 𝔸, asn→∞, strongly. Then𝔸nx → 𝔸x, asn→∞, for any x ∈ X. There-

fore {‖𝔸nx‖}n∈N is a bounded sequence for any x ∈ X. Hence, by Theorem 4.14, it
follows that the sequence {‖𝔸n‖}n∈N is a bounded sequence. As X󸀠 we can take X.

2. Suppose (H1) holds. We set

c = sup
n∈N0

‖𝔸n‖,

where 𝔸0 = 𝔸. We take x ∈ X, x ∉ X󸀠. Let ϵ > 0 be arbitrarily chosen. Because X󸀠

is dense in X, there is an element x1 ∈ X󸀠 such that ‖x − x1‖ < ϵ
3c . Also, there is an

N ∈ N such that

‖𝔸nx1 − 𝔸x1‖ <
ϵ
3

for any n ≥ N . From this,

‖𝔸nx − 𝔸x‖ =
󵄩󵄩󵄩󵄩𝔸n(x − x1) + (𝔸nx1 − 𝔸x1) + 𝔸(x1 − x)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩𝔸n(x − x1)

󵄩󵄩󵄩󵄩 + ‖𝔸nx1 − 𝔸x1‖ +
󵄩󵄩󵄩󵄩𝔸(x − x1)

󵄩󵄩󵄩󵄩
≤ ‖𝔸n‖‖x − x1‖ + ‖𝔸nx1 − 𝔸x1‖ + ‖𝔸‖‖x − x1‖
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≤ 2c‖x − x1‖ + ‖𝔸nx1 − 𝔸x1‖ < 2c
ϵ
3c
+
ϵ
3
= ϵ

for any n ≥ N . This completes the proof.

Now we assume that 𝔸 : D(A) 󳨃󳨀→ Y is a linear operator, where D(A) ⊆ X. For 𝔸
we can define its norm in the following way:

‖𝔸‖ = sup
x∈D(A)
‖x‖≤1

‖𝔸x‖

and we will say that𝔸 is bounded if ‖𝔸‖ < ∞.

Theorem 4.16. LetY be a Banach space and𝔸 : D(A) 󳨃󳨀→ Y be a linear bounded opera-
tor, whereD(A) ⊆ X andD(𝔸) is dense inX. Then there exists a linear bounded operator
𝔸̃ : X 󳨃󳨀→ Y such that 𝔸̃x = 𝔸x for any x ∈ D(A) and ‖𝔸‖ = ‖𝔸̃‖.

Proof. For x ∈ D(A) we define 𝔸̃x = 𝔸x. Let x ∉ D(A) and x ∈ X. Since D(A) is dense
in X, there exists a sequence {xn}n∈N of elements of D(A) such that xn → x, as n→∞.
Then we set

𝔸̃x = lim
n→∞
𝔸xn. (4.10)

We will prove that 𝔸̃ is well defined, i. e., we will prove that the limit (4.10) exists and
it does not depend on the choice of the sequence {xn}n∈N. Note that

‖𝔸xn − 𝔸xm‖ ≤ ‖𝔸‖‖xn − xm‖ → 0, as m, n→∞.

Therefore {𝔸xn}n∈N is a Cauchy sequence in Y. Since Y is a Banach space, it is conver-
gent. Consequently (4.10) exists. Suppose that {xn}n∈N and {x󸀠n}n∈N are two sequences
of elements of X such that xn → x, x󸀠n → x, as n→∞. Let

α = lim
n→∞
𝔸xn, β = lim

n→∞
𝔸x󸀠n.

Then

‖α − β‖ = 󵄩󵄩󵄩󵄩α − 𝔸xn + 𝔸xn − 𝔸x
󸀠
n + 𝔸x

󸀠
n − β
󵄩󵄩󵄩󵄩 ≤ ‖α − 𝔸xn‖ +

󵄩󵄩󵄩󵄩𝔸xn − 𝔸x
󸀠
n
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩β − 𝔸x

󸀠
n
󵄩󵄩󵄩󵄩

≤ ‖𝔸xn − α‖ + ‖𝔸‖
󵄩󵄩󵄩󵄩xn − x

󸀠
n
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩𝔸x
󸀠
n − β
󵄩󵄩󵄩󵄩 → 0, as n→∞,

i. e., α = β. Next,

‖𝔸xn‖ ≤ ‖𝔸‖‖xn‖.

Hence,

lim
n→∞
‖𝔸xn‖ ≤ lim

n→∞
‖𝔸‖‖xn‖,
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whereupon

‖𝔸̃x‖ ≤ ‖𝔸‖‖x‖.

Consequently

‖𝔸̃‖ ≤ ‖𝔸‖. (4.11)

On the other hand,

‖𝔸̃‖ = sup
‖x‖≤1,
x∈X

‖𝔸̃x‖

≥ sup
‖x‖≤1,
x∈D(A)

‖𝔸̃x‖ = sup
‖x‖≤1,
x∈D(A)

‖𝔸x‖ = ‖𝔸‖.

From the previous inequality and from (4.11), we get ‖𝔸‖ = ‖𝔸̃‖. This completes the
proof.

4.3 Inverse operators

Suppose that X and Y are normed vector spaces.

Theorem 4.17. Let𝔸 : X 󳨃󳨀→ Y be a linear operator,

R(A) = {𝔸(x) : x ∈ X}.

Suppose that𝔸−1 exists. Then𝔸−1 : R(A) 󳨃󳨀→ X is a linear operator.

Proof. Let y1, y2 ∈ R(𝔸). Then there exist x1, x2 ∈ X such that

𝔸x1 = y1, 𝔸x2 = y2.

For α, β ∈ F, we have

α𝔸x1 = αy1, β𝔸x2 = βy2,

or

𝔸(αx1) = αy1, 𝔸(βx2) = βy2, 𝔸(αx1 + βx2) = αy1 + βy2.

Hence,

x1 = 𝔸
−1y1, x2 = 𝔸

−1y2, αx1 = 𝔸
−1(αy1), βx2 = 𝔸

−1(βy2),
αx1 + βx2 = 𝔸

−1(αy1 + βy2),

and

𝔸−1(αy1 + βy2) = αx1 + βx2 = α𝔸
−1y1 + β𝔸

−1y2.

This completes the proof.
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Theorem 4.18. Let𝔸 : X 󳨃󳨀→ Y be a linear operator such that

‖𝔸x‖ ≥ m‖x‖ (4.12)

for any x ∈ X and for some constant m > 0. Then 𝔸 has an inverse bounded operator
𝔸−1 : R(A) 󳨃󳨀→ X.

Proof. Let x1, x2 ∈ X be such that x1 ̸= x2 and𝔸x1 = 𝔸x2. Then, using (4.12), we get

0 = ‖𝔸x1 − 𝔸x2‖ =
󵄩󵄩󵄩󵄩𝔸(x1 − x2)

󵄩󵄩󵄩󵄩 ≥ m‖x1 − x2‖,

which is a contradiction. Therefore 𝔸 has an inverse operator 𝔸−1 : R(A) 󳨃󳨀→ X. We
have

󵄩󵄩󵄩󵄩𝔸
−1y󵄩󵄩󵄩󵄩 ≤

1
m
󵄩󵄩󵄩󵄩𝔸𝔸
−1y󵄩󵄩󵄩󵄩 =

1
m
‖y‖

for any y ∈ R(A). This completes the proof.

Theorem 4.19. LetX be a Banach space and a bounded linear operator𝔸 mapsX onto
X and ‖𝔸‖ ≤ q < 1. Then the operator 𝕀 + 𝔸 has an inverse which is a bounded linear
operator.

Proof. Consider the series

𝕀 − 𝔸 + 𝔸2 − ⋅ ⋅ ⋅ + (−1)n𝔸n + ⋅ ⋅ ⋅ . (4.13)

Let

Sn = 𝕀 − 𝔸 + 𝔸
2 − ⋅ ⋅ ⋅ + (−1)n𝔸n, n ∈ N.

Since ‖𝔸n‖ ≤ ‖𝔸‖n, it follows that

‖Sn+p − Sn‖ =
󵄩󵄩󵄩󵄩(−1)

n+1𝔸n+1 + ⋅ ⋅ ⋅ + (−1)n+p𝔸n+p󵄩󵄩󵄩󵄩
≤ ‖𝔸‖n+1 + ⋅ ⋅ ⋅ + ‖𝔸‖n+p ≤ qn+1 + ⋅ ⋅ ⋅ + qn+p → 0, as n→∞

for any p ∈ N. Therefore the sequence {Sn}n∈N is a Cauchy sequence in ℒ(X). SinceX is
a Banach space, using Theorem 4.9, we see thatℒ(X) is a Banach space. Consequently
the sequence {Sn}n∈N is convergent. Let

S = lim
n→∞

Sn.

Hence,

S(𝕀 + 𝔸) = lim
n→∞

Sn(𝕀 + 𝔸)

= lim
n→∞
(𝕀 − 𝔸 + 𝔸2 − ⋅ ⋅ ⋅ + (−1)n𝔸n)(𝕀 + 𝔸)
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= lim
n→∞
(𝕀 − 𝔸 + 𝔸2 − ⋅ ⋅ ⋅ + (−1)n𝔸n + 𝔸 − 𝔸2 + ⋅ ⋅ ⋅ + (−1)n+1𝔸n+1)

= lim
n→∞
(𝕀 − 𝔸n+1) = 𝕀.

As above,

(𝕀 + 𝔸)S = 𝕀.

Therefore (𝕀 + 𝔸)−1 : X 󳨃󳨀→ X exists and

(𝕀 + 𝔸)−1 = S.

Since 𝕀 + 𝔸 is a linear operator, by Theorem 4.17, it follows that (𝕀 + 𝔸)−1 : X 󳨃󳨀→ X is
a linear operator. Besides,

‖S‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
n=0
𝔸n
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤
∞
∑
n=0
‖𝔸‖n ≤

∞
∑
n=0

qn = 1
1 − q
.

Therefore (𝕀 + 𝔸)−1 : X 󳨃󳨀→ X is bounded. This completes the proof.

Theorem 4.20. Let 𝔸 : X 󳨃󳨀→ Y has an inverse 𝔸−1 : R(A) 󳨃󳨀→ X and there is an
operator 𝔹 : X 󳨃󳨀→ Y such that

‖𝔹‖ < 󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩
−1
.

Then ℂ = 𝔸 + 𝔹 has an inverse ℂ−1 : R(A + B) 󳨃󳨀→ X and

󵄩󵄩󵄩󵄩ℂ
−1 − 𝔸−1󵄩󵄩󵄩󵄩 ≤

‖𝔹‖
1 − ‖𝔸−1‖‖𝔹‖

󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩

2
.

Proof. We have

𝔸 + 𝔹 = 𝔸(𝕀 + 𝔸−1𝔹).

Since

󵄩󵄩󵄩󵄩𝔸
−1𝔹󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩‖𝔹‖ < 1,

by Theorem 4.19, it follows that 𝕀 + 𝔸−1𝔹 has an inverse and

(𝕀 + 𝔸−1𝔹)
−1
=
∞
∑
n=0
(−𝔸−1𝔹)

n
.

Note that

𝕀 = 𝔸(𝕀 + 𝔸−1𝔹)(𝕀 + 𝔸−1𝔹)
−1
𝔸−1,

𝕀 = (𝕀 + 𝔸−1𝔹)
−1
𝔸−1𝔸(𝕀 + 𝔸−1𝔹).
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Therefore

(𝔸(𝕀 + 𝔸−1𝔹))
−1
= (𝕀 + 𝔸−1𝔹)

−1
𝔸−1,

i. e.,

ℂ−1 = (𝕀 + 𝔸−1𝔹)
−1
𝔸−1.

Besides,

󵄩󵄩󵄩󵄩(𝔸 + 𝔹)
−1 − 𝔸−1󵄩󵄩󵄩󵄩 =

󵄩󵄩󵄩󵄩(𝔸(𝕀 + 𝔸
−1𝔹))
−1
− 𝔸−1󵄩󵄩󵄩󵄩 =

󵄩󵄩󵄩󵄩(𝕀 + 𝔸
−1𝔹)
−1
𝔸−1 − 𝔸−1󵄩󵄩󵄩󵄩

= 󵄩󵄩󵄩󵄩((𝕀 + 𝔸
−1𝔹)
−1
− 𝕀)𝔸−1󵄩󵄩󵄩󵄩 ≤

󵄩󵄩󵄩󵄩𝕀 − (𝕀 + 𝔸
−1𝔹)
−1󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
n=1
(−𝔸−1𝔹)

n
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩 ≤

∞
∑
n=1

󵄩󵄩󵄩󵄩𝔸
−1𝔹󵄩󵄩󵄩󵄩

n󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩

=
‖𝔸−1‖‖𝔸−1𝔹‖
1 − ‖𝔸−1𝔹‖

≤
‖𝔸−1‖2‖𝔹‖
1 − ‖𝔸−1𝔹‖

.

This completes the proof.

Theorem 4.21. Let𝔸 be a bounded linear operator that maps the Banach spaceX onto
thewhole of the Banach spaceY in a one-one fashion. Then there exists a bounded linear
operator𝔸−1, inverse to the operator𝔸, which maps Y onto X.

Proof. Since 𝔸 : X 󳨃󳨀→ Y is onto and one-one, there exists 𝔸−1 that maps Y onto
X. By Theorem 4.17, it follows that 𝔸−1 is a linear operator. By Theorem 4.4, we see
that the Banach space Y can be represented in the form Y = ⋃∞k=1 Yk, where Yk ⊂ Y,
‖𝔸−1y‖ ≤ k‖y‖ for any y ∈ Yk and at least one Yl is everywhere dense in Y. We denote
it by Yn. Let y ∈ Y be arbitrarily chosen and ‖y‖ = a. Because Ba[0] ∩Yn is everywhere
dense in B1[0], there exists y1 ∈ Yn such that

‖y − y1‖ ≤
a
2

and ‖y1‖ ≤ a.

Since B a
2
[0] ∩ Yn is everywhere dense in B a

2
[0], there is y2 ∈ Yn such that

󵄩󵄩󵄩󵄩(y − y1) − y2
󵄩󵄩󵄩󵄩 ≤

a
22
, ‖y2‖ ≤

a
2
,

and so on, there exists ym ∈ Yn such that

󵄩󵄩󵄩󵄩(y − y1 − ⋅ ⋅ ⋅ − ym−1) − ym
󵄩󵄩󵄩󵄩 ≤

a
2m
, ‖ym‖ ≤

a
2m−1
.

Thus,

y = lim
m→∞

m
∑
k=1

yk .
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We set

xk = 𝔸
−1yk .

Then

‖xk‖ ≤ n‖yk‖ ≤
na
2k−1
.

Let

sk =
k
∑
m=1

xm.

Then

‖sr+p − sr‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

r+p
∑
l=r+1

xl
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤

r+p
∑
l=r+1
‖xl‖ ≤ na

r+p
∑
l=r+1

1
2l−1
<

na
2r−1
.

Since X is a complete normed space, the sequence {sk}k∈N is convergent to some ele-
ment x ∈ X. Consequently

x = lim
k→∞

k
∑
i=1

xi =
∞
∑
i=1

xi.

We have

𝔸x = 𝔸( lim
k→∞

k
∑
i=1

xi) = lim
k→∞
𝔸(

k
∑
i=1

xi) = lim
k→∞

k
∑
i=1
𝔸xi = lim

k→∞

k
∑
i=1

yi = y.

Hence,

󵄩󵄩󵄩󵄩𝔸
−1y󵄩󵄩󵄩󵄩 = ‖x‖ = lim

k→∞

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

k
∑
i=1

xi
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ lim

k→∞

k
∑
i=1
‖xi‖ ≤ lim

k→∞

k
∑
i=1

na
2k−1
= 2na = 2n‖y‖.

Because y ∈ Y was arbitrarily chosen, we conclude that 𝔸−1 is bounded. This com-
pletes the proof.

4.4 Advanced practical problems

Problem 4.1. Let X = Y = C([0, 1]). For x ∈ X we define the operator

y(t) = t
1

∫
0

x(s)ds, t ∈ [0, 1], y = 𝔸x.

Prove that𝔸 : X 󳨃󳨀→ X is a linear operator.
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Problem 4.2. Let X = Y = C([0, 1]), ‖x‖ = maxt∈[0,1] |x(t)|, x ∈ C([0, 1]). Find ‖𝔸‖,
where

𝔸x(t) = t7
t

∫
0

s4x(s)ds, x ∈ X, t ∈ [0, 1].

Answer. 1
5 .

Problem 4.3. LetX be a normed vector space, andY and Z be Banach spaces. Suppose
that B ∈ ℒ(X,Y),𝔸 ∈ ℒ(Y,Z). Prove that

‖𝔸𝔹‖ ≤ ‖𝔸‖‖𝔹‖.

Problem 4.4. LetX,Y andZbenormed vector spaces. Suppose that {𝔹n}n∈N ⊂ ℒ(X,Y),
𝔹 ∈ ℒ(X,Y), {𝔸n}n∈N ⊂ ℒ(Y,Z), 𝔸 ∈ ℒ(Y,Z). Suppose that 𝔸n → 𝔸, 𝔹n → 𝔹, as
n→∞. Prove that𝔸n𝔹n → 𝔸𝔹, as n→∞.

Problem 4.5. Let X be a normed vector space and𝔸 ∈ ℒ(X). Define

sin(𝔸) =
∞
∑
k=0

(−1)k𝔸2k+1

(2k + 1)!
, cos(𝔸) =

∞
∑
k=0

(−1)k𝔸2k

(2k)!
,

sinh(𝔸) =
∞
∑
k=0

𝔸2k+1

(2k + 1)!
, cosh(𝔸) =

∞
∑
k=0

𝔸2k

(2k)!
.

Prove that

e𝔸 = sinh(𝔸) + cosh(𝔸), 󵄩󵄩󵄩󵄩sinh(𝔸)
󵄩󵄩󵄩󵄩 ≤ sinh(‖𝔸‖),

󵄩󵄩󵄩󵄩cosh(𝔸)
󵄩󵄩󵄩󵄩 ≤ cosh(‖𝔸‖),

󵄩󵄩󵄩󵄩sin(𝔸)
󵄩󵄩󵄩󵄩 ≤ sinh(‖𝔸‖),

󵄩󵄩󵄩󵄩cos(𝔸)
󵄩󵄩󵄩󵄩 ≤ cosh(‖𝔸‖).
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5 Linear functionals

5.1 The Hahn–Banach extension theorem

Let X be a normed vector space.

Definition 5.1. A linear operator f : X 󳨃󳨀→ R will be called a linear functional on X.

Since the set R of real numbers is a Banach space, all previous definitions and
theorems derived for linear continuous operators are preserved for linear continuous
functionals.

Theorem 5.1 (The Hahn–Banach extension theorem). Every linear bounded functional
f defined on a linear subspace L of X can be extended to the entire space with preser-
vation of the norm, i. e., for every linear bounded functional f on L there exists a linear
functional F, defined on X, such that
1. F(x) = f (x), x ∈ L,
2. ‖F‖X = ‖f ‖L.

Proof. If L = X, then the assertion is evident. Let L ⊂ X. Let also, x0 ∉ L and

L1 = {x + tx0 : x ∈ L, t ∈ R}.

Note that L1 is a linear subspace of X. We will prove that each element of L1 has a
unique representation of the form x+ tx0. Assume the contrary. Let y ∈ L1 be such that

y = x1 + t1x0 and y = x2 + t2x0,

where x1, x2 ∈ L, t1, t2 ∈ R, and t1 ̸= t2. If t1 = t2, then x1 = x2. Let t1 ̸= t2. We have

x1 + t1x0 = x2 + t2x0,

whereupon

x1 − x2 = (t2 − t1)x0,

or

x0 =
x1 − x2
t2 − t1
.

Since L is a linear subspace of X and x1, x2 ∈ L, t1, t2 ∈ R, t1 ̸= t2, we get x0 ∈ L. This is
a contradiction. Now we take two elements y1 and y2 of L. We have

f (y1) − f (y2) = f (y1 − y2) ≤ ‖f ‖‖y1 − y2‖ = ‖f ‖
󵄩󵄩󵄩󵄩y1 + x0 − (y2 + x0)

󵄩󵄩󵄩󵄩
≤ ‖f ‖(‖y1 + x0‖ + ‖y2 + x0‖).

https://doi.org/10.1515/9783110657722-005
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Hence,

f (y1) − ‖f ‖‖y1 + x0‖ ≤ f (y2) + ‖f ‖‖y2 + x0‖.

Since y1, y2 ∈ L were arbitrarily chosen, independently of each other, we get

sup
x∈L
{f (x) − ‖f ‖‖x + x0‖} ≤ infx∈L

{f (x) + ‖f ‖‖x + x0‖}.

Therefore there exists a real constant c such that

sup
x∈L
{f (x) − ‖f ‖‖x + x0‖} ≤ c ≤ infx∈L

{f (x) + ‖f ‖‖x + x0‖}. (5.1)

We fix such a constant c. Let now y ∈ L1 be arbitrarily chosen. Then it has the repre-
sentation

y = x + tx0,

where x ∈ L and t is a uniquely defined real number. Define the functionalϕ : L1 󳨃󳨀→ R
as follows:

ϕ(y) = f (x) − tc, y ∈ L1.

For y ∈ L we have

ϕ(y) = f (y).

Let y1, y2 ∈ L1 and

y1 = x1 + t1x0, y2 = x2 + t2x0, x1, x2 ∈ L, t1, t2 ∈ R.

Then

y1 + y2 = x1 + x2 + (t1 + t2)x0.

Hence,

ϕ(y1 + y2) = f (x1 + x2) − (t1 + t2)c = f (x1) + f (x2) − t1c − t2c
= (f (x1) − t1c) + (f (x2) − t2c) = ϕ(y1) + ϕ(y2),

i. e., ϕ : L1 󳨃󳨀→ R is additive. If α ∈ R, then

αy1 = αx1 + αt1c

and

ϕ(αy1) = f (αx1) − αt1c = αf (x1) − αt1c = α(f (x1) − t1c) = αϕ(y1).

Therefore ϕ : L1 󳨃󳨀→ R is a linear functional. Now we will prove that ϕ : L1 󳨃󳨀→ R is
bounded and ‖ϕ‖L1 = ‖f ‖L. Let y ∈ L1 be such that

y = x + tx0, x ∈ L, t ∈ R.
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1. Let t > 0. Then

ϕ(y) = f (x) − tc ≤ 󵄨󵄨󵄨󵄨f (x) − tc
󵄨󵄨󵄨󵄨 = t
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
f(x

t
) − c
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ t‖f ‖L
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x
t
+ x0
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

= ‖f ‖‖Lx + tx0‖ = ‖f ‖L‖y‖.
(5.2)

2. Let t < 0. Then

f(x
t
) − c ≥ −‖f ‖L

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
x
t
+ x0
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
= − 1
|t|
‖f ‖L‖x + tx0‖

= 1
t
‖f ‖‖Lx + tx0‖ =

1
t
‖f ‖L‖y‖

and

ϕ(y) = t(f(x
t
) − c) ≤ ‖f ‖L‖y‖. (5.3)

Substituting −y for y in (5.2) and (5.3), we get

−ϕ(y) ≤ ‖f ‖‖y‖

or

ϕ(y) ≥ −‖f ‖L‖y‖.

Therefore

󵄨󵄨󵄨󵄨ϕ(y)
󵄨󵄨󵄨󵄨 ≤ ‖f ‖L‖y‖

and

‖ϕ‖L1 ≤ ‖f ‖L.

Since the functional ϕ is an extension of f from L to L1, we get

‖ϕ‖L1 ≥ ‖f ‖L.

Therefore

‖ϕ‖L1 = ‖f ‖L.

If there is a x1 ∉ L1, x1 ∈ X, then we extend the functional f to the functional ϕ1 on

L2 = {x + tx1 : x ∈ L1, t ∈ R}

such that

ϕ1(x) = f (x), x ∈ L, ‖ϕ1‖L2 = ‖f ‖L.
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Thus proceeding, we construct a linear functional ϕw, defined on the linear subspace
Lw, which is everywhere dense in X and it is equal to the union of all Ln. Moreover,
‖ϕw‖Lw = ‖f ‖L. Hence, by Theorem 4.16, we extend ϕw to a linear functional ϕ̃w on X
such that

ϕ̃w(x) = f (x), x ∈ L,

and

‖ϕ̃w‖X = ‖f ‖L.

This completes the proof.

Corollary 5.1. Let x0 ̸= 0 be any fixed element ofX. Then there exists a linear functional
f , defined on the entire space X, such that
1. ‖f ‖ = 1,
2. f (x0) = ‖x0‖.

Proof. Let

L = {tx0 : t ∈ R}.

Note that L is a linear subspace of X, spanned by x0. Define ϕ : L 󳨃󳨀→ R as follows:

ϕ(x) = t‖x0‖, x = tx0.

Then, if x1, x2 ∈ L,

x1 = t1x0, x2 = t2x0,

and α, β ∈ R, we have

αx1 + βx2 = αt1x0 + βt2x0 = (αt1 + βt2)x0,
ϕ(αx1 + βx2) = (αt1 + βt2)‖x0‖ = α(t1‖x0‖) + β(t2‖x0‖) = αϕ(x1) + βϕ(x2),

i. e., ϕ : L 󳨃󳨀→ R is a linear functional. Also,

ϕ(x0) = ‖x0‖,

and, if x = tx0, we get
󵄨󵄨󵄨󵄨ϕ(x)
󵄨󵄨󵄨󵄨 = |t|‖x0‖ = ‖tx0‖ = ‖x‖.

Hence,

‖ϕ‖ = 1.

Now we apply the Hahn–Banach extension theorem and we see that there exists a
linear functional f , defined on X, such that
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1. f (x) = ϕ(x), x ∈ L. In particular,

f (x0) = ‖x0‖.

2.

‖f ‖X = ‖ϕ‖L = 1.

This completes the proof.

Corollary 5.2. Let L be a linear subspace of X and x0 ∉ L, x0 ∈ X. Let also

d = inf
x∈L
‖x0 − x‖.

Then there exists a linear functional f , defined on X, such that
1. f (x) = 0, x ∈ L,
2. f (x0) = 1,
3. ‖f ‖ = 1

d .

Proof. Let

L1 = {x + tx0 : x ∈ L, t ∈ R}.

Note that every element y of L1 is uniquely representable in the form

y = x + tx0, x ∈ L, t ∈ R.

Define ϕ : L1 󳨃󳨀→ R as follows:

ϕ(y) = t, y = x + tx0.

Then, if y1, y2 ∈ L1,

y1 = x1 + t1x0, y2 = x2 + t2x0, x1, x2 ∈ L, t1, t2 ∈ R,

α, β ∈ R, then

αy1 + βy2 = α(x1 + t1x0) + β(x2 + t2x0) = (αx1 + βx2) + (αt1 + βt2)x0,
ϕ(αy1 + βy2) = αt1 + βt2 = αϕ(y1) + βϕ(y2),

i. e., ϕ : L1 → R is a linear functional. Next, if x ∈ L, then

ϕ(x) = 0

and

ϕ(x0) = 1.
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Moreover, for y = x + tx0 ∈ L1, we obtain

󵄨󵄨󵄨󵄨ϕ(y)
󵄨󵄨󵄨󵄨 = |t| = |t|

‖y‖
‖y‖
= |t| ‖y‖
‖x + tx0‖

= ‖y‖
‖ xt + x0‖

= ‖y‖
‖x0 − (−

x
t )‖
≤ ‖y‖

d
.

Hence,

‖ϕ‖L1 ≤
1
d
.

Let {xn}n∈N be a sequence in L such that

lim
n→∞
‖xn − x0‖ = d.

Then

󵄨󵄨󵄨󵄨ϕ(xn − x0)
󵄨󵄨󵄨󵄨 ≤ ‖ϕ‖L1‖xn − x0‖.

Since

󵄨󵄨󵄨󵄨ϕ(xn − x0)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨ϕ(xn) − ϕ(x0)

󵄨󵄨󵄨󵄨 = ϕ(x0) = 1,

we get

1 ≤ ‖ϕ‖L1‖xn − x0‖.

Hence,

1 ≤ ‖ϕ‖L1 limn→∞
‖xn − x0‖ = d‖ϕ‖L1 ,

or

‖ϕ‖L1 ≥
1
d
.

Consequently

‖ϕ‖L1 =
1
d
.

By theHahn–Banach extension theorem, it follows that there exists a linear functional
f , defined on X, such that
1. f (x) = ϕ(x), x ∈ L1. In particular,

f (x) = ϕ(x) = 0, x ∈ L,

and

f (x0) = ϕ(x0) = 1.
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2.

‖f ‖X = ‖ϕ‖L1 =
1
d
.

This completes the proof.

Theorem 5.2. Let {xn}n∈N ⊂ X. Then, in order for x0 ∈ X to be the limit of some sequence
of linear combinations of the form ∑nj=1 cjxj it is necessary and sufficient that f (x0) = 0
for all linear continuous functionals f , defined on X for which f (xn) = 0, n ∈ N.

Proof. Let L be the vector space spanned by {xn}n∈N.
1. Let f be a linear functional on X such that f (x0) = 0 and f (xn) = 0, n ∈ N. Assume

that

d = inf
x∈L
‖x − x0‖ > 0.

Hence, by Corollary 5.2, it follows that there exists a linear functional f0, defined
on X, such that

f0(xn) = 0, n ∈ N, and f0(x0) = 1.

This is a contradiction. Therefore d = 0. Hence, x0 ∈ L or x0 can be approximated
by elements of the form∑nj=1 cjxj.

2. Let x0 be the limit of a sequence {∑nj=1 cjxj} and let f (xl) = 0, l ∈ N, for some linear
functional f , defined on X. Then

f (x0) = f( limn→∞

n
∑
j=1

cjxj) = lim
n→∞

f(
n
∑
j=1

cjxj)

= lim
n→∞
(

n
∑
j=1

f (cjxj)) = lim
n→∞
(

n
∑
j=1

cjf (xj)) = 0.

This completes the proof.

5.2 The general form of the linear functionals on En in the case
F = R

Consider the vector space En on R. Let e1, . . . , en be a basis of En. Let also, f : En 󳨃󳨀→ R
be an arbitrary linear functional. For

x =
n
∑
i=1

ξiei, ξi ∈ R, i ∈ {1, . . . , n},
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we get

f (x) = f(
n
∑
i=1

ξiei) =
n
∑
i=1

f (ξiei) =
n
∑
i=1

ξif (ei) =
n
∑
i=1

ξifi,

where fi = f (ei), i ∈ {1, . . . , n}. If f : En 󳨃󳨀→ R is expressed of the form

f (x) =
n
∑
i=1

ξifi, x ∈ En, x =
n
∑
i=1

ξiei, ξi ∈ R, i ∈ {1, . . . , n},

where fi ∈ R, i ∈ {1, . . . , n}, are arbitrarily chosen, then it is a linear functional on En.

5.3 The general form of the linear functionals on Hilbert spaces

Let H be a Hilbert space.

Theorem 5.3. Every linear bounded functional f on the Hilbert space H can be repre-
sented of the form

f (x) = (x, u),

where the element u ∈ H is defined uniquely by the functional f . Moreover,

‖f ‖ = ‖u‖.

Proof. Let f be an arbitrary linear functional on H. Define

L = {x ∈ H : f (x) = 0}.

Note that L is a closed linear subspace of H. If L = H, then f = 0 and we take u = 0.
Let L ̸= H. Then there exists x0 ∈ H \ L such that x0 ⊥ L. Denote

α = f (x0).

By the definition of L, it follows that α ̸= 0. We set

x1 =
x0
α
.

Then

f (x1) = f(
x0
α
) = 1

α
f (x0) = 1.

Take x ∈ H arbitrarily and set

β = f (x).
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Then

0 = f (x) − βf (x1) = f (x) − f (βx1) = f (x − βx1).

Therefore z = x − βx1 ∈ L and

x = z + βx1.

Also, x1 ⊥ z and

(x, x1) = (z + βx1, x1) = (z, x1) + (βx1, x1) = β(x1, x1) = β‖x1‖
2,

whereupon

f (x) = 1
‖x1‖2
(x, x1) = (x,

x1
‖x1‖2
).

Let

u = x1
‖x1‖2
.

Then

f (x) = (x, u).

Assume that there is a v ∈ H such that

f (x) = (x, v) for any x ∈ H.

Then

(x, u − v) = 0 for any x ∈ H.

In particular, for x = u − v, we get

(u − v, u − v) = 0.

Therefore u = v. Next,
󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨(x, u)
󵄨󵄨󵄨󵄨 ≤ ‖x‖‖u‖, x ∈ H.

Therefore

‖f ‖ ≤ ‖u‖. (5.4)

Also,
󵄨󵄨󵄨󵄨f (u)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨(u, u)
󵄨󵄨󵄨󵄨 = ‖u‖

2.

Consequently

‖f ‖ ≥ ‖u‖.

Hence, by (5.4), we conclude that

‖f ‖ = ‖u‖.

This completes the proof.
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5.4 Weak convergence of sequences of functionals

Let X and Y be normed vector spaces.

Definition 5.2. A sequence {fn}n∈N of linear functionals defined on X is said to be
weakly convergent to the linear functional f0 defined on X, if

fn(x) → f (x) as n→∞,

for any x ∈ X.

Theorem 5.4. Let {xn}n∈N be a sequence of elements of X that converges weakly to an
element x0 ∈ X. Then there exists a sequence of linear combinations {∑

kn
k=1 c
(n)
k xk}kn∈N,

converging strongly to x0.

Proof. Assume the contrary. By Corollary 5.2, it follows that there exists a linear func-
tional f , defined on X, such that f (x0) = 1 and f (xn) = 0 for any n ∈ N. Hence, the
sequence {f (xn)}n∈N does not converge to f (x0). This is a contradiction. This completes
the proof.

Theorem 5.5. Let 𝔸 : X 󳨃󳨀→ Y be a linear bounded operator and {xn}n∈N ⊂ X be a
sequence that converges weakly to x0 ∈ X. Then {𝔸xn}n∈N converges weakly to𝔸x0.

Proof. Let ϕ be arbitrarily chosen linear functional defined on Y. Define f on X as
follows:

f (x) = ϕ(𝔸x), x ∈ X.

Note that f is a linear functional on X. Since

xn ⇀ x0, as n→∞,

we get

ϕ(𝔸xn) = f (xn) → f (x0) = ϕ(𝔸x0), as n→∞.

Therefore

𝔸xn ⇀ 𝔸x0, as n→∞.

This completes the proof.

5.5 Advanced practical problems

Problem 5.1. Let X = 𝒞([−1, 1]). Prove that
1. f (x) = 1

7 (x(−1) + x(1)), x ∈ X,
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2. f (x) = 4(x(1) + x(0)), x ∈ X,
3. f (x) = ∫1−1 x(t)dt + x(0), x ∈ X,
4. f (x) = ∫0−1 x(t)dt − 2∫

1
0 x(t)dt, x ∈ X,

are linear functionals on X.

Problem 5.2. Let𝔸 : L2([0, 1]) 󳨃󳨀→ L2([0, 1]) and
1. 𝔸x(t) = ∫t0 x(s)ds, x ∈ L

2([0, 1]),
2. 𝔸x(t) = tx(t), t ∈ [0, 1], x ∈ L2([0, 1]).

Find ‖𝔸‖.
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6 Relatively compact sets in metric and normed
spaces. Compact operators

6.1 Definitions. General theorems

Let X be a metric space.

Definition 6.1. A set K ⊂ X is called relatively compact if every sequence of elements
of this set contains a convergent subsequence. If the limits of the sequences belong to
K, then K is called sequentially compact. If the limits belong to X and possibly not to
the set K, then K is called relatively compact in X or relatively compact with respect
to X.

Exercise 6.1. Let K ⊂ X. Prove that K is sequentially compact if and only if K is closed
and relatively compact in X.

Definition 6.2. If every infinite subset of the metric space X contains a sequence
which converges to an element of X, then X is called (sequentially)compact.

Theorem 6.1 (Cantor’s theorem). Given a nested sequence

K1 ⊃ K2 ⊃ ⋅ ⋅ ⋅ ⊃ Kn ⊃ ⋅ ⋅ ⋅

of nonempty sequentially compact sets of X. Then the intersection

K =
∞
⋂
i=1 Ki

is nonempty.

Proof. Let xi ∈ Ki be arbitrarily chosen for any i ∈ N. Consider the sequence {xn}n∈N.
We have {xn}n≥i ⊂ Ki for any i ∈ N. Let j ∈ N be arbitrarily chosen and fixed. Since Kj
is sequentially compact set in X, there is a subsequence {xjn }n∈N that converges to x0
and x0 ∈ Kj. For arbitrary m ∈ N, m ≥ j, since all terms xjn , jn ≥ m, of this sequence
belong to Km and Km is sequentially compact, we have x0 ∈ Km. Therefore

x0 ∈
∞
⋂
i=1 Ki.

This completes the proof.

Theorem 6.2. Let K be a sequentially compact set of X and f be a linear continuous
functional on K. Then:
1. f is bounded on K.
2. f assumes its least upper (supremum) and greatest lower (infimum) bounds on K.

https://doi.org/10.1515/9783110657722-006
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Proof.
1. Assume that f is not bounded above on K. Then there is a sequence {xn}n∈N of

elements of K such that

f (xn) > n for any n ∈ N.

Since K is sequentially compact, there is a subsequence {xnk }k∈N of the sequence
{xn}n∈N such that

xnk → x0, as k →∞, x0 ∈ K.

Then

f (xnk ) > nk ,
f (x0) = limk→∞ f (xnk ) ≥ lim

k→∞ nk = ∞,
which is a contradiction. Therefore the functional f is bounded above on K. Now
we assume that the functional f is not bounded below on K. Then there exists a
sequence {yn}n∈N of elements of K such that

f (yn) < −n for any n ∈ N.

Because K is a sequentially compact set, there is a subsequence {ynk }k∈N of the
sequence {yn}n∈N such that

ynk → y0, as k →∞, y0 ∈ K.

We have

f (y0) = limk→∞ f (ynk ) ≤ − limk→∞ nk = −∞.
This is a contradiction. Therefore f is a bounded below functional on K. Conse-
quently f is a bounded functional on K.

2. Let

α = inf
x∈K f (x).

Then

f (x) ≥ α for any x ∈ K

and there exists a sequence {xn}n∈N of elements of K such that

f (xn) < α +
1
n

for any n ∈ N.
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Since K is sequentially compact, there is a subsequence {xnk }k∈N of the sequence
{xn}n∈N such that

xnk → x0, as k →∞, x0 ∈ K.

Then

α ≤ f (xnk ) < α +
1
nk
, k ∈ N.

Therefore

α ≤ lim
k→∞ f (xnk ) = f (x0) ≤ α,

i. e.,

α = f (x0).

Let

β = sup
x∈K f (x).

Then

f (x) ≤ β for any x ∈ K

and there exists a sequence {yn}n∈N of elements of K such that

f (yn) > β −
1
n

for any n ∈ N.

Since K is sequentially compact, there is a subsequence {ynk }k∈N of the sequence
{yn}n∈N so that

ynk → y0, as k →∞, y0 ∈ K.

Then

β − 1
nk
< f (ynk ) ≤ β, k ∈ N.

Hence,

β = lim
k→∞(β − 1

nk
) ≤ f (y0) = lim

k→∞ f (ynk ) ≤ β.
This completes the proof.
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6.2 Criteria for compactness of sets in metric spaces

Let X be a metric space with a metric d.

Definition 6.3. AsetA in themetric spaceX is called an ϵ-net for the setB in themetric
space X if for every x ∈ B there is an element xϵ ∈ A such that

d(x, xϵ) < ϵ.

Theorem 6.3 (Hausdorff’s theorem). For a set K in the metric space X to be relatively
compact, it is necessary, and in the case of completeness of X, sufficient that there is a
finite ϵ-net for the set K for any ϵ > 0.

Proof.
1. Necessity. Let K be a relatively compact set in the metric space X and x1 ∈ K be

arbitrarily chosen. Take ϵ > 0 arbitrarily. If

d(x, x1) < ϵ for any x ∈ K,

then a finite ϵ-net is already constructed. Otherwise, there is an element x2 ∈ K
such that

d(x2, x1) ≥ ϵ.

If either

d(x, x1) < ϵ or d(x, x2) < ϵ for any x ∈ K,

then a finite ϵ-net is found. If this does not hold, then there is an element x3 ∈ K
so that

d(x1, x3) ≥ ϵ or d(x2, x3) ≥ ϵ.

We continue this process. If this process continues indefinitely, we get a sequence
{xn}n∈N of elements of K such that

d(xi, xj) ≥ ϵ, i, j ∈ N, i ̸= j.

Hence, there is not any subsequence of the sequence {xn}n∈N that is convergent.
This is a contradiction because K is compact set of X.

2. Sufficiency. Assume that X is a complete metric space and there is a finite ϵ-net
for the set K for any ϵ > 0. We take a sequence {ϵn}n∈N of positive numbers such
that ϵn → 0, as n→∞. For any ϵn we construct a finite ϵn-net

{x(n)1 , x(n)2 , . . . , x(n)kn }
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for the set K. Let L ⊂ K be an infinite set. We describe a closed ball of radius ϵ1
around each of the points

{x(1)1 , x(1)2 , . . . , x(1)k1 }
in the ϵ1-net. Then each of the elements of L belongs to one of these balls. Since
the number of the balls is finite, there is at least one of these balls that contains an
infinite set of elements of L. Denote such a subset by L1. Nowwe describe a closed
ball of radius ϵ2 around each of the elements

{x(2)1 , x(2)2 , . . . , x(2)k2 }
in the ϵ2-net. Then there is an infinite subset L2 of L1 lying in a ball of radius ϵ2.
Continuing this process, we get the sequence

L1 ⊃ L2 ⊃ ⋅ ⋅ ⋅ ⊃ Ln ⊃ ⋅ ⋅ ⋅

and each Lj is contained in a closed ball of radius ϵj and if x1, x2 ∈ Lj, we have

d(x1, x2) ≤ 2ϵj.

Let

ξ1 ∈ L1, ξ2 ∈ L2, ξ2 ̸= ξ1, . . . , ξn ∈ Ln, ξn ̸= ξj, j ∈ {1, . . . , n − 1},

and so on. In this way, we get a sequence {ξn}n∈N for which

ξn+p ∈ Ln+p ⊂ Ln
for any p ∈ N. Consequently

d(ξn+p, ξn) ≤ 2ϵn+p → 0, as n→∞, p > 0.

Because X is complete, the sequence {ξn}n∈N is convergent to an element ξ ∈ X.
Therefore K is a relatively compact set of X. This completes the proof.

Theorem 6.4. For a set K of a complete metric space X to be a relatively compact set in
X, it is necessary and sufficient that there is a relatively compact ϵ-net for the set K for
every ϵ > 0.

Proof.
1. Let L be a relatively compact ϵ2 -net for the setK. Since L is a relatively compact set

in X, by Theorem 6.3, it follows that there is a finite ϵ
2 -net for the set L, which we

denote by L1. Let x ∈ K be arbitrarily chosen. Then there are x1 ∈ L and x2 ∈ L1
such that

d(x, x1) <
ϵ
2

and d(x1, x2) <
ϵ
2
.
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Hence,

d(x, x2) ≤ d(x, x1) + d(x1, x2) <
ϵ
2
+ ϵ
2
= ϵ. (6.1)

Because x ∈ Kwas arbitrarily chosen and for it there is an element x2 ∈ L1 so that
(6.1) holds and since X is complete, using Theorem 6.3, we conclude that K is a
relatively compact set in X.

2. Let K is a relatively compact set in X. Then, by Theorem 6.3, it follows that there
is a finite ϵ-net forK, which is a relatively compact ϵ-net forK. This completes the
proof.

Theorem 6.5. A relatively compact space is separable.

Proof. Let Y be a relatively compact metric space. We take a sequence {ϵn}n∈N of posi-
tive numbers so that

ϵn → 0, as n→∞

For every n ∈ N we construct a finite ϵn-net

Nn = {x
(n)
1 , . . . , x

(n)
kn
}.

We set

N =
∞
⋃
n=1Nn.

We see that N is a countable everywhere dense set in Y. Therefore the metric space Y
is separable. This completes the proof.

Theorem 6.6. A relatively compact set K of the metric space X is bounded.

Proof. Let L be a finite 1-net for K,

L = {x1, . . . , xp}.

Let also, a ∈ K be arbitrarily chosen and fixed. We set

r = max
j∈{1,...,p} d(a, xj).

We take x ∈ K arbitrarily. Then there is a j ∈ {1, . . . , p} such that

d(x, xj) < 1.

Hence,

d(a, x) ≤ d(a, xj) + d(x, xj) < 1 + r. (6.2)

Since x ∈ Kwas arbitrarily chosen, we conclude that the inequality (6.2) holds for any
x ∈ K. Therefore K is bounded. This completes the proof.
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Theorem 6.7. A closed set K of the metric space X is sequentially compact if and only
if every covering of K of open sets of X contains a covering consisting of a finite number
of these open sets.

Proof.
1. Necessity. Let {Gα} be a system of open sets that covers the setK and suppose that

it is not possible to be extracted from it a finite covering. Take a sequence {ϵn}n∈N
of positive numbers such that

ϵn → 0, as n→∞.

Let

{x(1)1 , . . . , x(1)k1 }
be an ϵ1-net for the set K. Let

Kj = Bϵxj [x
(1)
j ] ∩ K, j ∈ {1, . . . , k1}.

Then

K =
k1
⋃
j=1 Kj.

Note that Kj, j ∈ {1, . . . , k1} is a sequentially compact set. If K cannot be covered
by any finite subsystem in {Gα}, then the same is true for some of these sets Kj,
j ∈ {1, . . . , k1}, which we denote by Kj1 . Continuing this process, we extract Kj1j2
from the sequentially compact set Kj1 if it is not possible to extract from {Gα} any
finite covering of Kj1j2 . And so on. In this way, we get the system

Kj1 ⊃ Kj1j2 ⊃ ⋅ ⋅ ⋅ ⊃ Kj1j2 ...jn ⊃ ⋅ ⋅ ⋅ .
Let x0 be an element that belongs to all of these sets. Since x0 ∈ K and {Gα} cov-
ers K, there is a set Gα0 so that x0 ∈ Gα0 . Because Gα0 is an open set, there is a
neighborhood Bϵ(x0) of the element x0 such that

Bϵ(x0) ⊂ Gα0 .

Now we take n ∈ N large enough so that

d(x̃, ̃x̃) < ϵ

for any x̃, ̃x̃ ∈ Kj1j2 ...jn . Then
Kj1j2 ...jn ⊂ Bϵ(x0) ⊂ Gα0 .

This is a contradiction because it is not possible to extract from the system {Gα} a
finite covering of Kj1j2 ...jn .
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2. Sufficiency. Suppose thatM is a subset of K which has not any limit point. Then
for every x ∈ K there is an ϵx > 0 so that

Bϵx (x) ∩M = {x} or Bϵx (x) ∩M = 0.

Note that the neighborhood Bϵx (x) forms a covering ofM. We extract a finite cov-
erings

Bϵx1 (x1), Bϵx2 (x2), . . . ,Bϵxn (x1).

Since the entire setM is located in these neighborhoods and each of these neigh-
borhoods cannot contain more than one element ofM, thenM is finite. Therefore
every infinite subset of K must have a limit point, i. e., K is a relatively compact
set in X. This completes the proof.

Theorem 6.8. Every continuous image of a relatively compact set K in the metric space
X is a relatively compact set in X.

Proof. LetY be ametric space and f : X 󳨃󳨀→ Y be a continuousmap such that f (K) ⊂ Y.
Let also, {yn}n∈N be an arbitrary sequence of elements of f (K). With xn, n ∈ N, we
denote the elements of K such that

yn = f (xn), n ∈ N.

Since K is a relatively compact set in the metric space X, there exists a subsequence
{xnk }k∈N and x0 ∈ X such that

xnk → x0, as k →∞.

Because f : K 󳨃󳨀→ Y is continuous, we get

ynk = f (xnk ) → f (x0) ∈ Y, as k →∞,

i. e., the sequence {yn}n∈N contains a convergent subsequence to an element ofY. Con-
sequently f (K) is compact. This completes the proof.

6.3 A Criteria for relative compactness in the space C([a, b])
LetM be a set of elements of C([a, b]). We provide C([a, b]) with the metric

d(x1, x2) = max
t∈[a,b]󵄨󵄨󵄨󵄨x1(t) − x2(t)󵄨󵄨󵄨󵄨, x1, x2 ∈ C([a, b]).

Definition 6.4. We say that the setM is uniformly bounded if there exists a constant
c > 0 such that

󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 ≤ c for all t ∈ [a, b]

and for all x ∈ M.
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Definition 6.5. We say that the set M is equi-continuous if for every ϵ > 0 there is a
δ = δ(ϵ) > 0 such that the inequality |t1 − t2| < δ, t1, t2 ∈ [a, b], implies

󵄨󵄨󵄨󵄨x(t1) − x(t2)
󵄨󵄨󵄨󵄨 < ϵ

for any x ∈ M.

Theorem 6.9 (Arzela theorem). The set K ⊂ C([a, b]) is a relatively compact set in
C([a, b]) if and only if it is uniformly bounded and equi-continuous.

Proof.
1. Let K be a relatively compact set in C([a, b]). By Theorem 6.6, it follows that it is

uniformly bounded. Let ϵ > 0 be arbitrarily chosen. We construct a finite ϵ
3 -net

{x1, . . . , xk}

for the setK. Because xj, j ∈ {1, . . . , k}, are continuous on [a, b], they are uniformly
continuous on [a, b]. For any xj, j ∈ {1, . . . , k}, we take a positive number δj such
that

󵄨󵄨󵄨󵄨xj(t1) − xj(t2)
󵄨󵄨󵄨󵄨 <

ϵ
3
,

whenever |t1 − t2| < δj, t1, t2 ∈ [a, b]. Let

δ = min{δ1, . . . , δk}.

Then, if |t1 − t2| < δ, t1, t2 ∈ [a, b], and x ∈ K, we see that there is a j ∈ {1, . . . , k},
such that

󵄨󵄨󵄨󵄨xj(t1) − x(t1)
󵄨󵄨󵄨󵄨 <

ϵ
3
, 󵄨󵄨󵄨󵄨xj(t2) − x(t2)

󵄨󵄨󵄨󵄨 <
ϵ
3
,

whereupon

󵄨󵄨󵄨󵄨x(t1) − x(t2)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨x(t1) − xj(t1) + xj(t1) + xj(t2) − xj(t2) + x(t2)

󵄨󵄨󵄨󵄨
≤ 󵄨󵄨󵄨󵄨x(t1) − xj(t1)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨xj(t1) − xj(t2)

󵄨󵄨󵄨󵄨

+ 󵄨󵄨󵄨󵄨xj(t2) − x(t2)
󵄨󵄨󵄨󵄨 <

ϵ
3
+ ϵ
3
+ ϵ
3
= ϵ.

Consequently K is equi-continuous.
2. Let K ⊂ C([a, b]) be uniformly bounded and equi-continuous. Let c > 0 be chosen

so that

󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 ≤ c, t ∈ [a, b],

for any x ∈ K. We take ϵ > 0 arbitrarily. Then there exists a δ = δ(ϵ) > 0 such that
if |t1 − t2| < δ, t1, t2 ∈ [a, b], we have

󵄨󵄨󵄨󵄨x(t1) − x(t2)
󵄨󵄨󵄨󵄨 < ϵ
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for any x ∈ K. Let n ∈ N be arbitrarily chosen so that

(b − a) 1
n
< δ.

We divide the interval [a, b] into n equal parts

[a + (b − a)k
n
, a + (b − a)k + 1

n
], k ∈ {0, 1, . . . , n − 1}.

Then

󵄨󵄨󵄨󵄨x(t1) − x(t2)
󵄨󵄨󵄨󵄨 < ϵ

for every x ∈ K and t1, t2 ∈ [a, b], |t1 − t2| < (b − a)
1
n , in particular for

t1, t2 ∈ [a + (b − a)
k
n
, a + (b − a)k + 1

n
], k ∈ {0, 1, . . . , n − 1}.

We construct the function xn to the function x such that
(a) xn(a + (b − a)

k
n ) = x(a + (b − a)

k
n ), k ∈ {0, . . . , n − 1},

(b) xn is a linear function on [a + (b − a)
k
n , a + (b − a)

k+1
n ], k ∈ {0, 1, . . . , n − 1}.

Let x ∈ K be such that

x(a + (b − a)k
n
) ≤ x(a + (b − a)k + 1

n
), k ∈ {0, . . . , n − 1}.

Hence,

xn(a + (b − a)
k
n
) ≤ xn(t) ≤ xn(a + (b − a)

k + 1
n
), k ∈ {0, 1, . . . , n − 1},

for t ∈ [a + (b − a) kn , a + (b − a)
k+1
n ], and

−ϵ < x(t) − x(a + (b − a)k + 1
n
) ≤ x(t) − xn(t) ≤ x(t) − x(a + (b − a)

k
n
) < ϵ

for any t ∈ [a + (b − a) kn , a + (b − a)
k+1
n ], k ∈ {0, . . . , n − 1}, i. e.,

󵄨󵄨󵄨󵄨x(t) − xn(t)
󵄨󵄨󵄨󵄨 < ϵ

for all t ∈ [a, b]. Therefore

d(xn, x) < ϵ

and the set L of functions xn is an ϵ-net for K. Also,

󵄨󵄨󵄨󵄨xn(t)
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨x(t) − xn(t)

󵄨󵄨󵄨󵄨 < c + ϵ, t ∈ [a, b].
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Therefore L is uniformly bounded. Now we associate to every function xn of L the
points of an (n + 1)-dimensional space X̃, having as coordinates the ordinates of
the vertices of a polygon, the graph of xn. This correspondence is one-to-one and
continuous. Therefore if the sequence of functions {x(k)n } converges to x(0)n in the
sense of the metric space C([a, b]), the sequence of points {x̃(k)} converges to the
points x̃(0) in the sense of the metric space En+1. The set K̃ = {x̃} is bounded and
consequently it is relatively compact in En+1. Therefore L is relatively compact in
C([a, b]) and for any ϵ > 0 we construct a relatively compact ϵ-net for K. Since
C([a, b]) is complete, using Theorem 6.4, we conclude that K is a relatively com-
pact set in C([a, b]). This completes the proof.

6.4 A Criteria for compactness in the space Lp([a, b]), p > 1
Consider the spaceLp([a, b]).We extendall functions x ∈ Lp([a, b])beyond the interval
[a, b] and put x(t) = 0 if t lies outside the interval [a, b].

Theorem 6.10 (Riesz’s theorem). A set K is the space Lp([a, b]) is a relatively compact
set in Lp([a, b]) if and only if there exists a constant c > 0 such that

b

∫
a

󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨
pdt ≤ cp (6.3)

for every x ∈ Lp([a, b]), and for every ϵ > 0 there exists a δ = δ(ϵ) > 0 such that

b

∫
a

󵄨󵄨󵄨󵄨x(t + h) − x(t)
󵄨󵄨󵄨󵄨
pdt < ϵp for 0 < h < δ, (6.4)

simultaneously for all functions of the set K.

Proof.
1. Let K is a relatively compact set in Lp([a, b]). Then K is bounded and from this,

the condition (6.3) holds. Now we will check the condition (6.4). Let ϵ > 0 be
arbitrarily chosen. Since K is a relatively compact set in Lp([a, b]), there exists a
finite ϵ

3 -net for K

{x1, . . . , xn}.

Note that, for any i ∈ {1, . . . , n}, there exists δi = δi(ϵ) > 0 such that

b

∫
a

󵄨󵄨󵄨󵄨xi(t + h) − xi(t)
󵄨󵄨󵄨󵄨
pdt < (ϵ

3
)
p
, 0 < h < δi.
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Let

δ = min
i∈{1,...,n} δi.

Then

b

∫
a

󵄨󵄨󵄨󵄨xi(t + h) − xi(t)
󵄨󵄨󵄨󵄨
pdt < (ϵ

3
)
p
, 0 < h < δ,

for any i ∈ {1, . . . , n}. Let x ∈ K be arbitrarily chosen. Then there exists j ∈ {1, . . . , n},
such that

b

∫
a

󵄨󵄨󵄨󵄨x(t) − xj(t)
󵄨󵄨󵄨󵄨
pdt < (ϵ

3
)
p
,

hence, for 0 < h < δ, we have

b

∫
a

󵄨󵄨󵄨󵄨x(t + h) − xj(t + h)
󵄨󵄨󵄨󵄨
pdt =

b+h
∫
a+h 󵄨󵄨󵄨󵄨x(t) − xj(t)󵄨󵄨󵄨󵄨pdt ≤

b

∫
a

󵄨󵄨󵄨󵄨x(t) − xj(t)
󵄨󵄨󵄨󵄨
pdt

< (ϵ
3
)
p
, 0 < h < δ.

Then

(
b

∫
a

󵄨󵄨󵄨󵄨x(t + h) − x(t)
󵄨󵄨󵄨󵄨
pdt)

1
p

= (
b

∫
a

󵄨󵄨󵄨󵄨x(t + h) − xj(t + h) + xj(t + h) − xj(t) + xj(t) − x(t)
󵄨󵄨󵄨󵄨
pdt)

1
p

≤ (
b

∫
a

󵄨󵄨󵄨󵄨x(t + h) − xj(t + h)
󵄨󵄨󵄨󵄨
pdt)

1
p

+ (
b

∫
a

󵄨󵄨󵄨󵄨xj(t + h) − xj(t)
󵄨󵄨󵄨󵄨
pdt)

1
p

+ (
b

∫
a

󵄨󵄨󵄨󵄨xj(t) − x(t)
󵄨󵄨󵄨󵄨
pdt)

1
p

< ϵ
3
+ ϵ
3
+ ϵ
3
= ϵ, 0 < h < δ.

2. Suppose that all functions of the set K satisfy the conditions (6.3) and (6.4). For
h > 0 and x ∈ K we define

xh(t) =
1
2h

t+h
∫
t−h x(τ)dτ, t ∈ [a, b].
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Let q be the conjugate of p. Then

󵄨󵄨󵄨󵄨xh(t)
󵄨󵄨󵄨󵄨 =

1
2h

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t+h
∫
t−h x(τ)dτ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ 1
2h

t+h
∫
t−h 󵄨󵄨󵄨󵄨x(τ)󵄨󵄨󵄨󵄨dτ ≤ 1

2h
(

t+h
∫
t−h dτ)

1
q

(
t+h
∫
t−h 󵄨󵄨󵄨󵄨x(τ)󵄨󵄨󵄨󵄨pdτ)

1
p

= 1
2h
(2h)

1
q(

t+h
∫
t−h 󵄨󵄨󵄨󵄨x(τ)󵄨󵄨󵄨󵄨pdτ)

1
p

= ( 1
2h
)

1
p

(
t+h
∫
t−h 󵄨󵄨󵄨󵄨x(τ)󵄨󵄨󵄨󵄨pdτ)

1
p

and

󵄨󵄨󵄨󵄨xh(t + y) − xh(t)
󵄨󵄨󵄨󵄨 =

1
2h

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t+y+h
∫

t+y−h x(τ)dτ −
t+h
∫
t−h x(τ)dτ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 1
2h

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t+h
∫
t−h x(τ + y)dτ −

t+h
∫
t−h x(τ)dτ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 1
2h

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t+h
∫
t−h(x(τ + y) − x(τ))dτ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1
2h

t+h
∫
t−h 󵄨󵄨󵄨󵄨x(τ + y) − x(τ)󵄨󵄨󵄨󵄨dτ

≤ ( 1
2h
)

1
p

(
t+h
∫
t−h 󵄨󵄨󵄨󵄨x(τ + y) − x(τ)󵄨󵄨󵄨󵄨pdτ)

1
p

≤ ( 1
2h
)

1
p

(
b

∫
a

󵄨󵄨󵄨󵄨x(τ + y) − x(τ)
󵄨󵄨󵄨󵄨
pdτ)

1
p

.

Therefore, for fixed h > 0, the family {xh} for x ∈ K is uniformly bounded and
equi-continuous. Next,

󵄨󵄨󵄨󵄨x(t) − xh(t)
󵄨󵄨󵄨󵄨 =

1
2h

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t+h
∫
t−h x(t)dτ −

t+h
∫
t−h x(τ)dτ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
= 1
2h

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t+h
∫
t−h(x(t) − x(τ))dτ

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1
2h

t+h
∫
t−h 󵄨󵄨󵄨󵄨x(t) − x(τ)󵄨󵄨󵄨󵄨dτ = 1

2h

h

∫−h 󵄨󵄨󵄨󵄨x(t) − x(t + τ)󵄨󵄨󵄨󵄨dτ
≤ ( 1

2h
)

1
p

(
h

∫−h 󵄨󵄨󵄨󵄨x(t) − x(t + τ)󵄨󵄨󵄨󵄨pdτ)
1
p

.
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Hence,

b

∫
a

󵄨󵄨󵄨󵄨x(t) − xh(t)
󵄨󵄨󵄨󵄨
pdt ≤ 1

2h

b

∫
a

h

∫−h 󵄨󵄨󵄨󵄨x(t) − x(t + τ)󵄨󵄨󵄨󵄨pdτdt
= 1
2h

h

∫−h
b

∫
a

󵄨󵄨󵄨󵄨x(t) − x(t + τ)
󵄨󵄨󵄨󵄨
pdtdτ

< ϵ
p

2h

h

∫−h dτ = ϵp if 0 < h < δ.

Therefore {xh} is an ϵ-net for K and since it is a relatively compact set in Lp([a, b]),
we conclude that K is a relatively compact set in Lp([a, b]). This completes the
proof.

6.5 Compact operators

Let X and Y be normed vector spaces.

Definition 6.6. A linear operator 𝔸 : X 󳨃󳨀→ Y is called compact if it maps each
bounded set of X into a relatively compact set of Y.

Example 6.1. Let X = Y = C([0, 1]). Suppose that K ∈ C([0, 1] × [0, 1]) and consider the
operator

𝔸x(t) =
1

∫
0

K(t, s)x(s)ds, t ∈ [0, 1], x ∈ X.

Evidently,𝔸 : X 󳨃󳨀→ Y.Wewill prove that it is a compact operator. LetKbe an arbitrary
bounded set of X. Then there exists a constant r > 0 such that

‖x‖ ≤ r

for any x ∈ K. Let ϵ > 0 be arbitrarily chosen. Because K ∈ C([0, 1] × [0, 1]), there exists
a constant l > 0 such that

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨 ≤ l, t, s ∈ [0, 1],

and there exists a δ = δ(ϵ) > 0 so that

󵄨󵄨󵄨󵄨K(t1, s) − K(t2, s)
󵄨󵄨󵄨󵄨 <

ϵ
r
, t1, t2, s ∈ [0, 1], |t1 − t2| < δ.
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Hence, for x ∈ K,

󵄨󵄨󵄨󵄨𝔸x(t)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

K(t, s)x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤

1

∫
0

󵄨󵄨󵄨󵄨K(t, s)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds ≤ lr, t ∈ [0, 1].

Therefore𝔸(K) is uniformly bounded. Next,

󵄨󵄨󵄨󵄨𝔸x(t1) − 𝔸x(t2)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

K(t1, s)x(s)ds −
1

∫
0

K(t2, s)x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

(K(t1, s) − K(t2, s))x(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤

1

∫
0

󵄨󵄨󵄨󵄨K(t1, s) − K(t2, s)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨ds

< ϵ
r
r = ϵ for |t1 − t2| < δ, t1, t2 ∈ [0, 1],

and for any x ∈ K. Consequently 𝔸(K) is equi-continuous. Because 𝔸(K) is bounded
and equi-continuous, we conclude that it is compact. Consequently 𝔸 : X 󳨃󳨀→ Y is a
compact operator.

Lemma 6.1. If a sequence {xn}n∈N ⊂ X is weakly convergent to x0 ∈ X and a relatively
compact in X, then it is strongly convergent to x0.

Proof. Assume the contrary. Then there exist an ϵ > 0 and a subsequence {xnk }k∈N of
the sequence {xn}n∈N such that

‖xnk − x0‖ ≥ ϵ, k ∈ N.

Because {xnk }k∈N is a relatively compact set, there is a subsequence {xnkl }l∈N strongly
convergent to y0 ∈ X. We have

‖xnkl − x0‖ ≥ ϵ. (6.5)

Now, using xnkl ⇀ x0, we conclude that x0 = y0. Therefore

‖xnkl − x0‖ < ϵ,

which contradicts (6.5). This completes the proof.

Lemma 6.2. Let𝔸 : X 󳨃󳨀→ Y be a linear bounded operator. If xn ⇀ x0, as n →∞, then
𝔸xn ⇀ 𝔸x0, as n→∞.

Proof. Let ϕ be arbitrarily chosen linear functional on Y. Let also,

f (x0) = ϕ(𝔸x0), f (xn) = ϕ(𝔸xn), n ∈ N.
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Since 𝔸 : X 󳨃󳨀→ Y is a linear operator, f is a linear functional on X. Because xn ⇀ x0,
as n→∞, we get

f (xn) → f (x0), as n→∞.

Hence,

ϕ(𝔸xn) → ϕ(𝔸x0), as n→∞.

Since ϕ was arbitrarily chosen linear functional on Y, we conclude that

𝔸xn ⇀ 𝔸x0, as n→∞.

This completes the proof.

Theorem 6.11. A compact operator𝔸 : X 󳨃󳨀→ Ymaps a weakly convergent sequence in
X into a strongly convergent sequence in Y.

Proof. Let {xn}n∈N ⊂ X is a weakly convergent sequence to x0 ∈ X. Then {‖xn‖}n∈N is a
bounded sequence. Because the operator 𝔸 is compact, we see that {𝔸xn}n∈N is com-
pact. By Lemma 6.2, we see that {𝔸xn}n∈N is weakly convergent to𝔸x0. From this and
from Lemma 6.1, it follows that {𝔸xn}n∈N is strongly convergent to𝔸x0. This completes
the proof.

Theorem 6.12. Let𝔸n : X 󳨃󳨀→ Y, n ∈ N, be compact operators, and

‖𝔸n − 𝔸‖ → 0, as n→∞.

Then𝔸 : X 󳨃󳨀→ Y is a compact operator.

Proof. LetM ⊂ X be a bounded set. Then there exists a constant r > 0 such that

‖x‖ ≤ r for x ∈ M.

We take ϵ > 0 arbitrarily. Then there exists an n0 ∈ N such that

‖𝔸n − 𝔸‖ <
ϵ
r

for any n ∈ N, n ≥ n0. Set

𝔸(M) = K and 𝔸n0 (M) = L.

Now, we take y ∈ K arbitrarily. Let x ∈ M be such that y = 𝔸x and set

y0 = 𝔸n0x.
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Then

‖y − y0‖ = ‖𝔸x − 𝔸n0x‖ =
󵄩󵄩󵄩󵄩(𝔸 − 𝔸n0 )x

󵄩󵄩󵄩󵄩

≤ ‖𝔸 − 𝔸n‖‖x‖ <
ϵ
r
r = ϵ.

Therefore L is an ϵ-net of K. Since 𝔸n0 : X 󳨃󳨀→ Y is a compact operator and M is a
bounded set, we see that L is relatively compact. Hence,𝔸 : X 󳨃󳨀→ Y is compact. This
completes the proof.

6.6 Advanced practical problems

Problem 6.1. Prove that the set of all functions x ∈ C1([a, b]) for which

󵄨󵄨󵄨󵄨x(0)
󵄨󵄨󵄨󵄨 ≤ k1,

b

∫
1

󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨dt ≤ k2,

where k1 and k2 are positive constants, is relatively compact in the space C([a, b]).

Problem 6.2. Prove that the set of all functions x ∈ C1([a, b]) for which

b

∫
a

(󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨
2 + 󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨2)dt ≤ k,

where k is a positive constant, is relatively compact in C([a, b]).

Problem 6.3. Prove that every compact set in C1([a, b]) is a relatively compact set in
C([a, b]).

Problem 6.4. Let X, Y and Z are normed vector spaces, 𝔸 ∈ ℒ(X,Y) is a compact op-
erator and 𝔹 ∈ ℒ(Y,Z). Prove that 𝔹𝔸 is a compact operator.

Problem 6.5. Prove that the following operators 𝔸 : C([0, 1]) 󳨃󳨀→ C([0, 1]) are com-
pact:
1. 𝔸x(t) = ∫t0 x(s)ds,
2. 𝔸x(t) = x(0) + tx(1),
3. 𝔸x(t) = ∫10 e

tsx(s)ds.
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7 Self-adjoint operators in Hilbert spaces

7.1 Adjoint operators. Self-adjoint operators

Let H be a Hilbert space and 𝔸 ∈ ℒ(H). For x, y ∈ H consider a linear functional fy
defined as follows:

fy(x) = (𝔸x, y).

As a linear functional on H, fy has the form

fy(x) = (x, y
∗),

where y∗ ∈ H is uniquely defined by fy for any x ∈ H. Note that fy varies with a change
of y and so does y∗. Therefore we get the operator

𝔸∗y = y∗, y ∈ H,

and𝔸∗ : H 󳨃󳨀→ H. This operator𝔸∗ is associated with the operator𝔸 in the following
manner:

(𝔸x, y) = (x, 𝔸∗y). (7.1)

Definition 7.1. The operator𝔸∗ is called the adjoint operator of the operator𝔸.
Assume that for x, y ∈ H we have

(𝔸x, y) = (x, 𝔸∗y) = (x, 𝔸∗1 y),
where𝔸∗, 𝔸∗1 : H 󳨃󳨀→ H are adjoint operators of the operator𝔸. Therefore

𝔸∗y = 𝔸∗1 y for all y ∈ H.

Thus

𝔸∗ = 𝔸∗1 ,
i. e., the operator𝔸∗ is uniquely determined by (7.1). From Theorem 5.3, it follows that

‖𝔸‖ = 󵄩󵄩󵄩󵄩𝔸
∗󵄩󵄩󵄩󵄩.

By (7.1), we get

(𝔸∗x, y) = (y, 𝔸∗x) = (𝔸y, x) = (x, 𝔸y), x, y ∈ H.

https://doi.org/10.1515/9783110657722-007
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Thus

𝔸∗∗ = 𝔸.
Similarly

𝔸∗∗∗ = 𝔸∗,
and so on.

Exercise 7.1. Let𝔸,𝔹 ∈ ℒ(H). Prove that
1. (𝔸 + 𝔹)∗ = 𝔸∗ + 𝔹∗,
2. (λ𝔸)∗ = λ𝔸∗, λ ∈ F,
3. (𝔸𝔹)∗ = 𝔹∗𝔸∗,
4. (𝔸∗)−1 = (𝔸−1)∗ if𝔸−1 exists.
Definition 7.2. An operator𝔸 ∈ ℒ(H) is called self-adjoint, if𝔸 = 𝔸∗.
7.2 Unitary operators

Definition 7.3. A linear operator 𝕌 : H 󳨃󳨀→ H is called unitary if it maps the Hilbert
space H onto all of H with preservation of the norm, i. e.,

‖𝕌x‖ = ‖x‖, x ∈ H.

Remark 7.1. If𝕌 : H 󳨃󳨀→ H is unitary, then it is one-one. In fact, if x1, x2 ∈ H, then

𝕌x1 = 𝕌x2

or

𝕌(x1 − x2) = 0,

and hence

󵄩󵄩󵄩󵄩𝕌(x1 − x2)
󵄩󵄩󵄩󵄩 = ‖x1 − x2‖ = 0,

i. e., x1 = x2. Furthermore,

(𝕌x, 𝕌x) = ‖𝕌x‖2 = ‖x‖2 = (x, x) = (𝕌∗𝕌x, x), x ∈ H.

Therefore

𝕌∗𝕌 = 𝕀 (7.2)
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and

𝕌∗𝕌𝕌−1 = 𝕌∗ = 𝕌−1.
Hence,

𝕌𝕌∗ = 𝕌𝕌−1 = 𝕀. (7.3)

Consequently

𝕌∗ = 𝕌−1.
By (7.2), it also follows that

(𝕌x, 𝕌y) = (x, y), x, y ∈ H.

Conversely, by (7.2) and (7.3), it follows that𝕌 is an unitary operator, since these imply
𝕌−1 = 𝕌∗ exists. Then H is mapped one-one onto H and

‖𝕌x‖2 = (𝕌x, 𝕌x) = (𝕌∗𝕌x, x) = (x, x) = ‖x‖2,
whereupon

‖𝕌x‖ = ‖x‖, x ∈ H.

Definition 7.4. Let 𝔸 : H 󳨃󳨀→ H be a linear operator,𝕌 : H 󳨃󳨀→ H is an unitary opera-
tor. The operator

𝔹 = 𝕌𝔸𝕌−1
is called an operator unitarily equivalent to𝔸.

7.3 Projection operators

Let L be a closed linear subspace of H. Then every element x ∈ H is uniquely repre-
sentable in the form

x = y + z,

where y ∈ L and z ⊥ L. We set

ℙx = y.

Then

ℙ : H 󳨃󳨀→ L.
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Definition 7.5. The operatorℙ : H 󳨃󳨀→ L is called the operator of orthogonal projection
upon L, or a projection operator, or a projector. It is denoted by ℙL. The space L will
be called the corresponding space of the projector ℙ.

Theorem 7.1. The operator ℙL : H 󳨃󳨀→ L is a linear self-adjoint operator and

‖ℙL‖ = 1, ℙ
2
L = ℙL.

Proof. Firstly, we will prove that ℙL : H 󳨃󳨀→ L is a linear operator. Let x1, x2 ∈ H and

x1 = y1 + z1, x2 = y2 + z2, y1, y2 ∈ L, z1, z2 ⊥ L.

Let also α ∈ F. Then

ℙLx1 = y1,
αx1 = αy1 + αz1,

ℙL(αx1) = αy1 = αℙLx1,

and

x1 + x2 = (y1 + y2) + (z1 + z2),
ℙLx2 = y2,

ℙL(x1 + x2) = y1 + y2 = ℙLx1 + ℙLx2.

Consequently the operator ℙL : H 󳨃󳨀→ L is a linear operator. Furthermore,

(ℙLx1, x2) = (y1, x2) = (y1, y2 + z2) = (y1, y2) + (y1, z2) = (y1, y2)
= (z1, y2) + (y1, y2) = (z1 + y1, y2) = (x1, y2) = (x1, ℙLx2),

i. e., ℙL : H 󳨃󳨀→ L is a self-adjoint operator. Note that, for x ∈ H, we have ℙLx ∈ L and

ℙ2Lx = ℙL(ℙLx) = ℙLx,

i. e.,

ℙ2L = ℙL.

Next, for x ∈ H, x = y + z, y ∈ L, z ⊥ L, we have

‖x‖2 = ‖y + z‖2 = (y + z, y + z) = (y, y) + (y, z) + (z, y) + (z, z)
= (y, y) + (z, z) = ‖y‖2 + ‖z‖2,

and then

‖y‖ ≤ ‖x‖,
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or

‖ℙLx‖ ≤ ‖x‖.

Therefore

‖ℙL‖ ≤ 1. (7.4)

For x ∈ L, we have ℙLx = x and

‖ℙLx‖ = ‖x‖,

whereupon

‖ℙL‖ ≥ 1.

Hence, by (7.4), we conclude that

‖ℙL‖ = 1.

This completes the proof.

Theorem 7.2. Let ℙ ∈ ℒ(H) be a self-adjoint operator such that ℙ2 = ℙ. Then ℙ is an
orthogonal projection on some linear subspace L ⊆ H.

Proof. Let

L = {y = ℙx : x ∈ H}.

Since ℙ ∈ ℒ(H), we see that L is a closed linear subspace of H. Note that

(x − ℙx, ℙx) = (ℙ(x − ℙx), x) = (ℙx − ℙ2x, x) = (ℙx − ℙx, x) = 0, x ∈ H.

This completes the proof.

Remark 7.2. By the proof of Theorem 7.2, it follows that 𝕀 − ℙ is a projection operator.

Definition 7.6. Two projection operators ℙ1 and ℙ2 are called orthogonal if ℙ1ℙ2 = 𝕆.
Hence, using (ℙ1ℙ2)∗ = ℙ2ℙ1, we get ℙ2ℙ1 = 𝕆.
Definition 7.7. Two linear subspaces L1 and L2 of the Hilbert space H are called or-
thogonal if

(x1, x2) = 0

for any x1 ∈ L1 and for any x2 ∈ L2. We will write L1 ⊥ L2.

Theorem 7.3. Let ℙ1 and ℙ2 be two projection operators with corresponding spaces L1
and L2. Then ℙ1 and ℙ2 are orthogonal if and only if L1 ⊥ L2.
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Proof.
1. Let ℙ1 and ℙ2 be orthogonal. Then, for x1 ∈ L1 and x2 ∈ L2, we have

(x1, x2) = (ℙ1x1, ℙ2x2) = (ℙ2ℙ1x1, x2) = 0.

Therefore L1 ⊥ L2.
2. Let L1 ⊥ L2. Then, for x ∈ H, we haveℙ2x ∈ L2. Hence,ℙ1ℙ2x = 0, x ∈ H. Therefore
ℙ1ℙ2 = 𝕆. This completes the proof.

Theorem 7.4. Let ℙ1 and ℙ2 be projection operators with corresponding spaces L1 and
L2. Then ℙ1 + ℙ2 is a projection operator if and only if ℙ1 and ℙ2 are orthogonal. In this
case ℙ1 + ℙ2 = ℙL1+L2 .
Proof.
1. Let ℙ = ℙ1 + ℙ2 be a projection operator. Then

ℙ1 + ℙ2 = (ℙ1 + ℙ2)
2 = ℙ21 + ℙ1ℙ2 + ℙ2ℙ1 + ℙ

2
2

= ℙ1 + ℙ1ℙ2 + ℙ2ℙ1 + ℙ2,

whereupon

ℙ1ℙ2 + ℙ2ℙ1 = 𝕆. (7.5)

Hence,

ℙ21ℙ2 + ℙ1ℙ2ℙ1 = 𝕆,

or

ℙ1ℙ2 + ℙ1ℙ2ℙ1 = 𝕆,

and

ℙ1ℙ2ℙ1 + ℙ1ℙ2ℙ
2
1 = 𝕆,

or

ℙ1ℙ2ℙ1 = 𝕆.

From the previous equality and from (7.5), we obtain

ℙ21ℙ2 + ℙ1ℙ2ℙ1 = 𝕆 and ℙ1ℙ2ℙ1 + ℙ2ℙ
2
1 = 𝕆,

or

ℙ1ℙ2 = 𝕆 and ℙ2ℙ1 = 𝕆.
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2. Let

ℙ1ℙ2 = ℙ2ℙ1 = 𝕆.

Then

(ℙ1 + ℙ2)
2 = ℙ21 + ℙ1ℙ2 + ℙ2ℙ1 + ℙ

2
2 = ℙ1 + ℙ2,

(ℙ1 + ℙ2)
∗ = ℙ∗1 + ℙ∗2 = ℙ1 + ℙ2.

Therefore ℙ1 + ℙ2 is a projection operator. This completes the proof.

Theorem 7.5. Let ℙ1 and ℙ2 be projection operators with corresponding spaces L1 and
L2. Then ℙ1ℙ2 is a projection operator if and only if ℙ1ℙ2 = ℙ2ℙ1.

Proof.
1. Let ℙ1ℙ2 be a projection operator. Then

ℙ1ℙ2 = (ℙ1ℙ2)
∗ = ℙ∗2ℙ∗1 = ℙ2ℙ1. (7.6)

2. Let

ℙ1ℙ2 = ℙ2ℙ1.

Then, by (7.6), we get

ℙ1ℙ2 = (ℙ1ℙ2)
∗

and

(ℙ1ℙ2)
2 = ℙ1ℙ2ℙ1ℙ2 = ℙ

2
1ℙ

2
2 = ℙ1ℙ2.

Therefore ℙ1ℙ2 is a projection operator. This completes the proof.
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8 The method of the small parameter

8.1 Abstract functions of a real variable

Let A ⊆ R, X be a normed vector space.

Definition 8.1. Any function f : A 󳨃󳨀→ X will be called an abstract function of a real
variable.

Definition 8.2. Suppose that λ0 ∈ A and the function f is defined in a neighborhood
U of λ0 and f : U 󳨃󳨀→ X. We will say that a ∈ X is a limit of the function f when λ → λ0
and we will write

a = lim
λ→λ0

f (λ) or f (λ) → a, as λ → λ0,

if

󵄩󵄩󵄩󵄩f (λ) − a
󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

Below we suppose that λ0 ∈ A and U is a neighborhood of λ0.

Theorem 8.1. Let ϕ : U 󳨃󳨀→ R, f , g : U 󳨃󳨀→ X and ϕ(λ) → α, f (λ) → a, g(λ) → b, as
λ → λ0, where α ∈ R, a, b ∈ X. Then:
1. ϕ(λ)f (λ) → αa, as λ → λ0,
2. f (λ) + g(λ) → a + b, as λ → λ0.

Proof.
1. Because f (λ) → a, as λ → λ0, there is a constant r > 0 such that

󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 ≤ r

for any λ ∈ U. We have

󵄩󵄩󵄩󵄩ϕ(λ)f (λ) − αa
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩ϕ(λ)f (λ) − αf (λ) + αf (λ) − αa

󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩(ϕ(λ) − α)f (λ) + α(f (λ) − a)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩(ϕ(λ) − α)f (λ)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩α(f (λ) − a)

󵄩󵄩󵄩󵄩
= 󵄨󵄨󵄨󵄨ϕ(λ) − α

󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 + |α|
󵄩󵄩󵄩󵄩f (λ) − a

󵄩󵄩󵄩󵄩
≤ r󵄨󵄨󵄨󵄨ϕ(λ) − α

󵄨󵄨󵄨󵄨 + |α|
󵄩󵄩󵄩󵄩f (λ) − a

󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

2. We have

󵄩󵄩󵄩󵄩f (λ) + g(λ) − (a + b)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(f (λ) − a) + (g(λ) − b)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩f (λ) − a

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩g(λ) − b

󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

This completes the proof.

https://doi.org/10.1515/9783110657722-008
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Definition 8.3. Let f : U 󳨃󳨀→ X and f : A 󳨃󳨀→ X.
1. We will say that f is continuous at λ0 if

󵄩󵄩󵄩󵄩f (λ) − f (λ0)
󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

2. We will say that the abstract function f is continuous on A if it is continuous at
every point of A.

3. We will say that the abstract function f is continuous on the right of λ0 if f (λ) →
f (λ0), as λ → λ0+.

4. We will say that the abstract function f is continuous on the left of λ0 if f (λ) →
f (λ0), as λ → λ0−.

Theorem 8.2. Let A be a bounded subset of F, the abstract function f : A 󳨃󳨀→ X be a
continuous function on the set A. Then there is a constant M > 0 such that

󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 ≤ M

for any λ ∈ A.

Proof. Suppose that for any n ∈ N there is a λn ∈ A such that
󵄩󵄩󵄩󵄩f (λn)
󵄩󵄩󵄩󵄩 ≥ n.

There is a subsequence {λnk }k∈N of the sequence {λn}n∈N such that λnk → λ0, as k →∞,
λ0 ∈ A, and

󵄩󵄩󵄩󵄩f (λnk )
󵄩󵄩󵄩󵄩 ≥ nk . (8.1)

Since f is continuous on A, we have f (λnk ) → f (λ0), as k → ∞. Hence, by (8.1), we
obtain

󵄩󵄩󵄩󵄩f (λ0)
󵄩󵄩󵄩󵄩 ≥ nk

for any k ∈ N, which is a contradiction. This completes the proof.

Theorem 8.3. Let ϕ : U 󳨃󳨀→ R, f , g : U 󳨃󳨀→ X be continuous at λ0. Then:
1. ϕf is continuous at λ0,
2. f + g is continuous at λ0.

Proof.
1. Since f : U 󳨃󳨀→ X is continuous at λ0, there is an r > 0 such that

󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 ≤ r for any λ ∈ U.

We have
󵄩󵄩󵄩󵄩ϕ(λ)f (λ) − f (λ0)ϕ(λ0)

󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩ϕ(λ)f (λ) − ϕ(λ0)f (λ) + ϕ(λ0)f (λ) − ϕ(λ0)f (λ0)

󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩(ϕ(λ) − ϕ(λ0))f (λ) + ϕ(λ0)(f (λ) − f (λ0))

󵄩󵄩󵄩󵄩
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≤ 󵄩󵄩󵄩󵄩(ϕ(λ) − ϕ(λ0))f (λ)
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩ϕ(λ0)(f (λ) − f (λ0))

󵄩󵄩󵄩󵄩
= 󵄨󵄨󵄨󵄨ϕ(λ) − ϕ(λ0)

󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 +
󵄨󵄨󵄨󵄨ϕ(λ0)
󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩f (λ) − f (λ0)

󵄩󵄩󵄩󵄩
≤ r󵄨󵄨󵄨󵄨ϕ(λ) − ϕ(λ0)

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨ϕ(λ0)
󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩f (λ) − f (λ0)

󵄩󵄩󵄩󵄩 → 0,

as λ → λ0.
2. We have

󵄩󵄩󵄩󵄩f (λ) + g(λ) − (f (λ0) + g(λ0))
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(f (λ) − f (λ0)) + (g(λ) − g(λ0))

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩f (λ) − f (λ0)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩g(λ) − g(λ0)

󵄩󵄩󵄩󵄩
→ 0, as λ → λ0.

This completes the proof.

Suppose that Y is a normed vector space. For λ ∈ A we consider the operator
𝔸(λ) ∈ ℒ(X,Y).

Definition 8.4.
1. A linear operator𝔹 : X 󳨃󳨀→ Y is said to be a limit of the operator𝔸(λ)when λ → λ0,

if

󵄩󵄩󵄩󵄩𝔸(λ) − B
󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

We write𝔸(λ) → 𝔹, as λ → λ0.
2. We say that the operator𝔸(λ) is continuous at λ0, if𝔸(λ) → 𝔸(λ0), as λ → λ0.
3. We say that the operator𝔸(λ) is continuous onA, if it is continuous at every point

of λ0 ∈ A.
4. We say that the operator𝔸(λ) is continuous on the right of λ0, if𝔸(λ) → 𝔸(λ0), as

λ → λ0+.
5. We say that the operator 𝔸(λ) is continuous on the left of λ0, if 𝔸(λ) → 𝔸(λ0), as

λ → λ0−.

Below we suppose that𝔸(λ), 𝔹 ∈ ℒ(X,Y), λ ∈ A, f : A 󳨃󳨀→ X, a ∈ X.

Theorem 8.4. Let𝔸(λ) → 𝔹, f (λ) → a, as λ → λ0. Then𝔸(λ)f (λ) → 𝔹a, as λ → λ0.

Proof. We have

󵄩󵄩󵄩󵄩𝔸(λ)f (λ) − 𝔹a
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩𝔸(λ)f (λ) − 𝔹f (λ) + 𝔹f (λ) − 𝔹a

󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔹)f (λ) + 𝔹(f (λ) − a)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔹)f (λ)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩𝔹(f (λ) − a)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩𝔸(λ) − 𝔹

󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 + ‖𝔹‖
󵄩󵄩󵄩󵄩f (λ) − a

󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

This completes the proof.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



276 | 8 The method of the small parameter

Theorem 8.5. Let𝔸(λ) and f be continuous at λ0. Then𝔸(λ)f is continuous at λ0.

Proof. We have

󵄩󵄩󵄩󵄩𝔸(λ)f (λ) − 𝔸(λ0)f (λ0)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩𝔸(λ)f (λ) − 𝔸(λ0)f (λ) + 𝔸(λ0)f (λ) − 𝔸(λ0)f (λ0)

󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(λ0))f (λ) + 𝔸(λ0)(f (λ) − f (λ0))

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(λ0))f (λ)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩𝔸(λ0)(f (λ) − f (λ0))

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩𝔸(λ) − 𝔸(λ0)

󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩f (λ)
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩𝔸(λ0)
󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩f (λ) − f (λ0)

󵄩󵄩󵄩󵄩 → 0,

as λ → λ0. This completes the proof.

Exercise 8.1. Let𝔸(λ) and f be continuous at λ0. Prove that α𝔸(λ)+βf (λ) is continuous
at λ0 for any α, β ∈ F.

Definition 8.5. Wewill say that the abstract function f : A 󳨃󳨀→ X is differentiable at λ0
if the limit

lim
λ→λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(8.2)

exists. In this case, we will say that the limit (8.2) is the derivative of the abstract func-
tion f (λ) at λ0 and we will write

d
dλ f (λ0). We have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
→ 0, as λ → λ0.

Theorem 8.6. Suppose that the abstract functions f , g : A 󳨃󳨀→ X are differentiable at
λ0 ∈ A. Then:
1. αf : A 󳨃󳨀→ X is differentiable at λ0 and

d
dλ
(αf )(λ0) = α

d
dλ

f (λ0),

for any α ∈ F.
2. f + g : A 󳨃󳨀→ X is differentiable at λ0 and

d
dλ
(f + g)(λ0) =

d
dλ

f (λ0) +
d
dλ

g(λ0).

Proof.
1. Let α ∈ F be arbitrarily chosen. Then

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(αf )(λ) − (αf )(λ0)

λ − λ0
− α d

dλ
f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
α f (λ) − f (λ0)

λ − λ0
− α d

dλ
f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

= |α|
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
→ 0,

as λ → λ0.
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2. We have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(f + g)(λ) − (f + g)(λ0)

λ − λ0
− d
dλ

f (λ0) −
d
dλ

g(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) + g(λ) − f (λ0) − g(λ0)

λ − λ0
− d
dλ

f (λ0) −
d
dλ

g(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0) +
g(λ) − g(λ0)

λ − λ0
− d
dλ

g(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
g(λ) − g(λ0)

λ − λ0
− d
dλ

g(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
→ 0, as λ → λ0,

as λ → λ0. This completes the proof.

Theorem 8.7. Let the abstract function f : A 󳨃󳨀→ X and the scalar function ϕ : A 󳨃󳨀→ R
be differentiable at λ0 ∈ A. Then ϕf is differentiable at λ0 and

d
dλ
(ϕf )(λ0) = ϕ(λ0)

d
dλ

f (λ0) +
d
dλ

ϕ(λ0)f (λ0).

Proof. We have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(ϕf )(λ) − (ϕf )(λ0)

λ − λ0
− ϕ(λ0)

d
dλ

f (λ0) −
d
dλ

ϕ(λ0)f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
ϕ(λ)f (λ) − ϕ(λ0)f (λ0)

λ − λ0
− ϕ(λ0)

d
dλ

f (λ0) −
d
dλ

ϕ(λ0)f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(ϕ(λ) − ϕ(λ0))

f (λ) − f (λ0)
λ − λ0

+ (
f (λ) − f (λ0)

λ − λ0
ϕ(λ0) −

d
dλ

f (λ0)ϕ(λ0))

+ (
ϕ(λ) − ϕ(λ0)

λ − λ0
− d
dλ

ϕ(λ0))f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(ϕ(λ) − ϕ(λ0))

f (λ) − f (λ0)
λ − λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
ϕ(λ0)(

f (λ) − f (λ0)
λ − λ0

− d
dλ

f (λ0))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(
ϕ(λ) − ϕ(λ0)

λ − λ0
− d
dλ

ϕ(λ0))f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

= 󵄨󵄨󵄨󵄨ϕ(λ) − ϕ(λ0)
󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
+ 󵄨󵄨󵄨󵄨ϕ(λ0)

󵄨󵄨󵄨󵄨
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩f (λ0)
󵄩󵄩󵄩󵄩
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ϕ(λ) − ϕ(λ0)

λ − λ0
− d
dλ

ϕ(λ0)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
→ 0, as λ → λ0.

This completes the proof.

Exercise 8.2. Let the abstract function f : A 󳨃󳨀→ X be differentiable at λ0 ∈ A. Prove
that it is continuous at λ0.
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Definition 8.6. We say that the operator 𝔸(λ) ∈ ℒ(X,Y) is differentiable at λ0 ∈ A, if
the limit

lim
λ→λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
1

λ − λ0
(𝔸(λ) − 𝔸(λ0))

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

exists. In this case we call this limit the derivative of the operator 𝔸(λ) at λ0. We will
denote d

dλ𝔸(λ0). We have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
1

λ − λ0
(𝔸(λ) − 𝔸(λ0)) −

d
dλ
𝔸(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
→ 0, as λ → λ0.

Theorem 8.8. Suppose that the abstract function f : A 󳨃󳨀→ X and the operator 𝔸(λ) ∈
ℒ(X,Y) are differentiable at λ0 ∈ A. Then𝔸(λ)f is differentiable at λ0 and

d
dλ
(𝔸f )(λ0) =

d
dλ
𝔸(λ0)f (λ0) + 𝔸(λ0)

d
dλ

f (λ0).

Proof. We have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ)f (λ) − 𝔸(λ0)f (λ0)

λ − λ0
− d
dλ
𝔸(λ0)f (λ0) − 𝔸(λ0)

d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ) − 𝔸(λ0)

λ − λ0
(f (λ) − f (λ0)) +

𝔸(λ) − 𝔸(λ0)
λ − λ0

f (λ0)

+
𝔸(λ0)f (λ) − 𝔸(λ0)f (λ0)

λ − λ0
− d
dλ
𝔸(λ0)f (λ0) − 𝔸(λ0)

d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ) − 𝔸(λ0)

λ − λ0
(f (λ) − f (λ0)) + (

𝔸(λ) − 𝔸(λ0)
λ − λ0

− d
dλ
𝔸(λ0))f (λ0)

+ 𝔸(λ0)(
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ) − 𝔸(λ0)

λ − λ0
(f (λ) − f (λ0))

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(
𝔸(λ) − 𝔸(λ0)

λ − λ0
− d
dλ
𝔸(λ0))f (λ0)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ0)(

f (λ) − f (λ0)
λ − λ0

− d
dλ

f (λ0))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ) − 𝔸(λ0)

λ − λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩f (λ) − f (λ0)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸(λ) − 𝔸(λ0)

λ − λ0
− d
dλ
𝔸(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩f (λ0)
󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩𝔸(λ0)
󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (λ) − f (λ0)

λ − λ0
− d
dλ

f (λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
→ 0, as λ → λ0.

This completes the proof.

Exercise 8.3. Let the operator 𝔸(λ) ∈ ℒ(X,Y) is differentiable at λ0. Prove that it is
continuous at λ0.
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Remark 8.1. Below, for convenience, we will write 𝔸−1(λ) instead of (𝔸(λ))−1 when
(𝔸(λ))−1 exists.

Theorem 8.9. Let the operator 𝔸(λ) ∈ ℒ(X,Y) be differentiable at λ0 ∈ A and 𝔸−1(λ)
exists and let it be continuous in a neighborhood of λ0. Then 𝔸−1(λ) is differentiable at
λ0 and

d
dλ
𝔸−1(λ0) = −𝔸

−1(λ0)
d
dλ
𝔸(λ0)𝔸

−1(λ0).

Proof. We have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸−1(λ) − 𝔸−1(λ0)

λ − λ0
+ 𝔸−1(λ0)

d
dλ
𝔸(λ0)𝔸

−1(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸−1(λ0)

𝔸(λ0) − 𝔸(λ)
λ − λ0

𝔸−1(λ) + 𝔸−1(λ0)
d
dλ
𝔸(λ0)𝔸

−1(λ)

− 𝔸−1(λ0)
d
dλ
𝔸(λ0)𝔸

−1(λ) + 𝔸−1(λ0)
d
dλ
𝔸(λ0)𝔸

−1(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸−1(λ0)(

d
dλ
𝔸(λ0) −

𝔸(λ) − 𝔸(λ0)
λ − λ0

)𝔸−1(λ)

+ 𝔸−1(λ0)
d
dλ
𝔸(λ0)(𝔸

−1(λ0) − 𝔸
−1(λ))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸−1(λ0)(

d
dλ
𝔸(λ0) −

𝔸(λ) − 𝔸(λ0)
λ − λ0

)𝔸−1(λ)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
𝔸−1(λ0)

d
dλ
𝔸(λ0)(𝔸

−1(λ0) − 𝔸
−1(λ))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩𝔸
−1(λ0)
󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
d
dλ
𝔸(λ0) −

𝔸(λ) − 𝔸(λ0)
λ − λ0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝔸
−1(λ)󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩𝔸
−1(λ0)
󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
d
dλ
𝔸(λ0)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝔸
−1(λ0) − 𝔸

−1(λ)󵄩󵄩󵄩󵄩 → 0, as λ → λ0.

This completes the proof.

Definition 8.7. For an abstract function f : A 󳨃󳨀→ X and an operator 𝔸(λ) ∈ ℒ(X,Y),
defined in a neighborhood of λ0 ∈ A, we define

dk

dλk
f (λ0) =

d
dλ
( d

k−1

dλk−1
f)(λ0),

dk

dλk
A(λ0) =

d
dλ
( d

k−1

dλk−1
A)(λ0), k = 2, 3, . . . ,

whenever dk−1
dλk−1 f (λ) and dk−1

dλk−1𝔸(λ) exist in a neighborhood of λ0.
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8.2 Power series

Suppose that X is a normed vector space. Consider the power series
∞
∑
k=0

xkλ
k , (8.3)

where xk ∈ X, k ∈ N0, λ ∈ F.

Definition 8.8. Let A be the set of all points λ ∈ F for which (8.3) is convergent. The
set A will be called the convergence domain of the power series (8.3).

Note that 0 ∈ A. The sum of (8.3) for λ ∈ A will be denoted by S(λ). We will write

S(λ) =
∞
∑
k=0

xkλ
k , λ ∈ A.

The partial sums of (8.3) will be denoted by

Sn(λ) =
n
∑
k=0

xkλ
k , n ∈ N.

Theorem 8.10. Let λ0 ̸= 0, λ0 ∈ A. Then B|λ0|(0) ⊆ A and for any r < |λ0|, the series (8.3)
is convergent for λ ∈ Br[0].

Proof. Since λ0 ∈ A, we have xnλn0 → 0, as n → ∞. Therefore the sequence {xnλn0}n∈N
is bounded. There exists a positive constantM such that

󵄩󵄩󵄩󵄩xnλ
n
0
󵄩󵄩󵄩󵄩 ≤ M

for any n ∈ N. Suppose that |λ| < |λ0|. Then

󵄩󵄩󵄩󵄩xnλ
n󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
xnλ

n
0
λn

λn0

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
λ
λ0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

n
󵄩󵄩󵄩󵄩xnλ

n
0
󵄩󵄩󵄩󵄩 ≤ M
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
λ
λn0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

n
.

Since |λ| < |λ0|, we see that the series ∑
∞
n=0 |

λ
λ0
|n is convergent. Therefore the series

(8.3) is convergent for λ ∈ B|λ0|(0). Let |λ| ≤ r < |λ0|. Then

󵄩󵄩󵄩󵄩xnλ
n󵄩󵄩󵄩󵄩 ≤ M
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
λ
λ0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

n
≤ M( r
|λ0|
)
n
.

Hence, (8.3) is convergent for λ ∈ Br[0]. This completes the proof.

Definition 8.9. The number

R = sup
λ∈A
|λ|

will be called the convergence radius of (8.3).
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By Definition 8.9, it follows that:
1. if R = 0, then A = {0};
2. if R = ∞, then A = F.

Theorem 8.11 (Cauchy–Hadamard’s formula). We have

R = 1
lim supn→∞ n√‖xn‖

.

Proof. Let

ρ = 1
lim supn→∞ n√‖xn‖

.

We will prove that ρ = R. By the definition of ρ, for any ϵ ∈ (0, 1), there is an N ∈ N
such that

(1 − ϵ)n ≤ ‖xn‖ρ
n ≤ (1 + ϵ)n

for any n ≥ N . If |λ| > ρ, we have

󵄩󵄩󵄩󵄩xnλ
n󵄩󵄩󵄩󵄩 = ‖xn‖|λ|

n > ‖xn‖ρ
n ≥ (1 − ϵ)n

for any n ≥ N . Hence, ‖xnλn‖ ≥ 1 for any n ≥ N and the power series (8.3) diverges.
Therefore

ρ ≥ R. (8.4)

On the other hand, if |λ| < ρ, we have

󵄩󵄩󵄩󵄩xnλ
n󵄩󵄩󵄩󵄩 = ‖xn‖|λ|

n = ‖xn‖ρ
n |λ|n

ρn
≤ (1 + ϵ)n |λ|

n

ρn
(8.5)

for any n ≥ N . Let

k = (1 + ϵ) |λ|
ρ
.

We can choose ϵ ∈ (0, 1) small enough so that k < 1. Hence, by (8.5), we obtain

󵄩󵄩󵄩󵄩xnλ
n󵄩󵄩󵄩󵄩 ≤ k

n

for any n ≥ N . Therefore (8.3) is convergent. From this, ρ ≤ R. From the last inequality
and from (8.4), we get ρ = R. This completes the proof.

Theorem 8.12. Suppose that there are constants M > 0, k > 0 and N ∈ N such that
‖xn‖ ≤ Mkn for any n ≥ N. Then R ≥ 1

k .
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Proof. Let |λ| < 1
k . We set q = k|λ|. Then q < 1 and

󵄩󵄩󵄩󵄩xnλ
n󵄩󵄩󵄩󵄩 = ‖xn‖|λ|

n =
‖xn‖
kn

qn ≤ Mqn

for any n ≥ N . Therefore (8.3) is convergent. Thus,R ≥ 1
k . This completes the proof.

Theorem 8.13. Suppose that the power series ∑∞k=0 xkλ
k and ∑∞k=0 ykλ

k , xk , yk ∈ X, k ∈
N0, λ ∈ F, have the same convergence radius R. If

∞
∑
k=0

xkλ
k =
∞
∑
k=0

ykλ
k (8.6)

for λ ∈ BR(0), then xk = yk for any k ∈ N.

Proof. Since λ = 0 ∈ BR(0), we put λ = 0 in (8.6) and we obtain x0 = y0. Hence, by
(8.6), we get

∞
∑
k=1

xkλ
k =
∞
∑
k=1

ykλ
k ,

whereupon
∞
∑
k=1

xkλ
k−1 =

∞
∑
k=1

ykλ
k−1. (8.7)

We put λ = 0 in (8.7) and we obtain x1 = y1, and so on. This completes the proof.

8.3 Analytic abstract functions and Taylor’s series

Suppose that X is a normed vector space and A ⊆ F, 0 ∈ A, A ̸= {0}.

Definition 8.10. The abstract function f : A 󳨃󳨀→ X will be called analytic at λ = 0, if
in a neighborhood U of λ = 0 it can be represented as an uniformly convergent power
series

f (λ) =
∞
∑
k=0

xkλ
k , (8.8)

xk ∈ X, k ∈ N0, λ ∈ U.

Theorem 8.14. Let the abstract function f : A 󳨃󳨀→ X be analytic at λ = 0. Then it is
continuous in BR(0), where R is the convergence radius of (8.8).

Proof. Let ρ ∈ (0,R). Consider the series

∞
∑
k=1

k‖xk‖ρ
k−1. (8.9)
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For any ρ1 ∈ (ρ,R) we see that the series ∑
∞
k=0 xkρ

k
1 is convergent. Therefore ‖xnρ

n
1 ‖ →

0, as n → ∞. Hence, the sequence {ρn1 ‖xn‖}n∈N is bounded. Consequently there is a
constantM > 0 such that ‖xn‖ρn1 ≤ M for any n ∈ N. Furthermore,

n‖xn‖ρ
n−1 = ‖xn‖ρ

n
1
n
ρ1
(
ρ
ρ1
)
n−1
≤ M
ρ1
n( ρ

ρ1
)
n−1
. (8.10)

Let q = ρ
ρ1
. Since q < 1 and the series ∑∞n=0 nq

n−1 is convergent, using (8.10), we see
that the series (8.9) is convergent. Let

S(ρ) =
∞
∑
k=1

k‖xk‖ρ
k−1.

Then, for any λ1, λ2 ∈ Bρ[0], we have

f (λ1) − f (λ2) =
∞
∑
k=1

xkλ
k
1 −
∞
∑
k=1

xkλ
k
2

=
∞
∑
k=1

xk(λ
k
1 − λ

k
2 ) = (λ1 − λ2)

∞
∑
k=1

xk(λ
k−1
1 + λ

k−2
1 λ2 + ⋅ ⋅ ⋅ + λ

k−1
2 ).

Hence,

󵄩󵄩󵄩󵄩f (λ1) − f (λ2)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
k=1

xk(λ
k−1
1 + λ

k−2
1 λ2 + ⋅ ⋅ ⋅ + λ

k−1
2 )(λ1 − λ2)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
∞
∑
k=1

󵄩󵄩󵄩󵄩xk(λ
k−1
1 + λ

k−2
1 λ2 + ⋅ ⋅ ⋅ + λ

k−1
2 )(λ1 − λ2)

󵄩󵄩󵄩󵄩

≤ |λ1 − λ2|
∞
∑
k=1
‖xk‖(|λ1|

k−1 + |λ1|
k−2|λ2| + ⋅ ⋅ ⋅ + |λ2|

k−2)

≤ |λ1 − λ2|
∞
∑
k=1

kρk−1‖xk‖ = |λ1 − λ2|S(ρ) → 0, as λ1 → λ2,

because (8.9) is convergent. This completes the proof.

Corollary 8.1. The series ∑∞k=1 kxkλ
k−1 is convergent for λ ∈ BR(0).

Proof. Let |λ| < R and ρ ∈ (|λ|,R). Hence, using the fact that (8.9) is convergent, we get

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
k=1

kxkλ
k−1
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤
∞
∑
k=1

󵄩󵄩󵄩󵄩kxkλ
k−1󵄩󵄩󵄩󵄩 =

∞
∑
k=1

k‖xk‖|λ|
k−1

≤
∞
∑
k=1

k‖xk‖ρ
k−1 < ∞.

This completes the proof.
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Theorem 8.15. Let the abstract function f : A 󳨃󳨀→ X be analytic at λ = 0. Then f is
differentiable for any λ ∈ BR(0), where R is its convergence radius.

Proof. Let ρ ∈ (0,R). Consider the series
∞
∑
k=2

k(k − 1)‖xk‖ρ
k−2. (8.11)

Take ρ1 ∈ (ρ,R) arbitrarily. Then ∑
∞
k=0 xkρ

k
1 is convergent and hence ‖xkρk1 ‖ → 0, as

k → ∞. Therefore there exists a constantM > 0 such that ‖xnρn1 ‖ ≤ M for any n ∈ N.
Note that

k(k − 1)‖xk‖ρ
k−2 = k(k − 1)‖xk‖ρ

k
1
1
ρ21
(
ρ
ρ1
)
k−2
≤ Mk(k − 1)

ρ21
(
ρ
ρ1
)
k−2
. (8.12)

We set q = ρ
ρ1
. Since q < 1 and ∑∞k=2 q

k−2 is convergent, using (8.12), we conclude that
the series (8.11) is convergent. Let

S(ρ) =
∞
∑
k=2

k(k − 1)‖xk‖ρ
k−2.

Now we take λ ̸= μ. Then

(μ − λ)
1

∫
0

(1 − z)((1 − z)λ + zμ)k−2dz

= (μ − λ)
1

∫
0

(1 − z)(λ + z(μ − λ))k−2dz

=
1

∫
0

(1 − z)(λ + z(μ − λ))k−2d((μ − λ)z)

= 1
k − 1

1

∫
0

(1 − z)d((λ + (μ − λ)z)k−1)

= 1
k − 1
(1 − z)(λ + (μ − λ)z)k−1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

z=1

z=0
+ 1
k − 1

1

∫
0

(λ + (μ − λ)z)k−1dz

= − λ
k−1

k − 1
+ 1
k(k − 1)(μ − λ)

(λ + (μ − λ)z)k
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

z=1

z=0

= − λ
k−1

k − 1
+ 1
k(k − 1)(μ − λ)

(μk − λk),

whereupon

μk − λk

μ − λ
− kλk−1 = k(k − 1)(μ − λ)

1

∫
0

(1 − z)((1 − z)λ + zμ)k−2dz.
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Hence, for μ, λ ∈ Bρ(0), we get
󵄨󵄨󵄨󵄨(1 − z)λ + zμ

󵄨󵄨󵄨󵄨 ≤ (1 − z)|λ| + z|μ| ≤ (1 − z)ρ + zρ = ρ, z ∈ [0, 1],

and
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
μk − λk

μ − λ
− kλk−1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ k(k − 1)|μ − λ|ρk−2.

Let

g(λ) =
∞
∑
k=1

kxkλ
k−1, λ ∈ Bρ(0).

Then
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
f (μ) − f (λ)

μ − λ
− g(λ)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

1
μ − λ
(
∞
∑
k=0

xkμ
k −
∞
∑
k=0

xkλ
k) −

∞
∑
k=1

kxkλ
k−1
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

1
μ − λ

∞
∑
k=1

xk(μ
k − λk) −

∞
∑
k=1

kxkλ
k−1
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
k=1

xk(
μk − λk

μ − λ
− kλk−1)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
∞
∑
k=1
‖xk‖
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
μk − λk

μ − λ
− kλk−1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ |μ − λ|
∞
∑
k=1

k(k − 1)‖xk‖ρ
k−2

= |μ − λ|S(ρ) → 0, as μ→ λ, μ, λ ∈ Bρ(0).

This completes the proof.

Corollary 8.2. Let the abstract function f : A 󳨃󳨀→ X be analytic at λ = 0. Then f is
infinitelymany times differentiable inBR(0), whereR is its convergence radius.Moreover,

dn

dλn
f (λ) =

∞
∑
k=n

k(k − 1) ⋅ ⋅ ⋅ (k − n + 1)xkλ
k−n, λ ∈ Bρ(0).

Proof. The proof many times invokes Theorem 8.15.

Definition 8.11. Let the abstract function f : A 󳨃󳨀→ X be infinitely many times differ-
entiable at λ = 0. The series

∞
∑
k=0

1
k!

dk

dλk
f (0)λk

is called the Taylor series of the abstract function f .

If the abstract function f : A 󳨃󳨀→ X is analytic at λ = 0, using Theorem 8.13, its
Taylor series coincides with (8.8), and hence, it is convergent for λ ∈ BR(0).
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8.4 The method of the smaller parameter

Suppose that X and Y are normed vector spaces and 𝔸,𝔹 ∈ ℒ(X,Y). Consider the
equation

𝔸x − λ𝔹x = y, (8.13)

where y ∈ Y is given, λ is a scalar parameter, |λ| < ρ, x ∈ X is unknown. Suppose that
𝔸−1 exists and𝔸−1 ∈ ℒ(X,Y) and

|λ|‖𝔹‖󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩 < 1. (8.14)

By Theorem 4.20, we see that the operator (𝔸 − λ𝔹)−1 exists and that it belongs to
ℒ(X,Y). Hence, equation (8.13) has a unique solution,

x(λ) = (𝔸 − λ𝔹)−1y, |λ| < ρ,

λ satisfies (8.14). Assume that the solution x is an analytic function of λ. Suppose that
its representation is

x(λ) =
∞
∑
k=0

xkλ
k . (8.15)

We put (8.15) in (8.13) and we get

𝔸(
∞
∑
k=0

xkλ
k) − λ𝔹(

∞
∑
k=0

xkλ
k) = y,

or

∞
∑
k=0

λk𝔸xk −
∞
∑
k=0

λk+1𝔹xk = y,

or

∞
∑
k=0

λk𝔸xk = y +
∞
∑
k=0

λk+1𝔹xk ,

or

𝔸x0 + λ𝔸x1 + λ
2𝔸x2 + ⋅ ⋅ ⋅ + λ

k𝔸xk + ⋅ ⋅ ⋅ = y + λ𝔹x0 + λ
2𝔹x1 + ⋅ ⋅ ⋅ + λ

k+1𝔹xk + ⋅ ⋅ ⋅ .

Hence,

𝔸x0 = y, 𝔸xk+1 = 𝔹xk , k ∈ N0.
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Then

x0 = 𝔸
−1y,

x1 = 𝔸
−1𝔹x0 = 𝔸

−1𝔹𝔸−1y,

x2 = 𝔸
−1𝔹x1 = 𝔸

−1𝔹(𝔸−1𝔹𝔸−1y) = 𝔸−1(𝔹𝔸−1)2y.

Suppose that

xk = 𝔸
−1(𝔹𝔸−1)ky.

Then

xk+1 = 𝔸
−1𝔹xk = 𝔸

−1𝔹(𝔸−1(𝔹𝔸−1)ky) = 𝔸−1(𝔹𝔸−1)k+1y.

Therefore

x(λ) =
∞
∑
k=0
𝔸−1(𝔹𝔸−1)kyλk .

Let

xn(λ) =
n
∑
k=0
𝔸−1(𝔹𝔸−1)kyλk .

Then

󵄩󵄩󵄩󵄩x(λ) − xn(λ)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑

k=n+1
𝔸−1(𝔹𝔸−1)kyλk

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
∞
∑

k=n+1

󵄩󵄩󵄩󵄩𝔸
−1(𝔹𝔸−1)kyλk󵄩󵄩󵄩󵄩

≤
∞
∑

k=n+1

󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩(
󵄩󵄩󵄩󵄩𝔹𝔸
−1󵄩󵄩󵄩󵄩|λ|)

k‖y‖

= 󵄩󵄩󵄩󵄩𝔸
−1󵄩󵄩󵄩󵄩
(|λ|‖𝔹𝔸−1‖)n+1

1 − |λ|‖𝔹𝔸−1‖
‖y‖.

Now we consider the equation

𝔸(λ)x = y(λ), (8.16)

where x ∈ X is unknown, y(λ) ∈ Y is given, 𝔸(λ) ∈ ℒ(X,Y) is given, λ is a scalar pa-
rameter, |λ| < ρ, ρ > 0. Suppose that 𝔸(λ) and y(λ) are analytic at λ = 0 and 𝔸−1(0)
exists and it belongs to ℒ(Y,X). Since 𝔸(λ) and y(λ) are analytic at λ = 0, they can be
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represented in the form of a power series with convergence radiuses ρ1 and ρ2, respec-
tively,

𝔸(λ) =
∞
∑
k=0
𝔸kλ

k , y(λ) =
∞
∑
k=0

ykλ
k . (8.17)

Since𝔸(λ) is analytic at λ = 0, there exists an r > 0 such that

󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(0))𝔸
−1(0)󵄩󵄩󵄩󵄩 < 1

for |λ| < r. Hence, equation (8.16) has an unique solution

x(λ) = 𝔸−1(λ)y(λ), |λ| < min{ρ2, r},

and x is analytic at λ = 0with convergence radius R = min{ρ2, r}. Wewill represent the
solution x in the form

x(λ) =
∞
∑
k=0

xkλ
k for |λ| < R. (8.18)

We put (8.17) and (8.18) in (8.16) and we get

(
∞
∑
k=0
𝔸kλ

k)(
∞
∑
k=0

xkλ
k) =

∞
∑
k=0

ykλ
k , |λ| < R,

or

∞
∑
m=0
(

m
∑
l=0
𝔸lxm−l)λ

m =
∞
∑
k=0

ykλ
k , |λ| < R.

Therefore

𝔸0x0 = y0,
m
∑
l=0
𝔸lxm−l = ym.

Let

‖yn‖ ≤ M1α
n, 󵄩󵄩󵄩󵄩𝔸n𝔸

−1
0
󵄩󵄩󵄩󵄩 ≤ Mβn−1,

for any n ∈ N and for some α > 0, β > 0,M1 > 0 andM > 0. By Theorem 8.12, it follows
that ρ2 ≥

1
α . Moreover, for |λ| <

1
M+β , we have

󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(0))𝔸
−1(0)󵄩󵄩󵄩󵄩 =

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑
n=1
𝔸n𝔸
−1
0 λn
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
∞
∑
n=1

󵄩󵄩󵄩󵄩𝔸n𝔸
−1
0
󵄩󵄩󵄩󵄩|λ|

n
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≤ M|λ|
∞
∑
n=1
(β|λ|)n−1

= M|λ|
1 − |λ|β

< 1.

Therefore

R ≥ min{α−1, (M + β)−1}.

8.5 An application to integral equations

Consider the Fredholm integral equation of the second kind,

ϕ(x) = u(x) + 1
2π

π

∫
−π

cos(x − y + λxy)ϕ(y)dy, x ∈ [−π,π], (8.19)

where u ∈ C([−π,π]) is a given function, ϕ ∈ C([−π,π]) is unknown function, λ ∈ F
is a scalar parameter. Suppose that C([−π,π]) is endowed with the maximum norm.
Define the operator𝔸(λ) : C([−π,π]) 󳨃󳨀→ C([−π,π]) as follows:

(𝔸(λ)ϕ)(x) = ϕ(x) − 1
2π

π

∫
−π

cos(x − y + λxy)ϕ(y)dy, x ∈ [−π,π], λ ∈ F.

For ϕ1,ϕ2 ∈ C([−π,π]) and for α ∈ F, we have

(𝔸(λ)(ϕ1 + ϕ2))(x) = (ϕ1 + ϕ2)(x) −
1
2π

π

∫
−π

cos(x − y + λxy)(ϕ1 + ϕ2)(y)dy

= ϕ1(x) + ϕ2(x) −
1
2π

π

∫
−π

cos(x − y + λxy)(ϕ1(y) + ϕ2(y))dy

= ϕ1(x) −
1
2π

π

∫
−π

cos(x − y + λxy)ϕ1(y)dy

+ ϕ2(x) −
1
2π

π

∫
−π

cos(x − y + λxy)ϕ2(y)dy

= (𝔸(λ)ϕ1)(x) + (𝔸(λ)ϕ2)(x),

(𝔸(λ)(αϕ))(x) = (αϕ)(x) − 1
2π

π

∫
−π

cos(x − y + λxy)(αϕ)(y)dy

= αϕ(x) − 1
2π

π

∫
−π

cos(x − y + λxy)(αϕ(y))dy
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= αϕ(x) − α
2π

π

∫
−π

cos(x − y + λxy)ϕ(y)dy

= α(𝔸(λ)ϕ)(x), x ∈ [−π,π], λ ∈ F.

Therefore 𝔸(λ) : C([−π,π]) 󳨃󳨀→ C([−π,π]) is a linear operator. Also, for any ϕ ∈
C([−π,π]), we have

󵄨󵄨󵄨󵄨(𝔸(λ)ϕ)(x)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ϕ(x) − 1

2π

π

∫
−π

cos(x − y + λxy)ϕ(y)dy
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 󵄨󵄨󵄨󵄨ϕ(x)
󵄨󵄨󵄨󵄨 +

1
2π

π

∫
−π

󵄨󵄨󵄨󵄨cos(x − y + λxy)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ϕ(y)
󵄨󵄨󵄨󵄨dy

≤ ‖ϕ‖ + 1
2π

π

∫
−π

‖ϕ‖dy

= ‖ϕ‖ + ‖ϕ‖ = 2‖ϕ‖, λ ∈ F,

whereupon
󵄩󵄩󵄩󵄩𝔸(λ)ϕ
󵄩󵄩󵄩󵄩 ≤ 2‖ϕ‖ and 󵄩󵄩󵄩󵄩𝔸(λ)

󵄩󵄩󵄩󵄩 ≤ 2, λ ∈ F.

Consequently𝔸(λ) ∈ ℒ(C([−π,π])) for λ ∈ F. We observe that

d
dλ

cos(x − y + λxy) = −(xy) sin(x − y + λxy)

= xy cos(x − y + λxy + π
2
),

d2

dλ2
cos(x − y + λxy) = −(xy)2 sin(x − y + λxy + π

2
)

= (xy)2 cos(x − y + λxy + π), x, y ∈ [−π,π], λ ∈ F.

Assume that

dk

dλk
cos(x − y + λxy) = (xy)k cos(x − y + λxy + k π

2
), x, y ∈ [−π,π], λ ∈ F, (8.20)

for some k ∈ N. We will prove that

dk+1

dλk+1
cos(x − y + λxy) = (xy)k+1 cos(x − y + λxy + (k + 1)π

2
), x, y ∈ [−π,π], λ ∈ F.

Indeed, we have

dk1

dλk+1
cos(x − y + λxy) = d

dλ
( d

k

dλk
cos(x − y + λxy))

= d
dλ
((xy)k cos(x − y + λxy + k π

2
))
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= −(xy)k+1 sin(x − y + λxy + k π
2
)

= (xy)k+1 cos(x − y + λxy + k π
2
+ π
2
)

= (xy)k+1 cos(x − y + λxy + (k + 1)π
2
), x, y ∈ [−π,π], λ ∈ F.

Consequently (8.20) holds for any k ∈ N and λ ∈ F. Therefore

cos(x − y + λxy) =
∞
∑
k=0
(xy)k cos(x − y + k π

2
)λk , x, y ∈ [−π,π],

which is convergent for |λ| < 1
π2 . Note that 𝔸(λ) is analytic at λ = 0. Equation (8.19)

can be rewritten in the form

𝔸(λ)ϕ = u. (8.21)

We have

(𝔸(0)ϕ)(x) = ϕ(x) − 1
2π

π

∫
−π

cos(x − y)ϕ(y)dy

= ϕ(x) − 1
2π

π

∫
−π

(cos x cos y + sin x sin y)ϕ(y)dy

= ϕ(x) − cos x
2π

π

∫
−π

cos yϕ(y)dy − sin x
2π

π

∫
−π

sin yϕ(y)dy.

Let

A = 1
2π

π

∫
−π

cos yϕ(y)dy, B = 1
2π

π

∫
−π

sin yϕ(y)dy.

Then

(𝔸(0)ϕ)(x) = ϕ(x) − A cos x − B sin x, x ∈ [−π,π].

Let

ψ(x) = ϕ(x) − A cos x − B sin x, x ∈ [−π,π].

Hence,

ϕ(x) = ψ(x) + A cos x + B sin x
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and

A = 1
2π

π

∫
−π

cos y(ψ(y) + A cos y + B sin y)dy

= 1
2π

π

∫
−π

cos yψ(y)dy + A
2π

π

∫
−π

(cos y)2dy + B
2π

π

∫
−π

cos y sin ydy

= 1
2π

π

∫
−π

cos yψ(y)dy + A
2π

π

∫
−π

1 + cos(2y)
2

dy

+ B
4π
(sin y)2
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

y=π

y=−π

= 1
2π

π

∫
−π

cos yψ(y)dy + A
4π

π

∫
−π

dy + A
4π

π

∫
−π

cos(2y)dy

= A
2
+ 1
2π

π

∫
−π

cos yψ(y)dy,

or

A
2
= 1
2π

π

∫
−π

cos yψ(y)dy,

or

A = 1
π

π

∫
−π

cos yψ(y)dy.

Next,

B = 1
2π

π

∫
−π

sin y(ψ(y) + A cos y + B sin y)dy

= 1
2π

π

∫
−π

sin yψ(y)dy + A
2π

π

∫
−π

cos y sin ydy

+ B
2π

π

∫
−π

(sin y)2dy

= 1
2π

π

∫
−π

sin yψ(y)dy + B
4π

π

∫
−π

(1 − cos(2y))dy

= 1
2π

π

∫
−π

sin yψ(y)dy + B
2
,

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



8.5 An application to integral equations | 293

or

B
2
= 1
2π

π

∫
−π

sin yψ(y)dy,

or

B = 1
π

π

∫
−π

sin yψ(y)dy.

Consequently

ϕ(x) = ψ(x) + cos x
π

π

∫
−π

cos yψ(y)dy + sin x
π

π

∫
−π

sin yψ(y)dy

= ψ(x) + 1
π

π

∫
−π

cos(x − y)ψ(y)dy,

whereupon

(𝔸−1(0)ψ)(x) = ψ(x) + 1
π

π

∫
−π

cos(x − y)ψ(y)dy, x ∈ [−π,π].

Also, for ψ ∈ C([−π,π]), we have

󵄨󵄨󵄨󵄨(𝔸
−1(0)ψ)(x)󵄨󵄨󵄨󵄨 =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ψ(x) + 1

π

π

∫
−π

cos(x − y)ψ(y)dy
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 󵄨󵄨󵄨󵄨ψ(x)
󵄨󵄨󵄨󵄨 +

1
π

π

∫
−π

󵄨󵄨󵄨󵄨cos(x − y)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ψ(y)
󵄨󵄨󵄨󵄨dy

≤ ‖ψ‖ + 4
π
‖ψ‖ = (1 + 4

π
)‖ψ‖.

Consequently

󵄩󵄩󵄩󵄩𝔸
−1(0)ψ󵄩󵄩󵄩󵄩 ≤ (1 +

4
π
)‖ψ‖ and 󵄩󵄩󵄩󵄩𝔸

−1(0)󵄩󵄩󵄩󵄩 ≤ 1 +
4
π
. (8.22)

We conclude that 𝔸−1(0) exists and it belongs to ℒ(C([−π,π])). Since 𝔸(λ) is analytic
at λ = 0, there exists r > 0 such that

󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(0))𝔸
−1(0)󵄩󵄩󵄩󵄩 < 1

for |λ| < r. Hence, equation (8.21) has an unique solution

ϕ(λ) = 𝔸−1(λ)u for |λ| < r,
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and ϕ(λ) is analytic at λ = 0 with convergence radius R = r. We have

ϕ(x) − 1
2π

π

∫
−π

∞
∑
k=0
(xy)k cos(x − y + k π

2
)λkϕ(y)dy

= ϕ(x) − 1
2π

∞
∑
k=0
(

π

∫
−π

(xy)k cos(x − y + k π
2
)ϕ(y)dy)λk .

Let

(𝔸0ϕ)(x) = ϕ(x) −
1
2π

π

∫
−π

cos(x − y)ϕ(y)dy,

(𝔸kϕ)(x) = −
1
2π

π

∫
−π

(xy)k cos(x − y + k π
2
)ϕ(y)dy, k ∈ N.

Then

(𝔸(λ)ϕ)(x) =
∞
∑
k=0
(𝔸kϕ)(x)λ

k , x ∈ [−π,π], |λ| < r.

We represent the solution ϕ(λ) of (8.21) in the form

ϕ(λ) =
∞
∑
k=0

ϕkλ
k .

Then

u(x) =
∞
∑
k=0

ϕk(x)λ
k

− 1
2π

π

∫
−π

(
∞
∑
k=0
(xy)k cos(x − y + k π

2
)λk)(

∞
∑
k=0

ϕk(y)λ
k)dy

=
∞
∑
k=0

ϕk(x)λ
k

− 1
2π

∞
∑
k=0
(

k
∑
l=0

π

∫
−π

(xy)l cos(x − y + l π
2
)ϕk−l(y)dy)λ

k , x ∈ [−π,π].

Hence,

u(x) = ϕ0(x) −
1
2π

π

∫
−π

cos(x − y)ϕ0(y)dy,
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0 = ϕk(x) −
1
2π

k
∑
l=0

π

∫
−π

(xy)l cos(x − y + l π
2
)ϕk−l(y)dy, k ∈ N, x ∈ [−π,π],

and

ϕ0(x) = u(x) +
1
π

π

∫
−π

cos(x − y)u(y)dy = 𝔸(0)u(x), x ∈ [−π,π].

Next,

0 = ϕ1(x) −
1
2π

1
∑
l=0

π

∫
−π

(xy)l cos(x − y + l π
2
)ϕ1−l(y)dy

= ϕ1(x) −
1
2π

π

∫
−π

cos(x − y)ϕ1(y)dy

− 1
2π

π

∫
−π

xy cos(x − y + π
2
)ϕ0(y)dy.

Therefore

ϕ1(x) =
1
2π

π

∫
−π

xy cos(x − y + π
2
)ϕ0(y)dy

+ 1
2π2

π

∫
−π

cos(x − y)
π

∫
−π

yz cos(y − z + π
2
)ϕ0(z)dzdy, x ∈ [−π,π],

and so on for ϕ2, ϕ3, . . .. Now we will make an estimate for R. For ϕ ∈ C([−π,π]), we
have

󵄨󵄨󵄨󵄨(𝔸1ϕ)(x)
󵄨󵄨󵄨󵄨 =

1
2π

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

π

∫
−π

xy cos(x − y + π
2
)ϕ(y)dy

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1
2π

π

∫
−π

|x||y|
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(x − y + π

2
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ϕ(y)
󵄨󵄨󵄨󵄨dy ≤

2
π
(π2)‖ϕ‖,

whereupon

‖𝔸1ϕ‖ ≤
2
π
(π2)‖ϕ‖

and

‖𝔸1‖ ≤
2
π
(π2).
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Also,

󵄨󵄨󵄨󵄨(𝔸2ϕ)(x)
󵄨󵄨󵄨󵄨 =

1
2π

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

π

∫
−π

x2y2 cos(x − y + π)ϕ(y)dy
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1
2π

π

∫
−π

x2y2󵄨󵄨󵄨󵄨cos(x − y + π)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ϕ(y)
󵄨󵄨󵄨󵄨dy ≤

2
π
(π4)‖ϕ‖,

whereupon

‖𝔸2ϕ‖ ≤
2
π
(π4)‖ϕ‖

and

‖𝔸2‖ ≤
2
π
(π4).

Assume that

‖𝔸k‖ ≤
2
π
(π2k) (8.23)

for some k ∈ ℕ. We will prove that

‖𝔸k+1‖ ≤
2
π
(π2k+2).

Really, for ϕ ∈ C([−π,π]), we have

󵄨󵄨󵄨󵄨(𝔸k+1ϕ)(x)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
2π

π

∫
−π

(xy)k+1 cos(x − y + (k + 1)π
2
)ϕ(y)dy

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1
2π

π

∫
−π

|xy|k+1
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(x − y + (k + 1)π

2
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ϕ(y)
󵄨󵄨󵄨󵄨dy

≤ 1
2π
(π2k+2)(

π

∫
−π

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(x − y + (k + 1)π

2
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
dy)‖ϕ‖

≤ 2
π
(π2k+2)‖ϕ‖,

whereupon

‖𝔸k+1ϕ‖ ≤
2
π
(π2k+2)‖ϕ‖

and

‖𝔸k+1‖ ≤
2
π
(π2k+2).
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Consequently (8.23) holds for any k ∈ N. Hence, using (8.22), we get

󵄩󵄩󵄩󵄩𝔸k𝔸
−1
0
󵄩󵄩󵄩󵄩 ≤ ‖𝔸k‖

󵄩󵄩󵄩󵄩𝔸
−1
0
󵄩󵄩󵄩󵄩

≤ 2
π
(π2)k(1 + 4

π
)

= (2π + 8)π2k−2 = (2π + 8)(π2)k−1.

Hence,

α = β = π2, M = 2π + 8,

and

R > min{ 1
π2
, 1
π2 + 2π + 8

} = 1
π2 + 2π + 8

.
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9 The parameter continuation method

9.1 Statement of the basic result

We will start with the following useful lemma which we will use for the proof of the
main result in this section.

Lemma 9.1. Let A be an open and a closed subset of [0, 1]. Then A = [0, 1].

Proof. Suppose that A ̸= [0, 1]. Let

B = [0, 1] \ A.

We see that B is an open and a closed subset of [0, 1] and A ∩ B = 0. Because A is a
bounded set, there exist a = supA and b = infA. Since A is closed, we have a, b ∈ A.
If a < 1, using the fact thatA is an open set, we conclude that there exists x > a, x ∈ A,
which is a contradiction. Then a = 1. If b > 0, using the fact thatA is an open set, there
is an y ∈ A, y < b, which is a contradiction. Consequently b = 0. As above, we have
0, 1 ∈ B. Consequently 0, 1 ∈ A ∩ B. This is a contradiction. Therefore A = [0, 1].

Remark 9.1. Below, for convenience, we will write 𝔸−1(λ) instead of (𝔸(λ))−1 when it
exists.

Theorem 9.1. Let X and Y be Banach spaces, 𝔸(λ) ∈ ℒ(X,Y) and it is continuous with
respect to λ, λ ∈ [0, 1]. Suppose that there exists γ > 0 such that

󵄩󵄩󵄩󵄩𝔸(λ)x
󵄩󵄩󵄩󵄩 ≥ γ‖x‖ (9.1)

for any x ∈ X and for any λ ∈ [0, 1]. Let also 𝔸−1(0) exist and belong to ℒ(Y,X). Then
𝔸−1(1) exists and it belongs to ℒ(Y,X) and

󵄩󵄩󵄩󵄩𝔸
−1(1)󵄩󵄩󵄩󵄩 ≤ γ

−1.

Proof. Let A be the set of all λ ∈ [0, 1] for which 𝔸−1(λ) exists and belongs to ℒ(Y,X).
Then, using (9.1), we have

󵄩󵄩󵄩󵄩𝔸
−1(λ)󵄩󵄩󵄩󵄩 ≤ γ

−1

for any λ ∈ A. Note that 0 ∈ A and A ̸= 0. Also, for λ0 ∈ A,
󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(λ0))𝔸

−1(λ0)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩𝔸(λ) − 𝔸(λ0)

󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝔸
−1(λ0)
󵄩󵄩󵄩󵄩

≤ γ−1󵄩󵄩󵄩󵄩𝔸(λ) − 𝔸(λ0)
󵄩󵄩󵄩󵄩

(9.2)

for any λ ∈ [0, 1]. Let λ0 ∈ A be arbitrarily chosen. Since 𝔸(λ) is continuous for any
λ ∈ [0, 1], there is a δ = δ(γ) > 0 such that

󵄩󵄩󵄩󵄩𝔸(λ) − 𝔸(λ0)
󵄩󵄩󵄩󵄩 < γ

https://doi.org/10.1515/9783110657722-009
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whenever |λ − λ0| < δ. Hence, using (9.2), we find

󵄩󵄩󵄩󵄩(𝔸(λ) − 𝔸(λ0))𝔸
−1(λ0)
󵄩󵄩󵄩󵄩 < 1

for |λ − λ0| < δ. Therefore 𝔸−1(λ) exists and it belongs to ℒ(Y,X) for any λ for which
|λ − λ0| < δ. Because λ0 ∈ A was arbitrarily chosen, we conclude that A is open. Let
{λn}n∈N be a sequence of elements of A such that λn → μ0, as n→∞. Since

󵄩󵄩󵄩󵄩𝔸
−1(λn)
󵄩󵄩󵄩󵄩 ≤ γ
−1,

we get

󵄩󵄩󵄩󵄩(𝔸(λn) − 𝔸(μ0))𝔸
−1(λn)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩𝔸(λn) − 𝔸(μ0)

󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝔸
−1(λn)
󵄩󵄩󵄩󵄩

≤ γ−1󵄩󵄩󵄩󵄩𝔸(λn) − 𝔸(μ0)
󵄩󵄩󵄩󵄩.

(9.3)

Because𝔸(λ) is continuous in λ, there exists an N ∈ N such that

󵄩󵄩󵄩󵄩𝔸(λn) − 𝔸(μ0)
󵄩󵄩󵄩󵄩 < γ

for any n > N . Hence, by (9.3), we find

󵄩󵄩󵄩󵄩(𝔸(λn) − 𝔸(μ0))𝔸
−1(μ0)
󵄩󵄩󵄩󵄩 < 1

for any n > N . Therefore 𝔸−1(μ0) exists and it belongs to ℒ(Y,X), i. e., μ0 ∈ A. Conse-
quently A is closed. Since A is open and closed, using Lemma 9.1, we have A = [0, 1].
Consequently𝔸−1(1) exists and it belongs to ℒ(Y,X). This completes the proof.

9.2 An application to a boundary value problem for a class of
second order ordinary differential equations

Consider the boundary value problem

−y󸀠󸀠 + b(t)y󸀠 + c(t)y = a(t), 0 < t < 1, (9.4)
y(0) = y(1) = 0, (9.5)

where a, c ∈ C([0, 1]), b ∈ C1([0, 1]), and

c(t) − 1
2
b󸀠(t) ≥ α > − 8

π
, t ∈ [0, 1],

α is a given negative constant. Let X = C2([0, 1]), Y = C([0, 1]). We endow Y with the
maximum norm and X with the norm

‖y‖X = max
t∈[0,1]
󵄨󵄨󵄨󵄨y(t)
󵄨󵄨󵄨󵄨 + max

t∈[0,1]
󵄨󵄨󵄨󵄨y
󸀠(t)󵄨󵄨󵄨󵄨 + max

t∈[0,1]
󵄨󵄨󵄨󵄨y
󸀠󸀠(t)󵄨󵄨󵄨󵄨,
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y ∈ X. Define the operators𝔸,𝔹 : X 󳨃󳨀→ Y as follows:

𝔸y = − d
2

dt2
y,

𝔹y = − d
2

dt2
y + b(t) d

dt
y + c(t), t ∈ [0, 1], y ∈ X.

Consider the boundary value problem

−y󸀠󸀠 = z, 0 < t < 1, (9.6)
y(0) = y(1) = 0, (9.7)

where z ∈ Y. We integrate (9.6) from 0 to t and we get

−y󸀠(t) = c1 +
t

∫
0

z(s)ds, t ∈ [0, 1],

where c1 is a constant. Again we integrate from 0 to t and we find

−y(t) = c2 + c1t +
t

∫
0

τ

∫
0

z(s)dsdτ = c2 + c1t +
t

∫
0

(t − s)z(s)ds

or

y(t) = c3 + c4t −
t

∫
0

(t − s)z(s)ds,

where c2 is a constant, c3 = −c2, c4 = −c1. We will find the constants c3 and c4 using
(9.7). We have

y(0) = c3 = 0,

y(1) = c3 + c4 −
1

∫
0

(1 − s)z(s)ds = c4 −
1

∫
0

(1 − s)z(s)ds = 0,

whereupon

c4 =
1

∫
0

(1 − s)z(s)ds.

Therefore

y(t) =
1

∫
0

t(1 − s)z(s)ds −
t

∫
0

(t − s)z(s)ds, t ∈ [0, 1].
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We have y ∈ X. Therefore the problem (9.6) and (9.7) has a solution in X. Assume that
the problem (9.6) and (9.7) has two solutions y1, y2 ∈ X. Let

v = y1 − y2.

Then

v󸀠󸀠 = 0, 0 < t < 1, v(0) = v(1) = 0.

Hence,

v󸀠(t) = c5, t ∈ [0, 1],

where c5 is a constant, and

v(t) = c5t + c6, t ∈ [0, 1],

where c6 is a constant. Also,

v(0) = c6 = 0, v(1) = c5 = 0,

i. e.,

v(t) = 0, t ∈ [0, 1].

Consequently the problem (9.6) and (9.7) has a unique solution in X for any z ∈ Y and
there exists𝔸−1 : Y 󳨃󳨀→ X for which we have

(𝔸−1(z))(t) =
1

∫
0

(t − ts)z(s)ds −
t

∫
0

(t − s)z(s)ds, t ∈ [0, 1], z ∈ Y.

Let z1, z2 ∈ Y and α ∈ F. Then

(𝔸−1(z1 + z2))(t) =
1

∫
0

(t − ts)(z1 + z2)(s)ds −
t

∫
0

(t − s)(z1 + z2)(s)ds

=
1

∫
0

(t − ts)(z1(s) + z2(s))ds

−
t

∫
0

(t − s)(z1(s) + z2(s))ds

=
1

∫
0

(t − ts)z1(s)ds −
t

∫
0

(t − s)z1(s)ds
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+
t

∫
0

(t − ts)z2(s)ds −
t

∫
0

(t − s)z2(s)ds

= (𝔸−1(z1))(t) + (𝔸
−1(z2))(t)

and

(𝔸−1(αz1))(t) =
1

∫
0

(t − ts)(αz1)(s)ds −
t

∫
0

(t − s)(αz1)(s)ds

= α
1

∫
0

(t − ts)z1(s)ds − α
t

∫
0

(t − s)z1(s)ds = α(𝔸
−1(z1))(t), t ∈ [0, 1].

Therefore𝔸−1 : Y 󳨃󳨀→ X is a linear operator. Next, for z ∈ Y, we have

󵄨󵄨󵄨󵄨(𝔸
−1(z))(t)󵄨󵄨󵄨󵄨 =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
0

t(1 − s)z(s)ds −
t

∫
0

(t − s)z(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
1

∫
0

(t − ts)󵄨󵄨󵄨󵄨z(s)
󵄨󵄨󵄨󵄨ds +

t

∫
0

(t − s)󵄨󵄨󵄨󵄨z(s)
󵄨󵄨󵄨󵄨ds

≤ (t
1

∫
0

(1 − s)ds +
t

∫
0

(t − s)ds)‖z‖

= (−t (1 − s)
2

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

s=1

s=0
−
(t − s)2

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

s=t

s=0
)‖z‖

= (
t
2
+
t
2
)‖z‖

= t‖z‖ ≤ ‖z‖, t ∈ [0, 1],

whereupon

󵄩󵄩󵄩󵄩𝔸
−1(z)󵄩󵄩󵄩󵄩 ≤ ‖z‖ and 󵄩󵄩󵄩󵄩𝔸

−1󵄩󵄩󵄩󵄩 ≤ 1.

Consequently𝔸−1 ∈ ℒ(Y,X). Now we define

𝔸(λ) = − d
2

dt2
+ λb(t) d

dt
+ λc(t), λ ∈ [0, 1].

Note that 𝔸(λ) is continuous with respect to λ, λ ∈ [0, 1]. Now we will find an a priori
estimate of the solutions of the following BVP:

−x󸀠󸀠 + λb(t)x󸀠 + λc(t)x = y(t), 0 < t < 1, (9.8)
x(0) = x(1) = 0. (9.9)
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Wemultiply both sides of (9.8) by x and we get

−x󸀠󸀠(t)x(t) + λb(t)x󸀠(t)x(t) + λc(t)(x(t))2 = x(t)y(t), 0 < t < 1,

which we integrate from 0 to 1 and we get

1

∫
0

x(t)y(t)dt = −
1

∫
0

x󸀠󸀠(t)x(t)dt + λ
1

∫
0

b(t)x󸀠(t)x(t)dt

+ λ
1

∫
0

c(t)(x(t))2dt

= −x󸀠(t)x(t)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
+

1

∫
0

(x󸀠(t))2dt

+
λ
2
(x(t))2b(t)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t=1

t=0
−
λ
2

1

∫
0

b󸀠(t)(x(t))2dt

+ λ
1

∫
0

c(t)(x(t))2dt

=
1

∫
0

(x󸀠(t))2dt − λ
2

1

∫
0

b󸀠(t)(x(t))2dt

+ λ
1

∫
0

c(t)(x(t))2dt

=
1

∫
0

(x󸀠(t))2dt + λ
1

∫
0

(c(t) − 1
2
b󸀠(t))(x(t))2dt.

(9.10)

We have

󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

s

∫
0

x󸀠(t)dt
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
s

∫
0

󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨dt

≤ (
s

∫
0

dt)

1
2

(
s

∫
0

(x󸀠(t))2dt)

1
2

≤ √s(
1

∫
0

(x󸀠(t))2dt)

1
2

, s ∈ [0, 1],
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and

󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

∫
s

x󸀠(t)dt
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
1

∫
s

󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨dt

≤ (
1

∫
s

dt)

1
2

(
1

∫
s

󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨

2dt)

1
2

≤ √1 − s(
1

∫
0

󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨

2dt)

1
2

, s ∈ [0, 1].

Therefore

󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨
2
≤ √s(1 − s)(

1

∫
0

(x󸀠(t))2dt), s ∈ [0, 1], (9.11)

and

1

∫
0

(x(s))2ds ≤ (
1

∫
0

(x󸀠(t))2dt)
1

∫
0

√s(1 − s)ds

=
π
8
(

1

∫
0

(x󸀠(t))2dt), s ∈ [0, 1],

(9.12)

where we have used

1

∫
0

√s(1 − s)ds = 2

π
2

∫
0

sin2 t cos2 tdt

=
1
2

π
2

∫
0

(sin(2t))2dt

=
1
2

π
2

∫
0

1 − cos(4t)
2

dt

=
1
4

π
2

∫
0

dt − 1
8
sin(4t)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t= π2

t=0
=
π
8
.
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Also,

1

∫
0

(c(t) − 1
2
b󸀠(t))(x(t))2dt ≥ α

1

∫
0

(x(t))2dt (9.13)

and

1

∫
0

x(t)y(t)dt ≤ ϵ
1

∫
0

(x(t))2dt + 1
4ϵ

1

∫
0

(y(t))2dt

for some ϵ > 0,whichwill be determined below. Nowwe apply the previous inequality
and (9.12) and (9.13), and we get

ϵ
1

∫
0

(x(t))2dt + 1
4ϵ

1

∫
0

(y(t))2dt ≥ 8
π

1

∫
0

󵄨󵄨󵄨󵄨x(s)
󵄨󵄨󵄨󵄨
2ds

+ λα
1

∫
0

(x(t))2dt

or

1
4ϵ

1

∫
0

(y(t))2dt ≥ ( 8
π
− ϵ + αλ)

1

∫
0

(x(t))2dt,

or

1
4ϵ( 8π − ϵ + αλ)

1

∫
0

(y(t))2dt ≥
1

∫
0

(x(t))2dt.

Let

ϵ = 4
π
+
αλ
2
.

Then

1
4ϵ( 8π − ϵ + λα)

=
1

4( 4π +
αλ
2 )(

8
π −

4
π +

αλ
2 )

=
1

( 8π + αλ)
2
.

We set

c1 =
1

( 8π + αλ)
2
.
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Therefore

1

∫
0

(x(t))2dt ≤ c1

1

∫
0

(y(t))2dt.

Also,

ϵ
1

∫
0

(x(t))2dt + 1
4ϵ

1

∫
0

(y(t))2dt ≥
1

∫
0

(x󸀠(t))2dt + λα
1

∫
0

(x(t))2dt,

whereupon

1

∫
0

(x󸀠(t))2dt ≤ (ϵ − λα)
1

∫
0

(x(t))2dt + 1
4ϵ

1

∫
0

(y(t))2dt

≤ c1(ϵ − λα)
1

∫
0

(y(t))2dt + 1
4ϵ

1

∫
0

(y(t))2dt

= (c1c2 + c3)
1

∫
0

(y(t))2dt,

where

c2 = ϵ − λα, c3 =
1
4ϵ
.

By (9.11), we obtain

󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 ≤

1
√2
(

1

∫
0

(x󸀠(t))2dt)

1
2

and by the inequality

(
1

∫
0

(y(t))2dt)

1
2

≤ ‖y‖Y,

we get

󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 ≤

1
√2
(c1c2 + c3)

1
2(

1

∫
0

(y(t))2dt)

1
2

≤ √
c1c2 + c3

2
‖y‖Y.
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Consequently

max
t∈[0,1]
󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 ≤ √

c1c2 + c3
2
‖y‖Y. (9.14)

Since x(0) = x(1) = 0, there is a ξ ∈ (0, 1) such that x󸀠(ξ ) = 0. Note that we can rewrite
equation (9.8) in the form

d
dt
(x󸀠(t)e−λ ∫

t
0 b(s)ds) = (λc(t)x(t) − y(t))e−λ ∫

t
0 b(s)ds

and integrating from ξ to t, we obtain

x󸀠(t)e−λ ∫
t
0 b(s)ds =

t

∫
ξ

(λc(τ)x(τ) − y(τ))e−λ ∫
τ
0 b(s)dsdτ

or

x󸀠(t) =
t

∫
ξ

(λc(τ)x(τ) − y(τ))e−λ ∫
τ
t b(s)dsdτ, t ∈ [0, 1].

Therefore there exists a constantm > 0 such that

max
t∈[0,1]
󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨 ≤ m(max

t∈[0,1]
󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨 + ‖y‖Y)

≤ m(√
c1c2 + c3

2
+ 1)‖y‖Y.

(9.15)

From equation (9.8), it follows that there exists a constantm1 > 0 such that

max
t∈[0,1]
󵄨󵄨󵄨󵄨x
󸀠󸀠(t)󵄨󵄨󵄨󵄨 ≤ m1(max

t∈[0,1]
󵄨󵄨󵄨󵄨x
󸀠(t)󵄨󵄨󵄨󵄨 + max

t∈[0,1]
󵄨󵄨󵄨󵄨x(t)
󵄨󵄨󵄨󵄨

+ max
t∈[0,1]
󵄨󵄨󵄨󵄨y(t)
󵄨󵄨󵄨󵄨)

≤ m1(m(√
c1c2 + c3

2
+ 1) + √

c1c2 + c3
2
+ 1)‖y‖Y.

By the previous inequality and from (9.14) and (9.15), we conclude that there exists a
positive constantM such that

‖x‖X ≤ M‖y‖Y.

Consequently the problem (9.8) and (9.9) has a unique solution that belongs to X.
Hence, by Theorem 9.1, we conclude that the problem (9.4) and (9.5) has a unique so-
lution in X.
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10 Fixed-point theorems and applications
The aim of this chapter is the study of some fixed-point theorems. We start with the
simplest and best-knownof them: Banach’s fixed-point theorem for contractionmaps.
Then we address the Brinciari fixed-point theorem, which is a generalization of this
theorem.Wewill then seemore powerful and somewhat deeper theorems.We can thus
study successively the fixed-point theorem of Brouwer (valid in a finite number of di-
mensions) and then the fixed-point theorem of Schauder (which is the generalization
to an infinite number dimensions). Unlike Banach’s theorem, the proofs of the latter
two results are not constructive, which explains why they require somewhat more so-
phisticated tools.Manydifferent proofs of these results exist andonemaybe interested
in one or more of them.

10.1 The Banach fixed-point theorem

Banach’s fixed-point theorem (also known as the contracting-application theorem)
is a simple-to-prove theorem and applies to complete spaces; it has many applica-
tions. These applications include theorems on the existence of solutions for differen-
tial equations or integral equations and the study of the convergence of certain meth-
ods, like Newton’s in solving nonlinear equations.

Suppose that X is a metric space with a metric d. Let also A ⊆ X.

Definition 10.1. We say that a map 𝕋 : A 󳨃󳨀→ X is a contraction map if there exists
k ∈ (0, 1) such that

d(𝕋x1, 𝕋x2) ≤ kd(x1, x2)

for any x1, x2 ∈ X.

Exercise 10.1. Let 𝕋 : A 󳨃󳨀→ X be a contraction map. Prove that it is continuous on A.

Definition 10.2. We say that a map 𝕋 : A 󳨃󳨀→ X has a fixed point x0 ∈ A if

𝕋x0 = x0.

Theorem 10.1. Let X be a complete metric space and

𝕋 : X 󳨃󳨀→ X

be a contraction map,

d(𝕋x1, 𝕋x2) ≤ kd(x1, x2)

for any x1, x2 ∈ X and for some constant k ∈ (0, 1). Then 𝕋 has unique fixed point in X.

https://doi.org/10.1515/9783110657722-010
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Proof.
1. Firstly, we will prove the uniqueness of the fixed point of the map 𝕋. Let x1, x2 be

two fixed points of 𝕋. Then 𝕋(x1) = x1, 𝕋(x2) = x2 and

d(𝕋x1, 𝕋x2) ≤ kd(x1, x2),

whereupon

d(x1, x2) ≤ kd(x1, x2).

Hence, d(x1, x2) = 0. Therefore x1 = x2.
2. Now we will prove the existence of a fixed point of the map 𝕋. Let x0 ∈ X be arbi-

trarily chosen. Define the sequence {xn}n∈N as follows:

xn+1 = 𝕋xn, n ∈ N0,

where N0 = N ∪ {0}. We will prove that it is a Cauchy sequence in X. Let p, q ∈ N
be such that q > p. Then

d(xp, xq) ≤ d(xp, xp+1) + ⋅ ⋅ ⋅ + d(xq−1, xq).

Thus,

d(xp, xp+1) = d(𝕋xp−1, 𝕋xp)
≤ kd(xp−1, xp)
≤ k2d(xp−2, xp−1)
≤ . . .

≤ kpd(x0, x1).

Then

d(xp, xq) ≤ (k
p + kp+1 + ⋅ ⋅ ⋅ + kq−1)d(x0, x1)

= kpd(x0, x1)
q−1
∑
l=0

kl

<
kp

1 − k
d(x0, x1).

If d(x0, x1) = 0, then x0 = x1 = 𝕋x0 and x0 is a fixed point of 𝕋. If d(x0, x1) ̸= 0,
then for any ε > 0 there exists n0 ∈ N such that

kp

1 − k
d(x0, x1) < ε

for any p > n0. Therefore

d(xp, xq) < ϵd(x0, x1)
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for any p, q ∈ N, q > p > n0. Therefore {xn}n∈N is a Cauchy sequence in X. Because
X is a completemetric space, we conclude that the sequence {xn}n∈N is convergent
to x ∈ X. Therefore

xn → x, as n→∞,

and

𝕋xn → 𝕋x, as n→∞.

Hence,

𝕋x = x.

This completes the proof.

10.2 The Brinciari fixed-point theorem

In this section we present Brinciari’s fixed-point theorem which is a generalization of
the Banach fixed-point theorem. This is done by introducing a full-size contraction. In
2002 Branciari demonstrated the following theorem.

Theorem 10.2. Let X be a complete metric space and let the map

𝕋 : X 󳨃󳨀→ X

satisfy

d(𝕋x,𝕋y)

∫
0

ϕ(t)dt ≤ c
d(x,y)

∫
0

ϕ(t)dt (10.1)

for x, y ∈ X, 0 ≤ c < 1, where

ϕ : R+ 󳨃󳨀→ R+

is an integrable function in the Lebesgue sense such that

b

∫
0

ϕ(t)dt > 0 (10.2)

for any b > 0. Then 𝕋 admits a unique fixed point z in X. On the other hand, for every
x0 ∈ X, we have

lim
n→∞
𝕋nx0 = z.
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Proof. Let x ∈ X be arbitrarily chosen and fixed.
Step 1. We will prove that

d(𝕋nx,𝕋n+1x)

∫
0

ϕ(t)dt ≤ cn
d(x,𝕋x)

∫
0

ϕ(t)dt

for any n ∈ N0. Note that

d(𝕋nx,𝕋n+1x)

∫
0

ϕ(t)dt ≤ c
d(𝕋n−1x,𝕋nx)

∫
0

ϕ(t)dt

≤ . . .

≤ cn
d(x,𝕋x)

∫
0

ϕ(t)dt.

Therefore

lim
n→∞

d(𝕋nx,𝕋n+1x)

∫
0

ϕ(t)dt = 0. (10.3)

Step 2. Suppose that

lim
n→∞

sup d(𝕋nx, 𝕋n+1x) = a,

for some a > 0. Let ϵ > 0 be arbitrarily chosen. Then there exist kε ∈ N and a
sequence (𝕋nkx)k≥kε such that, for all k ≥ kε, we have

󵄨󵄨󵄨󵄨d(𝕋
nkx, 𝕋nk+1x) − a󵄨󵄨󵄨󵄨 ≤ ε

and

d(𝕋nkx, 𝕋nk+1x) > a
2
.

Since ϕ is positive, using (10.2) and (10.3), we get

0 = lim
k→∞

d(𝕋nk x,𝕋nk+1x)

∫
0

ϕ(t)dt

≥

a/2

∫
0

ϕ(t)dt.

Therefore,

lim
n→∞

d(𝕋nx, 𝕋n+1x) = 0.
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Step 3. Now we will show that the sequence {𝕋nx}n∈N is a Cauchy sequence in X. As-
sume the contrary. Then there exist ε > 0, kϵ > 0, h ∈ N and two subsequences
{mk}k∈N and {nk}k∈N withmk > nk > kε such that

d(𝕋mkx, 𝕋nkx) ≥ ε, d(𝕋hx, 𝕋nkx) < ε, for all h ∈ nk + 1, . . . ,mk − 1.

Note that

ε ≤ d(𝕋mkx, 𝕋nkx)
≤ d(𝕋mkx, 𝕋mk−1x) + d(𝕋mk−1x, 𝕋nkx)
< d(𝕋mkx, 𝕋mk−1x) + ε.

This gives

d(𝕋mkx, 𝕋nkx) → ε, as k →∞. (10.4)

Moreover, there exists u ∈ N such that, for any k ∈ N, k > u, we have

d(𝕋mk+1x, 𝕋nk+1x) < ε.

Indeed, if there exists a subsequence {mkl }l∈N such that

d(𝕋mkl
+1x, 𝕋nkl+1x) ≥ ε,

then we have

ε ≤ d(𝕋mkl
+1x, 𝕋nkl+1x)

≤ d(𝕋mkl
+1x, 𝕋nkl x) + d(𝕋mkl x, 𝕋nkl x) + d(𝕋mkl x, 𝕋nkl+1x).

Using (10.3) and (10.4), we find

d(𝕋mkl
+1x, 𝕋nkl+1x) → ε, as l →∞. (10.5)

Applying (10.1), we obtain

d(𝕋mk+1x,𝕋nk+1x)

∫
0

ϕ(t)dt ≤ c
d(𝕋mk x,𝕋nk x)

∫
0

ϕ(t)dt. (10.6)

Using (10.4), (10.5) and (10.6), one finds

ε

∫
0

ϕ(t)dt ≤ c
ε

∫
0

ϕ(t)dt, (10.7)
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which is a contradiction. Therefore, for some u ∈ N, we have

d(𝕋mk+1x, 𝕋nk+1x) < ε

for all k > u. Now we will prove that there exist a positive number δε ∈ (0, ε) and
kε ∈ N such that, for every k > kε, we have

d(𝕋mk+1x, 𝕋nk+1x) < ε − δε.

Assuming the existence of a sequence {kl}l∈N ⊂ N such that

d(𝕋mkl
+1x, 𝕋nkl+1x) < ε

and using (10.2), we have

d(𝕋mkl +1x,𝕋nkl +1x)

∫
0

ϕ(t)dt ≤ c
d(𝕋mkl x,𝕋nkl x)

∫
0

ϕ(t)dt.

Let l tend to infinity. Then

ε

∫
0

ϕ(t)dt ≤ c
ε

∫
0

ϕ(t)dt.

In conclusion of this step, we will prove that the sequence {𝕋nx}n∈N is a Cauchy
sequence in X. Indeed, for any k ∈ N, we have

ε ≤ d(𝕋mkx, 𝕋nkx) ≤ d(𝕋mkx, 𝕋mk+1x) + d(𝕋mkl
+1x, 𝕋nk+1x) + d(𝕋nk+1x, 𝕋nkx).

Then

ε < d(𝕋mkx, 𝕋mk+1x) + (ε − δε) + d(𝕋
nk+1x, 𝕋nkx).

Passing to the limit when k tends to infinity, we find

ε < ε − δε,

which is a contradiction. Hence, the sequence {𝕋nx}n∈N is a Cauchy sequence
in X.

Step 4. In this stepwewill prove the existence and uniqueness of the fixed point of the
map 𝕋. Since X is a complete metric space, then there exists a point z ∈ X such
that

z = lim
n→∞
𝕋nx.
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Moreover, z is a fixed point of the map 𝕋. Indeed, suppose that

d(z, 𝕋z) > 0.

Then

0 < d(z, 𝕋z) ≤ d(z, 𝕋n+1z) + d(𝕋n+1z, 𝕋z).

Note that

lim
n→∞

d(z, 𝕋n+1z) = 0.

We will prove that

lim
n→∞

d(𝕋n+1z, 𝕋z) = 0.

Observe that

d(𝕋n+1z,𝕋z)

∫
0

ϕ(t)dt ≤ c
d(𝕋nx,z)

∫
0

ϕ(t)dt → 0, as n→∞.

If we suppose that

d(𝕋n+1x, 𝕋z)

does not converge to zero when n→∞, then there is a subsequence {𝕋nk+1x}k∈N
such that d(𝕋nk+1x, 𝕋z) ≥ ε for some ε > 0. Hence, we have

0 <
ε

∫
0

ϕ(t)dt

≤

d(𝕋nk+1x,𝕋z)

∫
0

ϕ(t)dt

≤ c
d(𝕋nk x,𝕋z)

∫
0

ϕ(t)dt

→ 0, as k →∞,

which is a contradiction.
ε

∫
0

ϕ(t)dt > 0.

Therefore z = Tz. The uniqueness of z follows from the condition (10.1). This
completes the proof.
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Remark 10.1. If one takes ϕ(t) = 1 in the Brinciari theorem, then we get the Banach
fixed-point theorem.

Example 10.1. Let

X = { 1
n
: n ∈ N} ∪ {0}.

We provide X with the metric

d(x, y) = |x − y|, x, y ∈ X.

Since X is a closed subset of R, X is a complete metric space. Consider the map

𝕋 : X 󳨃󳨀→ X

defined as follows:

𝕋x = {
1

n+1 if x = 1
n , n ∈ N,

0 if x = 0.

Also, define the function

ϕ : R+ 󳨃󳨀→ R+

by

ϕ(t) = {
t1/t−2(1 − ln t) if t ∈ (0, e),
0 if t ∈ {0} ∪ [e,∞].

Note that
e

∫
0

ϕ(t)dt = e1/e, t > 0.

1. If x = y, we have

d(x, y) = 0,
d(𝕋x, 𝕋y) = 0,

and

d(𝕋x,𝕋y)

∫
0

ϕ(t)dt ≤ c
d(x,y)

∫
0

ϕ(t)dt

for all c ∈ (0, 1).
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2. If x = 0, y = 1
n , we get

d(Tx,Ty)

∫
0

ϕ(t)dt = ( 1
n + 1
)
n+1

=
1

n + 1
(

1
n + 1
)
n

≤
1
2
(
1
n
)
n

=
1
2

d(x,y)

∫
0

ϕ(t)dt.

3. If x = 1
n , y =

1
m , n,m ∈ N, we obtain

d(Tx,Ty)

∫
0

ϕ(t)dt =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
n + 1
−

1
m + 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1/| 1n+1−
1

m+1 |

= (
|n −m|
(n + 1)(m + 1)

)
(n+1)(m+1)/|n−m|

= (
|n −m|
(n + 1)(m + 1)

)
(n+m+1)/|n−m|

(
nm

(n + 1)(m + 1)
)
nm/|n−m|
(
|n −m|
nm
)
nm/|n−m|

≤
1
2
(
|n −m|
nm
)
nm/|n−m|

=
1
2

d(x,y)

∫
0

ϕ(t)dt.

Hence, by the Brinciari theorem, we conclude that 0 is the unique fixed point of 𝕋.
Assume that

d(𝕋x, 𝕋y) ≤ cd(x, y), c ∈ (0, 1), x, y ∈ X.

Then, for x = 1
n and y =

1
n+1 , we have

d(𝕋x, 𝕋y) = 1
(n + 1)(n + 2)

,

d(x, y) = 1
n(n + 1)

,

and

sup
x,y∈X,x ̸=y

d(𝕋x, 𝕋y)
d(x, y)

= 1,

which is a contradiction.
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10.3 The Brouwer fixed-point theorem

A remark to consider: (three dimensions) the mathematician Luitzen Egbertus Jan
Brouwer remarked, bymixing his coffeewithmilk, that the central point of the surface
of the liquid, in the midst of the whirlwind created by the rotatory movement of the
spoon, remained motionless. He examined the problem in this way: At any moment
there is a point on the surface which is not changed.

We will examine the problem in n dimensions following Brouwer. Let

Bm = {x ∈ R
n : ‖x‖ ≤ 1} (10.8)

and

Sm−1 = 𝜕Bm.

We will use the maximum norm on Bm defined by

‖f ‖ = max{󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 : x ∈ Bm}, (10.9)

Theorem 10.3. Any continuousmap f : Bm 󳨃󳨀→ Bm admits at least one fixed point inBm.

Proof. We will use the maximum norm on Bm defined by

‖f ‖ = max{󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨 : x ∈ Bm}. (10.10)

Note that for every ε > 0 there exists a polynomial P such that

‖f − P‖ < ε.

We have

‖P‖ ≤ 1 + ε.

Let

Q(x) = P(x)
1 + ε
, x ∈ Bm.

We have Q : Bm 󳨃󳨀→ Bm and

‖f − Q‖ ≤ 2ε.

Suppose now that x ∈ Bm is a fixed point of Q. Then

󵄨󵄨󵄨󵄨x − f (x)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨Q(x) − f (x)

󵄨󵄨󵄨󵄨 < 2ε. (10.11)

Thus f admits a fixed point x ∈ Bm. Assume that f ∈ C1(Bm). Let

P(λ) = aλ2 + 2bλ + c, a > 0,
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be a polynomial satisfying the conditions P(0) ≤ 1 and P(1) ≤ 1. Since P is convex we
have exactly two values λ1 and λ2 such that P(λ1) = P(λ2) = 1. More precisely, we have
λ1 ≤ 0 < 1 ≤ λ2 and P(λ) < 1 for λ1 < λ < λ2. So, λ1 = A − √C, λ2 = A + √C with A = −ba ,
C = ( ba )

2 + 1−c
a ≥

1
4 because λ2 − λ1 ≥ 1.

Nowwe suppose that f does not admit a fixed point. BecauseBm is compact, there
exists a γ > 0 such that

󵄨󵄨󵄨󵄨f (x) − x
󵄨󵄨󵄨󵄨 ≥ γ

in Bm. For all x ∈ Bm, the quadratic polynomial

P(λ) = 󵄨󵄨󵄨󵄨x + λ(f (x) − x)
󵄨󵄨󵄨󵄨
2

satisfies

P(0) = c = |x|2 ≤ 1, P(1) = 󵄨󵄨󵄨󵄨f (x)
󵄨󵄨󵄨󵄨
2
≤ 1, a = 󵄨󵄨󵄨󵄨f (x) − x

󵄨󵄨󵄨󵄨
2
≥ γ2,

and

b = x(f (x) − x).

The function λ1 = λ2(x) is negative and belongs to C1(Bm) since λ1 = A−√C. We define
the function g ∈ C1(Bm) as follows:

g(x) = λ1(x)(f (x) − x)

and

h(t, x) = x + tg(x)

for 0 ≤ t ≤ 1 and consider the integral

V(t) = ∫
Bm

det 𝜕h(t, x)
𝜕x

dx = ∫
Bm

det(Id + t 𝜕g(x)
𝜕x
)dx (10.12)

here 𝜕h𝜕x and
𝜕g
𝜕x are the Jacobians of order n × n of h and g, respectively.

We will show that

V(t) = |Bm|, t ∈ [0, 1],

where |Bm| is the volume of Bm. By the definition, V(0) = |Bm|. Note that we have

󵄨󵄨󵄨󵄨h(1, x)
󵄨󵄨󵄨󵄨
2
= 󵄨󵄨󵄨󵄨x + λ1(x)(f (x) − x)

󵄨󵄨󵄨󵄨
2
= P(λ1) = 1.
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Moreover, h(1, ⋅) = Bm for x ∈ Sm−1 = 𝜕Bm. So, for x ∈ Bm, the matrix 𝜕h(1,x)𝜕x is singular.
Otherwise h(1,0) becomes a bijection and it associates any neighborhood of x ∈ Bm
with a neighborhood h(1, x). Note that the function g of class C1 satisfies the condition
of Lipschitz,

󵄨󵄨󵄨󵄨g(x) − g(x
󸀠)󵄨󵄨󵄨󵄨 ≤ L
󵄨󵄨󵄨󵄨x − x
󸀠󵄨󵄨󵄨󵄨 in Bm.

Moreover, g(x) = 0 for x ∈ 𝜕Bm, since in this case P(0) = |x|2 = 1 and hence λ1(x) = 0.
Let Q be the projection on the unit ball

Qx = x, for |x| ≤ 1,

Qx = x
|x|
, for |x| > 1.

We have

󵄨󵄨󵄨󵄨Qx − Qx
󸀠󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨x − x
󸀠󵄨󵄨󵄨󵄨,

Then the function g(x) = g(Qx) satisfies the Lipschitz condition in Rn with the same
constant L (g is simply an extension of g to Rn by 0 outside of Bm). Now we will prove
that for 0 ≤ t ≤ 1

L , the mapping h(t, ⋅) is a bijection of Bm into Bm. To show that, write

h(1, t) = x + tg(x),

and let a ∈ Rn. The equation h(t, x) = a is equivalent to x = a − tg(x). Since the right
hand side is contraction with the Lipschitz constant < 1, there exists a single fixed
point x = xa with h(t, a) = a, so h(t, ⋅) is a bijection of Rn into itself. However, h(t, x) is
the identity ofRn \Bm and equal to h(t, ⋅) in Bm. Then h(t, ⋅) is a bijection of Bm into Bm.
The substitution rule of the n-dimensional integral means that V(t) = C, since h(t, ⋅) is
a bijection of Bm into Bm and det 𝜕h(t,x)𝜕x > 0. So, there is an interval

0 ≤ t ≤ ε < 1
L
,

where V is constant, and since V is a polynomial with respect to t of degree N, V(t) =
|Bm|, 0 ≤ t ≤ 1. This completes the proof.

Remark 10.2. James Dugundji showed in 1951 that Brouwer’s theorem characterized
normed spaces of finite dimension by proving that every map of the unit ball of a
normed space X in itself has a fixed point if and only if X is of finite dimension.

10.4 The Schauder fixed-point theorem

The Schauder fixed-point theorem and its multiple variants or generalizations are
used daily to study the existence and multiplicity of solutions of nonlinear equations
of all natures, for example the Navier–Stokes equations in hydrodynamics.
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Theorem 10.4. Let E be a Banach space, D ⊂ E be a closed convex set. Then any con-
tinuous and compact map 𝕋 : D 󳨃󳨀→ D admits at least one fixed point.

Proof. It is sufficient to find a point x ∈ D such that for any ε > 0 we have

‖x − Tx‖ < ε.

Let ε > 0 be arbitrarily chosen. The set B = 𝕋(D) is compact. Then there exists a finite
covering of balls {Sε(bi)}

p
i=1. Let

F = {bi, . . . , bp} ⊂ B

and C = spanF. Note that C is compact and convex in D. Define the continuous map

Φ : B 󳨃󳨀→ C

as follows:

Φ(x) = {
0, if ‖x − bi‖ ≥ ε,
ε − ‖x − bi‖, if ‖x − bi‖ < ε,

x ∈ B.

We can represent the map Φ in the form

Φ(x) =
p
∑
i=1

λi(x)bi with λi(x) =
Ui(x)
U(x)
, x ∈ B,

and

U(x) =
p
∑
i=1

Ui(x), x ∈ B.

Note that for every x ∈ B there exists a bK ∈ {b1, . . . , bp} with

‖x − bK‖ < ε.

We have U(x) > 0 for x ∈ B and Φ is continuous on B. Also, λi(x) ≥ 0, i ∈ {1, . . . , p},
x ∈ B, and

p
∑
i=1

λi(x) = 1, x ∈ B.

Therefore Φ(B) ⊂ C. Moreover, using

x =
P
∑
i=1

λi(x)x, x ∈ B,
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we get

󵄩󵄩󵄩󵄩Φ(x) − x
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

p
∑
i=1

λi(x)(bi − x)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
p
∑
i=1

λi(x)‖bi − x‖ < ε, for x ∈ B.
(10.13)

This shows that

‖bi − x‖ < ε

otherwise, if ‖bi − x‖ ≥ ε, then λi = 0. Then S = Φ ∘ 𝕋 : D 󳨃󳨀→ C. Its restriction
on C is a continuous map from C into C. Since it is convex and compact, there exists
x0 = S(x0) = Φ(𝕋x0) ∈ C. From equation (10.13), we obtain

‖x0 − 𝕋x0‖ =
󵄩󵄩󵄩󵄩Φ(𝕋x0) − 𝕋x0

󵄩󵄩󵄩󵄩 < ε,

i. e., x0 is a fixed point of the map 𝕋. This completes the proof.

10.5 Non-compact Type Krasnosel’skii fixed-point theorems

In [3], Ball studied the propagation of elastic waves generated by an earthquake in the
earth crust modeled by a channel separated from the atmosphere and the mantel by
two horizontal interfaces. Geographical studies have shown the validity of radiative
transfer in this frequency regime to describe the phase space energy density of seismic
waves. For long times and large distances, the radiative transfer in weakly absorbing
media was approximated by a diffusion equation. It is shown in [3] that this diffusion
is valid in the following sense: the radiative transfer solution factors asymptotically in
the limit of vanishing mean free paths as the product of a two-dimensional diffusion
term in the horizontal directions an a one-dimensional transport term in the vertical
direction. A boundary value problem of the obtained model was investigated by La-
trach [19] for the existence of solutions for isotropic scattering kernels on Lp-spaces
for p ∈ (0,∞). The general problem for the existence of solutions on L1-spaces was
not fully resolved. Some efforts have been made in [2, 20] in some special cases as re-
gards the isotropic scattering kernel. Here, our aim is to represent an existence result
on L1-space in more general situation for the isotropic kernel.

The second source of our consideration stems from a class of Darboux problems.
This type of problems involves a mixed partial derivative. The typical methods to treat
the existence of the solutions for Darboux problems involve functional differential
equations, and the method of upper and lower solutions based on Schauder’s fixed
point theorem; see [14, 25–27] and the references therein. In this section, we propose
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new approaches to dealing with the local and global existence for a class of Darboux
problems.

Many varieties of difference models (with delay) and Volterra integral models de-
scribing physiological processes, production of blood cells, respiration, cardiac ar-
rhythmias etc. were investigated as regards the existence of positive (periodic) solu-
tions using global bifurcation techniques and Krasnosel’skii fixed-point theorems on
cones; see for instance [21, 28] and the references therein. In this section, we will con-
sider a class of nonlinear difference equations and a class of Volterra integral equa-
tions using a new approach for investigating the existence of positive (periodic) solu-
tions and we will give new ranges for the parameters, participating in this class differ-
ence equations, which ensure the existence of positive periodic solutions.

We observe these aforementioned existence problems, arising from integral and
transport equation, and a class of difference equations, can be transformed abstractly
into fixed problems for sum of two operators 𝕋 + 𝕊. A prototype tool to address such
fixed-point problems is the well-known Krasnosel’skii fixed point theorem, which is
a continuation of the Banach contraction mapping principle and the Schauder fixed-
point theorem.

Theorem A (Krasnosel’skii [18]). Let K be a nonempty closed, convex, and bounded
subset of a Banach space E. Suppose that 𝕋 and 𝕊map K into E such that
(i) 𝕋 is a contraction with constant α < 1;
(ii) 𝕊 is compact; and
(iii) any x, y ∈ K imply 𝕋x + 𝕊y ∈ K.

Then there exists x∗ ∈ K with 𝕊x∗ + 𝕋x∗ = x∗.

This overarching result has initiated numerous studies and has been extended
in different directions by modifying assumption (i), (ii), (iii) or even the underlying
space. See [9, 11, 30]. It was mentioned in [9] that the condition (iii) is too stringent
and can be replaced by a mild one, in which Burton proposed the following improve-
ment for (iii): if x = 𝕋x + 𝕊y with y ∈ K, then x ∈ K. Subsequently, in [11], Dhage
replaced (i) by the following requirement: 𝕋 is a bounded linear operator on E, and
𝕋p is a nonlinear contraction for some p ∈ N . More recently, in [30], the authors firstly
replaced the contraction map by an expansion and then replaced the compactness
of the operator 𝕊 by a k-set contractive one, and they obtained some new fixed-point
results.

For the sum of two operators, many kinds of generalizations and variants of Kras-
noselskii’s fixed-point theorem have been obtained; see for example [2, 5, 9, 11, 19,
23, 24, 30] and the references therein. It is well known that, in some previous related
work, the compactness of 𝕊 plays a crucial role in their arguments. The reason is that
their discussions are based on the Schauder fixed-point theorem.

We note that, although there are so many theoretical generations, those with
practical applications are infrequent [2, 19, 22, 23]. From application point of view,
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Sadovskii’s fixed-point theorem associated with measure of non-compact and some
of the above-mentioned work, we first explore several further extensions of the Kras-
noselskii Theorem in thedirectionof [30]. It is shown that theKrasnoselskii fixed-point
theorem can be expressed as quite general forms; see Theorems 10.7, 10.8 and 10.9 and
their corollaries. Furthermore, these abstract results not only lead us to define further
generalized contractions and expansions, but they also facilitate the application of
dissipative operators; see Theorem 10.10.

Next, more importantly, it is shown that the generalized formulations of these
Theorems are applicable to a large class of problems. To exhibit the power of them, we
study the existence and uniqueness of solution for some kind of perturbed Volterra-
type integral equation in Section 10.4, the existence of solutions for a class transport
equations, for a class of difference equations and for a Darboux problem in Sections
10.5, 10.6, and 10.7, respectively.

The central point of this section is to address somepractical problems arising from
integral and transport equation, and a class of difference equations. To this end, we
appeal to extended fixed-point theorems of Krasnosel’skii type. These extensions en-
compass a number of previously known generalizations or modifications of the Kras-
nosel’skii fixed-point theorem or the Sadovskii fixed-point theorem. Lots of practical
applications are provided to illustrate the theories. Of course, the abstract techniques
and results of this section can be applied to various kinds of other problemswhich are
not investigated here.

Let E be a Banach space and ΩE the collection of bounded subsets of E.

Definition 10.3. The Kuratowskii measure of non-compactness is the map αE : ΩE →
[0,∞) (or simply α) defined by

αE(A) = inf{δ > 0
󵄨󵄨󵄨󵄨󵄨󵄨 there is a finite number of subsets Ai ⊂ A

such that A ⊂ ⋃
i
Ai and diam(Ai) ≤ δ},

where A ∈ ΩE, diam(Ai) denotes the diameter of the set Ai.

For convenience, we list some properties of α which we will tacitly use in the se-
quel. Let A,B ∈ ΩE. Then
(1) α(A) = 0 if and only if A is relatively compact;
(3) If A ⊂ B, then α(A) ≤ α(B);
(4) α(A ∪ B) = max{α(A), α(B)};
(5) α(λA) = |λ|α(A) for λ ∈ R, where λA = {λx : x ∈ A};
(6) α(A + B) ≤ α(A) + α(B), where A + B = {x + y : x ∈ A, y ∈ B};

Let X, Y be two Banach spaces and Ω be a subset of X.
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Definition 10.4. A continuous and boundedmapℕ : Ω 󳨃󳨀→ Y is k-set contractive if for
any bounded set A ⊂ Ω we have αY(N(A)) ≤ kαX(A).ℕ is strictly k-set contractive if N
is k-set contractive and αY(ℕ(A)) < kαX(A) for all bounded sets A ⊂ Ωwith αX(A) ̸= 0.
ℕ is a condensing map ifℕ is strictly 1-set contractive.

Notice thatℕ is a compact map if and only ifℕ is a 0-set contractive one.

Remark 10.3. In the literature, a continuous and bounded mapℕ : Ω 󳨃󳨀→ Y is called
strict-set contraction ifℕ is k-set contractivewith k < 1. Obviously, a strict-set contrac-
tion is a condensing map. The concept of (strictly) k-set contractive map with k < 1 or
not is useful, see Proposition 10.1.

Theorem B (Sadovskii [1, 4, 12]). Let K be a closed, bounded and convex subset of a
Banach space E andℕ : K 󳨃󳨀→ K be a condensing map. Thenℕ has a fixed point in K.

10.6 Fixed-point results for the sum𝕋 + 𝕊
Throughout this section, we always denote by E a Banach space. This section is de-
voted to the study of the fixed point problem of the sum operators 𝕋 + 𝕊 or the exis-
tence of solution of the abstract operator equation 𝕋x + 𝕊x = x in some subset of E
required in the sequel. Let us begin with some preliminary definitions and lemmas.

Definition 10.5. Let (X, d) be a metric space andM be a subset of X and𝕋 : M 󳨃󳨀→ X a
map. Assume that there exists a constant β ≥ 0 such that

d(𝕋x, 𝕋y) ≥ βd(x, y), ∀x, y ∈ M.

Then we say that 𝕋 is weakly expansive. In particular, we call 𝕋 expansive if β > 1.

Remark 10.4. We note that a (weakly) expansive map 𝕋 : M 󳨃󳨀→ Xmay not be contin-
uous. If 𝕋 : M ⊂ X 󳨃󳨀→ X is a weakly expansive map, we will denote

lip(𝕋) = max{β ≥ 0 : d(𝕋x, 𝕋y) ≥ βd(x, y), x, y ∈ M}.

As usual, Lip(𝕋) is the Lipschitzian constant for 𝕋 if 𝕋 is a Lipschitzian map.

In what follows we shall employ Lemmas 10.1 and 10.2, which have been estab-
lished in [30].

Lemma 10.1. LetX be a complete metric space andM a closed subset ofX. Assume that
the mapping 𝕋 : M 󳨃󳨀→ X is expansive and 𝕋(M) ⊃ M. Then there exists a unique point
x∗ ∈ M such that 𝕋x∗ = x∗.

Lemma 10.2. Let (X, ‖ ⋅ ‖) be a linear normed space,M ⊂ X. Assume that the map 𝕋 :
M 󳨃󳨀→ X is expansive with constant h > 1. Then the inverse of 𝔽 := 𝕀 − 𝕋 : M 󳨃󳨀→
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(𝕀 − 𝕋)(M) exists and

󵄩󵄩󵄩󵄩𝔽
−1x − 𝔽−1y󵄩󵄩󵄩󵄩 ≤

1
h − 1
‖x − y‖, x, y ∈ 𝔽(M).

Lemma 10.3. Let 𝕋 : E 󳨃󳨀→ E be Lipschitz with constant β > 0. Assume that for each
y ∈ E the map 𝕋y : E 󳨃󳨀→ E defined by 𝕋yx = 𝕋x + y satisfies that 𝕋py is expansive for
some p ∈ N and onto. Then (𝕀 − 𝕋) maps E onto E, the inverse of 𝔽 := 𝕀 − 𝕋 : E 󳨃󳨀→ E
exists and

󵄩󵄩󵄩󵄩𝔽
−1x − 𝔽−1y󵄩󵄩󵄩󵄩 ≤ γp‖x − y‖, x, y ∈ E, (10.14)

where

γp =
βp − 1

(β − 1)[lip(𝕋p) − 1]
.

Proof. Let y ∈ E be an arbitrary point. Since 𝕋py is expansive it follows

󵄩󵄩󵄩󵄩𝕋
p
yx − 𝕋

p
yz
󵄩󵄩󵄩󵄩 ≥ lip(𝕋

p
y)‖x − z‖, ∀x, z ∈ E.

We now claim that both (𝕀 − 𝕋) and (𝕀 − 𝕋p) map E onto E. Indeed, notice that 𝕋py is
onto, thus Lemma 10.1 ensures there is a unique x∗ ∈ E such that 𝕋pyx

∗ = x∗. It then
follows readily that 𝕋yx∗ is also a fixed point of 𝕋py . In view of uniqueness, we obtain
𝕋yx∗ = x∗ and x∗ is the unique fixed point of 𝕋y. Hence, we have

(𝕀 − 𝕋)x∗ = y,

which implies that 𝕀−𝕋 : E 󳨃󳨀→ E is onto. The assumption implies that𝕋p is expansive
and onto. Then an application of Lemma 10.1 to 𝕋̃yx = 𝕋px+y shows there is a unique
x∗ so that 𝕋̃yx∗ = x∗, implying 𝕀 − 𝕋p : E 󳨃󳨀→ E is onto. So the claim is proved. Next,
for each x, y ∈ E, by the expansiveness of 𝕋p, one easily obtains

󵄩󵄩󵄩󵄩(𝕀 − 𝕋
p)x − (𝕀 − 𝕋p)y󵄩󵄩󵄩󵄩 ≥ [lip(𝕋

p) − 1]‖x − y‖ > 0,

which shows that (𝕀 − 𝕋p) is one-to-one. Summing the above arguments, we derive
that (𝕀 −𝕋p)−1 exists on E. Therefore, we infer that (𝕀 −𝕋)−1 exists on E due to the fact
that

(𝕀 − 𝕋)−1 = (𝕀 − 𝕋p)
−1

p−1
∑
k=0
𝕋k . (10.15)

From Lemma 10.2, it follows

󵄩󵄩󵄩󵄩(𝕀 − 𝕋
p)
−1x − (𝕀 − 𝕋p)−1y󵄩󵄩󵄩󵄩 ≤

1
lip(𝕋p) − 1

‖x − y‖, ∀x, y ∈ (𝕀 − 𝕋p)(E),
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that is,

Lip((𝕀 − 𝕋p)−1) ≤ 1
lip(𝕋p) − 1

. (10.16)

A series of induction calculations show that

󵄩󵄩󵄩󵄩𝕋
kx − 𝕋ky󵄩󵄩󵄩󵄩 ≤ β

k‖x − y‖, ∀x, y ∈ E and k ∈ N, (10.17)

and

lip(𝕋p)‖x − y‖ ≤ 󵄩󵄩󵄩󵄩𝕋
px − 𝕋py󵄩󵄩󵄩󵄩 ≤ β

p‖x − y‖, ∀x, y ∈ E.

Recalling lip(𝕋p) > 1, we get β > 1. So we conclude from (10.15), (10.16) and (10.17) that

Lip((𝕀 − 𝕋)−1) ≤ Lip((𝕀 − 𝕋p)−1)
p−1
∑
k=0

Lip(𝕋k)

≤
1

lip(𝕋p) − 1

p−1
∑
k=0

βk = βp − 1
(β − 1)(lip(𝕋p) − 1)

.

This proves the lemma.

Corollary 10.1. Let𝕋 : E 󳨃󳨀→ E be a bounded linear operator. Assume that𝕋p is expan-
sive for some p ∈ N and onto. Then the conclusion of Lemma 10.3 holds. In such a case,
Lip(𝕋) = ‖𝕋‖.

Proof. Let y ∈ E be fixed. Notice that𝕋 is linear, therefore Lip(𝕋) = ‖𝕋‖. By induction,
one easily deduces that

𝕋kyx = 𝕋
kx + 𝕋k−1y + ⋅ ⋅ ⋅ + 𝕋y + y, for all k ∈ N.

This shows

󵄩󵄩󵄩󵄩𝕋
k
yx − 𝕋

k
yz
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩𝕋

kx − 𝕋kz󵄩󵄩󵄩󵄩, for all k ∈ N and x, z ∈ E.

Consequently, 𝕋py is expansive and onto, so Lemma 10.3 holds. This completes the
proof.

A standard argument yields the following result.

Lemma 10.4. LetM be a subset of E. Assume that 𝕋 : M 󳨃󳨀→ E is k-Lipschitzian map,
i. e.,

‖𝕋x − 𝕋y‖ ≤ k‖x − y‖, x, y ∈ M. (10.18)

Then, for each bounded subset Ω ofM, we have α(𝕋(Ω)) ≤ kα(Ω).
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Now we are ready to state and prove the first main abstract result of this section.

Theorem 10.5. Let K ⊂ E be a nonempty, bounded, closed convex subset. Suppose that
𝕋 : E 󳨃󳨀→ E and 𝕊 : K 󳨃󳨀→ E such that:
(i) 𝕋 fulfills the conditions of Lemma 10.3;
(ii) 𝕊 is a strictly γ−1p -set contractive map (or a γ-set contractive map with γ < γ−1p );
(iii) [x = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then there exists a point x∗ ∈ K with 𝕊x∗ + 𝕋x∗ = x∗.

Proof. Since 𝕋 : E 󳨃󳨀→ E satisfies all conditions of Lemma 10.3, 𝕀 − 𝕋maps E onto E.
Because K ⊂ E and 𝕊 : K 󳨃󳨀→ E, it follows that for every x ∈ K there exists y ∈ E such
that

y − 𝕋y = 𝕊x ⇐⇒ (𝕀 − 𝕋)y = 𝕊x.

By Lemma 10.3 again, there exists (𝕀 − 𝕋)−1, and thus from (iii) and the above
equality, we get y = (𝕀 − 𝕋)−1𝕊x ∈ K.

Now, let A be a subset of K. From (10.14) and (10.18), one can easily infer that

α(((𝕀 − 𝕋)−1𝕊)(A)) ≤ γpα(𝕊(A)),

which, together with (ii), implies that (𝕀−𝕋)−1𝕊 : K 󳨃󳨀→ K is a condensingmap. Apply-
ing Sadovskii’s Theorem B, we see that there exists x∗ ∈ K such that (𝕀−𝕋)−1𝕊x∗ = x∗.
This is the same as 𝕊x∗ + 𝕋x∗ = x∗. The proof of the theorem is thus complete.

An easy consequence of Corollary 10.1 and Theorem 10.5 is the following.

Corollary 10.2. In Theorem 10.5, if only (i) is replaced by that (i󸀠):𝕋 : E 󳨃󳨀→ E is a linear
and bounded operator, and 𝕋p is expansive for some p ∈ N and onto. Then there exists
a point x∗ ∈ K with 𝕊x∗ + 𝕋x∗ = x∗.

Wewill naturally consider the casewhen𝕋p (for some p ∈ N) is a contractivemap.
For this purpose, the following well-known result, which is analogous to Lemma 10.2,
is a basic tool.

Lemma 10.5. Let (X, ‖ ⋅ ‖) be a normed vector space,M ⊂ X. Assume that the map 𝕋 :
M 󳨃󳨀→ X is contractive with constant γ < 1, then the inverse of 𝔽 := 𝕀 − 𝕋 : M 󳨃󳨀→
(𝕀 − 𝕋)(M) exists and

󵄩󵄩󵄩󵄩𝔽
−1x − 𝔽−1y󵄩󵄩󵄩󵄩 ≤

1
1 − γ
‖x − y‖, x, y ∈ 𝔽(M). (10.19)

The following notion of nonlinear contraction will also be used in the sequel.

Definition 10.6 (Boyd andWong [8]). LetM be a subset of E. The map 𝕋 : M 󳨃󳨀→ E is
called a nonlinear contraction, if there exists a continuous and nondecreasing func-
tion ϕ : R+ 󳨃󳨀→ R+ satisfying ϕ(r) < r for r > 0, such that

‖𝕋x − 𝕋y‖ ≤ ϕ(‖x − y‖), ∀x, y ∈ M.
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Of course, every contraction is a nonlinear contraction, the converse is not true.
Nonlinear contractions play essential role in various generalizations of the Banach
fixed-point theorem. Based on the fact that every nonlinear contraction 𝕋 : E 󳨃󳨀→ E
has a unique fixed point [8], we give the following lemma and present all the details
for convenience.

Lemma 10.6. Let 𝕋 : E 󳨃󳨀→ E be Lipschitz with constant β ≥ 0.
(a) Assume that for each y ∈ E the map 𝕋y : E 󳨃󳨀→ E defined by 𝕋yx = 𝕋x + y satisfies

the requirement that 𝕋py is contractive for some p ∈ N. Then (𝕀 − 𝕋)maps E onto E,
the inverse of 𝔽 := 𝕀 − 𝕋 : E 󳨃󳨀→ E exists and

󵄩󵄩󵄩󵄩𝔽
−1x − 𝔽−1y󵄩󵄩󵄩󵄩 ≤ ρp‖x − y‖, x, y ∈ E, (10.20)

where

ρp =
{{{{
{{{{
{

p
1−Lip(𝕋p) , if β = 1,
1

1−β , if β < 1,
βp−1

(β−1)[1−Lip(𝕋p)] , if β > 1.

(b) In particular, if 𝕋 : E 󳨃󳨀→ E is linear, bounded and 𝕋p is a nonlinear contraction for
some p ∈ N. Then 𝔽−1 : E 󳨃󳨀→ E is continuous and bounded. Moreover, the spectral
radius of 𝕋, r(𝕋), is smaller than [ϕ(1)]p.

Remark 10.5. In the case of (b), we are unable to obtain an estimate similar to (10.20).

Proof. (a) Based on the Banach contraction mapping principle, using similar argu-
ments to Lemma 10.3, one can easily deduce that both (𝕀 − 𝕋) and (𝕀 − 𝕋p) map E
onto E. Now, for any x, y ∈ E, since 𝕋p is contractive it follows from the triangle in-
equality that

󵄩󵄩󵄩󵄩(𝕀 − 𝕋
p)x − (𝕀 − 𝕋p)y󵄩󵄩󵄩󵄩 ≥ [1 − Lip(𝕋

p)]‖x − y‖,

which illustrates that (𝕀 − 𝕋p) is one-to-one. Hence (𝕀 − 𝕋p)−1 exists on E, and con-
sequently, (𝕀 − 𝕋)−1 exists on E due to (10.15). From (10.15), (10.17) and (10.19), one
concludes that

Lip((𝕀 − 𝕋)−1) ≤
{{{{
{{{{
{

p
1−Lip(𝕋p) , if β = 1,
1

1−β , if β < 1,
βp−1

(β−1)[1−Lip(𝕋p)] , if β > 1.

This proves (10.20).
(b) By invoking a fixed-point result of Boyd and Wong [8], together with the argu-

ments just presented, one derives that 𝔽−1 : E 󳨃󳨀→ E is continuous and bounded. Now,
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since 𝕋p is nonlinearly contractive, it follows that ‖𝕋px‖ ≤ ϕ(‖x‖) and so

󵄩󵄩󵄩󵄩𝕋
p󵄩󵄩󵄩󵄩 = sup
‖x‖≤1
‖𝕋px‖ ≤ sup

‖x‖≤1
ϕ(‖x‖) ≤ ϕ(1).

Observe that limn󳨃󳨀→∞ ‖𝕋
n‖1/n exists and is equal to r(𝕋). Thus, we obtain

r(𝕋) = lim
k→∞
󵄩󵄩󵄩󵄩𝕋

kp󵄩󵄩󵄩󵄩
1
kp ≤ 󵄩󵄩󵄩󵄩𝕋

p󵄩󵄩󵄩󵄩
1
p ≤ [ϕ(1)]

1
p .

The lemma is completely proved.

Corollary 10.3. Let 𝕋 : E 󳨃󳨀→ E be a linear and bounded operator. Assume that 𝕋p is
contractive for some p ∈ N. Then the conclusions of (a) in Lemma 10.6 hold.

Making use of Lemma 10.4 and Corollary 10.3, we shall see that a k-set contractive
map with k ≥ 1 defined on Emay have a fixed point. Such an interesting phenomenon
is exhibited in the following proposition (For an exact and concrete example, we refer
to Section 10.4).

Proposition 10.1. Let𝕋 be as in Corollary 10.3. Then𝕋 has a unique fixed point in E and
𝕋 is a ‖𝕋‖-set contractive map. Obviously, the number ‖𝕋‖may not be small than 1.

Together with Lemmas 10.6, 10.4 and the ideas to prove Theorem 10.5, one can
easily derive the following result.

Theorem 10.6. Let K ⊂ E be a nonempty, bounded, closed convex subset. Suppose that
𝕋 : E 󳨃󳨀→ E and 𝕊 : K 󳨃󳨀→ E such that:
(i) 𝕋 satisfies the conditions (a) of Lemma 10.6;
(ii) 𝕊 is a strictly ρ−1p -set contractive map (or a ρ-set contractive map with ρ < ρ−1p );
(iii) [x = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then the sum 𝕊 + 𝕋 possesses at least one fixed point in K.

Remark 10.6. Theorems 10.5 and 10.6, in a certain sense, develop the corresponding
theorems 2.7 and 2.12 in [30], respectively.

Corollary 10.4. In Theorem 10.6, if only (i) is replaced by (b) of Lemma 10.4, then 𝕊 + 𝕋
has at least one fixed point in K.

Remark 10.7. Corollary 10.4 extends a variant of TheoremA in Nashed andWong [22].

Corollary 10.5 (Dhage [11]). Let K, 𝕋, 𝕊 and (iii) be the same as Theorem 10.6. In addi-
tion, assume that (i󸀠), 𝕋 : E 󳨃󳨀→ E satisfies the conditions (2) of Lemma 10.6, and that
(ii󸀠), 𝕊 : K 󳨃󳨀→ E is compact. Then 𝕊 + 𝕋 has at least one fixed point in K.

Inspired by the proofs of Theorems 10.5 and 10.6, we now can formulate an ab-
stract existence theorem, which summarizes Theorems 10.5 and 10.6.
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Theorem 10.7. Let K ⊂ E be a nonempty, bounded, closed convex subset. Suppose that
𝕋 : E 󳨃󳨀→ E and 𝕊 : K 󳨃󳨀→ E such that
(i) (𝕀 − 𝕋) is Lipschitz invertible with constant γ > 0;
(ii) 𝕊 is a strictly γ−1-set contractive map (or a ρ-set contractive map with ρ < γ−1);
(iii) 𝕊(K) ⊂ (𝕀 − 𝕋)(E) and [x = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then the equation 𝕊x + 𝕋x = x has at least one solution in K.

Remark 10.8. Clearly, one of the advantages of Theorem 10.7 is that the compactness
of 𝕊 is not necessarily required. Moreover, the number γ−1 may not be small than 1.
Therefore, it extends essentially a number of previously known generalizations of
Theorem A, such as those due to Burton [9], Nashed and Wong [22], Dhage [11, Theo-
rem 1.5], and some results in [30].

Observe that, in Krasnoselskii’s theorem, the operator𝕋 is contractive and hence
uniformly continuous. We dedicate our work in the sequel to relaxing such a restric-
tion. In the case when 𝕀 − 𝕋 is one-to-one, these generalizations complement and re-
fine non-compact-type Krasnoselskii fixed-point theorems in [31]. Thus, they encom-
pass and extend a lot of existing Krsnoselskii-type fixed-point theorems in the strong
topology setup. The proofs are based on the technique associated with measures of
non-compact type. For convenience and completeness, we will provide all the details
here. To achieve this, the following notation will be necessary.

Let M, K be two subsets of E, 𝕋 : M 󳨃󳨀→ E and 𝕊 : K 󳨃󳨀→ E two maps. We shall
denote by ℱ = ℱ(M,K; 𝕋, 𝕊) the following set:

ℱ = {x ∈ M : x = 𝕋x + 𝕊y for some y ∈ K}.

Theorem 10.8. Let K be a nonempty, bounded, closed convex subset of E with K ⊂
D(𝕋) ⊂ E, and 𝕋 : D(𝕋) 󳨃󳨀→ E a map. Suppose that 𝕊 : K 󳨃󳨀→ E is continuous such
that
(i) (𝕀 − 𝕋) is one-to-one;
(ii) α(𝕋(A) + 𝕊(A)) < α(A) for all A ⊂ K with α(A) > 0;
(iii) if {xn} ⊂ ℱ(D(𝕋),K; 𝕋, 𝕊) with xn → x and 𝕋xn → y, then x ∈ D(𝕋) and y = 𝕋x;
(iv) 𝕊(K) ⊂ (𝕀 − 𝕋)(D(𝕋)) and [x = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then the sum 𝕊 + 𝕋 has at least one fixed point in K.

Proof. Since (𝕀 − 𝕋) : D(𝕋) 󳨃󳨀→ E is one-to-one, the inverse of (𝕀 − 𝕋)−1 exists on
(𝕀−𝕋)(D(𝕋)). From 𝕊 : K 󳨃󳨀→ E and 𝕊(K) ⊂ (𝕀−𝕋)(D(𝕋))we conclude that the operator
ℕ = (𝕀 − 𝕋)−1𝕊 : K 󳨃󳨀→ D(𝕋) is well defined and that ℱ is nonempty.

For each x ∈ ℱ , by the definition of ℱ , there exists y ∈ K such that x = 𝕋x + 𝕊y,
i. e., x = ℕy. This shows ℱ ⊂ ℕ(K).
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On the other hand, if x ∈ ℕ(K) then there exists y ∈ K so that ℕy = x or x =
(𝕀 − 𝕋)−1𝕊y or (𝕀 − 𝕋)x = 𝕊y. Consequently x ∈ ℱ , from which ℕ(KK) ⊂ ℱ and then
ℱ = ℕ(K).

Let x ∈ ℱ . Then there exists y ∈ K such that x = 𝕋x + 𝕊y. The second part of (iv)
then gives x ∈ K. Therefore, ℱ ⊂ K and thusℕmaps K into itself.

Let now x0 ∈ K and

𝒜 = {A : x0 ∈ A ⊂ K,A is a closed convex set andℕ(A) ⊂ A}.

Since x0 ∈ K,K ⊂ K,K is a closed convex set andℱ = ℕ(K) ⊂ K, we obtainK ∈ 𝒜, i. e.,
𝒜 ̸= ←.

Moreover, for any A ∈ 𝒜 we have

(𝕀 − 𝕋)−1𝕊(A) = (𝕀 − 𝕋 + 𝕋)(𝕀 − 𝕋)−1𝕊(A) = 𝕊(A) + 𝕋(𝕀 − 𝕋)−1𝕊(A).

The definition of 𝒜 gives (𝕀 − 𝕋)−1𝕊(A) = ℕ(A) ⊂ A, and so we get from the above
equality

(𝕀 − 𝕋)−1𝕊(A) ⊂ 𝕋(𝕀 − 𝕋)−1𝕊(A) + 𝕊(A) ⊂ 𝕋(A) + 𝕊(A).

This fact, together with (ii), yields

α(ℕ(A)) ≤ α(𝕋(A) + 𝕊(A)) < α(A) for all A ∈ 𝒜 with α(A) > 0. (10.21)

Put A0 = ⋂A∈𝒜 A. Then x0 ∈ A0 ⊂ K, A0 is a closed convex set andℕ(A0) ⊂ A0, and
therefore A0 ∈ 𝒜. Notice that span{ℕ(A0), x0} ⊂ A0. Hence, we have

ℕ(span{ℕ(A0), x0}) ⊂ ℕ(A0) ⊂ span{ℕ(A0), x0},

which implies that span{ℕ(A0), x0} ∈ 𝒜. It then follows from the definition of A0 that
span{ℕ(A0), x0} = A0. Thus, by the properties of α, we obtain

α(A0) = α(span{ℕ(A0), x0}) = α({ℕ(A0), x0}) = α(ℕ(A0)). (10.22)

Recalling that A0 ∈ 𝒜, we the deduce from (10.21) and (10.22) that α(A0) = 0. Conse-
quently, A0 is a nonempty compact convex subset of K andℕ(A0) ⊂ A0.

We next examine thatℕ : A0 󳨃󳨀→ A0 is continuous. Indeed, let {xn} be a sequence
in A0 with xn → x. Set yn = (𝕀 − 𝕋)−1𝕊xn and y = (𝕀 − 𝕋)−1𝕊x (this is well defined since
x ∈ A0 ⊂ K). Then (𝕀 − 𝕋)yn = 𝕊xn and (𝕀 − 𝕋)y = 𝕊x. Hence yn, y ∈ A0 ∩ ℱ , and so {yn}
has a subsequence {ynk } converging to some y0 ∈ A0. Evidently, by the continuity of 𝕊,

𝕋ynk = ynk − (𝕀 − 𝕋)ynk → y0 − 𝕊x = y0 − (𝕀 − 𝕋)y. (10.23)

It follows from (10.23) and (iii) that y0 − (𝕀 − 𝕋)y = 𝕋y0, and thus y0 = y = (𝕀 − 𝕋)−1Sx
since 𝕀 − 𝕋 is injective. Summing up the above arguments, we have derived

(𝕀 − 𝕋)−1𝕊xnk → (𝕀 − 𝕋)
−1𝕊x.
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We next claim that

(𝕀 − 𝕋)−1𝕊xn → (𝕀 − 𝕋)
−1𝕊x.

Assume the contrary case; then there exists a neighborhood U of (𝕀 − 𝕋)−1𝕊x and a
subsequence {xnj } of {xn} such that (𝕀 − 𝕋)−1𝕊xnj ̸∈ U for all j ≥ 1. Naturally, {xnj }
converges to x; then reasoning as before we may extract a subsequence {xnjk } of {xnj }
so that (𝕀−𝕋)−1𝕊xnjk → (𝕀−𝕋)

−1𝕊x. But this is a contradiction, since (𝕀−𝕋)−1𝕊xnj ̸∈ U for
all j ≥ 1. The claim is hence confirmed, and finally (𝕀−𝕋)−1𝕊 : A0 󳨃󳨀→ A0 is continuous.

The Schauder fixed-point theorem guarantees thatℕ = (𝕀−𝕋)−1𝕊 has at least one
fixed point in A0. This ends the proof.

Remark 10.9. It is easy to see that various kinds of generalized contractions verify con-
ditions (i) and (iii); if𝕋 is a contraction, then Theorem 10.8 extends Theorem 10.7. Es-
pecially, if𝕋 is the zero operator on E, then Theorem 10.8 is the well-known Sadovskii
fixed-point theorem.

The (closedness) condition (iii) is much weaker than the condition that 𝕋 is con-
tinuous. Clearly, if 𝕋 is continuous then it is closed. Conversely, this may not be true,
as can be seen from the fact that a closed linear operator is not necessarily contin-
uous. If (𝕀 − 𝕋)−1 exists and it is continuous, then the condition (i) is fulfilled, and
more importantly the condition (iii) is totally redundant. This shows that Theorem10.8
holds irrespective of the continuity of𝕋 in such a case. Furthermore, instead of the re-
quirements of (ii) and K ⊂ D(𝕋), we can impose conditions on (𝕀 − 𝕋)−1 and 𝕊 so that
α((𝕀 − 𝕋)−1𝕊(A)) < α(A) for all A ⊂ K with α(A) > 0 as was done previously in the
proof of the theorem. These observations lead to the following consequence of Theo-
rem 10.8.

Corollary 10.6. Let K be a nonempty, bounded, closed convex subset of E and 𝕋 :
D(𝕋) ⊂ E 󳨃󳨀→ E a map. Suppose that 𝕊 : K 󳨃󳨀→ E is continuous such that
(i) (𝕀 − 𝕋)−1 exists and it is continuous;
(ii) α((𝕀 − 𝕋)−1𝕊(A)) < α(A) for all A ⊂ K with α(A) > 0;
(iii) 𝕊(K) ⊂ (𝕀 − 𝕋)(D(𝕋)) and [x = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then the sum 𝕊 + 𝕋 admits one fixed point in K.

Although Theorem 10.8 includes the case that 𝕊 is compact, we will revisit it for
such a particular case. It turns out that the boundedness ofK and that the requirement
ofK ⊂ D(𝕋) are not needed, if we impose a compactness condition onℱ(D(𝕋),K; 𝕋, 𝕊).

Theorem 10.9. Let K ⊂ E be a nonempty, closed convex subset and 𝕋 : D(𝕋) ⊂ E 󳨃󳨀→ E
a mapping. Suppose that 𝕊 : K 󳨃󳨀→ E is continuous such that
(i) (𝕀 − 𝕋) is one-to-one;
(ii) the set ℱ(D(𝕋),K; 𝕋, 𝕊) is relatively compact;
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(iii) if {xn} ⊂ ℱ for which xn → x and 𝕋xn → y, then x ∈ D(𝕋) and y = 𝕋x;
(iv) 𝕊(K) ⊂ (𝕀 − 𝕋)(D(𝕋)) and [x = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then the sum 𝕊 + 𝕋 has one fixed point in K.

Proof. It is sufficient to show that the operator (𝕀 − 𝕋)−1𝕊 : K 󳨃󳨀→ K is compact and
continuous. Thanks to the factℱ = (𝕀−𝕋)−1𝕊(K) and (ii), we see that (𝕀−𝕋)−1𝕊 : K 󳨃󳨀→
K is compact. For the continuity, let yn, y ∈ K with yn → y, and let xn = (𝕀 − 𝕋)−1𝕊yn
and x = (𝕀 −𝕋)−1𝕊y. The definition of ℱ implies that xn ∈ ℱ and (𝕀 −𝕋)xn → 𝕊y by the
continuity of 𝕊. In view of xn ∈ ℱ and ℱ is pre-compact, {xn} has a subsequence {xnk }
converging to some x0. Accordingly𝕋xnk → x0 −𝕊y. The closedness of𝕋 inℱ (cf. item
(iii)) therefore tells us that x0 − 𝕊y = 𝕋x0, i. e., x0 = (𝕀 −𝕋)−1𝕊y. Since 𝕀 −𝕋 is injective
it follows x0 = x.

The sameargument as at the endof Theorem10.8 shows xn → x, and consequently
(𝕀 − 𝕋)−1𝕊 : K 󳨃󳨀→ K is continuous.

Corollary 10.7. The conclusion of Theorem 10.9 continues to be valid, if only the condi-
tion (ii) is replaced by the following assumptions.
(ii󸀠) 𝕊(K) resides in a compact subset of E;
(ii󸀠󸀠) if {xn} is a sequence in ℱ(D(𝕋),K; 𝕋, 𝕊) and (𝕀 − 𝕋)xn → y, then {xn} possesses a

convergent subsequence {xnk };

If (𝕀 − 𝕋)−1 exists and it is continuous, then the conditions (i) and (ii󸀠󸀠) are ful-
filled, and as noted before, the condition (iii) is unnecessary. Thus, Theorems 10.8
and 10.9 and their corollaries facilitate the application of another kind of operator,
namely, dissipative operator. Here, we provide an application of Corollary 10.6, which
complements the result in [29].

For x ∈ E, define the duality set of x, a subset of the dual space E∗ of E, by

J(x) = {x∗ ∈ E∗ : 󵄩󵄩󵄩󵄩x
∗󵄩󵄩󵄩󵄩

2
E∗ = ‖x‖

2
E = ⟨x

∗, x⟩}.

Let𝕋 : D(𝕋) ⊂ E 󳨃󳨀→ E be a (possibly) nonlinear operator. Then𝕋 is said to be dissipa-
tive if for each x, y ∈ D(𝕋) there exists x∗ ∈ J(x − y) such that Re⟨x∗, 𝕋x −𝕋y⟩ ≤ 0. This
notion is a nonlinear version of linear dissipative operators, introduced in [7] and [16]
independently. For a Hilbert space H this is equivalent to Re(x − y, 𝕋x − 𝕋y) ≤ 0 for
all x, y ∈ D(𝕋). Using this equivalent characterization, the Laplacian operator, Δ, de-
fined on the dense subspace of compactly supported smooth functions on the domain
Ω ⊂ Rn, is a dissipative operator.

Proposition 10.2. Assume that𝕋 : D(𝕋) ⊂ E 󳨃󳨀→ E is a dissipative operator. Then (𝕀−𝕋)
is invertible on (𝕀 − 𝕋)(D(𝕋)) and its inverse is non-expansive, and the condition (ii󸀠󸀠) is
satisfied. Additionally, if 𝕊 : B(0, ρ) 󳨃󳨀→ B(−𝕋0, ρ) is a mapping for some ρ > 0, where
B(x0, ρ) = {x ∈ E : ‖x − x0‖ ≤ ρ}, then

[x = 𝕋x + 𝕊y, y ∈ B(0, ρ)] 󳨐⇒ x ∈ B(0, ρ). (10.24)
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Proof. Since 𝕋 : D(𝕋) ⊂ E 󳨃󳨀→ E is a dissipative operator, we obtain (cf. [16,
Lemma 1.1])

‖x − y‖ ≤ 󵄩󵄩󵄩󵄩x − y − λ(𝕋x − 𝕋y)
󵄩󵄩󵄩󵄩 for all λ > 0 and x, y ∈ D(𝕋). (10.25)

Setting λ = 1 in (10.25), we see that (𝕀 − 𝕋) is injective and that

󵄩󵄩󵄩󵄩(𝕀 − 𝕋)
−1w − (𝕀 − 𝕋)−1z󵄩󵄩󵄩󵄩 ≤ ‖w − z‖, ∀w, z ∈ (𝕀 − 𝕋)(D(𝕋)), (10.26)

which says exactly that (𝕀 − 𝕋)−1 is non-expansive on (𝕀 − 𝕋)(D(𝕋)).
Now, suppose x = 𝕋x + 𝕊y with y ∈ B(0, ρ). It then follows from (10.25) and the

assumption that 𝕊(Bρ) ⊂ B(−𝕋0, ρ) that ‖x‖ ≤ ‖x − (𝕋x −𝕋0)‖ = ‖𝕊y − (−𝕋0)‖ ≤ ρ; that
is, x ∈ Bρ and (10.24) is verified.

Finally, let xn ∈ ℱ(D(𝕋),K; 𝕋, 𝕊) with (𝕀 − 𝕋)xn → y. Putting yn = (𝕀 − 𝕋)xn, we
deduce from (10.25) that

‖xn − xm‖ ≤
󵄩󵄩󵄩󵄩xn − xm − (𝕋xn − 𝕋xm)

󵄩󵄩󵄩󵄩 = ‖yn − ym‖,

which illuminates that {xn} is a Cauchy sequence, because {yn} is a convergent se-
quence in E. Therefore, {xn} converges in E. The condition (ii󸀠󸀠) is thus proved.

Theorem 10.10. Let 𝕋 : D(𝕋) ⊂ E 󳨃󳨀→ E be dissipative and let 𝕊 : B(0, ρ) 󳨃󳨀→ B(−𝕋0, ρ)
be condensing for some ρ > 0. If 𝕊(B(0, ρ)) ⊂ (𝕀 − 𝕋)(D(𝕋)), then the sum 𝕊 + 𝕋 has at
least one fixed point in B(0, ρ).

Proof. Because 𝕋 is dissipative, (𝕀 − 𝕋)−1 exists and it is continuous. Because 𝕊maps
B(0, ρ) intoB(−𝕋0, ρ), equation (10.24) implies [x = 𝕋x+𝕊y, y ∈ B(0, ρ)] 󳨐⇒ x ∈ B(0, ρ).

Next, we will show that α((𝕀 − 𝕋)−1𝕊(A)) < α(A) for all A ⊂ Bρ with α(A) > 0. To
see this, take any A ⊂ Bρ with α(A) > 0, it follows from (10.26), Lemma 10.4 and the
assumption 𝕊 is condensing that

α((𝕀 − 𝕋)−1𝕊(A)) ≤ α(𝕊(A)) < α(A).

By the use of Corollary 10.6 one achieves the proof.

Remark 10.10. The closed ball B(0, ρ) can be replaced by a nonempty, closed, convex
and unbounded subset of E. In this case, a Leray–Schauder type of condition should
be satisfied; see [29]. Here, we note there is a typo in the condition (ii) of [29, Theo-
rem 2.2], it suffices that “𝕋 is nonlinear and 𝕊(K) ⊂ R(𝕀 − 𝕋) = (𝕀 − 𝕋)(K)”.

In what follows, we consider the case when 𝕋 ∈ ℒ(E) and ‖𝕋p‖ = Lip(𝕋p) ≤ 1 for
some p ∈ N. Clearly, the above arguments cannot be applied in such case. Thus, in
order to study such cases some additional assumptions should be imposed. We first
investigate the case when 𝕋p is a non-expansive mapping on E, i. e., it satisfies

󵄩󵄩󵄩󵄩𝕋
px − 𝕋py󵄩󵄩󵄩󵄩 ≤

󵄩󵄩󵄩󵄩𝕋
p󵄩󵄩󵄩󵄩‖x − y‖ for all x, y ∈ E. (10.27)

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



336 | 10 Fixed-point theorems and applications

Theorem 10.11. Let K ⊂ E be a nonempty, compact, convex subset. Suppose that 𝕋 ∈
ℒ(E) and satisfies (10.27) with constant ‖𝕋p‖ ≤ 1 and 𝕊 : K 󳨃󳨀→ E is continuous. In
addition, assume also the following condition holds:

there is a sequence λn ∈ (0, 1) with λn → 1 such that [x = λn𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then 𝕋 + 𝕊 has a fixed point in K.

Proof. Let 𝕋n = λn𝕋 : E 󳨃󳨀→ E. Then we have

󵄩󵄩󵄩󵄩𝕋
p
nx − 𝕋

p
ny
󵄩󵄩󵄩󵄩 = λ

p
n
󵄩󵄩󵄩󵄩𝕋

px − 𝕋py󵄩󵄩󵄩󵄩 ≤ λ
p
n
󵄩󵄩󵄩󵄩𝕋

p󵄩󵄩󵄩󵄩‖x − y‖, ∀x, y ∈ E.

Therefore, 𝕋pn : E 󳨃󳨀→ E is contractive since λpn‖𝕋
p‖ ≤ λpn < 1 for all n ∈ N. By Corol-

lary 10.3, we see that (𝕀 − 𝕋n)maps E onto E, the inverse of (𝕀 − 𝕋n) exists on E, and

󵄩󵄩󵄩󵄩(𝕀 − 𝕋n)
−1x − (𝕀 − 𝕋n)

−1y󵄩󵄩󵄩󵄩 ≤ ρ(p, n)‖x − y‖, x, y ∈ E, (10.28)

where

ρ(p, n) =
{{{{
{{{{
{

p
1−λpn‖𝕋p‖
, if λn‖𝕋‖ = 1,

1
1−λn‖𝕋‖
, if λn‖𝕋‖ < 1,

λpn‖𝕋‖
p−1

(λn‖𝕋‖−1)[1−λ
p
n‖𝕋p‖]
, if λn‖𝕋‖ > 1.

It follows from (10.28) that (𝕀 − 𝕋n) is Lipschitz invertible with constant ρ(p, n) > 0.
Since K is compact, 𝕊 : K 󳨃󳨀→ E is compact] or 0-set contractive. Now, applying Theo-
rem 10.7 to λn𝕋 and 𝕊 for each n ≥ 1, one sees that there is x∗n ∈ K such that

𝕊x∗n + λn𝕋x
∗
n = x
∗
n . (10.29)

By the compactness of K, up to a subsequence we may assume that x∗n → x∗ in K.
Passing to the limit as n→∞ in (10.29) we complete the proof.

We next consider the particular case when 𝕋 ∈ ℒ(E) and 𝕋p is non-contractive,
i. e.,

󵄩󵄩󵄩󵄩𝕋
px − 𝕋py󵄩󵄩󵄩󵄩 ≥ ‖x − y‖ for all x, y ∈ E. (10.30)

Theorem 10.12. Let K ⊂ E be a nonempty, compact convex subset. Suppose that 𝕋 ∈
ℒ(E), 𝕋p maps E onto E and satisfies (10.30) and that 𝕊 : K 󳨃󳨀→ E is continuous. In
additional, assume also the following condition holds.

there is a sequence λn > 1 with λn → 1 such that [x = λn𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.
(10.31)

Then 𝕋 + 𝕊 has a fixed point in K.
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Proof. Notice that λn𝕋 : E 󳨃󳨀→ E fulfills all the requirements of Corollary 10.1. Arguing
as in the proof of Theorem 10.11 by using (10.31) and then applying Theorem 10.5 or
10.7, one can easily derive the desired result.

At the end of this section, we shall see that Theorems 10.8 and 10.9 and their corol-
laries will motivate us to define a large class of contractions and expansions. Let Φ
denote the class of all functions ϕ : [0,∞) 󳨃󳨀→ [0,∞) fulfilling:
(i) ϕ is continuous, and ϕ(r) < r for all r > 0; or
(ii) ϕ is nondecreasing, and limn→∞ ϕn(r) = 0 for each r > 0.

Let ϕ ∈ Φ. Then it is an easy matter to show that ϕ(0) = 0 and ϕ(r) < r for every r > 0.
LetX be a completemetric space,M ⊂ X, and𝕋 : M 󳨃󳨀→ X amapping.𝕋 is called a

p–Φ-contraction if there are an integer p andϕ ∈ Φ such that d(𝕋px, 𝕋py) ≤ ϕ(d(x, y))
for all x, y ∈ M; 𝕋 is called a p–Φ-expansion if there are an integer p and ϕ ∈ Φ such
that ϕ(d(𝕋px, 𝕋py)) ≥ d(x, y) for all x, y ∈ M.

These definitions differ from and extend those of Garcia-Falset [13]. Fixed-point
results for suchgeneralized contractions andexpansions are collected in the following
proposition. Hence, the above established Krasonselskii fixed-point theorems may be
adapted to them.

Proposition 10.3. Let M be a closed subset of a complete metric space X, and let 𝕋 :
M 󳨃󳨀→ X be amapping. Then𝕋 has a unique fixed point inM if either one of the following
conditions is satisfied.
(i) 𝕋 is a p-Φ-contraction and 𝕋p(M) ⊂ M.
(ii) 𝕋 is a p-Φ-expansion and 𝕋p(M) ⊃ M.

Moreover, in each case, one sees that (𝕀 − 𝕋)−1 exists and it is continuous.

Proof. (i) Since 𝕋 is a p-Φ-contraction and 𝕋p(M) ⊂ M, by the monograph [17], we
know that𝕋p has a unique fixed point x∗ ∈ M. Thus,𝕋p(𝕋x∗) = 𝕋x∗, and so𝕋x∗ = x∗

by the uniqueness.
If there is z∗ ∈ M such that 𝕋z∗ = z∗, then

𝕋pz∗ = 𝕋p−1(𝕋z∗) = 𝕋p−1z∗ = ⋅ ⋅ ⋅ = 𝕋z∗ = z∗,

which shows that z∗ is also a fixed point of 𝕋 in M. Because the fixed point in M is
unique, it follows x∗ = z∗. Consequently x∗ is the unique fixed point of 𝕋. Using es-
sentially the same reasoning as Lemma 10.6, one can readily infer that (𝕀 − 𝕋)−1 is
exists and it is continuous.

(ii) Since 𝕋 is a p-Φ-expansion and 𝕋p(M) ⊃ M, we get ϕ(d(𝕋px, 𝕋py)) ≥ d(x, y)
for all x, y ∈ M. This shows that 𝕋p : M 󳨃󳨀→ 𝕋p(M) ⊃ M is one-to-one. Therefore,
(𝕋p)−1 : M 󳨃󳨀→ M exists, and

d((𝕋p)−1x, (𝕋p)−1y) ≤ ϕ(d(𝕋p((𝕋p)−1x), 𝕋p((𝕋p)−1y))) = ϕ(d(x, y))
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for all x, y ∈ 𝕋p(M) and so for all x, y ∈ M. The previous paragraph says there exists
a unique y∗ ∈ M such that (𝕋p)−1y∗ = y∗, i. e., 𝕋py∗ = y∗ and y∗ is the unique fixed
point of 𝕋. A similar proof to that of Lemma 10.3 shows that (𝕀 − 𝕋)−1 exists and that
it is continuous.

10.7 Fixed-point results to one parameter operator equations and
eigenvalues problems

As applications to some of the main results, the purpose of this section is to present
some existence results for the following nonlinear abstract operator equation in Ba-
nach space:

λ𝕋x + 𝕊x = x, (10.32)

where 𝕋, 𝕊 : E 󳨃󳨀→ E and λ ≥ 0 is a parameter. In order to do this, we first establish
some local version of the above results. Then we consider the eigenvalue problems of
Krasnosel’skii type in the critical case, that is, we investigate the mapping 𝕋 : M ⊂
E 󳨃󳨀→ E is non-expansive. The first result concerning equation (10.32) is as follows.

Theorem 10.13. Let K ⊂ E be a nonempty, bounded, closed convex subset, 𝕊 : K 󳨃󳨀→ E
a map and𝕋 : E 󳨃󳨀→ E a Lipschitz with constant l ≥ 0. Suppose there is λ0 ≥ 0 such that
(i) 𝕊 is a μ-set contractive map with μ < 1 (a condensing map);
(ii) [x = λ𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K for all λ ≤ λ0.

Then there exists λ1 ≥ 0 such that equation (10.32) is solvable for all λ ∈ [0, λ1] (λ = 0).

Proof. Choose λ1 ≥ 0 so that λ1l < 1 and μ < 1 − λl for all λ ≤ λ1. Now, λ𝕋 : E 󳨃󳨀→ E
is a contraction with constant λl < 1 for λ ≤ λ1. It is straightforward to see that all the
conditions of Theorem 10.7 or 10.11 are satisfied λ ≤ λ1.

Next we shall modify some assumptions to study equation (10.32).

Theorem 10.14. Let K ⊂ E be a nonempty, bounded, closed convex subset, 𝕊 : K 󳨃󳨀→ E
a map and 𝕋 : E 󳨃󳨀→ E a weakly expansive with constant β > 0. Suppose there is λ0 ≥ 0
such that
(i) 𝕊 is a k-set contractive map;
(ii) 𝕊(K) ⊂ (𝕀 − λ𝕋)(E) and [x = λ𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K for all λ ≥ λ0.

Then there exists λ1 ≥ 0 such that equation (10.32) is solvable for all λ ≥ λ1.

Proof. Choose λ1 ≥ 0 so that λ1β > 1 and k < λβ−1 for all λ ≥ λ1. Now, λ𝕋 : E 󳨃󳨀→ E is an
expansion with constant λβ > 1 for λ ≥ λ1. This says the condition (i) of Theorem 10.7
holds. From k < λβ − 1 for all λ ≥ λ1 it follows that the condition (ii) of Theorem 10.7
holds. The result then follows from Theorem 10.7.
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Let us now begin to consider the eigenvalue problems of Krasnosel’skii type. We
obtain the following results.

Theorem 10.15. Let K ⊂ E be a nonempty, bounded, closed convex subset, 𝕊 : K 󳨃󳨀→ E
a map and 𝕋 : E 󳨃󳨀→ E a non-expansion. Suppose that there exists λ > 1 such that
(i) 𝕊 is a strictly (λ − 1)-set contractive map (or a k-set contractive map with k < λ − 1);
(ii) [λx = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then there exists x∗ ∈ K with 𝕊x∗ + 𝕋x∗ = λx∗.

Proof. Let μ = 1/λ. Then μ𝕋 : E 󳨃󳨀→ E is a contraction with constant μ ∈ (0, 1) and
μ𝕊 : K 󳨃󳨀→ E is a strictly μ(λ − 1)-set contractive map. One can easily verify that all
the assumptions of Theorem 10.7 or 10.8 are satisfied for μ𝕋 and μ𝕊. Hence the result
follows.

In the end of this section, we investigate the case when 𝕋 is a non-contractive
mapping onM ⊂ E, i. e., an operator which satisfies ‖𝕋x−𝕋y‖ ≥ ‖x−y‖ for all x, y ∈ M.

Theorem 10.16. Let K ⊂ E be a nonempty, bounded, closed convex subset, 𝕊 : K 󳨃󳨀→ E
a map and 𝕋 : E 󳨃󳨀→ E a non-contractive one. Suppose that there exists λ ∈ (0, 1) such
that:
(i) 𝕊 is a strictly (1 − λ)-set contractive map (or a μ-set contractive map with μ < 1 − λ);
(ii) 𝕊(K) ⊂ (λ𝕀 − 𝕋)(E) and [λx = 𝕋x + 𝕊y, y ∈ K] 󳨐⇒ x ∈ K.

Then there exists x∗ ∈ K with 𝕊x∗ + 𝕋x∗ = λx∗.

Proof. This is a direct consequence of Theorem 10.5 or 10.7 or 10.8.

10.8 Application to perturbed Volterra integral equation

Let E = C([a, b]) with the usual supremum norm ‖x‖ = maxt∈[a,b] |x(t)|. We also de-
note by BR the set {x ∈ E : ‖x‖ ≤ R}. In the present section, our main objective is to
prove some existence andunique (in a special case) results for the followingperturbed
Volterra integral equation of the form:

u(t) =
t

∫
a

k(t, s)u(s)ds + f (t, u(t)), t ∈ [a, b], u ∈ E, (10.33)

where the kernel k defined on Δ = {(t, s) : a ≤ t ≤ b, a ≤ s ≤ t} is essentially bounded
and measurable and f : [a, b] × R 󳨃󳨀→ R is continuous. When f (t, u) ≡ g(t), equation
(10.33) is the classical linear Volterra integral equation of the second kind. It is well
known that the theory of equations of such a case is very developed both theoretically
and numerically. For a comprehensive theory of linear Volterra integral equation, we
refer to the monograph [15]. Nevertheless, for the purpose of illustrating the power
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of our abstract results established in Section 10.2, we would like to address the solv-
ability and uniqueness (in a special case) of equation (10.33) in a generalized form.
To perform such a task, we shall introduce the definition of the special measure of
non-compactness in E which was introduced and studied in [4]. To do this let us fix a
subset X ∈ ΩE. For ϵ > 0 and x ∈ X denote by w(x, ϵ) the modulus of continuity of x,
i. e.,

w(x, ϵ) = sup{󵄨󵄨󵄨󵄨x(t) − x(s)
󵄨󵄨󵄨󵄨 : t, s ∈ [a, b], |t − s| < ϵ}.

Further, put

w(X, ϵ) = sup{w(x, ϵ) : x ∈ X},
w0(X) = limϵ→0w(X, ϵ).

It may be shown [4] that w0(X) is a measure of the non-compactness in the space E.
Let us now introduce the operators 𝕋, 𝕊 : E 󳨃󳨀→ E as follows:

(𝕋x)(t) =
t

∫
a

k(t, s)x(s)ds, (10.34)

(𝕊y)(t) = f (t, y(t)). (10.35)

Then one can easily show that 𝕊 : E 󳨃󳨀→ E is continuous and bounded since f is
continuous.

For each x, y ∈ E, one readily derives from (10.34) that

(𝕋x)(t) − (𝕋y)(t) ≤
t

∫
a

󵄨󵄨󵄨󵄨k(t, s)
󵄨󵄨󵄨󵄨‖x − y‖ds ≤ c(t − a)‖x − y‖, (10.36)

where c = ess sup(t,s)∈Δ |k(t, s)| < ∞. By induction, one can deduce from (10.34) and
(10.36) that

󵄨󵄨󵄨󵄨(𝕋
nx)(t) − (𝕋ny)(t)󵄨󵄨󵄨󵄨 ≤

[c(t − a)]n

n!
‖x − y‖.

Hence

󵄩󵄩󵄩󵄩𝕋
nx − 𝕋ny󵄩󵄩󵄩󵄩 ≤

[c(b − a)]n

n!
‖x − y‖. (10.37)

Notice that

lim
n→∞
[c(b − a)]n

n!
= 0.

It follows from (10.37) that there exists p ∈ N such that 𝕋p is a contraction. On the
other hand, one can also obtain from (10.34)

‖𝕋x − 𝕋y‖ ≤ M‖x − y‖, (10.38)
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where

M = max
a≤t≤b

t

∫
a

󵄨󵄨󵄨󵄨k(t, s)
󵄨󵄨󵄨󵄨ds.

Together with (10.37), (10.38) and Corollary 10.3, we see that (𝕀−𝕋)maps E onto E, the
inverse of 𝕀 − 𝕋 : E 󳨃󳨀→ E exists and

󵄩󵄩󵄩󵄩(𝕀 − 𝕋)
−1x − (𝕀 − 𝕋)−1y󵄩󵄩󵄩󵄩 ≤ ρp‖x − y‖, ∀x, y ∈ E, (10.39)

where

ρp =
{{{
{{{
{

p
1−Lip(𝕋p) , ifM = 1,
1

1−M , ifM < 1,
Mp−1

(M−1)[1−Lip(𝕋p)] , ifM > 1.
(10.40)

In this section, we shall study equation (10.33) by considering three cases: M < 1,
M = 1 and M > 1. Our strategy is to apply Theorem 10.5 or 10.7 or 10.8 to derive the
fixed point of the sum 𝕋 + 𝕊.

Case of M < 1. We obtain the existence of one and only one positive solution of
equation (10.33) in this case. In order to do so, assume that the functions involved in
equation (10.33) fulfill the following conditions:
(H1) k is nonnegative on Δ;
(H2) there are two constants B > A ≥ 0 such that

(1 −M󸀠)A ≤ f (t, x) ≤ (1 −M)B, ∀(t, x) ∈ [a, b] × [A,B],

whereM󸀠 = mina≤t≤b ∫
t
a k(t, s)ds;

(H3) for each fixed t ∈ [a, b], x, y ∈ [A,B] with x ̸= y, we have
󵄨󵄨󵄨󵄨f (t, x) − f (t, y)

󵄨󵄨󵄨󵄨 ≤ ϕ(|x − y|),

where ϕ : R+ 󳨃󳨀→ R+ is a nondecreasing continuous function satisfying ϕ(r) <
(1 −M)r for all r > 0.

Theorem 10.17. Suppose that the conditions (H1)–(H3) hold. Then equation (10.33) has
one and only one positive solution u ∈ C([a, b]) satisfying A ≤ u(t) ≤ B for all t ∈ [a, b].

Proof. Define first the set

K = {x ∈ E : A ≤ x(t) ≤ B, t ∈ [a, b]}.

ThenK is a closed, convex and bounded subset ofE. Let x, y ∈ K. We have from (10.34),
(10.35) and (H3)

(𝕋x)(t) + (𝕊y)(t) = f (t, y(t)) +
t

∫
0

k(t, s)x(s)ds. (10.41)
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On the other hand,

(𝕋x)(t) + (𝕊y)(t) =
t

∫
a

k(t, s)x(s)ds + f (t, y(t)) ≥ AM󸀠 + A(1 −M󸀠) = A. (10.42)

It follows from (10.41) and (10.42) that𝕋x+𝕊y ∈ K for all x, y ∈ K. Hence, the condition
(iii) of Theorem 10.7 is satisfied.

To prove that𝕋 satisfies the hypothesis (i) of Theorem 10.7. It follows from (10.38)
that 𝕋 : E 󳨃󳨀→ E is a contraction with constantM < 1. We see from (10.39) that (𝕀 − 𝕋)
is Lipschitz invertible with constant (1−M)−1, i. e., the assumption (i) of Theorem 10.7
is fulfilled.

Next, we show that 𝕊 is a strictly (1 −M)-set contractive map. To this end, let X be
a subset of K and x ∈ X. Then, for a given ϵ > 0 and t, s ∈ [a, b] such that |t − s| < ϵ,
without loss of generality, assume that x(t) ̸= x(s). Therefore, one derives that

󵄨󵄨󵄨󵄨(𝕊x)(t) − (𝕊x)(s)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨f (t, x(t)) − f (s, x(s))

󵄨󵄨󵄨󵄨
≤ 󵄨󵄨󵄨󵄨f (t, x(t)) − f (t, x(s))

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨f (t, x(s)) − f (s, x(s))

󵄨󵄨󵄨󵄨 (10.43)
≤ ϕ(󵄨󵄨󵄨󵄨x(t) − x(s)

󵄨󵄨󵄨󵄨) + wf (ϵ, ⋅),

where

wf (ϵ, ⋅) = sup{
󵄨󵄨󵄨󵄨f (t, r) − f (s, r)

󵄨󵄨󵄨󵄨 : t, s ∈ [a, b], |t − s| < ϵ and r ∈ [A,B]}.

Notice that ϕ is continuous and nondecreasing. Thus, it follows from (10.43) that

w(𝕊x, ϵ) ≤ ϕ(w(x, ϵ)) + wf (ϵ, ⋅). (10.44)

Taking into account that the function f (t, x) is uniformly continuous on [a, b] × [A,B],
we conclude that wf (ϵ, ⋅) → 0 as ϵ → 0. Consequently, one deduces from (10.44) that

w0(𝕊X) ≤ ϕ(w0(X)),

which illustrates that 𝕊 is a strictly (1 −M)-set contractive map. Now, invoking Theo-
rem 10.7 we see that equation (10.33) has at least one solution in K.

Finally, let u, v ∈ K be any two solutions of equation (10.33). Then it follows from
(10.38) that

󵄨󵄨󵄨󵄨u(t) − v(t)
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t

∫
a

k(t, s)[u(s) − v(s)]ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+ 󵄨󵄨󵄨󵄨f (t, u(t)) − f (t, v(t))

󵄨󵄨󵄨󵄨

≤ M‖u − v‖ + 󵄨󵄨󵄨󵄨f (t, u(t)) − f (t, v(t))
󵄨󵄨󵄨󵄨.

(10.45)

Suppose now that there exists t0 ∈ [a, b] such that u(t0) ̸= v(t0). One infers from (10.45)
and (H3) that

‖u − v‖ ≤ M‖u − v‖ + ϕ(‖u − v‖),

which is a contradiction. This accomplishes the proof.
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Corollary 10.8. In Theorem 10.17, if only (H3) is replaced by a generalized assumption
(H3󸀠): S is a strictly (1−M)-set contractivemapor a γ-set contractivemapwith γ < (1−M).
Then equation (10.33) has at least one solution u ∈ C([a, b]) satisfying A ≤ u(t) ≤ B for
all t ∈ [a, b].

Corollary 10.9. Suppose the condition (H3) holds, in addition, if f is bounded on [a, b]×
R, then equation (10.33) has a unique solution in C([a, b]).

Let us now investigate the case whenM ≥ 1. To this end, we set

p = min{n ∈ N : [c(b − a)]
n

n!
< 1}.

Then one has from (10.40)

ρp = {
pp!

p!−[c(b−a)]p , ifM = 1,
(Mp−1)p!

(M−1){p!−[c(b−a)]p} , ifM > 1.
(10.46)

We now assume that the functions concerning equation (10.33) satisfy the following
hypotheses:
(H4) there exists R > 0 such that ρpfR ≤ R, where fR = sup{|f (t, y)| : (t, y) ∈ [a, b] ×
[−R,R]};

(H5) for each fixed t ∈ [a, b] we have

󵄨󵄨󵄨󵄨f (t, x) − f (t, y)
󵄨󵄨󵄨󵄨 ≤ ϕp(|x − y|), ∀x, y ∈ [−R,R],

where ϕp : R+ 󳨃󳨀→ R+ is a nondecreasing continuous function satisfying ϕp(r) <
ρ−1p r for all r > 0 and ρp is defined in (10.46).

By invoking Theorem 10.7, we derive the following result.

Theorem 10.18. Suppose that the conditions (H4) and (H5) hold. Then equation (10.33)
has at least one solution in C([a, b]).

Proof. For each y ∈ E, one can see from the above arguments that the equation

x = 𝕋x + y

has a unique solution in E. Now, if x = 𝕋x + 𝕊y with y ∈ BR, then one has

x(t) = (𝕀 − 𝕋)−1f (t, y(t)). (10.47)

From (10.39), (10.46), (H4) and (10.47), one can easily deduce that ‖x‖ ≤ ρpfR ≤ R, i. e.,
x ∈ BR. The remained arguments are similar to that of Theorem 10.17 and are therefore
omitted.
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Corollary 10.10. If only the condition (H5) is interchanged by a generalized assumption
(H5󸀠): S is a strictly ρ−1p -set contractive map or a γp-set contractive map with γp < ρ−1p ,
then the conclusion of Theorem 10.18 is also valid.

Corollary 10.11. The conclusion of Theorem 10.18 also holds true if instead of (H4) we
see that f is bounded on [a, b] × R.

Remark 10.11. Theorem 10.17 or Corollary 10.9 implies that the Volterra integral equa-
tion

u(t) =
t

∫
a

k(t, s)u(s)ds + g(t) (10.48)

has a unique solution in E. Thus, under the conditions of Theorem 10.17 or Corol-
lary 10.9, equation (10.33) is a “harmless perturbation” of equation (10.48). However,
in other cases, it is not known by the authors whether or not equation (10.33) is still
a “harmless perturbation” of equation (10.48). It should be mentioned that the con-
clusion of Theorem 10.18 might not be obtained by many previously known results
because of the condition M ≥ 1. It might also be noticed that the operator S defined
above, generally, is not compact.

Having arrived at the end of this section, it is worthwhile to point out that the ab-
stract techniques and results of the previous sections can be applied to various kinds
of other problems which are not investigated here. In particular, by employing Theo-
rem 10.5 or 10.7 or 10.8 or 10.9 or 10.10, the nonlinear integral equation

u(t) =
t

∫
a

k(t, s)g(s, u(s))ds + f (t, u(t)), t ∈ [a, b],

where u takes values in a Banach space E, can be studied totally analogously to The-
orems 10.17 and 10.18.

10.9 Application to transport equations

Themain aim of this section is to propose an existence result for the radiation transfer
equations in channel on L1 spaces

v3
𝜕ψ
𝜕x
(x, v) + σ(x, v)ψ(x, v) − λψ(x, v) = ∫

K

r(x, v, v󸀠,ψ(x, v󸀠))dv󸀠, in D, (10.49)

whereD = (0, 1)×K,K is the unit sphere ofR3, x ∈ (0, 1), v = (v1, v2, v3). Equation (10.49)
describes the asymptotic behavior of the energy distribution inside the channel in the
variables x and v. The unknown function ψ represents the energy density.
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The boundary condition

ψ0 := ψ(0, v)|K = H
1(ψ(1, v)|K),ψ

1 := ψ(1, v)|K = H
2(ψ(0, v)|K), (10.50)

describes how the incident energy at the boundary is reflected back inside the domain.
Our assumptions are as follows:

(H1) H i : C(K) 󳨀→ C(K),H i(0) = 0, |H i(ϕ)−H i(ψ)| ≤ q|ϕ−ψ|onK for everyϕ,ψ ∈ C(K),
i = 1, 2, q is a fixed positive constant,

(H2) r ∈ C((0, 1)×K×K×C), |r(x, v, v󸀠,ψ)− r(x, v, v󸀠,ϕ)| ≤ a(x, v󸀠)|ϕ−ψ|, |r(x, v, v󸀠,ψ)| ≤
qa(x, v󸀠) for every x ∈ (0, 1), v, v󸀠 ∈ K, ϕ,ψ ∈ C, a, σ ∈ C(D), σ(x, v) = 0 for every
(x, v) ∈ D : v3 ≤ 1

2 , r(y, v, v
󸀠,ψ) = 0 for every (y, v, v󸀠,ψ) ∈ (0, 1) × K × K × C such

that v3 ≤
1
2 ,

(H3) q + supv∈K ∫
1
0 |σ(y, v)|dy + |λ| + ∫

1
0 ∫K a(y, v)dvdy <

1
2 ,

λ ∈ C and ψ is a complex valued unknown function.
The problem for existence of L1 solutions of (10.49) and (10.50) was open. For a

first time there was found an answer to it in [2] in the particular case

r(x, v, v󸀠,ψ(x, v󸀠)) = ξ (x, v, v󸀠)f (x, v,ψ(x, v󸀠)),

where f : [0, 1]×K×C 󳨃󳨀→ C, ξ : [0, 1]×K×K 󳨃󳨀→ R aremeasurable functions. In [2] are
given conditions for ξ and f so that the problem (10.49) and (10.50) has an L1-solution.

Here we propose a solution of this problem in amore general situation than in [2].
Our result can be considered as an improvement of the result in [2].

To find the answer of the considered problem we will consider the problem

v3
𝜕ψ
𝜕x
(α, x, v) + σ(x, v)ψ(α, x, v) − λψ(α, x, v) = ∫

K

r(x, v, v󸀠,ψ(α, x, v󸀠))dv󸀠

in [0, 1] × D,
(10.51)

ψ(α, x, v) is an unknown complex function,

ψ(α, α, v) = ψα(v) ∀α ∈ [0, 1], v ∈ K, (10.52)

where

ψα(v) = (1 − α)ψ(0,0, v)|K + αψ(1, 1, v)|K
= (1 − α)H1(ψ(1, 1, v)|K) + αH

2(ψ(0,0, v)|K).

Since every solution of equations (10.51) and (10.52) is a solution of equations
(10.49) and (10.50), we will work on (10.51) and (10.52) instead of (10.49) and (10.50).

Theorem 10.19. We suppose (H1), (H2) and (H3) hold. Then the problem (10.49) and
(10.50) has a solution ψ ∈ C(D).
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Proof. Let q1 > q be arbitrarily chosen and fixed. Let also b ∈ (0, 1) be arbitrarily
chosen and fixed.

Let E = {ψ ∈ C([0, 1] × D) : ψ(α, x, v) = 0 for v3 ≤ 1
2 } be endowed with supremum

norm, and let K1 = {u ∈ E : |u| ≤ q1}.
For ψ ∈ E we define the operators

𝕋ψ(α, x, v) = (1 + bv3)ψ(α, x, v),

𝕊ψ(α, x, v) = −bv3ψ
α + b

x

∫
α

σ(y, v)ψ(α, y, v)dy − λb
x

∫
α

ψ(α, y, v)dy

− b
x

∫
α

∫
K

r(y, v, v󸀠,ψ(α, y, v󸀠))dv󸀠dy.

If ψ ∈ K1 is a fixed point of 𝕋 + 𝕊, putting x = α in ψ = 𝕋ψ + 𝕊ψwe see that ψ satisfies
(10.52); and differentiating with respect in x the equality ψ = 𝕋ψ + 𝕊ψ we conclude
that the functionψ is a solution of equation (10.51). In particular, it is a solution of the
problem (10.49) and (10.50) because ψ(0,0, v) = ψ0 and ψ(1, 1, v) = ψ1 for v ∈ K. For
ψ,ϕ ∈ E we have

󵄨󵄨󵄨󵄨𝕋ψ(α, x, v) − 𝕋ϕ(α, x, v)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨(1 + bv3)(ψ(α, x, v) − ϕ(α, x, v))

󵄨󵄨󵄨󵄨
≤ (1 + b)󵄨󵄨󵄨󵄨ψ(α, x, v) − ϕ(α, x, v)

󵄨󵄨󵄨󵄨
≤ (1 + b) sup

[0,1]×D

󵄨󵄨󵄨󵄨ψ(α, x, v) − ϕ(α, x, v)
󵄨󵄨󵄨󵄨

= (1 + b)‖ψ − ϕ‖,

from which

‖𝕋ψ − 𝕋ϕ‖ ≤ (1 + b)‖ψ − ϕ‖.

Therefore𝕋 : E 󳨀→ E is a Lipschitz operator with a constant 1+b. Also, for everyφ ∈ E
for the operator 𝕋φ = 𝕋 + φ we have

|𝕋φψ − 𝕋φϕ| =
󵄨󵄨󵄨󵄨(1 + bv3)(ψ(α, x, v) − ϕ(α, x, v))

󵄨󵄨󵄨󵄨

≥ (1 + b
2
)󵄨󵄨󵄨󵄨ψ(α, x, v) − ϕ(α, x, v)

󵄨󵄨󵄨󵄨,

for ϕ,ψ ∈ E, and

‖𝕋φψ − 𝕋φϕ‖ ≥ (1 +
b
2
)‖ψ − ϕ‖.

Consequently𝕋φ : E 󳨀→ E is an expansive operator with a constant 1+ b2 . For any
given v ∈ E, if we put ψ = v−φ

1+bv3
∈ E, then 𝕋φψ = v. This shows that 𝕋φ : E 󳨀→ E is

onto.
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For the operator 𝕊, we have 𝕊 : K1 󳨀→ E, and for ϕ,ψ ∈ K1, using (H2) we deduce
that

󵄨󵄨󵄨󵄨𝕊ψ(α, x, v) − 𝕊ϕ(α, x, v)
󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
bv3(ψ

α − ϕα)

− b
x

∫
α

σ(y, v)(ψ(α, y, v) − ϕ(α, y, v))dy + λb
x

∫
α

(ψ(α, y, v) − ϕ(α, y, v))dy

+ b
x

∫
α

∫
K

(r(y, v, v󸀠,ψ(α, y, v󸀠)) − r(y, v, v󸀠,ϕ(α, y, v󸀠)))dv󸀠dy
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ b(q‖ψ − ϕ‖ +
1

∫
0

󵄨󵄨󵄨󵄨σ(y, v)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ψ(α, y, v) − ϕ(α, y, v)

󵄨󵄨󵄨󵄨dy + |λ|
1

∫
0

󵄨󵄨󵄨󵄨ψ(α, y, v) − ϕ(α, y, v)
󵄨󵄨󵄨󵄨dy

+
1

∫
0

∫
K

󵄨󵄨󵄨󵄨r(y, v, v
󸀠,ψ(α, y, v󸀠)) − r(y, v, v󸀠,ϕ(α, y, v󸀠))󵄨󵄨󵄨󵄨dv

󸀠dy)

≤ b(q‖ϕ − ψ‖ +
1

∫
0

󵄨󵄨󵄨󵄨σ(y, v)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ψ(α, y, v) − ϕ(α, y, v)

󵄨󵄨󵄨󵄨dy + |λ|
1

∫
0

󵄨󵄨󵄨󵄨ψ(α, y, v) − ϕ(α, y, v)
󵄨󵄨󵄨󵄨dy

+
1

∫
0

∫
K

a(y, v󸀠)󵄨󵄨󵄨󵄨ψ(α, y, v
󸀠) − ϕ(α, y, v󸀠)󵄨󵄨󵄨󵄨dv

󸀠dy)

≤ b(q +
1

∫
0

󵄨󵄨󵄨󵄨σ(y, v)
󵄨󵄨󵄨󵄨dy + |λ| +

1

∫
0

∫
K

a(y, v󸀠)dv󸀠dy)‖ψ − ϕ‖

from which it follows

‖𝕊ϕ − 𝕊ψ‖ ≤ b(q + sup
v∈K

1

∫
0

󵄨󵄨󵄨󵄨σ(y, v)
󵄨󵄨󵄨󵄨dy + |λ| +

1

∫
0

∫
K

a(y, v󸀠)dv󸀠dy)‖ϕ − ψ‖.

This, combined with (H3), asserts that 𝕊 : K1 󳨀→ E is a strictly b
2 - set contractive

operator.
Let ϕ ∈ K1 be fixed. We will show that the equation ψ = 𝕋ψ + 𝕊ϕ has a solution

ψ1 ∈ K1. Indeed, let ψ1(α, x, v) = 0 for v3 ≤
1
2 and for v3 ≥

1
2

ψ1(α, x, v) = ϕ
α −

1
v3
(

x

∫
α

σ(y, v)ϕ(α, y, v)dy − λ
x

∫
α

ϕ(α, y, v)dy

−
x

∫
α

∫
K

r(y, v, v󸀠,ϕ(α, y, v󸀠))dv󸀠dy).
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It follows readily from (H1), (H2) and (H3) follows that ψ1 ∈ E. We will show actu-
ally thatψ1 ∈ K1. By definitionψ1(α, x, v) = 0 for v3 ≤

1
2 ; for v3 ≥

1
2 , using (H1)–(H3) we

infer that

󵄨󵄨󵄨󵄨ψ1(α, x, v)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ϕα −

1
v3
(

x

∫
α

σ(y, v)ϕ(α, y, v)dy + λ
x

∫
α

ϕ(α, y, v)dy

+
x

∫
α

∫
K

r(y, v, v󸀠,ϕ(α, y, v󸀠))dv󸀠dy)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
1
v3
(󵄨󵄨󵄨󵄨ϕ

α󵄨󵄨󵄨󵄨 +
1

∫
0

󵄨󵄨󵄨󵄨σ(y, v)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨ϕ(α, y, v)

󵄨󵄨󵄨󵄨dy + |λ|
1

∫
0

󵄨󵄨󵄨󵄨ϕ(α, y, v)
󵄨󵄨󵄨󵄨dy

+
1

∫
0

∫
K

󵄨󵄨󵄨󵄨r(y, v, v
󸀠,ϕ(α, y, v󸀠))󵄨󵄨󵄨󵄨dv

󸀠dy)

≤ 2(qq1 + q1

1

∫
0

󵄨󵄨󵄨󵄨σ(y, v)
󵄨󵄨󵄨󵄨dy + |λ|q1 + q1

1

∫
0

∫
K

a(y, v󸀠)dv󸀠dy)

< q1.

An application of Theorem 2.1 shows the existence of a ψ ∈ K1 such that ψ = 𝕋ψ +
𝕊ψ. Consequently, the problem (10.51) and (10.52) and hence (10.49) and (10.50) has a
solution ψ ∈ K1.

Corollary 10.12. Let (H1), (H2) and (H3) hold. Then the problem (10.49), (10.50) has a
solution ψ ∈ L1(D).

Proof. The previous theorem ensures that the problem (10.49) and (10.50) has a solu-
tion ψ ∈ C(D). Since |ψ| ≤ q1 in D it follows trivially that ψ ∈ L1(D).

10.10 Application to a class of difference equations

Here we will consider the difference equation

Δu(n) = a(n)u(n) − λb(n)f (u(n − τ(n))) + g(n), n ∈ Z, (10.53)

where Δ is the difference operator defined by Δu(n) = u(n + 1) − u(n),
(H1) a : Z 󳨃󳨀→ [0,∞) and b : Z 󳨃󳨀→ (0,∞) are ω-periodic functions for some ω > 0,
(H2) f : R 󳨃󳨀→ R is onto and, there exist 0 < d1 ≤ d2 such that

d1|u − v| ≤
󵄨󵄨󵄨󵄨f (u) − f (v)

󵄨󵄨󵄨󵄨 ≤ d2|u − v|, ∀u, v ∈ R,

(H3) τ : Z 󳨃󳨀→ Z is ω-periodic function, 𝕀 − τ : Z 󳨃󳨀→ Z is onto and (𝕀 − τ)−1 exists.

Here and below we will suppose that the period ω > 0 is arbitrarily chosen and fixed.
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We will prove that equation (10.53) has an ω-periodic solution. Our main result is
as follows.

Theorem 10.20. Suppose (H1)–(H3)hold. Then equation (10.53)hasauniqueω-periodic
solution whenever

|λ| >
2(1 + supn∈Z a(n))
d1 infn∈Z b(n)

.

In addition, if −λb(n)f (0)+g(n) is not identically equal to zero, then equation (10.53) has
an ω-periodic solution which is not identically equal to zero.

Remark 10.12. Equation (10.53) is investigated in [28] (and the references therein)
in the case when g ≡ 0 and it is proved that if f ∈ C([0,∞), [0,∞)), f (s) > 0
for s > 0, ∑ωn=1 a(n) > 0, ∑ωn=1 b(n) > 0 and there exist f0 = lim|s|󳨀→0

f (s)
s , f∞ =

lim|s|󳨀→∞
f (s)
s and 1

σBf∞
< λ < 1

Af0
or 1

σAf0
< λ < 1

Bf∞
, A = maxn∈Z∑

ω−1
s=0 G(n, s)b(s),

B = minn∈Z∑
ω−1
s=0 G(n, s)b(s), σ = ∏

ω
i=1(1 + a(i))

−1, equation (10.53) has a positive peri-
odic solution. Here G(n, s) is the corresponding Green function of equation (10.53).

Here we propose new conditions, new range of λ and new approach for investigat-
ing of this problem.

Proof. Equation (10.53) can be rewritten in the form

u(n) = 1
1 + a(n)

u(n + 1) + λb(n)
1 + a(n)

f (u(n − τ(n))) − g(n)
1 + a(n)

.

Wewill work on the periodic function spaceE = {u : Z 󳨃󳨀→ R, u(n+ω) = u(n)}, endowed
with supremum norm. For u ∈ E, we define the operator

𝕋u(n) = 1
1 + a(n)

u(n + 1) + λb(n)
1 + a(n)

f (u(n − τ(n))) − g(n)
1 + a(n)

.

Then 𝕋 : E 󳨃󳨀→ E, and for u, v ∈ E

󵄨󵄨󵄨󵄨𝕋u(n) − 𝕋v(n)
󵄨󵄨󵄨󵄨

≤
1

1 + a(n)
󵄨󵄨󵄨󵄨u(n + 1) − v(n + 1)

󵄨󵄨󵄨󵄨 +
|λ|b(n)
1 + a(n)

󵄨󵄨󵄨󵄨f (u(n − τ(n))) − f (v(n − τ(n)))
󵄨󵄨󵄨󵄨

≤ sup
n∈Z

󵄨󵄨󵄨󵄨u(n) − v(n)
󵄨󵄨󵄨󵄨 + d2|λ| sup

n∈Z
b(n)󵄨󵄨󵄨󵄨u(n − τ(n)) − v(n − τ(n))

󵄨󵄨󵄨󵄨

≤ ‖u − v‖ + d2|λ| sup
n∈Z

b(n) sup
n∈Z

󵄨󵄨󵄨󵄨u(n) − v(n)
󵄨󵄨󵄨󵄨

= (1 + d2|λ| sup
n∈Z

b(n))‖u − v‖,

and so

‖𝕋u − 𝕋v‖ ≤ (1 + d2|λ| sup
n∈Z

b(n))‖u − v‖.
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Now, let y ∈ E be fixed. For u ∈ E, we define the operator

𝕋yu(n) =
1

1 + a(n)
u(n + 1) + λb(n)

1 + a(n)
f (u(n − τ(n))) − g(n)

1 + a(n)
+ y(n).

Then 𝕋y : E 󳨃󳨀→ E and for u, v ∈ E

󵄨󵄨󵄨󵄨𝕋yu(n) − 𝕋yv(n)
󵄨󵄨󵄨󵄨 ≥

d1|λ| infn∈Z b(n)
1 + supn∈Z a(n)

󵄨󵄨󵄨󵄨u(n − τ(n)) − v(n − τ(n))
󵄨󵄨󵄨󵄨 − ‖u − v‖,

i. e.,

󵄩󵄩󵄩󵄩𝕋yu(n) − 𝕋yv(n)
󵄩󵄩󵄩󵄩 ≥

d1|λ| infn∈Z b(n)
1 + supn∈Z a(n)

sup
n∈Z

󵄨󵄨󵄨󵄨u(n − τ(n)) − v(n − τ(n))
󵄨󵄨󵄨󵄨 − ‖u − v‖.

Recalling that 𝕀 − τ : Z 󳨃󳨀→ Z is onto, we obtain

‖𝕋yu − 𝕋yv‖ ≥ (d1|λ| infn∈Zb(n)
1 + supn∈Z a(n) − 1)‖u − v‖.

(10.54)

Because d1|λ| infn∈Z b(n)
1+supn∈Z a(n)

− 1 > 1, we conclude that 𝕋y : E 󳨃󳨀→ E is expansive.
Let y1 ∈ E be fixed. We consider the equation

1
1 + a(n)

u(n + 1) + λb(n)
1 + a(n)

f (u(n − τ(n))) − g(n)
1 + a(n)

+ y(n) = y1(n)

or

u(n) = −λb(n)f (u(n − 1 − τ(n − 1))) + g(n − 1)
− (1 + a(n − 1))y(n − 1) + (1 + a(n − 1))y1(n − 1).

For u ∈ E, we define the operator

𝕋1yu(n) = −λb(n − 1)f (u(n − 1 − τ(n − 1))) + g(n − 1)
− (1 + a(n − 1))y(n − 1) + (1 + a(n − 1))y1(n − 1).

Then for u, v ∈ E we have

󵄩󵄩󵄩󵄩𝕋
1
yu − 𝕋

1
yv
󵄩󵄩󵄩󵄩 ≤ |λ|d2 sup

n∈Z
b(n)‖u − v‖.

Consequently 𝕋1y : E 󳨃󳨀→ E is |λ|d2 supn∈Z b(n)-Lipschitz operator.
Let y2 ∈ E be fixed. For u ∈ E we define the operator

𝕋1yy2u = −λb(n − 1)f (u(n − 1 − τ(n − 1))) + g(n − 1)
− (1 + a(n − 1))y(n − 1) + (1 + a(n − 1))y1(n − 1) + y2(n).
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Then as above one has

󵄩󵄩󵄩󵄩𝕋
1
yy2u − 𝕋

1
yy2v
󵄩󵄩󵄩󵄩 ≥ d1|λ| infn∈Z

b(n)‖u − v‖,

which implies that 𝕋1yy2 : E 󳨃󳨀→ E is expansive since d1|λ| infn∈Z b(n) > 1.
We now claim 𝕋1yy2 : E 󳨃󳨀→ E is onto. To see this, for any y3 ∈ E, we consider the

equation

−λb(n − 1)f (u(n − 1 − τ(n − 1))) + g(n − 1)
− (1 + a(n − 1))y(n − 1) + (1 + a(n − 1))y1(n − 1) + y2(n) = y3(n),

or

f (u(n − 1 − τ(n − 1))) = 1
λb(n − 1)

(g(n − 1)

− (1 + a(n − 1))(y(n − 1) − y1(n − 1)) + y2(n) − y3(n)).

By the assumptions (H2) and (H3), this equation is solvable and its unique solution is
given explicitly by

u(n) = f −1( 1
λb((I − τ)−1(n))

(g((I − τ)−1(n)) − (1 + a((I − τ)−1(n))(y((I − τ)−1(n))

− y1((I − τ)
−1(n))) + y2((I − τ)

−1n + 1) − y3((I − τ)
−1n + 1)))) ∈ E,

proving the claim. From this and Lemma 10.3 it follows that 𝕀−𝕋1y : E 󳨃󳨀→ E is onto. In
particular, 𝕋1y has a fixed point u2 in E; the definition of 𝕋

1
y then gives u2 is a solution

of 𝕋yu = y1. This implies that 𝕋y : E 󳨃󳨀→ E is onto. Now, Lemma 10.3 again shows that
the operator 𝕀 − 𝕋 : E 󳨃󳨀→ E is onto. Therefore, there exists u3 ∈ E such that

(𝕀 − 𝕋)u3 = 0,

and thus equation (10.53) has a solution u3 ∈ E. The uniqueness of solution (10.53)
follows from (10.54). Finally, assume that −λb(n)f (0) + g(n) is not identically equal to
zero. If we suppose that u3 ≡ 0 then

−λb(n)f (0) + g(n) = 0 for ∀n ∈ Z,

which is a contradiction.

Now we will consider the case when g ≡ 0, more precisely we will consider the
problem

Δu(n) = a(n)u(n) − λb(n)f (u(n − τ(n))), n ∈ Z,
u(n + ω) = u(n), ∀n ∈ Z,

(10.55)

where a and b satisfy (H1), τ satisfies (H3) and f satisfies
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(H4) f : E 󳨃󳨀→ E, f : K 󳨃󳨀→ K1 is onto and

󵄨󵄨󵄨󵄨f (u) − f (v)
󵄨󵄨󵄨󵄨 ≥ d3|u − v| ∀u, v ∈ E,

for some positive constant d3.

Here

K = {u ∈ E : 0 < q1 ≤ u(n) ≤ q2 ∀n ∈ Z},

K1 = {u ∈ E : −
q2

infn∈Z b(n)
≤ u(n) ≤ 2q2

infn∈Z b(n)
∀n ∈ Z},

for some positive constants q1 and q2, q1 < q2.

Theorem 10.21. Suppose (H1), (H3) and (H4) hold. Then there exists λ1 ≥ 0 such that
the problem (10.55) is solvable for all λ ≥ λ1.

Remark 10.13. We note that here in our result we have not condition for f to be con-
tinuous function as in [28].

Proof. For u ∈ E we define the operators

Su(n) = 1
1 + a(n)

u(n + 1),

Tu(n) = b(n)
1 + a(n)

f (u(n − τ(n))).

Firstly we will note that if u ∈ E is a fixed point of the operator 𝕊 + λ𝕋 then u is a
solution of the problem (10.55). Indeed,

u(n) = 𝕊u(n) + λ𝕋u(n) ⇐⇒

u(n) = u(n + 1)
1 + a(n)

+ λ b(n)
1 + a(n)

f (u(n − τ(n))) ⇐⇒

(1 + a(n))u(n) = u(n + 1) + λb(n)f (u(n − τ(n))) ⇐⇒
a(n)u(n) = u(n + 1) − u(n) + λb(n)f (u(n − τ(n)) ⇐⇒

Δu(n) = a(n)u(n) − λb(n)f (u(n − τ(n))).

Also, 𝕊 : K 󳨃󳨀→ E, 𝕋 : E 󳨃󳨀→ E and for u1, u2 ∈ E we have

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

b(n)
1 + a(n)

f (u1(n − τ(n))) −
b(n)

1 + a(n)
f (u2(n − τ(n)))

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

b(n)
1 + a(n)

(f (u1(n − τ(n))) − f (u2(n − τ(n))))
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
b(n)

1 + a(n)
󵄨󵄨󵄨󵄨f (u1(n − τ(n))) − f (u2(n − τ(n)))

󵄨󵄨󵄨󵄨

≥ d3
infn∈Z b(n)

1 + supn∈Z a(n)
󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))

󵄨󵄨󵄨󵄨, ∀n ∈ Z,
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i. e.,

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 ≥ d3

infn∈Z b(n)
1 + supn∈Z a(n)

󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))
󵄨󵄨󵄨󵄨, ∀n ∈ Z,

from this

sup
n∈Z

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 ≥ d3

infn∈Z b(n)
1 + supn∈Z a(n)

sup
n∈Z

󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))
󵄨󵄨󵄨󵄨,

and since τ satisfies (H3) from the previous inequality we get

‖𝕋u1 − 𝕋u2‖ ≥ d3
infn∈Z b(n)

1 + supn∈Z a(n)
‖u1 − u2‖. (10.56)

Consequently 𝕋 : E 󳨃󳨀→ E is a weakly expansive operator with constant

d3 =
infn∈Z b(n)

1 + supn∈Z a(n)
.

For u1, u2 ∈ K we have

󵄨󵄨󵄨󵄨𝕊u1(n) − 𝕊u2(n)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1
1 + a(n)

u1(n + 1) −
1

1 + a(n)
u2(n + 1)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
1

1 + a(n)
󵄨󵄨󵄨󵄨u1(n + 1) − u2(n + 1)

󵄨󵄨󵄨󵄨

≤ 󵄨󵄨󵄨󵄨u1(n + 1) − u2(n + 1)
󵄨󵄨󵄨󵄨 ∀n ∈ Z,

whereupon

sup
n∈Z

󵄨󵄨󵄨󵄨𝕊u1(n) − 𝕊u2(n)
󵄨󵄨󵄨󵄨 ≤ sup

n∈Z

󵄨󵄨󵄨󵄨u1(n + 1) − u2(n + 1)
󵄨󵄨󵄨󵄨

or

‖𝕊u1 − 𝕊u2‖ ≤ ‖u1 − u2‖,

therefore 𝕊 : K 󳨃󳨀→ E is a 1-set contractive operator.
Let now λ0 > 1 be fixed so that

λ0
infn∈Z b(n)

1 + supn∈Z a(n)
d3 > 1

and λ ≥ λ0 be arbitrarily chosen and fixed.
We fix v ∈ K and we consider on K the equation

u(n) = λ𝕋u(n) + 𝕊v(n).
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Let

𝕋1u(n) = λ𝕋u(n) + 𝕊v(n), u ∈ K.

We have 𝕋1 : K 󳨃󳨀→ E and for u1, u2 ∈ K, using (10.56),

‖𝕋1u1 − 𝕋1u2‖ = ‖λ𝕋u1 − λ𝕋u2‖
= λ‖𝕋u1 − 𝕋u2‖

≥ λ0d3
infn∈Z b(n)
1 + supn∈Z

‖u1 − u2‖,

from this and our choice of λ0 we conclude that𝕋1 : K 󳨃󳨀→ E is an expansive operator,
also we will note that K is a closed subset of E.

Let v1 ∈ K. For u ∈ K we will consider the equation

v1(n) = 𝕋1u(n) ⇐⇒
v1(n) = λb(n)f (u(n − τ(n))) + 𝕊v(n) ⇐⇒

v1(n) − 𝕊v(n) = λb(n)f (u(n − τ(n))) ⇐⇒

f (u(n − τ(n))) = v1(n) − 𝕊v(n)
λb(n)

⇐⇒

f (u(n)) = v1((𝕀 − τ)
−1n) − 𝕊v((𝕀 − τ)−1n)
λb((I − τ)−1n)

. (10.57)

For

v1((𝕀 − τ)−1n) − 𝕊v((𝕀 − τ)−1n)
λb((𝕀 − τ)−1n)

we have the following estimates

v1((𝕀 − τ)−1n) − 𝕊v((𝕀 − τ)−1n)
λb((𝕀 − τ)−1n)

≤
q2 +

v((𝕀−τ)−1(n)+1)
1+a((𝕀−τ)−1(n))

λ0 infn∈Z b(n)

≤
2q2

λ0 infn∈Z b(n)
≤

2q2
infn∈Z b(n)

,

v1((𝕀 − τ)−1n) − 𝕊v((𝕀 − τ)−1n)
λb((𝕀 − τ)−1n)

≥ −
𝕊v((𝕀 − τ)−1n)
λb((𝕀 − τ)−1n)

≥ −
q2

λ0 infn∈Z b(n)

≥ −
q2

infn∈Z b(n)
,

therefore

v1((𝕀 − τ)−1n) − 𝕊v((𝕀 − τ)−1n)
λb((𝕀 − τ)−1n)

∈ K1
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and since f : K 󳨃󳨀→ K1 is onto, there exists u ∈ K so that (10.57) holds. Consequently
there exists u ∈ K such that v1(n) = 𝕋1u(n) ∈ 𝕋1(K) for every n ∈ Z. Since v1 was
arbitrarily chosen we conclude thatK ⊂ 𝕋1(K). From this and Lemma 10.1 follows that
𝕋1 has unique fixed point u3 ∈ K, u3 = 𝕋1u3 or

u3(n) = λ𝕋u3(n) + 𝕊v(n) ∀n ∈ Z.

Because λ ≥ λ0 was arbitrarily chosen, then from Theorem 3.2 we conclude that there
exists λ1 ≥ 0 such that the problem (10.55) is solvable for every λ ≥ λ1.

Now we will consider the problem

{
Δu(n) = a(n)u(n) − λb(n)f (u(n − τ(n))) + μu(n), n ∈ Z,
u(n + ω) = u(n) ∀n ∈ Z,

(10.58)

where a and b satisfy (H1), τ satisfies (H3) and f satisfy
(H5) f : E 󳨃󳨀→ E, |f (u)| ≤ Q for every u ∈ E,

󵄨󵄨󵄨󵄨f (u) − f (v)
󵄨󵄨󵄨󵄨 ≤ d4|u − v| for ∀u, v ∈ E,

for some positive constants Q and d4,
(H6) λ > 0 is a parameter for which

λd4 sup
n∈Z

b(n) ≤ 1,

μ is a positive parameter.

Theorem 10.22. Suppose (H1), (H3), (H5) and (H6) hold. Then there exists μ1 > 1 such
that for every μ ≥ μ1 the problem (10.58) is solvable for every μ ≥ μ1.

Proof. We define the set

K2 = {u ∈ E :
󵄨󵄨󵄨󵄨u(n)
󵄨󵄨󵄨󵄨 ≤ Q for ∀n ∈ Z}.

For u ∈ E we define the operators

𝕊u(n) = u(n + 1) − (1 + a(n))u(n),
𝕋u(n) = λb(n)f (u(n − τ(n))).

We will note that 𝕊 : K2 󳨃󳨀→ E, 𝕋 : E 󳨃󳨀→ E and for u1, u2 ∈ E we have

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨λb(n)f (u1(n − τ(n))) − λb(n)f (u2(n − τ(n)))

󵄨󵄨󵄨󵄨
= 󵄨󵄨󵄨󵄨λb(n)(f (u1(n − τ(n))) − f (u2(n − τ(n))))

󵄨󵄨󵄨󵄨
= λb(n)󵄨󵄨󵄨󵄨f (u1(n − τ(n))) − f (u2(n − τ(n)))

󵄨󵄨󵄨󵄨
≤ λd4b(n)

󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))
󵄨󵄨󵄨󵄨 for ∀n ∈ Z,
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from this

sup
n∈Z

󵄨󵄨󵄨󵄨𝕋u(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 ≤ λd4 sup

n∈Z
b(n) sup

n∈Z

󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))
󵄨󵄨󵄨󵄨

or

‖𝕋u1 − 𝕋u2‖ ≤ λd4 sup
n∈Z

b(n)‖u1 − u2‖ ≤ ‖u1 − u2‖.

Therefore 𝕋 : E 󳨃󳨀→ E is a non-expansive operator.
Let μ1 > 1 be chosen so that

μ1 > 3 + sup
n∈Z

a(n), μ1 > (2 + sup
n∈Z

a(n) + λ sup
n∈Z

b(n)).

Let also μ ≥ μ1 and v ∈ K2 be fixed.
We consider the equation

μu(n) = 𝕋u(n) + 𝕊v(n)

for u ∈ K2 or

u(n) = 1
μ
λb(n)f (u(n − τ(n))) + 1

μ
𝕊v(n)

for u ∈ K2.
Let

𝕋1u(n) =
1
μ
(λb(n)f (u(n − τ(n))) + Sv(n))

for u ∈ K2. Then

󵄨󵄨󵄨󵄨𝕋1u(n)
󵄨󵄨󵄨󵄨 ≤

1
μ1
(λ sup

n∈Z
b(n)󵄨󵄨󵄨󵄨f (u(n − τ(n))

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨v(n + 1)

󵄨󵄨󵄨󵄨 + (1 + a(n))
󵄨󵄨󵄨󵄨v(n)
󵄨󵄨󵄨󵄨)

≤
1
μ1
(λ sup

n∈Z
b(n)Q + (2 + sup

n∈Z
a(n))Q)

=
1
μ1
(λ sup

n∈Z
b(n) + (2 + sup

n∈Z
a(n)))Q

≤ Q,

therefore 𝕋1 : K2 󳨃󳨀→ K2.
Also, for u1, u2 ∈ K2

󵄨󵄨󵄨󵄨𝕋1u1(n) − 𝕋1u2(n)
󵄨󵄨󵄨󵄨 =

1
μ
λb(n)󵄨󵄨󵄨󵄨f (u1(n − τ(n))) − f (u2(n − τ(n)))

󵄨󵄨󵄨󵄨

≤
1
μ
λb(n)d4

󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))
󵄨󵄨󵄨󵄨 for ∀n ∈ Z,
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consequently

sup
n∈Z

󵄨󵄨󵄨󵄨𝕋1u1(n) − 𝕋1u2(n)
󵄨󵄨󵄨󵄨 ≤ d4

λ
μ1

sup
n∈Z

b(n)󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))
󵄨󵄨󵄨󵄨

or

‖𝕋1u1 − 𝕋1u2‖ ≤
λ
μ1
d4 sup

n∈Z
b(n)‖u1 − u2‖

≤
1
μ1
‖u1 − u2‖.

In other words the operator 𝕋1 : K2 󳨃󳨀→ K2 is a contractive operator. Therefore there
exists a unique u ∈ K2 such that u = 𝕋1u or there exists a unique u ∈ K2 so that
μu(n) = 𝕋u(n) + 𝕊v(n).

Let u1, u2 ∈ K2. Then

󵄨󵄨󵄨󵄨𝕊u1(n) − 𝕊u2(n)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨u1(n + 1) − (1 + a(n))u1(n) − u2(n + 1) + (1 + a(n))u2(n)

󵄨󵄨󵄨󵄨
= 󵄨󵄨󵄨󵄨(u1(n + 1) − u2(n + 1)) − (1 + a(n))(u1(n) − u2(n))

󵄨󵄨󵄨󵄨
≤ 󵄨󵄨󵄨󵄨u1(n + 1) − u2(n + 1)

󵄨󵄨󵄨󵄨 + (1 + a(n))
󵄨󵄨󵄨󵄨u1(n) − u2(n)

󵄨󵄨󵄨󵄨

≤ (2 + sup
n∈Z

a(n))‖u1 − u2‖ ∀n ∈ Z,

from which

‖𝕊u1 − 𝕊u2‖ ≤ (2 + sup
n∈Z

a(n))‖u1 − u2‖

and since 2+ supn∈Z a(n) < μ1 − 1 then the operator 𝕊 : K2 󳨃󳨀→ E is k = 2+ supn∈Z a(n) <
μ1 − 1-set contractive operator.

From this and Theorem 3.3 follows that for every μ ≥ μ1 the problem (10.58) is
solvable.

Now we will consider the problem (10.58) in the case when
(H7) a, b : Z 󳨃󳨀→ (0,∞), a(n+ω) = a(n), b(n+ω) = b(n) for every n ∈ Z, infn∈Z a(n) > 1,
(H8) f : E 󳨃󳨀→ E, 0 ≤ f (u) ≤ Q1 for every u ∈ E,

󵄨󵄨󵄨󵄨f (u) − f (v)
󵄨󵄨󵄨󵄨 ≤ d5|u − v| for ∀u, v ∈ E,

for some positive constants Q1 and d5,
(H9) λ > 0 is a parameter for which

λ sup
n∈Z

b(n)d5 < 1, λ sup
n∈Z

b(n)Q1 < q3 infn∈Z
a(n),

for some positive constant q3,
(H10) τ : Z 󳨃󳨀→ Z, τ(n + ω) = τ(n) for every n ∈ Z.
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Theorem 10.23. Let (H7), (H8), (H9) and (H10) hold. Then there exists μ ∈ (0, 1) for
which the problem (10.58) is solvable.

Proof. Let

K3 = {u ∈ E : 0 ≤ u(n) ≤ q3 for ∀n ∈ Z}.

For u ∈ E we define the operators

𝕊u(n) = λb(n)f (u(n − τ(n))),
𝕋u(n) = u(n + 1) − (1 + a(n))u(n).

We note that 𝕊 : K3 󳨃󳨀→ E, 𝕋 : E 󳨃󳨀→ E.
For u1, u2 ∈ E we have

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨u1(n + 1) − (1 + a(n))u1(n) − u2(n + 1) + (1 + a(n))u2(n)

󵄨󵄨󵄨󵄨
= 󵄨󵄨󵄨󵄨−(1 + a(n))(u1(n) − u2(n)) + (u1(n + 1) − u2(n + 1))

󵄨󵄨󵄨󵄨
≥ (1 + a(n))󵄨󵄨󵄨󵄨u1(n) − u2(n)

󵄨󵄨󵄨󵄨 −
󵄨󵄨󵄨󵄨u1(n + 1) − u2(n + 1)

󵄨󵄨󵄨󵄨

≥ (1 + inf
n∈Z

a(n))󵄨󵄨󵄨󵄨u1(n) − u2(n)
󵄨󵄨󵄨󵄨 − ‖u1 − u2‖ for ∀n ∈ Z,

i. e.,

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 ≥ (1 + infn∈Z

a(n))󵄨󵄨󵄨󵄨u1(n) − u2(n)
󵄨󵄨󵄨󵄨 − ‖u1 − u2‖ for ∀n ∈ Z,

from this

sup
n∈Z

󵄨󵄨󵄨󵄨𝕋u1(n) − 𝕋u2(n)
󵄨󵄨󵄨󵄨 ≥ (1 + infn∈Z

a(n))󵄨󵄨󵄨󵄨u1(n) − u2(n)
󵄨󵄨󵄨󵄨 − ‖u1 − u2‖ for ∀n ∈ Z,

or

‖𝕋u1 − 𝕋u2‖ ≥ (1 + infn∈Z
a(n))󵄨󵄨󵄨󵄨u1(n) − u2(n)

󵄨󵄨󵄨󵄨 − ‖u1 − u2‖ for ∀n ∈ Z.

Therefore

‖𝕋u1 − 𝕋u2‖ ≥ (1 + infn∈Z
a(n)) sup

n∈Z

󵄨󵄨󵄨󵄨u1(n) − u2(n)
󵄨󵄨󵄨󵄨 − ‖u1 − u2‖,

or

‖𝕋u1 − 𝕋u2‖ ≥ (1 + infn∈Z
a(n))‖u1 − u2‖ − ‖u1 − u2‖ = infn∈Z

‖u1 − u2‖

and since infn∈Z a(n) > 1, from the previous inequality we conclude that the operator
𝕋 : E 󳨃󳨀→ E is a non-contractive one.
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Let μ ∈ (0, 1) be fixed so that

μ < 1 − λ sup
n∈Z

b(n)d5.

Also, for u1, u2 ∈ K3 we have

󵄨󵄨󵄨󵄨𝕊u1(n) − 𝕊u2(n)
󵄨󵄨󵄨󵄨 = λb(n)

󵄨󵄨󵄨󵄨f (u1(n − τ(n))) − f (u2(n − τ(n)))
󵄨󵄨󵄨󵄨

≤ λ sup
n∈Z

b(n)d5
󵄨󵄨󵄨󵄨u1(n − τ(n)) − u2(n − τ(n))

󵄨󵄨󵄨󵄨

≤ λ sup
n∈Z

b(n)d5‖u1 − u2‖ for ∀n ∈ Z,

from which

sup
n∈Z

󵄨󵄨󵄨󵄨𝕊u1(n) − 𝕊u2(n)
󵄨󵄨󵄨󵄨 ≤ λ sup

n∈Z
b(n)d5‖u1 − u2‖

or

‖𝕊u1 − 𝕊u2‖ ≤ λ sup
n∈Z

b(n)d5‖u1 − u2‖.

Therefore 𝕊 : K3 󳨃󳨀→ E is a μ1 = λ supn∈Z b(n)d5 < 1 − μ-set contractive map.
Let v ∈ K3 be fixed. We consider the equation

μu(n) = 𝕋u(n) + 𝕊v(n) for u ∈ K3 or
μu(n) = u(n + 1) − (1 + a(n))u(n) + λb(n)f (v(n − τ(n))) for u ∈ K3 or

(1 + μ + a(n))u(n) = u(n + 1) + λb(n)f (v(n − τ(n))) for u ∈ K3 or

u(n) = 1
1 + μ + a(n)

(u(n + 1) + λb(n)f (v(n − τ(n)))) for u ∈ K3.

For u ∈ K3 we define the operator

𝕋2u(n) =
1

1 + μ + a(n)
(u(n + 1) + λb(n)f (v(n − τ(n)))).

For u ∈ K3 we have

𝕋2u(n) ≥ 0 for ∀n ∈ Z

and

𝕋2u(n) ≤
q3 + λ supn∈Z b(n)Q1
1 + μ + infn∈Z a(n)

for ∀n ∈ Z. (10.59)

We have

{{{
{{{
{

q3+λ supn∈Z b(n)Q1
1+μ+infn∈Z a(n)

≤ q3 ⇐⇒

q3 + λ supn∈Z b(n)Q1 ≤ q3 + q3μ + q3 infn∈Z a(n) ⇐⇒
λ supn∈Z b(n)Q1 ≤ q3μ + q3 infn∈Z a(n),

(10.60)
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which is true because (H9). From this and (10.59) follows that

𝕋2u(n) ≤ q3 for ∀n ∈ Z.

Therefore 𝕋2 : K3 󳨃󳨀→ K3.
For u1, u2 ∈ K3 we have

󵄨󵄨󵄨󵄨𝕋2u1(n) − 𝕋2u2(n)
󵄨󵄨󵄨󵄨 =

1
1 + μ + a(n)

󵄨󵄨󵄨󵄨u1(n + 1) − u2(n + 1)
󵄨󵄨󵄨󵄨

≤
1

1 + μ + infn∈Z a(n)
‖u1 − u2‖ for ∀n ∈ Z,

from which

sup
n∈Z

󵄨󵄨󵄨󵄨𝕋2u1(n) − 𝕋2u2(n)
󵄨󵄨󵄨󵄨 ≤

1
1 + μ + infn∈Z a(n)

‖u1 − u2‖

or

‖𝕋2u1 − 𝕋2u2‖ ≤
1

1 + μ + infn∈Z a(n)
‖u1 − u2‖.

Consequently 𝕋2 : K3 󳨃󳨀→ K3 is a contractive operator and therefore there exists a
unique u4 ∈ K3 such that 𝕋2u4 = u4 or there exists a unique u4 ∈ K3 such that

μu4(n) = u4(n + 1) − (1 + a(n))u4(n) + λb(n)f (v(n − τ(n))).

From this and Theorem 3.4 it follows that there exists μ ∈ (0, 1) for which the problem
(10.58) is solvable.

10.11 Application to a Darboux problem

Here we consider the following Darboux problem:

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ≥ 0, y ≥ 0, (10.61)
u(x,0) = ϕ(x), u(0, y) = ψ(y), x ≥ 0, y ≥ 0, (10.62)

where

ϕ,ψ ∈ C1([0,∞)), ϕ(0) = ψ(0), (10.63)

g ∈ C([0,∞) × [0,∞) × R) and there existM > 0 and R0 > 0 such that

for any R > R0,
󵄨󵄨󵄨󵄨g(x, y, z)

󵄨󵄨󵄨󵄨 ≤ MR,uniformly for bounded, x, y and |z| ≤ R. (10.64)

From the assumption (10.64), we infer there exist λ1 ∈ (0, 1) and μ1 > 0 such that, for
any given A ≥ 0 there exists q = q(A) > R0 so that

A + μ1
󵄨󵄨󵄨󵄨g(x, y, z)

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)q, uniformly for bounded, x, y and |z| ≤ q. (10.65)

Indeed, for any given λ1 ∈ (0, 1), pick an ϵ1 > 0 so that 1 − λ1 − ϵ1 > 0. Then (10.65) will
be satisfied for μ1 = (1 − λ1 − ϵ1)/M and q ≥ max(A/ϵ1,R0) by (10.63).
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Remark 10.14. In particular, if g(x, y,0) = 0 and g(x, y, u) is Lipschitz in u uniformly
for bounded x and y, then it satisfies (10.64).

Remark 10.15. Here we propose a new approach for investigating of the problem
(10.61) and (10.62), different from the approach which is used in [6, 10, 25, 27], where
the corresponding local problem is investigated. Our approach is more universal than
the well-known present approach.

Theorem 10.24. Let the functions g, ϕ and ψ satisfy the conditions (10.63) and (10.64).
Then the problem (10.61) and (10.62) has a solution u ∈ C1([0,∞) × [0,∞)), uxy exists
and uxy ∈ C([0,∞) × [0,∞)), for every λ ∈ [0, λ1] and for every μ ∈ [0, μ1], where λ1 and
μ1 are determined by (10.65).

In the case when λ = 0, μ = 1, g = g(u(x, y)), ϕ ≡ ψ ≡ 0 in [26] a local existence re-
sult is proved of C1-solutions. Evidently our result is connected with the more general
case and our result ensures global and local existence.

The proof of our result is broken into a series of lemmas and propositions. The
main idea of the proof is as follows: Firstly, we prove the existence of a solution on
[0, 1] × [0, 1], say u11; secondly, the existence of a solution on [0, 1] × [1, 2], say u12,
then to build a solution on [0, 1] × [2, 3]-u13 etc.; in this way, the existence of a solution
on [0, 1] × [0,∞)-ũ1; then the existence of a solution on [1, 2] × [0, 1], say u21, after
which a solution on [1, 2]× [1, 2] is obtained, say u22, in this way we build a solution on
[1, 2] × [0,∞), say ũ2, etc., and inductively the solution on [2, 3] × [0,∞), the solution
on [3, 4] × [0,∞) etc. Initial data of every next part of the solution will depend on the
previous constructed part. As the schematic figure shows:

6

-
u11

u12

u13

⋅ ⋅ ⋅

u21

u22

⋅ ⋅ ⋅

1

2

3

y

0 1 2 x

⋅ ⋅ ⋅

Firstly, we will show that the Darboux problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [0, 1], y ∈ [0, 1], (10.66)
u(x,0) = ϕ(x), u(0, y) = ψ(y), x ∈ [0, 1], y ∈ [0, 1], (10.67)

has a solution u ∈ C1([0, 1] × [0, 1]), uxy exists and uxy ∈ C([0, 1] × [0, 1]), for every
λ ∈ [0, λ1] and every μ ∈ [0, μ1].
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To this end, for A11 = max[0,1]×[0,1] |ψ(y)+ϕ(x)−ϕ(0)| ≥ 0, according to (10.65), we
can find a q11 > R0 so that

A11 + μ1
󵄨󵄨󵄨󵄨g([0, 1], [0, 1], [−q11, q11])

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)q11, (10.68)

where we will use the following notation:

󵄨󵄨󵄨󵄨g([a, b], [c, d], [−r, r])
󵄨󵄨󵄨󵄨 = max
(x,y,z)∈[a,b]×[c,d]×[−r,r]

󵄨󵄨󵄨󵄨g(x, y, z)
󵄨󵄨󵄨󵄨.

Then we let E11 = C([0, 1] × [0, 1]), K11 = {u ∈ E11 : |u| ≤ q11 in [0, 1] × [0, 1]},
endowed with the maximum norm. We note that E11 is a completely normed space,
K11 is a closed, bounded, convex subset of E11.

Given an ϵ1 ∈ (0, 1). For u ∈ K11 we define the operators

𝕊11u = (1 − ϵ1)u + ϵ1(ψ(y) + ϕ(x) − ϕ(0) + μ
x

∫
0

y

∫
0

g(z, s, u(z, s))dsdz),

𝕋11u = ϵ1

x

∫
0

y

∫
0

u(z, s)dsdz.

Lemma 10.7. If u ∈ K11 is a fixed point of the operator 𝕊11 + λ𝕋11 then u is a solution of
the problem (10.66) and (10.67).

Proof. We have

u = 𝕊11u + λ𝕋11u ⇐⇒

ϵ1u = ϵ1(ψ(y) + ϕ(x) − ϕ(0) + μ
x

∫
0

y

∫
0

g(z, s, u(z, s))dsdz) + λϵ1

x

∫
0

y

∫
0

u(z, s)dsdz 󳨐⇒

u = (ψ(y) + ϕ(x) − ϕ(0) + μ
x

∫
0

y

∫
0

g(z, s, u(z, s))dsdz) + λ
x

∫
0

y

∫
0

u(z, s)dsdz.

Differentiating the previous equality in x and y we get

uxy = λu(x, y) + μg(x, y, u(x, y)),

i. e., u(x, y) satisfies equation (10.66).
After we put x = 0 in the equality

u(x, y) = (ψ(y) + ϕ(x) − ϕ(0) + μ
x

∫
0

y

∫
0

g(z, s, u(z, s))dsdz)

+ λ
x

∫
0

y

∫
0

u(z, s)dsdz,

(10.69)
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we obtain u(0, y) = ψ(y) for every y ∈ [0, 1]; and we put y = 0 in (10.69) and use
ϕ(0) = ψ(0) to get u(x,0) = ϕ(x) for every x ∈ [0, 1]. Consequently, u satisfies the
boundary conditions (10.66).

Lemma 10.8. The operator 𝕊11 : K11 󳨃󳨀→ E11 is a 1 − ϵ1 < 1-set contractive.

Proof. For u ∈ K11 we clearly have 𝕊11u ∈ E11. Therefore 𝕊11 : K11 󳨃󳨀→ E11. Also, for u ∈ K
we decompose 𝕊11 as

𝕊1u = (1 − ϵ1)u + ϵ1(ψ(y) + ϕ(x) − ϕ(0)), 𝕊2u = ϵ1μ
x

∫
0

y

∫
0

g(z, s, u(z, s))dsdz.

Then 𝕊11 = 𝕊1 +𝕊2 and ‖𝕊1u−𝕊1v‖ = (1− ϵ1)‖u− v‖, and so 𝕊1 is 1− ϵ1-set contractive. To
achieve the proof of the lemma, we just need to show that 𝕊2 : K11 󳨃󳨀→ E11 is compact.
To see this, for any bounded set B ⊂ E11 with ‖u‖ ≤ M for all u ∈ B, we have

|𝕊2u| ≤ ϵ1μ
󵄨󵄨󵄨󵄨g([0, 1], [0, 1], [−M,M])

󵄨󵄨󵄨󵄨,

which shows that 𝕊2(B) is uniformly bounded; also

󵄨󵄨󵄨󵄨(𝕊2u)x
󵄨󵄨󵄨󵄨 ≤ ϵ1μ(

󵄨󵄨󵄨󵄨ϕ
󸀠(x)󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

y

∫
0

g(x, s, u(x, s))ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
) ≤ ϵ1μ(

󵄩󵄩󵄩󵄩ϕ
󸀠󵄩󵄩󵄩󵄩 +
󵄨󵄨󵄨󵄨g([0, 1], [0, 1], [−M,M])

󵄨󵄨󵄨󵄨)

and

󵄨󵄨󵄨󵄨(𝕊2u)y
󵄨󵄨󵄨󵄨 ≤ ϵ1μ(

󵄨󵄨󵄨󵄨ψ
󸀠(y)󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

x

∫
0

g(z, y, u(z, y))dz
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
) ≤ ϵ1μ(

󵄩󵄩󵄩󵄩ψ
󸀠󵄩󵄩󵄩󵄩 +
󵄨󵄨󵄨󵄨g([0, 1], [0, 1], [−M,M])

󵄨󵄨󵄨󵄨).

These two inequalities say that 𝕊(B) is equicontinuous in E11. Now, a standard appli-
cation of the Ascoli–Arzela theorem shows that 𝕊2 : K11 󳨃󳨀→ E11 is compact.

Lemma 10.9. The operator 𝕋11 : E11 󳨃󳨀→ E11 is an ϵ1-Lipschitz operator.

Proof. Let u, v ∈ E. Then

󵄨󵄨󵄨󵄨𝕋
11u − 𝕋11v󵄨󵄨󵄨󵄨 ≤ ϵ1

x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨u(z, s) − v(z, s)
󵄨󵄨󵄨󵄨dsdz; ≤ ϵ1‖u − v‖;

from this it follows readily that
󵄩󵄩󵄩󵄩𝕋

11u − 𝕋11v󵄩󵄩󵄩󵄩 ≤ ϵ1‖u − v‖.

Lemma 10.10. Let λ1, μ1 and q11 satisfy (10.68) and let v ∈ K11 be fixed. Then for every
λ ∈ [0, λ1] and μ ∈ [0, μ1] we see that the equation

u = λ𝕋11u + 𝕊11v

has a unique solution u ∈ K11.
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Proof. For u ∈ K11, define

𝕋1u = λ𝕋
11u + 𝕊11v.

Then it follows from (10.68) that

|𝕋1u| ≤ λϵ1

x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨u(z, s)
󵄨󵄨󵄨󵄨dsdz + (1 − ϵ1)|v|

+ ϵ1(
󵄨󵄨󵄨󵄨ψ(y) + ϕ(x) − ϕ(0)

󵄨󵄨󵄨󵄨 + μ
x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨g(z, s, v(z, s))
󵄨󵄨󵄨󵄨dsdz)

≤ λϵ1q11 + (1 − ϵ1)q11 + ϵ1(A
11 + μ󵄨󵄨󵄨󵄨g([0, 1], [0, 1], [−q11, q11])

󵄨󵄨󵄨󵄨)

≤ λ1ϵ1q11 + (1 − ϵ1)q11 + ϵ1(A
11 + μ1
󵄨󵄨󵄨󵄨g([0, 1], [0, 1], [−q11, q11])

󵄨󵄨󵄨󵄨) ≤ q11.

Therefore 𝕋1 : K11 󳨃󳨀→ K11. Also, for u1, u2 ∈ K11 we have

|𝕋1u1 − 𝕋1u2| ≤ λ1ϵ1

x

∫
0

y

∫
0

󵄨󵄨󵄨󵄨u1(z, s) − u2(z, s)
󵄨󵄨󵄨󵄨dsdz ≤ λ1ϵ1‖u1 − u2‖

and then

‖𝕋1u1 − 𝕋1u2‖ ≤ λ1ϵ1‖u1 − u2‖.

From our choice of ϵ1 and λ1 it follows that 𝕋1 : K11 󳨃󳨀→ K11 is a contractive map.
Therefore, there exists a unique u ∈ K11 so that 𝕋1u = u.

Proposition 10.4. The Darboux problem (10.66) and (10.67) has a solution u11 ∈
C1([0, 1] × [0, 1]), u11xy exists and u11xy ∈ C([0, 1] × [0, 1]), for every λ ∈ [0, λ1] and ev-
ery μ ∈ [0, μ1], where μ1 are determined in (10.68) or (10.65) above.

Proof. From Lemmas 10.7–10.10 and Theorem 3.1, it follows that for every λ ∈ [0, λ1]
and μ ∈ [0, μ1] the problem (10.65), (10.66) has a solution u11 ∈ K11. Then u11 satisfies
(10.67), therefore u11 ∈ C1([0, 1] × [0, 1]). In the light of (10.69), there exists u11xy and
u11xy ∈ C([0, 1] × [0, 1]).

Now, we will prove that the problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [0, 1], y ∈ [1, 2], (10.70)

u(x, 1) = u11(x, 1), u(0, y) = ψ(y), x ∈ [0, 1], y ∈ [1, 2], (10.71)

has a solution u ∈ C1([0, 1] × [1, 2]), uxy exists and uxy ∈ 𝒞([0, 1] × [1, 2]), for every
λ ∈ [0, λ1] and every μ ∈ [0, μ1]. λ1 and μ1 are as in (10.68) above.

Evidently we have

u(0, 1) = u11(0, 1) = ψ(1).
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For A12 = max[0,1]×[1,2] |ψ(y) + u11(x, 1) − u11(0, 1)| ≥ 0, according to (10.65), we can find
a q12 > R0 so that

A12 + μ1
󵄨󵄨󵄨󵄨g([0, 1], [1, 2], [−q12, q12])

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)q12, (10.72)

Then we let E12 = C([0, 1] × [1, 2]), K12 = {u ∈ E12 : |u| ≤ q12 in [0, 1] × [1, 2]},
endowed with the maximum norm. We note that E12 is a completely normed space,
K12 is a closed, bounded, convex subset of E12.

For u ∈ K12 we define the operators

𝕊12u = (1 − ϵ1)u + ϵ1(ψ(y) + u
11(x, 1) − u11(0, 1) + μ

x

∫
0

y

∫
1

g(z, s, u(z, s))dsdz),

𝕋12u = ϵ1

x

∫
0

y

∫
1

u(z, s)dsdz.

Lemma 10.11. If u ∈ K12 is a fixed point of the operator 𝕊12 + λ𝕋12 then u is a solution of
the problem (10.70) and (10.71).

Proof. We have

u = 𝕊12u + λ𝕋12u ⇐⇒

u = (ψ(y) + u11(x, 1) − u11(0, 1) + μ
x

∫
0

y

∫
1

g(z, s, u(z, s))dsdz) + λ
x

∫
0

y

∫
1

u(z, s)dsdz.

Differentiating the above equality in x and y we obtain

uxy = λu(x, y) + μg(x, y, u(x, y)),

i. e., u(x, y) satisfies equation (10.70).
After we put x = 0 in the equality

u(x, y) = (ψ(y) + u11(x, 1) − u11(0, 1) + μ
x

∫
0

y

∫
1

g(z, s, u(z, s))dsdz)

+ λ
x

∫
0

y

∫
1

u(z, s)dsdz,

(10.73)

we obtain u(0, y) = ψ(y) for every y ∈ [1, 2], and we put y = 1 in (10.73) and use ψ(1) =
u11(0, 1) to obtain u(x, 1) = u11(x, 1) for every x ∈ [0, 1]. Hence, u satisfies (10.71).

Lemma 10.12. The operator 𝕊12 : K12 󳨃󳨀→ E12 is a 1 − ϵ1 < 1-set contractive.

Lemma 10.13. The operator 𝕋12 : E12 󳨃󳨀→ E12 is an ϵ1-Lipschitz operator.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



366 | 10 Fixed-point theorems and applications

Lemma 10.14. Let λ1, μ1 and q12 satisfy (10.72) and let v ∈ K12 be fixed. Then for every
λ ∈ [0, λ1] and μ ∈ [0, μ1] we see that the equation

u = λ𝕋12u + 𝕊12v

has a solution u ∈ K12.

Proof. For u ∈ K, let

𝕋2u = λ𝕋
12u + 𝕊12v.

Then by (10.72) it follows

|𝕋2u| ≤ λ
󵄨󵄨󵄨󵄨𝕋

12u󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝕊

12v󵄨󵄨󵄨󵄨

≤ λϵ1

x

∫
0

y

∫
1

󵄨󵄨󵄨󵄨u(z, s)
󵄨󵄨󵄨󵄨dsdz + (1 − ϵ1)|v|

+ ϵ1(
󵄨󵄨󵄨󵄨ψ(y) + u

11(x, 1) − u11(0, 1)󵄨󵄨󵄨󵄨 + μ
x

∫
0

y

∫
1

󵄨󵄨󵄨󵄨g(z, s, u(z, s))
󵄨󵄨󵄨󵄨dsdz)

≤ λϵ1q12 + (1 − ϵ1)q12 + ϵ1(A
12 + μ|g([0, 1], [1, 2], [−q12, q12]|)

≤ λ1ϵ1q12 + (1 − ϵ1)q12 + ϵ1(A
12 + μ1|g([0, 1], [1, 2], [−q12, q12]|) ≤ q12.

Therefore 𝕋2 : K12 󳨃󳨀→ K12. Also, for u1, u2 ∈ K12 we have

|𝕋2u1 − 𝕋2u2| =
󵄨󵄨󵄨󵄨𝕋

12u1 − 𝕋
12u2
󵄨󵄨󵄨󵄨 ≤ ϵ1‖u1 − u2‖

and thus

‖𝕋2u1 − 𝕋2u2‖ ≤ λ1ϵ1A‖u1 − u2‖.

The choices of ϵ1 and λ1 imply that𝕋2 : K12 󳨃󳨀→ K12 is a contractive map. Consequently
there exists a unique u ∈ K12 so that 𝕋121 u = u.

Proposition 10.5. The Darboux problem (10.70) and (10.71) has a solution u12 ∈
C1([0, 1] × [0, 1]), u12xy exists and u12xy ∈ C([0, 1] × [0, 1]), for every λ ∈ [0, λ1] and ev-
ery μ ∈ [0, μ1], where μ1 are determined in (10.72) or (10.65) above. Furthermore,

ũ11(x, y) = {
u11(x, y), x, y ∈ [0, 1],
u12(x, y), x ∈ [0, 1], y ∈ [1, 2],

(10.74)

is a solution of the Darboux problem

uxy = λu(x, y) + μg(x, y, u(x, y)), x ∈ [0, 1], y ∈ [0, 2], (10.75)
u(0, y) = ψ(y), u(x,0) = ϕ(x), x ∈ [0, 1], y ∈ [0, 2], (10.76)

for which ũ11 ∈ C1([0, 1] × [0, 2]), ũ11xy exists and ũ
11
xy ∈ C([0, 1] × [0, 2]).
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Proof. In view of Lemmas 10.11–10.14 and Theorem 3.1, for every λ ∈ [0, λ1] and μ ∈
[0, μ1] the problem (10.70), (10.71) has a solution u12 ∈ K11. Then u12 satisfies (10.73),
and therefore u12 ∈ C1([0, 1] × [1, 2]), u12xy exists and u

12
xy ∈ C([0, 1] × [1, 2]).

From (10.71) it follows that

u11(x, 1) = u12(x, 1), u11x (x, 1) = u
12
x (x, 1) ∀x ∈ [0, 1].

This, coupled with (10.70), gives

u11xy(x, 1) = u
12
xy(x, 1) ∀x ∈ [0, 1].

Thus, one can easily see that ũ11 defined in (10.74) solves the Darboux problem (10.75)
and (10.76).

Now, we will prove that the problem

uxy(x, y) = λg(x, y, u(x, y)) + μu(x, y), x ∈ [0, 1], y ∈ [2, 3], (10.77)

u(x, 2) = u12(x, 2), u(0, y) = ψ(y), x ∈ [0, 1], y ∈ [2, 3], (10.78)

has a solution u ∈ C1([0, 1] × [2, 3]), uxy exists and uxy ∈ C([0, 1] × [2, 3]), for every
λ ∈ [0, λ1] and every μ ∈ [0, μ1]. λ1 and μ1 are as above.

Evidently we have

u(0, 2) = u12(0, 2) = ψ(2).

For A13 = max[0,1]×[2,3] |ψ(y) + u12(x, 2) − u12(0, 2)| ≥ 0, thanks to (10.65), we can choose
a q13 > R0 so that

A13 + μ1
󵄨󵄨󵄨󵄨g([0, 1], [2, 3], [−q13, q13])

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)q13,

Thenwe letE13 = C([0, 1]×[2, 3]),K13 = {u ∈ E13 : |u| ≤ q13 in [0, 1]×[2, 3]}, endowed
with the maximum norm. Performing a similar analysis to above, one obtains a fixed
point u13 of 𝕊13 + λ𝕋13 in K13 for every λ ∈ [0, λ1] and every μ ∈ [0, μ1], which is a
solution of (10.77) and (10.78). Here

𝕊13u = (1 − ϵ1)u + ϵ1(ψ(y) + u
12(x, 2) − u12(0, 2) + μ

x

∫
0

y

∫
2

g(z, s, u(z, s))dsdz),

𝕋13u = ϵ1

x

∫
0

y

∫
2

u(z, s)dsdz.

By (10.78), this solution u13 fulfills

u13(x, 2) = u12(x, 2), u13x (x, 2) = u
12
x (x, 2) ∀x ∈ [0, 1],
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and so from (10.77) it follows

u13xy(x, 2) = u
12
xy(x, 2) ∀x ∈ [0, 1].

Therefore

ũ12(x, y) =
{{{
{{{
{

u11(x, y), x, y ∈ [0, 1],
u12(x, y), x ∈ [0, 1], y ∈ [1, 2],
u13(x, y), x ∈ [0, 1], y ∈ [2, 3],

is a solution of the problem

uxy = λu(x, y) + μg(x, y, u(x, y)), x ∈ [0, 1], y ∈ [0, 3],
u(0, y) = ψ(y), u(x,0) = ϕ(x), x ∈ [0, 1], y ∈ [0, 3],

for which ũ12 ∈ C1([0, 1] × [0, 3]), ũ12xy exists and ũ
12
xy ∈ C([0, 1] × [0, 3]).

Continuing the above process, we obtain the following proposition.

Proposition 10.6. The solution

ũ1(x, y) =

{{{{{{
{{{{{{
{

u11(x, y), x, y ∈ [0, 1],
u12(x, y), x ∈ [0, 1], y ∈ [1, 2],
u13(x, y), x ∈ [0, 1], y ∈ [2, 3],
⋅ ⋅ ⋅

is a solution of the problem

uxy = λu(x, y) + μg(x, y, u(x, y)), x ∈ [0, 1], y ∈ [0,∞),
u(0, y) = ψ(y), u(x,0) = ϕ(x), x ∈ [0, 1], y ∈ [0,∞),

for which ũ1 ∈ C1([0, 1]×[0,∞)), ũ1xy exists and ũ
1
xy ∈ C([0, 1]×[0,∞)) for every λ ∈ [0, λ1]

and μ ∈ [0, μ1], where μ1 are determined in (10.68) or (10.65) above.

Now we will prove that the problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [1, 2], y ∈ [0, 1], (10.79)

u(x,0) = ϕ(x), u(1, y) = u11(1, y), x ∈ [1, 2], y ∈ [0, 1], (10.80)

has a solution u ∈ C1([1, 2] × [0, 1]), uxy exists and uxy ∈ C([1, 2] × [0, 1]), for every
λ ∈ [0, λ1] and every μ ∈ [0, μ1], where λ1 and μ1 are as above.

To see this, for A21 = max[1,2]×[0,1] |u11(1, y) +ϕ(x) −ϕ(1)| ≥ 0, thanks to (10.65), one
can select a q21 > R0 so that

A21 + μ1
󵄨󵄨󵄨󵄨g([1, 2], [0, 1], [−q21, q21])

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)q21.
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We let E21 = C([1, 2] × [0, 1]), K21 = {u ∈ E21 : |u| ≤ q21 in [1, 2] × [0, 1]}, endowed
with the maximum norm.

Since u11(1,0) = ϕ(1), the problem (10.79) and (10.80) is addressed by seeking a
fixed point of the sum 𝕊21 + λ𝕋21 in K21, where

𝕊21u = (1 − ϵ1)u + ϵ1(u
11(1, y) + ϕ(x) − ϕ(1) + μ

x

∫
1

y

∫
0

g(z, s, u(z, s))dsdz),

𝕋21u = ϵ1

x

∫
1

y

∫
0

u(z, s)dsdz.

Lemma 10.15. If u ∈ K21 is a fixed point of the operator 𝕊21 + λ𝕋21 then u is a solution of
the problem (10.79) and (10.80).

Proof. One has

u = 𝕊21u + λ𝕋21u ⇐⇒

u = (u11(1, y) + ϕ(x) − ϕ(1) + μ
x

∫
1

y

∫
0

g(z, s, u(z, s))dsdz) + λ
x

∫
1

y

∫
0

u(z, s)dsdz.

Differentiation of the previous equality in x and y shows

uxy = λu(x, y) + μg(x, y, u(x, y)),

i. e., u(x, y) satisfies equation (10.79).
After we put x = 1 in the equality

u(x, y) = (u11(1, y) + ϕ(x) − ϕ(1) + μ
x

∫
1

y

∫
0

g(z, s, u(z, s))dsdz)

+ λ
x

∫
1

y

∫
0

u(z, s)dsdz,

(10.81)

we obtain u(1, y) = u11(1, y) for every y ∈ [0, 1], and we put y = 0 in (10.81) and use
u11(1,0) = ϕ(1) to see that u(x,0) = ϕ(x) for every x ∈ [1, 2]. Hence u satisfies (10.80).

Lemma 10.16. The operator 𝕊21 : K21 󳨃󳨀→ E21 is a 1 − ϵ1 < 1-set contractive.

Lemma 10.17. The operator 𝕋21 : E21 󳨃󳨀→ E21 is ϵ1-Lipschitz operator.

Lemma 10.18. Let λ1, μ1 and q21 satisfy (10.81) and let v ∈ K12 be fixed. Then for every
λ ∈ [0, λ1] and μ ∈ [0, μ1] we see that the equation

u = λ𝕋21u + 𝕊21v

has a solution u ∈ K21.
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Proof. Let

𝕋211 u = λ𝕋
21u + 𝕊21v

for u ∈ K. From (10.81) we have

󵄨󵄨󵄨󵄨𝕋
21
1 u
󵄨󵄨󵄨󵄨 ≤ λϵ1

x

∫
1

y

∫
0

󵄨󵄨󵄨󵄨u(z, s)
󵄨󵄨󵄨󵄨dsdz + (1 − ϵ1)|v|

+ ϵ1(
󵄨󵄨󵄨󵄨u
11(1, y) + ϕ(x) − ϕ(1)󵄨󵄨󵄨󵄨 + μ

x

∫
1

y

∫
0

󵄨󵄨󵄨󵄨g(z, s, u(z, s))
󵄨󵄨󵄨󵄨dsdz)

≤ λϵ1q21 + (1 − ϵ1)q21 + ϵ1(A
21 + μ󵄨󵄨󵄨󵄨g([1, 2], [0, 1], [−q21, q21])

󵄨󵄨󵄨󵄨)

≤ λ1ϵ1q21 + (1 − ϵ1)q21 + ϵ1(A
21 + μ1
󵄨󵄨󵄨󵄨g([1, 2], [0, 1], [−q21, q21])

󵄨󵄨󵄨󵄨) ≤ q21.

This shows 𝕋211 : K
21 󳨃󳨀→ K21. Also, for u1, u2 ∈ K21 we have

󵄩󵄩󵄩󵄩𝕋
21
1 u1 − 𝕋

21
1 u2
󵄩󵄩󵄩󵄩 ≤ λ1ϵ1‖u1 − u2‖

and thus 𝕋211 : K
21 󳨃󳨀→ K21 is a contractive map. Consequently there exists a unique

u ∈ K21 so that 𝕋211 u = u.

Proposition 10.7. The Darboux problem (10.79) and (10.80) has a solution u21 ∈
C1([1, 2] × [0, 1]), u21xy exists and u21xy ∈ C([1, 2] × [0, 1]) for every λ ∈ [0, λ1] and every
μ ∈ [0, μ1].

Proof. Applying Lemmas 10.14–10.18 and Theorem 3.1, we know that λT +S has a fixed
point u21 ∈ K21 for every λ ∈ [0, λ1] and μ ∈ [0, μ1], which is a solution of the problem
(10.79) and (10.80). Since u21 satisfies (10.81), u21 ∈ C1([1, 2] × [0, 1]), and there exists
u21xy and u

21
xy ∈ C([1, 2] × [0, 1]).

From (10.79) it follows that

u11(1, y) = u21(1, y), u11y (1, y) = u
21
y (1, y) ∀y ∈ [0, 1],

from this and from (10.79) it follows that

u11xy(1, y) = u
21
xy(1, y) ∀y ∈ [0, 1].

Now we will prove that the problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [1, 2], y ∈ [1, 2], (10.82)

u(x, 1) = u21(x, 1), u(1, y) = u12(1, y), x ∈ [1, 2], y ∈ [1, 2], (10.83)

has a solution u22 ∈ 𝒞1([1, 2] × [1, 2]), u22xy exists and u22xy ∈ C([1, 2] × [1, 2]), for every
λ ∈ [0, λ1] and every μ ∈ [0, μ1]. λ1 and μ1 are as above.
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To this end, for A22 = max[1,2]×[1,2] |u12(1, y) + u21(x, 1) − u21(1, 1)| ≥ 0, due to (10.65),
we choose a q22 > R0 so that

A22 + μ1
󵄨󵄨󵄨󵄨g([1, 2], [1, 2], [−q22, q22])

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)q22. (10.84)

Thenwe let E22 = C([1, 2]×[1, 2]),K22 = {u ∈ E22 : |u| ≤ q22 in [1, 2]×[1, 2]}, endowed
with the maximum norm.

Since u21(1, 1) = u12(1, 1) = u11(1, 1), as above, the problem (10.82) and (10.83) is
addressed by looking for a fixed point of λ𝕋22 + 𝕊22 in K22, where

𝕊22u = (1 − ϵ1)u + ϵ1(u
12(1, y) + u21(x, 1) − u21(1, 1) + μ

x

∫
1

y

∫
1

g(z, s, u(z, s))dsdz),

𝕋22u = ϵ1

x

∫
1

y

∫
1

u(z, s)dsdz.

By (10.83) this solution u22 satisfies

u12(1, y) = u22(1, y), u12y (1, y) = u
22
y (1, y), ∀y ∈ [1, 2],

from which with (10.84) it follows that

u12xy(1, y) = u
22
xy(1, y), ∀y ∈ [1, 2],

and

u22(x, 1) = u21(x, 1), u22x (x, 1) = u
21
x (x, 1), ∀x ∈ [1, 2].

Then by equation (10.83)

u22xy(x, 1) = u
21
xy(x, 1) ∀x ∈ [1, 2].

In this way, we construct a solution

ũ22 = {
u21(x, y), x ∈ [1, 2], y ∈ [0, 1],
u22(x, y), x, y ∈ [1, 2],

of the problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [1, 2], y ∈ [0, 2],
u(x,0) = ϕ(x), u(1, y) = ũ1(1, y), x ∈ [1, 2], y ∈ [0, 2].

Moreover, ũ22 ∈ C1([1, 2] × [0, 2]), ũ22xy exists and ũ
22
xy ∈ C([1, 2] × [0, 2]).
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Inductively, the function

ũ2 =

{{{{{{
{{{{{{
{

u21(x, y), x ∈ [1, 2], y ∈ [0, 1],
u22(x, y), x, y ∈ [1, 2],
u23(x, y), x ∈ [1, 2], y ∈ [2, 3],
⋅ ⋅ ⋅

is a solution of the problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [1, 2], y ≥ 0,

u(x,0) = ϕ(x), u(1, y) = ũ1(1, y), x ∈ [1, 2], y ≥ 0,

for which ũ2 ∈ C1([1, 2] × [0,∞)), there exists ũ2xy and ũ
2
xy ∈ C([1, 2] × [0,∞)).

Repeating the process again and again, we obtain a solution to our original prob-
lem (10.61) and (10.62).

Proposition 10.8. The function

ũ(x, y) =
{{{
{{{
{

ũ1(x, y), x ∈ [0, 1], y ≥ 0,
ũ2(x, y), x ∈ [1, 2], y ≥ 0,
⋅ ⋅ ⋅

is a solution of the problem (10.61) and (10.62) for which ũ ∈ C1([0,∞) × [0,∞)), there
exists ũxy and ũxy ∈ C([0,∞) × [0,∞)).

Remark 10.16. For the solution um+1,n+1,m ≥ 1, n ≥ 1, we see that it solves the problem

uxy(x, y) = λu(x, y) + μg(x, y, u(x, y)), x ∈ [m,m + 1], y ∈ [n, n + 1],

u(m, y) = um,n+1(m, y), u(x, n) = um+1,n(x, n), x ∈ [m,m + 1], y ∈ [n, n + 1],

Em+1,n+1 = C([m,m + 1] × [n, n + 1]), Km+1,n+1 = {u ∈ Em+1,n+1 : |u| ≤ qm+1,n+1 in ∈
[m,m + 1] × [n, n + 1]}, endowed with the maximum norm. We note that Em+1,n+1 is a
completely normed space, Km+1,n+1 is a closed, bounded, convex subset of Em+1,n+1,
qm+1,n+1 is determined by

Am+1,n+1 + μ1
󵄨󵄨󵄨󵄨g([m,m + 1], [n, n + 1], [−qm+1,n+1, qm+1,n+1])

󵄨󵄨󵄨󵄨 ≤ (1 − λ1)qm+1,n+1

where

Am+1,n+1 = max
(x,y)∈[m,m+1]×[n,n+1]

󵄨󵄨󵄨󵄨u
m,n+1(m, y) + um+1,n(x, n) − um+1,n(m, n)󵄨󵄨󵄨󵄨.
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The solution is a fixed point of λ𝕋m+1,n+1 + 𝕊m+1,n+1 in Km+1,n+1 for every λ ∈ [0, λ1] and
every μ ∈ [0, μ1], where

𝕊m+1,n+1u = (1 − ϵ1)u

+ ϵ1(u
m,n+1(m, y) + um+1,n(x, n) − um+1,n(m, n) + μ

x

∫
m

y

∫
n

g(z, s, u(z, s))dsdz),

𝕋m+1,n+1u = ϵ1

x

∫
m

y

∫
n

u(z, s)dsdz.
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A Sets and mappings

A.1 Union and intersection of sets

A set is a collection of distinct objects, considered as an object in its own right. The
objects that make up a set (also known as the set’s elements or members) can be any-
thing: numbers, people, letters of the alphabet, other sets, and so on. Sets are conven-
tionally denoted by capital letters. For a set A, the membership of the element x in A
is denoted by x ∈ A, and the nonmembership of x in A is denoted by x ∉ A. We will
call a member of the set A a point of A. Two sets are the same if they have the same
memberships. Let A and B be two sets. We say that A is a subset of the set B if each
member of A is a member of the set B. We denote this by A ⊆ B. Also, we say that the
set A is contained in the set B or the set B contains the set A. A subset A of the set B is
called a proper subset of the set B if A ̸= B. We will write A ⊂ B. The union of the sets
A and B is the set

A ∪ B = {x : x ∈ A or x ∈ B}.

The intersection of the sets A and B is the set

A ∩ B = {x : x ∈ A and x ∈ B}.

The complement of the set A in the set B is the set

B \ A = {x : x ∈ B and x ∉ A}.

The set that has no elements is said to be the empty set and it will be denoted by 0. A
set that is not equal to the empty set is called nonempty. A set that has a single element
is called a singleton set. For a given setA, the set of all subsets ofA is denoted by𝒫(A)
or 2A and it is called the power set of A. We will use often the words “collection” and
“family” as synonymous to the word “set”. Letℱ be a collection of sets. We define the
union ofℱ , denoted by⋃A∈ℱ A, to be the set of points that belong to at least one of the
sets in ℱ . We define the intersection of ℱ , denoted by ⋂A∈ℱ A, to be the set of points
that belong to every set in ℱ . The collection of sets ℱ is said to be disjoint provided
the intersection of any two sets in ℱ is empty.

Theorem A.1 (De Morgan’s identities). Let X be a set and ℱ be a family of sets. Then

X \ ( ⋃
A∈ℱ

A) = ⋂
A∈ℱ
(X \ A) (A.1)

and

X \ ( ⋂
A∈ℱ

A) = ⋃
A∈ℱ
(X \ A). (A.2)

https://doi.org/10.1515/9783110657722-011
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Proof. Let x ∈ X \ (⋃A∈ℱ A) be arbitrarily chosen. Then x ∈ X and x ∉ ⋃A∈ℱ A. Hence,
x ∈ X and x ∉ A for any A ∈ ℱ . Therefore x ∈ X \A for any A ∈ ℱ and x ∈ ⋂A∈ℱ (X \A).
Because x ∈ X \ (⋃A∈ℱ A) was arbitrarily chosen and we see that it is an element of
⋂A∈ℱ (X \ A), we conclude that

X \ ( ⋃
A∈ℱ

A) ⊆ ⋂
A∈ℱ
(X \ A). (A.3)

Let x ∈ ⋂A∈ℱ (X \ A) be arbitrarily chosen. Then x ∈ X \ A for any A ∈ ℱ . Hence,
x ∈ X and x ∉ A for any A ∈ ℱ . Therefore x ∉ ⋃A∈ℱ A and x ∈ X \ (⋃A∈ℱ A). Because
x ∈ ⋂A∈ℱ (X\A)was arbitrarily chosen andwe see that it is an element ofX\(⋃A∈ℱ A),
we conclude that

⋂
A∈ℱ
(X \ A) ⊆ X \ ( ⋃

A∈ℱ
A).

From the previous relation and from (A.3), we get equation (A.1). Now we will prove
equation (A.2). Let x ∈ X \ (⋂A∈ℱ A) be arbitrarily chosen. Then x ∈ X and x ∉ ⋂A∈ℱ A.
Hence, there is A ∈ ℱ such that x ∉ A. From this, x ∈ X \ A and x ∈ ⋃A∈ℱ (X \ A).
Because x ∈ X \ (⋂A∈ℱ A) was arbitrarily chosen and we see that it is an element of
⋃A∈ℱ (X \ A), we obtain the relation

X \ ( ⋂
A∈ℱ

A) ⊆ ⋃
A∈ℱ
(X \ A). (A.4)

Let x ∈ ⋃A∈ℱ (X \ A) be arbitrarily chosen. Then, there is A ∈ ℱ such that x ∈ X \ A.
Hence, x ∈ X and x ∉ A. Therefore x ∈ X and x ∉ ⋂A∈ℱ A. From this, x ∈ X \ (⋂A∈ℱ A).
Since x ∈ ⋃A∈ℱ (X \ A) was arbitrarily chosen and we see that it is an element of X \
(⋂A∈ℱ A), we conclude that

⋃
A∈ℱ
(X \ A) ⊆ X \ ( ⋂

A∈ℱ
A).

From the previous relation and from (A.4), we obtain equation (A.2). This completes
the proof.

For a set Λ, assume that for each λ ∈ Λ, a set Eλ is defined. Let ℱ be the collection
of sets Eλ, λ ∈ Λ. We write ℱ = {Eλ}λ∈Λ and we will say that this is an indexing or
parametrization of ℱ by the index set or the parameter set Λ.

A.2 Mappings between sets

Let A and B be two sets. A mapping or a function from A into B is a correspondence
that assigns to each member of A a member of B. If B is a set of real numbers, we will
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use the word “function”. We denote a mapping by f : A 󳨃󳨀→ B and, for each x ∈ A, we
denote by f (x) the member of B to which x is assigned. The set f (A) = {f (a) : a ∈ A}
is called the image of A under f . The set A is called the domain of f and the set f (A)
is called the image or range of f . If f (A) = B, then the mapping f is said to be onto.
If for each member b of f (A) there is exactly one member a of A for which b = f (a),
the mapping f is said to be one-to-one. A mapping f : A 󳨃󳨀→ B that is one-to-one
and onto is said to be invertible. Let f : A 󳨃󳨀→ B be invertible. Then for each b ∈ B
there is exactly one member a ∈ A for which f (a) = b and it is denoted by f −1(b). This
assignment defines themapping f −1 : B 󳨃󳨀→ A and it is called the inverse of f . Two sets
A and B are said to be equipotent provided there is an invertible mapping from A and
B. Consider the sets A, B, C and D, and the mappings f : A 󳨃󳨀→ B and g : C 󳨃󳨀→ D such
that f (A) ⊆ C. Then the composition g ∘ f : A 󳨃󳨀→ D is defined by (g ∘ f )(x) = g(f (x))
for each x ∈ A. For a set A, we define the identity mapping Id : A 󳨃󳨀→ A as follows:
Id(x) = x for each x ∈ A. Sometimes we will denote it by IdA.

Theorem A.2. A mapping f : A 󳨃󳨀→ B is invertible if and only if there is a mapping
g : B 󳨃󳨀→ A for which

g ∘ f = IdA and f ∘ g = IdB. (A.5)

Proof.
1. Let f : A 󳨃󳨀→ B be invertible. Then f is one-to-one and onto. Define the mapping

g : B 󳨃󳨀→ A by

g(b) = a if f (a) = b.

Then

f ∘ g(b) = f (g(b)) = f (a) = b,

i. e.,

f ∘ g = IdB.

Also,

g ∘ f (a) = g(f (a)) = g(b) = a,

i. e.,

g ∘ f = IdA.

2. Let there be a mapping g : B 󳨃󳨀→ A such that (A.5) holds. Let b ∈ B be arbitrarily
chosen. Then g(b) ∈ A and f (g(b)) = b. Since b ∈ B was arbitrarily chosen, we
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conclude that f : A 󳨃󳨀→ B is onto. Let now b ∈ f (A) be arbitrarily chosen. Assume
that there are a1, a2 ∈ A such that

b = f (a1) and b = f (a2).

Then

g(b) = g(f (a1)) = a1,
g(b) = g(f (a2)) = a2.

Hence, a1 = a2. Consequently f : A 󳨃󳨀→ B is one-to-one. This completes the
proof.

Let f : A 󳨃󳨀→ B. For a set E we define the set

f −1(E) = {a ∈ A : f (a) ∈ E}.

Theorem A.3. Let f : A 󳨃󳨀→ B. Then for any sets E1 and E2 we have

f −1(E1 ∪ E2) = f
−1(E1) ∪ f

−1(E2), (A.6)

f −1(E1 ∩ E2) = f
−1(E1) ∩ f

−1(E2), (A.7)

f −1(E1 \ E2) = f
−1(E1) \ f

−1(E2). (A.8)

Proof.
1. We will prove (A.6). Let x ∈ f −1(E1 ∪ E2) be arbitrarily chosen. Then f (x) ∈ E1 ∪ E2.

Hence, f (x) ∈ E1 or f (x) ∈ E2. Therefore x ∈ f −1(E1) or x ∈ f −1(E2). From this,
x ∈ f −1(E1) ∪ f −1(E2). Because x ∈ f −1(E1 ∪ E2) was arbitrarily chosen and we see
that it is an element of f −1(E1) ∪ f −1(E2), we get the relation

f −1(E1 ∪ E2) ⊆ f
−1(E1) ∪ f

−1(E2). (A.9)

Let x ∈ f −1(E1) ∪ f −1(E2) be arbitrarily chosen. Then x ∈ f −1(E1) or x ∈ f −1(E2).
Hence, f (x) ∈ E1 or f (x) ∈ E2. Therefore f (x) ∈ E1∪E2 and from this x ∈ f −1(E1∪E2).
Since x ∈ f −1(E1) ∪ f −1(E2) was arbitrarily chosen and we see that it is an element
of f −1(E1 ∪ E2), we obtain the relation

f −1(E1) ∪ f
−1(E2) ⊆ f

−1(E1 ∪ E2).

From the previous relation and from (A.9), we get equation (A.6).
2. Now we will prove (A.7). Let x ∈ f −1(E1 ∩ E2) be arbitrarily chosen. Then f (x) ∈

E1 ∩ E2. Hence, f (x) ∈ E1 and f (x) ∈ E2. From this, x ∈ f −1(E1) and x ∈ f −1(E2).
Consequently x ∈ f −1(E1) ∩ f −1(E2). Since x ∈ f −1(E1 ∩ E2) was arbitrarily chosen
and we see that it is an element of the set
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f −1(E1) ∩ f −1(E2), we obtain the relation

f −1(E1 ∩ E2) ⊆ f
−1(E1) ∩ f

−1(E2). (A.10)

Let x ∈ f −1(E1) ∩ f −1(E2) be arbitrarily chosen. Then x ∈ f −1(E1) and x ∈ f −1(E2).
Hence, f (x) ∈ E1 and f (x) ∈ E2. Therefore f (x) ∈ E1 ∩ E2. Consequently x ∈
f −1(E1 ∩ E2). Because x ∈ f −1(E1) ∩ f −1(E2) was arbitrarily chosen and we see that
it is an element of the set f −1(E1 ∩ E2), we get the relation

f −1(E1) ∩ f
−1(E2) ⊆ f

−1(E1 ∩ E2).

From the previous relation and from (A.10), we obtain equation (A.7).
3. Now we will prove equation (A.8). Let x ∈ f −1(E1 \ E2) is arbitrarily chosen. Then

f (x) ∈ E1 \E2. Hence, f (x) ∈ E1 and f (x) ∉ E2. Therefore x ∈ f −1(E1) and x ∉ f −1(E2).
Consequently x ∈ f −1(E1) \ f −1(E2). Because x ∈ f −1(E1 \ E2)was arbitrarily chosen
and we see that it is an element of the set f −1(E1) \ f −1(E2), we get the relation

f −1(E1 \ E2) ⊆ f
−1(E1) \ f

−1(E2). (A.11)

Let x ∈ f −1(E1) \ f −1(E2) is arbitrarily chosen. Then x ∈ f −1(E1) and x ∉ f −1(E2).
Hence, f (x) ∈ E1 and f (x) ∉ E2. From this, f (x) ∈ E1 \ E2 and x ∈ f −1(E1 \ E2).
Since x ∈ f −1(E1) \ f −1(E2) was arbitrarily chosen and we see that it is an element
of f −1(E1 \ E2), we obtain the relation

f −1(E1) \ f
−1(E2) ⊆ f

−1(E1 \ E2).

From the previous relation and from (A.11), we obtain equation (A.8). This com-
pletes the proof.

For a mapping f : A 󳨃󳨀→ B and A1 ⊆ A, the restriction of f to A1, denoted by f |A1
, is

the mapping from A1 to B which assigns f (x) to each x ∈ A1.
The sets A and B are said to be equipotent provided there is an invertible map-

ping from A to B. Sets which are equipotent are, from the set-theoretic point of view,
indistinguishable.

A.3 Countable and uncountable sets

A set A is said to be finite provided either it is empty or there is a natural number n for
which A is equipotent to the set {1, . . . , n}. We say that A is countably infinite provided
A is equipotent to the setN of natural numbers. A set that is finite or countably infinite
is said to be countable. A set that is not countable is called uncountable.

Theorem A.4. A subset of a countable set is countable.

 EBSCOhost - printed on 2/10/2023 3:54 PM via . All use subject to https://www.ebsco.com/terms-of-use



380 | A Sets and mappings

Proof. Let B be a countable set and A be a nonempty subset of B.
1. Suppose that B is finite. Assume that there is a natural number n such that B and
{1, . . . , n} are equipotent. Let f be a one-to-one correspondence between B and
{1, . . . , n}. Let g(1) be the first natural number l, l ∈ {1, . . . , n}, for which f (l) ∈ A. If
A = {f (g(1))}, then f ∘ g is a one-to-one correspondence between {1} and A. Oth-
erwise, we define g(2) to be the first natural number l, l ∈ {1, . . . , n}, such that
f (l) ∈ A \ {f (g(1))}. This inductive selective process terminates after at most N se-
lections, N ≤ n. Therefore f ∘ g is a one-to-one correspondence between {1, . . . ,N}
and A. Therefore A is finite.

2. LetBbe countably infinite. Assume that f is a one-to-one correspondencebetween
N and B. Define g(1) to be the first natural number l for which f (l) ∈ A. Arguing
as in the first case, if this selection terminates, then A is finite. Otherwise, this
selection process does not terminate and g is properly defined on all of N. Note
that f ∘ g is a one-to-one correspondence between N and a subset of A. Observe
that g(l) ≥ l for all l ∈ N. For each x ∈ A, there is some natural number k such
that x = f (k). Hence, x ∈ {f (g(1)), . . . , f (g(k))}. Thus the image of f ∘ g is A and A is
countably infinite. This completes the proof.

Exercise A.1. Prove that the set Q of the rational numbers is countably infinite.

Exercise A.2. Prove that the union of a countable collection of countable sets is count-
able.

A set O of real numbers is called open provided for each x ∈ O, there is an r > 0
for which (x − r, x + r) is contained in O.

Theorem A.5. The intersection of any finite collection of open sets is an open set.

Proof. Let O1, . . ., Ok be open sets and

O =
k
⋂
l=1

Ol.

We take x ∈ O arbitrarily. Then x ∈ Ol for any l ∈ {1, . . . , k}. Because Ol, l ∈ {1, . . . , k},
are open sets, there are rl > 0, l ∈ {1, . . . , k}, such that

(x − rl, x + rl) ⊂ Ol.

Let

r = min
l∈{1,...,k}

rl.

Then

(x − r, x + r) ⊂ O.

This completes the proof.
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Exercise A.3. Prove that the union of any collection of open sets is an open set.

Theorem A.6. Every nonempty open set is the disjoint union of a countable collection of
open intervals.

Proof. Let O be a nonempty open subset of R and x ∈ O. There are y and z such that
y > x and z < x, and

(x, y) ⊂ O, (z, x) ⊂ O.

Define

ax = inf{z : (z, x) ⊂ O}, bx = sup{y : (x, y) ⊂ O}.

We set

Ix = (ax , bx).

Then Ix is an open set that contains x. We will prove that

Ix ⊂ O, ax ∉ O, bx ∉ O. (A.12)

Let w ∈ Ix, say x < w < bx. By the definition of bx, it follows that there is a number y
such that w ∈ (x, y) and (x, y) ⊂ O. Then w ∈ O. Since w ∈ Ix was arbitrarily chosen
and we see that it is an element of O, we conclude that Ix ⊂ O. Assume that bx ∈ O.
Then there is an r > 0 such that (bx − r, bx + r) ⊂ O. Thus (x, bx + r) ⊂ O, which is a
contradiction. Therefore bx ∉ O. As above, we see that ax ∉ O. Consider the collection
of open intervals {Ix}x∈O. Since x ∈ O is a member of Ix and each Ix is contained in O,
we conclude that

O = ⋃
x∈O

Ix .

By (A.12), it follows that {Ix}x∈O is disjoint. Because each of the intervals Ix contains a
rational number, there is a one-to-one correspondence between {Ix}x∈O and a subset
of the set of the rational numbers. Therefore {Ix}x∈O is a countable disjoint collection
of open intervals. This completes the proof.

A set of real numbers is called closed if its complement in R is open.

Exercise A.4. Prove that the union of any finite collection of closed sets is closed.

Exercise A.5. Prove that the intersection of any collection of closed sets is closed.

A collection {Eλ}λ∈Λ is said to be a cover of the set E if E ⊆ ⋃λ∈Λ Eλ. If each of the
sets Eλ, λ ∈ Λ, is open, we say that {Eλ}λ∈Λ is an open cover of the set E. If each of the
sets Eλ, λ ∈ Λ, is closed, we say that {Eλ}λ∈Λ is a closed cover of the set E. A nonempty
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set of real numbers is said to be bounded above if there is a real number b such that
x ≤ b for any x ∈ E. The real number b is called upper bound of E. A nonempty set of
real numbers E is said to be bounded below if there is a real number a such that x ≥ a
for any x ∈ E. The real number a is called the lower bound of the set E. A nonempty
set E of real numbers is said to be bounded if it is bounded below and it is bounded
above.

Theorem A.7 (The Heine–Borel theorem). Let B be a closed and bounded set of real
numbers. Then every open cover of B has a finite subcover.

Proof.
1. Let B = [a, b] andℱ is an open cover of B. Define the set E to be the set of numbers

x ∈ [a, b] such that [a, x] can be covered by a finite number of the sets of ℱ . Since
a ∈ E, we see that the set E is nonempty. Also, E is a bounded above set by b.
Hence, E has a supremum. Let c = supE. Because c ∈ [a, b], there is an O ∈ ℱ
such that c ∈ O. Since O is open, there is an ϵ > 0 so that (c − ϵ, c + ϵ) ⊂ O. Note
that c − ϵ is not a supremum for E. Then there is an x ∈ E such that x > c − ϵ.
Since x ∈ E, there is a finite collection {O1, . . . ,Ok} of sets in ℱ that covers [a, x].
Consequently {O1, . . . ,Ok ,O} covers the interval [a, c + ϵ). If c < b, then c is not an
upper bound for E. Therefore c = b. Thus [a, b] can be covered by a finite number
of sets from ℱ .

2. Let B be any closed and bounded set and ℱ be an open cover of B. Since B is
bounded, it is contained in some interval [a, b]. Note thatO = R \B is an open set.
Letℱ∗ be the collection of open sets obtained by addingO toℱ . Sinceℱ covers B,
we see that ℱ∗ covers [a, b]. By the previous case, it follows that there is a finite
subcollection of ℱ∗ that covers [a, b] and hence B. By removing O from the finite
subcover ofB, ifO belongs to the finite subcover, we have a finite collection of sets
in ℱ that covers B. This completes the proof.

Theorem A.8 (The nested set theorem). Let {Fn}n∈N be a descending countable collec-
tion of nonempty closed sets of real numbers for which F1 is bounded. Then

∞
⋂
n=1

Fn ̸= 0.

Proof. Assume the contrary. Then for each real number x there is a natural number
n for which x ∉ Fn. Then x ∈ On = R \ Fn. Therefore R = ⋃

∞
n=1 On, i. e., {On}n∈N is

an open cover of R and hence also of F1. By the Heine–Borel theorem, it follows that
there is a natural number N for which F1 ⊆ ⋃

N
n=1 On. Because {Fn}n∈N is descending,

the collection {On}n∈N is ascending. Therefore

N
⋃
n=1

On = ON .
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Hence, F1 ⊆ R \ FN . This is a contradiction because FN ⊂ F1. This completes the proof.

A.4 Continuous real-valued functions on a real variable

Let f be a real-valued function defined on a set E of real numbers. We say that f is
continuous at x ∈ E if for each ϵ > 0 there is a δ > 0 for which

if x󸀠 ∈ E and 󵄨󵄨󵄨󵄨x
󸀠 − x󵄨󵄨󵄨󵄨 < δ, then 󵄨󵄨󵄨󵄨f (x

󸀠) − f (x)󵄨󵄨󵄨󵄨 < ϵ.

The function f is said to be continuous on E if it is continuous at each point in its
domain E.

Theorem A.9. Let f be a real-valued function defined on a set E of real numbers. Then
f is continuous on E if and only if for any open set O there is an open set U such that
f −1(O) = E ∩ U.

Proof.
1. Let there for any open set O exist an open set U such that f −1(O) = E ∩ U. We take

x ∈ E and ϵ > 0 arbitrarily. Because the interval

I = (f (x) − ϵ, f (x) + ϵ)

is an open set, there exists an open set U such that

f −1(I) = {x1 ∈ E : f (x) − ϵ < f (x1) < f (x) + ϵ} = E ∩ U.

Hence, x ∈ E∩U. SinceU is an open set, there is a δ > 0 such that (x−δ, x+δ) ⊆ U.
Thus, if x1 ∈ E1 and |x1 − x| < δ, then |f (x) − f (x1)| < ϵ. Therefore f is continuous at
x. Because x ∈ E was arbitrarily chosen, we conclude that f is continuous on E.

2. Let f be continuous on E. We take an open set O arbitrarily and x ∈ f −1(O). Then
f (x) ∈ O. Because O is open, there is an ϵ > 0 such that

(f (x) − ϵ, f (x) + ϵ) ⊆ O.

Because f is continuous at x, there is a δ > 0 such that if |x−x1| < δ, then f (x)−ϵ <
f (x1) < f (x) + ϵ. Define Ix = (x − δ, x + δ). Then f (E ∩ Ix) ⊆ O. Define

U = ⋃
x∈f −1(O) Ix .

Because Ix are open sets for any x ∈ f −1(O) and the union of open sets is open, we
see that U is an open set. Now we will prove that

E ∩ U = f −1(O). (A.13)
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Let y ∈ E ∩ U be arbitrarily chosen. Then y ∈ E and y ∈ U. Hence, there is an
x ∈ f −1(O) such that y ∈ Ix. Therefore y ∈ E ∩ Ix. From this, f (y) ∈ f (E ∩ Ix) ⊆ O.
Then y ∈ E and f (y) ∈ O. Consequently y ∈ f −1(O). Because y ∈ E∩Uwasarbitrarily
chosen and we see that it is an element of f −1(O), we obtain the relation

E ∩ U ⊆ f −1(O). (A.14)

Let now y ∈ f −1(O) be arbitrarily chosen. Then y ∈ E and f (y) ∈ O. Since y ∈ f −1(O),
it follows that y ∈ Iy and from this y ∈ U. Therefore y ∈ E ∩ U. Because y ∈ f −1(O)
was arbitrarily chosen and we see that it is an element of the set E∩U, we find the
relation

f −1(O) ⊆ E ∩ U.

From the previous relation and from equation (A.14), we obtain equation (A.13).
This completes the proof.
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B Functions of bounded variation
Definition B.1. Let f be a real-valued function on the closed bounded interval [a, b]
and P = {x0, . . . , xk} be a partition of [a, b], a = x0 < x1 < . . . < xk = b. Define the
variation of f with respect to P by

b
⋁
a
(f ,P) =

k
∑
l=1

󵄨󵄨󵄨󵄨f (xl) − f (xl−1)
󵄨󵄨󵄨󵄨

and the total variation of f on [a, b] by

b
⋁
a
(f ) = sup{

b
⋁
a
(f ,P) : P is a partition of [a, b]}.

Definition B.2. A real-valued function f on the closed bounded interval [a, b] is said
to be of bounded variation on [a, b] provided

b
⋁
a
(f ) < ∞.

Theorem B.1. Let f be a Lipschitz function on the closed bounded interval [a, b], i. e.,
there exists a constant L > 0 such that

󵄨󵄨󵄨󵄨f (x) − f (y)
󵄨󵄨󵄨󵄨 ≤ L|x − y|

for any x, y ∈ [a, b]. Then f is of bounded variation on [a.b].

Proof. For an arbitrary partition P = {x0, . . . , xk} of the interval [a, b], we have

b
⋁
a
(f ,P) =

k
∑
l=1

󵄨󵄨󵄨󵄨f (xl) − f (xl−1)
󵄨󵄨󵄨󵄨

≤ L
k
∑
l=1
(xl − xl−1)

= L(b − a).

Because P was arbitrarily chosen partition of the interval [a, b], we conclude that
⋁ba(f ) < ∞. This completes the proof.

Theorem B.2. Let f be amonotonic function on the closed bounded interval [a, b]. Then
f is of bounded variation on [a, b].

Proof. Let f be an increasing function on [a, b]. The case when f is a decreasing func-
tion on [a, b] we leave to the reader as an exercise. Take a partition P = {x0, . . . , xk} of
the interval [a, b]. Then

b
⋁
a
(f ,P) =

k
∑
l=1

󵄨󵄨󵄨󵄨f (xl) − f (xl−1)
󵄨󵄨󵄨󵄨 =

k
∑
l=1
(f (xl) − f (xl−1)) = f (b) − f (a).

https://doi.org/10.1515/9783110657722-012
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Because P was an arbitrarily chosen partition of [a, b], we conclude that ⋁ba(f ) < ∞.
This completes the proof.

Theorem B.3. Let [a, b] be a closed bounded interval and f be of bounded variation on
[a, b]. Then

c
⋁
a
(f ) ≤

b
⋁
a
(f )

for any c ∈ (a, b].

Proof. For any partition P of [a, c] we have
c
⋁
a
(f ,P) ≤

b
⋁
a
(f ).

Hence,
c
⋁
a
(f ) ≤

b
⋁
a
(f ).

This completes the proof.

Theorem B.4. Let f be a function of bounded variation on [a, b]. Then, for any c ∈ [a, b],
we have

b
⋁
a
(f ) =

c
⋁
a
(f ) +

b
⋁
c
(f ). (B.1)

Proof. LetP1 andP2 be arbitrary partitions of [a, c] and [c, b], respectively. ThenP1∪P2
is a partition of [a, b] and

b
⋁
a
(f ) ≥

b
⋁
a
(f ,P1 ∪ P2) =

c
⋁
a
(f ,P1) +

b
⋁
c
(f ,P2).

Hence,
b
⋁
a
(f ) ≥

c
⋁
a
(f ) +

b
⋁
c
(f ). (B.2)

Let P be a partition of [a, b] and P󸀠 be a refinement of P obtained by adjoining c to P.
Then

b
⋁
a
(f ,P) ≤

b
⋁
a
(f ,P󸀠) ≤

c
⋁
a
(f ) +

b
⋁
c
(f ).

Hence,
b
⋁
a
(f ) ≤

c
⋁
a
(f ) +

b
⋁
c
(f ).

From this and from (B.2), we get (B.1).
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Theorem B.5 (Jordan’s theorem). A function f is of bounded variation on the closed
bounded interval [a, b] if and only if it is difference of two increasing functions.

Proof.
1. Let f is of bounded variation on [a, b]. Using Theorem B.3, we see that⋁xa(f ) is an

increasing function on [a, b]. Let

g(x) = f (x) +
x
⋁
a
(f ), x ∈ [a, b].

Take x1, x2 ∈ [a, b] and x1 ≥ x2. Hence, using Theorem B.4, we get

f (x1) − f (x2) ≤
󵄨󵄨󵄨󵄨f (x1) − f (x2)

󵄨󵄨󵄨󵄨

≤
x1
⋁
x2
(f ) =

x1
⋁
a
(f ) −

x2
⋁
a
(f ),

whereupon

f (x2) +
x2
⋁
a
(f ) ≤ f (x1) +

x1
⋁
a
(f ),

i. e.,

g(x2) ≤ g(x1).

Consequently the function g is an increasing function on [a, b]. Hence,

f (x) = g(x) −
x
⋁
a
(f ), x ∈ [a, b].

2. Let

f (x) = f1(x) − f2(x), x ∈ [a, b],

where f1 and f2 are increasing functions on [a, b]. Then, for any partition P =
{x0, . . . , xk} of [a, b], we have

b
⋁
a
(f ,P) =

k
∑
l=1

󵄨󵄨󵄨󵄨f (xl) − f (xl−1)
󵄨󵄨󵄨󵄨

=
k
∑
l=1

󵄨󵄨󵄨󵄨f1(xl) − f1(xl−1) − (f2(xl) − f2(xl−1))
󵄨󵄨󵄨󵄨

≤
k
∑
l=1

󵄨󵄨󵄨󵄨f1(xl) − f1(xl−1)
󵄨󵄨󵄨󵄨 +

k
∑
l=1

󵄨󵄨󵄨󵄨f2(xl) − f2(xl−1)
󵄨󵄨󵄨󵄨

= f1(b) − f1(a) + f2(b) − f2(a) < ∞.

Consequently⋁ba(f ) < ∞. This completes the proof.
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