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Preface

This monograph is a comprehensive account of not necessarily commutative arith-
metical rings, examining structural andhomological properties ofmodules over arith-
metical rings and summarizing the interplay between arithmetical rings and other
rings. Modules with extension properties of submodule endomorphisms are also sys-
tematically studied in this book.

Graduate students and researchers interested in ring theory and module theory will
find this book particularly valuable. Containing numerous examples, Arithmetical
Rings and Endomorphisms is a largely self-contained and accessible introduction to
the topic, assuming a solid understanding of basic algebra.

The study is supported by the Russian Science Foundation, project no. 16-11-10013.

Key words: arithmetical ring, distributive module, flat module, localization by a max-
imal ideal, Bezout ring, Hermite ring, endomorphism-extendable module, automor-
phism-extendablemodule, automorphism-invariantmodule, injectivemodule, quasi-
injective module, strongly semiprime ring
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Introduction

This book consists of two parts. In Part I, “Arithmetical rings,” we systematically
study not necessarily commutative rings with distributive lattice of two-sided ideals.
In Part II, “Extension of automorphisms and endomorphisms,” we study modules
with the extension property of automorphisms and endomorphisms from submod-
ules to the whole module, and also characteristic submodules of their injective hulls.

The main content of the book

The main results of Section 1 “Saturated Ideals and Localizations” are Theorems 1A,
1B and 1C.

1A Theorem (Tuganbaev [172]). A right invariant ring A is arithmetical if and only if
for its maximal ideal M, all {A \ M}-saturated ideals of the ring A form a chain with
respect to inclusion.

1B Theorem (Jensen [98]). A commutative ring A is arithmetical if and only if for its
maximal idealM, the localization AM is a uniserial ring.

1C Theorem (Tuganbaev [157]). A right invariant ring A is an arithmetical semiprime
ring if and only if for its maximal idealM, the right localizationAM exists and is a right
uniserial domain.

Themain results of Section 2, “Finitely GeneratedModules andDiagonalizability,” are
Theorems 2A and 2B.

2A Theorem (Golod [77]). If A is a commutative ring, then A is arithmetical if and only
if B + r(X) = r(X/XB) for every finitely generated A-module X and each ideal B of the
ring A.

2B Theorem (Tuganbaev [187]). If A is a right invariant, diagonalizable¹ ring, then B+
r(X) = r(X/XB) for every finitely generated right A-module X and each ideal B of the
ring A.

The main results of Section 3 “Rings with flat and quasiprojective ideals” are the fol-
lowing Theorems 3A, 3B and 3C.

3A Theorem (Tuganbaev [157, 161, 182]). For an invariant semiprime ring A, the fol-
lowing conditions are equivalent.

1 The definition of a diagonalizable ring is given in 2.2.1.

https://doi.org/10.1515/9783110659825-202
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VIII | Introduction

1) A is an arithmetical ring.
2) Every submodule of any flat A-module is a flat module.
3) Every finitely generated ideal of the ring A is a quasiprojective right A-module.

3B Theorem (Jensen [98]). A commutative ring A is an arithmetical semiprime ring if
and only if every submodule of any flat A-module is a flat module.

3C Theorem (Tuganbaev [182]). If A is an invariant ring, then A is an arithmetical ring
if and only if every one of its finitely generated ideals is a quasiprojective right A-mod-
ule such that all endomorphisms can be extended to endomorphisms of the module
AA.

The main results of Section 4 “Hermite rings and Pierce stalks” are Theorems 4A and
4B.

4ATheorem (Tuganbaev [183]). IfA is a right PPBezout ringwithout noncentral idem-
potents, then A is a Hermite ring.

4B Theorem (Tuganbaev [183]). If A is a Bezout ring such that every Pierce stalk is a
serial ring, then A is a diagonalizable ring.

The main results of Section 5 “Bezout Rings, Krull dimension” are Theorems 5A, 5B
and 5C.

5A Theorem (Tuganbaev [183]). If A is a Bezout exchange ring without noncentral
idempotents, then A is a diagonalizable ring.

5B Theorem (Tuganbaev [187]). If A is a right invariant, a right Bezout, exchange ring,
then B + r(X) = r(X/XB) for every finitely generated right A-module X and each ideal
B of the ring A.

5C Theorem (Tuganbaev [188]). If A is a commutative arithmetical ring, then A has
the Krull dimension if and only if every factor ring of the ring A is finite-dimensional
and does not have idempotent proper essential ideals.

Themain results of Section 6 “Semi-ArtinianandNonsingular Modules” are Theorems
6A, 6B and 6C.

6A Theorem (Tuganbaev [184]). If M is a semi-Artinian² module, then M is an auto-
morphism-extendable module if and only ifM is an automorphism-invariantmodule.

6B Theorem (Tuganbaev [174]). If M is a module over an Artinian serial ring, then M
is an automorphism-extendable module if and only ifM is a quasi-injective module.

2 AmoduleM is said to be semi-Artinian if each of its nonzero factormodules has a simple submodule.
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Introduction | IX

6C Theorem (Tuganbaev [176]). Let M = T ⊕ U, where T is an injective module, U
is a nonsingular module, and Hom(T , U) = 0 for any submodule T of the module
T. The module M is automorphism-extendable if and only if U is an automorphism-
extendable module.

The main results of Section 7 “Modules over Strongly Prime and Strongly Semiprime
Rings” are Theorems 7A and 7B.

7A Theorem (Tuganbaev [179]). If A is a right strongly prime ring, then a right A-mod-
ule M is automorphism-invariant if and only if either M is a singular automorphism-
invariant module or M is an injective module.

7B Theorem (Tuganbaev [176]). If M is a right module over an invariant hereditary
domain A, then the following conditions are equivalent.
1) M is an automorphism-extendable (strongly automorphism-extendable) module.
2)M is an endomorphism-extendable (strongly endomorphism-extendable) module.
3) EitherM is a quasi-injective singular module orM is an injective module that is not
singular, or M = X ⊕ Y, where X is an injective singular module and the module Y is
isomorphic to a nonzero submodule in QA, where Q is a division ring of fractions of
the domain A.

The main results of Section 8 “Endomorphism-extendable Modules and Rings” are
Theorems 8A and 8B.

8A Theorem (Tuganbaev [167]). A ring A is a right endomorphism-extendable, right
nonsingular ring if and only if A = B×C, where B is a right injective regular ring, C is a
left invariant, reduced Baer ring and C is a right completely integrally closed subring
of its maximal right rings of fractions Q.

8B Theorem (Tuganbaev [162]). A ring A is a right (left) Noetherian ring such that all
cyclic right (left)modules are endomorphism-extendable if andonly ifA = A1×⋅ ⋅ ⋅×An,
where Ai is either a simple Artinian ring or a uniserial Artinian ring, or an invariant
hereditary Noetherian domain, i = 1, . . . , n.

The main results of Section 9 “Automorphism-invariant nonsingular modules and the
rings” are Theorems 9A, 9B, 9C, 9D.

9A Theorem (Tuganbaev [185]). Let A be a right strongly semiprime ring. If X is a right
A-module and there exists an essential right ideal B of the ring A such that X is injec-
tive with respect to the module BA, then X is an injective module.

9B Theorem (Tuganbaev [189]). If A is a ring with right Goldie radical G, then the fol-
lowing conditions are equivalent.
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X | Introduction

1) Every nonsingular right A-module X, which is injective with respect to some essen-
tial right ideal of the ring A, is an injective module.
2) A/G is a right strongly semiprime ring.

9C Theorem (Tuganbaev [189]). For a ring A with right Goldie radical G, the following
conditions are equivalent.
1) A/G is a semiprime right Goldie ring.
2) Any direct sum of automorphism-invariant nonsingular right A-modules is an au-
tomorphism-invariant module.
3) Any direct sum of automorphism-invariant nonsingular right A-modules is an in-
jective module.

9D Theorem (Tuganbaev [186]). A ringA is a right automorphism-invariant, right non-
singular ring if and only if A = S × T, where S is a right injective regular ring and T is
a strongly regular ring which contains all invertible elements of its maximal right ring
of fractions.

The proof of the above Theorems 1A–9D is decomposed into several assertions, some
of which are of independent interest.
All rings are assumed to be associative with a nonzero identity element. Modules are
assumed to be unitary and, unless otherwise specified, all modules are rightmodules.
A “Bezout ring” means a “right and left Bezout ring.”

Distributive lattices. Arithmetical modules and rings. Distributive modules and rings

The main purpose of Part I of this book is the study of not necessarily commutative
arithmetical rings.
a. A lattice L with operations ∩ and + is said to be distributive if the following two
equivalent³ conditions hold.
i) X ∩ (Y + Z) = X ∩ Y + X ∩ Z for all X, Y, Z ∈ L;
ii) (X + Y) ∩ (X + Z) = X + Y ∩ Z for all X, Y, Z ∈ L.
b. A ring with a distributive lattice of ideals is called an arithmetical ring.
It is directly verified that a ring A is arithmetical if and only if X∩(Y +Z) = X∩Y +X∩Z
for all 1-generated ideals X, Y, Z of A.
c. For a module X, a submoduleM of X is called a fully invariant (resp., characteristic)
submodule in X if α(M) ⊆ M for every endomorphism (resp., automorphism) α of the
module X.
A module M is said to be arithmetical if lattice L of all its fully invariant submodules
is distributive.

3 The equivalence of conditions a) and b) is well known; e.g., see [83, Section 1.4, Lemma 10].
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Since the ideals of the ring A coincide with the fully invariant submodules in AA and
with fully invariant submodules in AA, a ring A is arithmetical if and only if the mod-
ule AA is arithmetical, if and only if the module AA is arithmetical.

d. A module is said to be distributive if the lattice of all its submodules is distributive.
A module is said to be uniserial if any two of its (cyclic) submodules are comparable
with respect to inclusion.
Every uniserial module is distributive and every distributive module is arithmetical.
The ring of integers ℤ is a distributive nonuniserial ℤ-module. The direct sum ofℤ/2ℤ ⊕ ℤ/2ℤ is an arithmetical nondistributiveℤ-module.
e. Let A be a simple ring that is not a division ring (for example, let A be the ring of all
2 × 2 of matrices over a division ring). Then A is an arithmetical ring that is not right
or left distributive.
f. A module M is said to be an invariant or duomodule, if all its submodules are fully
invariant inM.
A ring is said to be right (resp., left) invariant if all its right (resp., left) ideals are ideals,
i.e., A is a right invariant (resp. left) A-module. A ring A is left (resp., right) invariant
if and only if AA (resp., AA) is an invariant module.
It is clear that a right invariant ring is arithmetical if and only if it is right distributive.
Left and right invariant rings are called invariant or duo rings.
All commutative rings are invariant. If A is a noncommutative division ring, then A
and A[[x]] are noncommutative invariant rings.

A remark on commutative arithmetical rings

In commutative algebra, arithmetical rings play an important role; they enter into the
characterization of various interesting and important rings because:
i) commutative arithmetical rings coincide with commutative rings such that all their
localizations by maximal ideals are uniserial rings [98];
ii) all submodules of flat modules over a commutative ring A are flat if and only if A is
an arithmetical semiprime ring [98].
Arithmetical rings also appearwhen solvingmanyother problemsof commutative and
homological algebra as necessary or/and sufficient conditions. For example, see [12,
28, 47, 50, 52, 53, 67, 68, 74–77, 88, 98, 99, 125, 126, 136, 180, 182, 188, 191, 192].
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XII | Introduction

Bezout modules and rings

Amodule is called a Bezout module if all its finitely generated submodules are cyclic.
Every uniserial module is a distributive Bezout module. The ring of integers is a com-
mutative distributive nonuniserial Bezout ring.
a. Every right invariant, right Bezout ring A is right distributive; in particular, it is
arithmetical. In this case, every cyclic right A-module is distributive, and every factor
ring of the ring A is a right invariant, right distributive, right Bezout ring.
Indeed, it is sufficient to prove that X = X ∩ Y + X ∩ Z for any principal right ideals
X, Y, Z of the ring A with X ⊆ Y + Z. Since AA is a Bezout module, Y + Z is a cyclic right
module over the right invariant ring A. Therefore, there exists an ideal B in A such that

X = (Y + Z)B = YB + ZB ⊆ X ∩ Y + X ∩ Z ⊆ X .

b. It is easy to verify that distributivity of the module is equivalent to distributivity
of all its 2–generated submodules. Therefore, the distributivity of a Bezout module is
equivalent to the property that each of its cyclic submodules is distributive.
c. It follows from the two previous assertions that every right Bezout moduleM over a
right invariant ring A is a distributive module.

A remark on noncommutative arithmetical rings

In contrast to the commutative case, the class of arbitrarynoncommutative arithmetic
rings is too large for meaningful study, since it includes all simple rings, all (von Neu-
mann) regular rings, all hereditary Noetherian semiprime rings, all biregular rings,
andother large classes of rings (see Sections “Semidistributive and serialmodules” (c)
onpageXIV and “Ringswith idempotent ideals” (a,b) onpageXV). Therefore, it is nec-
essary to consider arithmetical rings that are quite close to commutative rings; how-
ever, in this case, the investigation also becomes muchmore difficult than in the com-
mutative case.
For example, even ifwe consider invariant arithmetic ringswith strong additional con-
ditions, then, as the example below shows, there are no analogs of localizations with
respect to maximal ideals that exist for any commutative ring, so the localizations are
an important tool in the study of commutative rings.

An example of a noncommutative invariant arithmetical ring A without localizations
by maximal ideals

See [137, 168]. In this example, the ring A is also a subdirectly indecomposable semilo-
cal Bezout ring with exactly two maximal right (left) ideals.
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Let ℤ be the ring of integers, ℚ be the field of rational numbers, and let ℚ[i] be the
field of fractions of the ring of Gaussian integers ℤ[i] (i2 = −1). We denote by φ the
automorphism q1 + q2 i → q1 − q2 i of the field ℚ[i]. Let R1, R2 be the localizations
of the commutative principal ideal domain ℤ[i] with the prime ideals generated by
prime elements 2+ i and 2− i, respectively. Then R1 and R2 is a commutative uniserial
principal ideal domain. We set R = R1 ∩ R2. Let X, Y be the ideals in R generated by
the elements 2 + i and 2 − i, respectively.
The commutative principal ideal domain R has exactly two maximal ideals X and Y,
RX = R1, RY = R2, φ(RX) = RY , X + Y = R, J(R) = X ∩ Y = (2 + i)(2 − i)R = 5R and
the factor ring R/J(R) is isomorphic to the direct product of the fields A/X and A/Y.
The ring R coincides with the set of all irreducible rational Gaussian fractions whose
denominators are not divided by 2 + i or 2 − i.
We denote by M the right R-module ℚ[i]/RX . Then all proper submodules in MR are
cyclic and form a properly ascending infinite countable chain 0 = s0R ⊂ s1R ⊂ s2R ⊂
. . . , where the simple module s1R is isomorphic to the module R/Y = R/(2 − i)R and
rR(sn) = (2 − i)nR for all positive integers n. We also turn M into a left R-module with
the rule rm = mφ(r) for all elements r ∈ R and m ∈ M. It is directly verified that M is
an R–R–bimodule, which is uniserial Artinian⁴ divisible right (left) R-module.
We denote by A the trivial extension of the R–R–bimodule M by the ring R. We recall
that A is the external direct sum of the Abelian groups R, M with multiplication such
that (r1,m1)(r2,m2) = (r1r2, r1m2 + m1r2) = (r1r2,m2φ(r1) + m1r2)
for any r1, r2 ∈ R and m1,m2 ∈ M. The pair (1, 0) is the identity element of the ring
A. We identify M, X and Y with ideals (0,M), (X, 0) and (Y, 0) in A, respectively. The
ring R is identified with the subring (R, 0) in A.
The right (left) ideals of the ring A, contained in M, coincide with the R-submodules
inM. We note thatmA = Am for anym ∈ M, the factor ring A/J(A) is isomorphic to the
direct product of the fields A/X and A/Y, M2 = 0, the factor ring A/M is isomorphic
to the commutative principal ideal domain R, M is a uniserial Artinian divisible right
(left) A-Bezout module, simple right (left) A-module s1A = As1 is the least nonzero
right (left) ideal in A, rA(s1) = Y and ℓA(s1) = X. We list some properties of the ring A.
i) X = (2 + i)A = ℓA(s1) = Nℓ and Y = (2 − i)A = rA(s1) = Nr.
ii) The element (2 + i) + (2 − i) = 4 = 5 − 1 is invertible in A, since 5 ∈ J(A).
iii) If we set x = (2 + i)/4 ∈ X, then 1 − x = (2 − i)/4 ∈ Y, (2 + i)s1 = s1φ(2 + i) =
s1(2− i) = 0, xs1 = s1(1− x) = 0, x ∈ X \ J(A) = X \Y ⊆ Nℓ, 1− x ∈ Y \X = Y \ J(A) ⊆ Nr,
s1 ∈ r(x) ∩ ℓ(1 − x), r(s1) ∩ (A \ Y) = Y ∩ (A \ Y) = ⌀, ℓ(s1) ∩ (A \ X) = X ∩ (A \ X) = ⌀.
iv) There does not exist the right-sided analog of the localization of the ring A by the
maximal (right) ideal X and the left-sided analog of the localization of the ring A by
the maximal (left) ideal Y.

4 A module is said to be Artinian if every properly descending chain in its submodules is finite.
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XIV | Introduction

v) J(A) does not contains all right (left) zero-divisors of A.
vi) The ideal M is comparable with respect to inclusion with any right or left ideal of
the ring A.
vii) A is a distributive ring.
viii) A is a subdirectly indecomposable, invariant Bezout ring.
Properties i–iii are directly verified. Properties iv, v follow from the property iii. The
property vi follows from the property thatM is a divisible R-module. The property vii
follows from vi and the following properties: A/M is a commutative Bezout ring, M is
an A-Bezout module, mA = Am for every m ∈ M, and s1A is the least nonzero right
(left) ideal in A. The property viii follows from the property vi and the property that
every right Bezout module over a right invariant ring is distributive by III(c).

Semidistributive and serial modules

Any direct sum of distributive (resp., uniserial, simple) modules is called a semidis-
tributive (resp., serial, semisimple) module.
a. It is directly verified that all semidistributive (for example, serial)modules are arith-
metical; e.g., see [109, 110, 195–198].
b. For a ring A, let the intersection of any two nonzero ideals of A be a nonzero ideal
(e.g., this is the case if the ring A is prime). If every proper factor ring of A is arithmeti-
cal (e.g., this is the case if A is right semidistributive), then A is an arithmetical ring.
It is sufficient to prove that X = X ∩ Y + X ∩ Z for any of nonzero ideals X, Y, Z with
X ⊆ Y + Z. By assumption, X ∩ Y ∩ Z ̸= 0. Let h : A → A/(X ∩ Y ∩ Z) is a natural ring
homomorphism. Since the ring h(A) is arithmetical, h(X) = h(X) ∩ h(Y) + h(X) ∩ h(Z).
Therefore, X + X ∩ Y ∩ Z = X ∩ Y + X ∩ Z + X ∩ Y ∩ Z. Then X = X ∩ Y + X ∩ Z.
c. Every hereditary Noetherian semiprime ring A is an arithmetical ring.
Since A is a finite direct product of hereditary Noetherian prime rings (see [44] or [63,
Theorem 20.30]), we can assume that A is a hereditary Noetherian prime ring. Then
every proper factor ring of the ring A is serial (see [58, Corollary 3.2] or [63, Theorem
25.5.1]). By the previous assertion, A is an arithmetical ring.
d. Let A be a 5-dimensional algebra over a field F generated by all 3 × 3 matrices of
the form (f11 f12 f13

0 f22 0
0 0 f33

) ,

where fij ∈ F. It is directly verified that e11A = e11F + e12F + e13F is an indecompos-
able distributive Noetherian Artinian nonuniserial A–Bezout module and A is a right
semidistributive, left serial, Artinian ring which is not right serial. In particular, A is a
5-dimensional arithmetical F-algebra which is not right serial.
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Rings with idempotent ideals

a. If every 1-generated ideal of the ring A coincides with its square (in this case, any
ideal coincides with its square), then A is an arithmetical ring.
Let X, Y, Z be three ideals of the ring A. Then

X ∩ (Y + Z) = (X ∩ (Y + Z))2 ⊆ X(Y + Z) = XY + XZ ⊆ X ∩ (Y + Z) .
b. Let A be either a biregular ring (i.e., every 1-generated ideal of the ring A is gener-
ated by a central idempotent or regular ring (i.e., every principal right (left) ideal is
generated by idempotent). It is well known and it is directly verified that every 1-gen-
erated ideal of the ring A coincides with its square. By the previous assertion, A is an
arithmetical ring.

Automorphism-invariant, pseudo-injective and quasi-injective modules

One of the principal purposes of Part II of this book is the study of automorphism-
invariant modules and related modules.
A module M is said to be automorphism-invariant (resp., endomorphism-invariant), if
it is a characteristic (resp., fully invariant) submodule of its injective hull.
In [60, Theorem 16], it is proven that a module M is an automorphism-invariant if
and only if M is a pseudo-injective module, i.e., if for any submodule X in M, every
monomorphism X → M can be extended to an endomorphism of the module M.
Pseudo-injective modules were studied in several papers; e.g., see [60, 96, 154]. Auto-
morphism-invariant modules were studied in several papers; e.g., see [7, 56, 60, 85,
116, 148, 174, 175, 177–179, 181].
a. A module M is said to be injective with respect to the module X or X-injective if for
any submodule X1 in X every homomorphism X1 → M can be extended to a homo-
morphism X → M.
A module M over the ring the A is said to be injective if M is injective with respect to
any A-module.
For example, over finite direct products of rings ofmatrices over division rings allmod-
ules are injective. In addition, an Abelian groupM is an injectivemodule over the ring
of integers ℤ if and only if M is a divisible Abelian group, i.e., M is a direct sum of
groups that are isomorphic to the additive group ℚ of rational numbers and quasi-
cyclic groups ℤ(p∞).
Injective objects play a very important role in many mathematical categories. In this
book, we consider only injective right modules over the ring A, i.e., injective objects
of the category Mod-A of all right A-modules. One of the reasons for the importance of
injective modules is that every module M is an essential submodule of some injective
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module X, which is called the injective hull of the module M and the injective hull X
is uniquely (up to isomorphism) defined. For example, if ℤ is a ring of integers, then
the additive group ℚ is the injective hull of the module ℤℤ. We note that ℤ is not an
automorphism-invariant ℤ-module, since α(ℤ) ̸⊆ ℤ, where α : q → q/2 is an auto-
morphism of the ℤ-moduleℚ, which is the injective hull of ℤℤ.
b. AmoduleM is said to be quasi-injective or self-injective ifM is injective with respect
to itself.
It is clear that every injective module is quasi-injective. Every finite cyclic group is a
quasi-injective (automorphism-invariant) noninjective module over the ringℤ.
It is well known that a module M is quasi-injective if and only if M is an endomor-
phism-invariant module, i.e., α(M) ⊆ M for any endomorphism α of the injective hull
of themoduleM, see [102] or [194, 17.11]. This implies that every quasi-injectivemodule
is an automorphism-invariantmodule. The converse assertion is not true; this follows
from the following example.
c. Example. Let {F∞i=1} be a countable set of copies of the field ℤ/2ℤ, R be the direct
product of all the Fi, and let A be the subring of R consisting of all sequences that are
stabilized at finite step. In [60, Example 9], it is proven that A is an automorphism-
invariant A-module that is not quasi-injective.

Automorphism-extendable and endomorphism-extendable modules

Amodule M is said to be automorphism-extendable (resp., endomorphism-extendable
if for any submodule X in M every automorphism (resp., endomorphism) of the mod-
ule X can be extended to an endomorphism of the module M.
a. It is clear that every quasi-injective module is endomorphism-extendable and ev-
ery endomorphism-extendable module is automorphism-extendable. In addition, all
direct summands of automorphism-extendable (resp., endomorphism-extendable)
modules are automorphism-extendable (resp., endomorphism-extendable) modules.
If M is an automorphism-invariant module, then every automorphism of any sub-
module of the module M can be extended to an automorphism of the module M, see
6.1.3 below; in particular,M is an automorphism-extendable module. In addition,ℤ is
an example of an automorphism-extendable (endomorphism-extendable) ℤ-module
which is not automorphism-invariant (quasi-injective).
b. Let A be a regular ring. If AA is an endomorphism-extendable module, it follows
from Theorem 8.2.2 of this book that the module AA is injective; also see [167].
c. The following three examples show that an automorphism-extendable module MA
is not necessarily endomorphism-extendable even if either M = A is a finite-dimen-
sional algebra over a finite field orM = A is a simple principal right (left) ideal domain,
orM = A is a commutative regular ring.

 EBSCOhost - printed on 2/10/2023 3:12 PM via . All use subject to https://www.ebsco.com/terms-of-use



Introduction | XVII

d. Example. Let F be the field of order 2 and let A be a finite 5-dimensional algebra
over field F formed by all (3 × 3)-matrices of the form

(f11 f12 f13
0 f22 0
0 0 f33

) ,

where fij ∈ F. In [148], it is proven that e11A = e11F+e12F+e13F is a finite cyclic auto-
morphism-invariant projective module that is not quasi-injective. By Theorem 6.1.10,
every endomorphism-extendable Artinian module is quasi-injective. Therefore, e11A
is an automorphism-extendable module which is not endomorphism-extendable.
e. Example. Let F be a field and A an algebra over F with two generators x, y and one
defining relation xy− yx = 1.We prove that AA and AA are automorphism-extendable
modules and the modules AA and AA are not endomorphism-extendable. It is well
known that A is a simple principal right (left) ideal domain, A is not a division ring,
and the group of invertible elements U(A) of the domain A coincides with F \ 0. In
particular, U(A) is contained in the center of the domain A. Let a be a nonzero nonin-
vertible element of the domain A. It is sufficient to prove the following two assertions.(∗) For every automorphism α of the module aAA, there exists an invertible element
u of the ring A such that α(ab) = uab for all b ∈ A.(∗∗) There exists an endomorphism f of the module aA that cannot be extended to an
endomorphism of the module AA.
Since α(aA) = aA, we have that α(a) = au and a = auv for some elements u, v ∈ A.
Then uv = 1. Since A is a domain, vu = 1 and u ∈ U(A) ⊂ F. Then uab = aub = α(ab)
for all b ∈ A, and (∗) have been proven.
Since A is a simple domain and a is a nonzero noninvertible element, AaA = A ̸= Aa.
Therefore, ab ̸⊆ Aa for some element b ∈ A. SinceA is a Noetherian domain,A has the
classical division ring of fractions which contains element a−1. Then aba−1aA ⊆ aA
and the relation f(ac) = aba−1c defines an endomorphism f of the submodule aAA in
AA. We assume that f can be extended to an endomorphism φ of the module AA. We
set d = φ(a). Then

ab = aba−1a = f(a)a = φ(a)a = da ∈ Aa .

This is a contradiction; (∗∗) have been proven.
e. Example. Let {F∞i=1} be a countable set of copies of the field ℤ/2ℤ and let A be the
subring of the direct product of all the Fi consisting of all sequences stabilized at finite
step. Then A is a commutative regular ring. In [60, Example 9], it is proven that A is
an automorphism-invariant module that is not quasi-injective. In particular, AA is an
automorphism-extendable module. By b, the automorphism-extendable module AA
is not endomorphism-extendable.
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Some definitions and notations

Let A be a ring, X be a right A-module, Y be a left A-module, X1 and X2 be two subsets
in X, Y1 and Y2 be two subsets in Y, maxX be the set of all maximal submodules in
X, and let J(X) and EndX be the Jacobson radical and the endomorphism ring of the
module X, respectively.
If f : X → Q is a homomorphism of modules and M is a submodule in Q, then we
denote by f−1(M)(M) the submodule {x ∈ X | f(x) ∈ M of the module X.
a. For any subset B of the ring A, we denote by ABA the ideal in A generated by the
set B.
We denote by (X1 .

. X2) the subset {a ∈ A | X1a ⊆ X2} of the ring A. If X2 is a submod-
ule in X, then (X1 .

. X2) is a right ideal of the ring A. If X1, X2 are two submodules in
X, then (X1 .

. X2) is an ideal in A.
A subset {a ∈ A | aY1 ⊆ Y2} of the ring A is denoted by (Y2 .

. Y1). If Y2 is a submodule
in Y1, then (Y2 .

. Y1) is a left ideal of the ring A. If Y1, Y2 are two submodules in X,
then (Y2 .

. Y1) is an ideal in A.
b. We denote by r(X1) the right annihilator (X1 .

. 0) = {a ∈ A | Xa = 0} of the set X1
which is a right ideal in A. If X1 is a submodule in X, then r(X1) is an ideal in A.
We denote by ℓ(Y1) the left annihilator (0 .

. Y1) = {a ∈ A | aY1 = 0} of the set Y1 which
is left ideal in A. If Y1 is a submodule in N, then ℓ(Y1) is an ideal in A.
c. A ring A is said to be local if for any element a ∈ A, at least one of the elements
a, 1 − a is invertible. A ring A is local if and only if its factor ring A/J(A) modulo the
Jacobson radical J(A) is a division ring.
A ring A is said to be semilocal if its factor ring A/J(A) modulo the Jacobson radical
J(A) is isomorphic to the finite direct product of matrix rings over division rings.
A ring A is said to be semiperfect if A is semilocal and all idempotents of the factor
ring A/J(A) can be lifted idempotents of the ring A.
d. A ring A is called an exchange ring if for any element a ∈ A, there exists an idem-
potent e ∈ aA such that 1 − e ∈ (1 − a)A. The property to be an exchange ring is
equivalent to its left-sided analog; see [132] or [168].
In [132], it is proven that if A is a ring and the factor ring A/J(A) is a regular ring such
that all idempotents can be lifted idempotents of the ring A, then A is an exchange
ring. In particular, all regular or semiperfect rings are exchange rings.
e. A right A-module X is called a free cyclic module if there exists an element x ∈ X
which is called a free generator for X such that X = xA and the right annihilator r(x)
of the element x is equal to the zero. We note that X is a free cyclic module if and only
if X ≅ AA.
Amodule XA is said to be free if there exists a subset {xi}i∈I ⊆ X which is called a basis
of the module X such that X = ⊕i∈IxiA and r(xi) = 0 for all i ∈ I; the cardinality card(I)

 EBSCOhost - printed on 2/10/2023 3:12 PM via . All use subject to https://www.ebsco.com/terms-of-use



Introduction | XIX

is called the rank of the free module X. We note that the rank of a free module is not
necessarily unique.
A module X is said to be finite-presented if X ≅ F/N, where F is a finitely generated
free module and N is a finitely generated submodule in F.
A right module X over the ring A is said to be cyclically presented if M ≅ AA/aA for
some element a ∈ A.
f. A module X is said to be projective with respect to a module M if for any module
epimorphism h : M → M and each homomorphism f : X → M, there exists a homo-
morphism f : X → M with f = hf .

A module X is said to be projective if the following equivalent conditions hold.
1) X is projective with respect to any right A-module.
2) The module X is isomorphic to a direct summand of a free module.
3) The kernel of any epimorphism of an arbitrary A-module M onto the module X is a
direct summand of the module M.
A module, which is projective with respect to itself, is called a quasiprojective or self-
projective module.
It is clear that all projectivemodules are quasiprojective and cyclic group of any prime
order is a quasiprojective nonprojective simple ℤ-module.
A ring A is called a right PP ring or a right Rickartian ring if the following equivalent
conditions hold.
1) For any element x ∈ A, the module xA is projective.
2) For any element x ∈ A, there exists an idempotent e ∈ A with r(x) = eA.
Amodule is said to be hereditary if all its submodules are projective. As usual, a hered-
itary ring is a right and left hereditary ring.
A module is said to be semihereditary if all its finitely generated submodules are pro-
jective.
g.A ring A is called a domain (resp., prime ring) if the product of any two of its nonzero
elements (resp., ideals) is not equal to the zero.
A proper right ideal P of the ring A is said to be completely prime if ab ∉ P for all
a, b ∈ A \ P.
A proper ideal P of the ring A is said to be completely prime (resp., prime) if the factor
ring A/P is a domain (resp., prime ring).
The intersection of all prime ideals of the ring A is a nil–ideal; it is called the prime
radical of the ring A.
A ring A is said to be semiprime (resp., reduced) if A does not have nonzero nilpotent
ideals (resp., nonzero nilpotent elements).
A ring without noncentral idempotents is called a normal or Abelian ring.
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h. A module X is called an essential extension of its submodule Y if Y ∩ Z ̸= 0 for any
nonzero (cyclic) submodule Z. In this case, Y is called an essential submodule in X.
If X is a submodule of the moduleM and X + Y ̸= M for any proper submodule Y ofM,
then X is called a small submodule in M.
A module M is said to be uniform if any two of its nonzero submodules have the non-
zero intersection, i.e.,M is an essential extension of any of its nonzero submodules.
A module X is said to be finite-dimensional if X does not contain infinite direct sums
of nonzero (cyclic) submodules; X is finite-dimensional if and only if X is an essential
extension of finite direct sum of nonzero uniform (cyclic) submodules.
A right finite-dimensional ring with the maximum condition on right annihilators is
called a right Goldie ring.
Let n be a positive integer. One says that amoduleM has uniform dimension n orGoldie
dimensionn if M is an essential extension of direct sum of n uniform of nonzero mod-
ules andM does not contain direct sum of n + 1 uniform of nonzero modules.
i.A nonzeromodule is said to be simple if it coincideswith any of its nonzero submod-
ules. Direct sums of simple modules are called semisimplemodules. For a module M,
we denote by SocM the largest semisimple submodule of themoduleM; by definition,
SocM = 0 if M does not contain semisimple submodules. SocM is called the socle of
the moduleM. Semisimple modules coincide with nonzero modules in which all sub-
modules are direct summands. Right (left) semisimple rings coincide with rings that
are isomorphic to finite direct products of matrix rings over division rings. All nonzero
modules over semisimpleArtinian rings are semisimple, injective, projectivemodules.
j. In this book, we also use other well-known notions and assertions of ring theory that
are contained in many books; e.g., see [16, 63, 97, 131, 166, 194].
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1 Saturated ideals and localizations

The main results of this section are Theorems 1A, 1B and 1C.

1A Theorem (Tuganbaev [172]). A right invariant ring A is arithmetical if and only if
for any maximal ideal M, all {A \ M}-saturated ideals of the ring A form a chain with
respect to inclusion.

1B Theorem (Jensen [98]). A commutative ring A is arithmetical if and only if for any
maximal idealM, the localization AM is a uniserial ring.

1C Theorem (Tuganbaev [157]). A right invariant ring A is an arithmetical semiprime
ring if and only if for any maximal ideal M, the right localization AM exists and is a
right uniserial domain.

Remark. The completion of the proof of Theorems 1A, 1B and 1(C) is given in 1.2.7 and
1.3.11.

1.1 Distributive modules

1.1.1 The first criterion of distributivity of the module. For a ringA anda rightA-mod-
ule X, the following conditions are equivalent.
1) X is a distributive module.
2) All submodules of all homomorphic images of the module X are distributive.
3) In X, all 2-generated submodules are distributive.
4) In X, every 2-generated submodule is contained in some distributive submodule of
X.
5) X1 ∩ (X2 + X3) = X1 ∩ X2 + X1 ∩ X3 for any cyclic submodules X1, X2, X3 inM.
6) A contains a unitary subring A such that a natural A-module X is distributive.
7) (∑i∈I Xi) ∩ (∑j∈J Yj) = ∑i∈I,j∈J(Xi ∩ Yj) for any two sets {Xi}i∈I and {Yj}j∈J of submod-
ules inM.

The equivalences from 1.1.1 are directly verified; they are used without specific refer-
ences.

1.1.2 The second criterion of distributivity of a module ([127, 152]). For a ring A and a
right A-module X, the following conditions are equivalent.
1) X is a distributive module.
2) For any two elements x, y ∈ X, there exists an element a ∈ A such that xaA + y(1 −
a)A ⊆ xA ∩ yA.

https://doi.org/10.1515/9783110659825-001
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4 | 1 Saturated ideals and localizations

3)For any two elements x, y ∈ X, there exist elements a, b, c, d ∈ A such that 1 = a+b,
xa = yc and yb = xd.
4) A = (x .

. yA) + (y .
. xA) for any two elements x, y ∈ X.

Proof. The equivalences 2)⇔ 3)⇔ 4) are directly verified.
1)⇒ 2). Let T = xA ∩ yA. Since (x + y)A = (x + y)A ∩ xA + (x + y)A ∩ yA, there exist
b, d ∈ A such that(x + y)b ∈ xA , (x + y)d ∈ yA , x + y = (x + y)b + (x + y)d .

Therefore, yb = (x + y)b − xb ∈ T and xd = (x + y)d − yd ∈ T. We set a = 1 − b and
z = a − d = 1 − b − d. Then

1 = a + b , (x + y)z = (x + y) − (x + y)b − (x + y)d = 0 ,
xa = xd + xz = xd + (x + y)z − yz = xd − yz , yz = −xz ∈ T , xa ∈ T .

2)⇒ 1). Let X1, X2, X3 be submodules in X and x3 = x1 + x2 ∈ (X1 + X2) ∩ X3, where
x1 ∈ X1 and x2 ∈ X2. By assumption, there exist two elements a, b ∈ A such that
1 = a + b, x1a ∈ x2A and x2b ∈ x1A. Then

x3b = x1b + x2b ∈ xA ∩ zA ,
x3a = x1a + x2a ∈ yA ∩ x3A , x3 = x3b + x3a ∈ X1 ∩ X3 + X2 ∩ X3 ,(X1 + X2) ∩ X3 ⊆ X1 ∩ X3 + X2 ∩ X3 ⊆ (X1 + X2) ∩ X3 .

The equivalence 1)⇔ 3) follows from the equivalence 1)⇔ 5).

1.1.3 The third criterion of distributivity of a module. For a ring A and a right A-mod-
ule M, the following conditions are equivalent.
1)M is a distributive module.
2) For any two elements x, y ∈ M, there exists a right ideal B in A such that (x + y)A =
xB + yB.

Proof. 1)⇒ 2). We set B ≡ (x .
. (x + y)A). Then (x + y)A ∩ xA = xB. If b ∈ B, then

yb = (x + y)b − xb ∈ (x + y)A. Therefore,
B = (y .

. (x + y)A) , (x + y)A ∩ yA = yB ,(x + y)A = (x + y)A ∩ xA + (x + y)A ∩ yA = xB + yB .

2)⇒ 1). Let x, y ∈ M. By assumption, (x + y)A = xB + yB, where B is a right ideal in A.
It follows from the modular law that

xA ∩ (x + y)A = xA ∩ (xB + yB) = xB ,
yA ∩ (x + y)A = yA ∩ (xB + yB) = yB ,(x + y)A = xA ∩ (x + y)A + yA ∩ (x + y)A

andM is distributive.
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1.1.4 The fourth criterion of distributivity of a module ([152]). For a ring A and a right
A-module M, the following conditions are equivalent.
1) M is a distributive module.
2) Hom(X, Y) = 0 for any subfactor X ⊕ Y of M.
3) M does not have subfactors that are direct sums of two isomorphic nonzero mod-
ules.
4) Hom(X/(X ∩ Y), Y/(X ∩ Y)) = 0 for any two submodules X, Y of M.
5) Hom((X + Y)/Y, (X + Y)/X) = 0 for any two submodules X, Y of M.
6) In every subfactor of the module M, any direct summand is fully invariant.
7) In the endomorphism ring of any subfactor of the module M, all idempotents are
central.

Proof. The implication 2)⇒ 3) and the equivalence 2)⇔ 4) and 2)⇔ 6)⇔ 7) are di-
rectly verified.
The equivalence 4)⇔ 5) follows from natural isomorphisms X/(X∩Y) ≅ (X+Y)/Y and
Y/(X ∩ Y) ≅ (X + Y)/X.
3)⇒ 1).We assume thatM is not distributive. There exist submodules X, Y, Z inM such
that X ⊆ Y + Z and X/(X ∩ Y +X ∩ Z) is a nonzero submodule in (Y + Z)/(X ∩ Y +X ∩ Z).
Let h : Y + Z → (Y + Z)/(X ∩ Y + X ∩ Z) be the natural epimorphism. Then

0 ̸= h(X) ⊆ h(Y + Z) = h(Y) ⊕ h(Z) , h(X) ∩ h(Y) = 0 , h(X) ∩ h(Z) = 0 .

Let f : h(Y) ⊕ h(Z) → h(Y) and let g : h(Y) ⊕ h(Z) → h(Z) natural projections. Since
h(X) ∩ h(Y) = 0 and h(X) ∩ h(Z) = 0, we have f(h(X)) ≅ h(X) ≅ g(h(X)) ̸= 0. This is a
contradiction.
1)⇒ 2). Let f ∈ Hom(X, Y), x ∈ X and y = f(x) ∈ Y. According to 1.1.2, there exists an
element a ∈ A such that

xaA + y(1 − a)A ⊆ xA ∩ yA ⊆ X ∩ Y = 0 ,
xa = y(1 − a) = 0 , y = ya = f(x)a = f(xa) = f(0) = 0 .

Therefore, f ≡ 0 and Hom(X, Y) = 0.

1.1.5 The fifth criterion of distributivity of a module ([43]). For a right module M over
the ring A, the following conditions are equivalent.
1) M is a distributive module.
2)M does not have subfactors that are direct sums of two isomorphic simplemodules.
3) Any 2-generated submodule X of the module M does not have the factor module
S ⊕ T such that S and T are isomorphic simple modules.
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6 | 1 Saturated ideals and localizations

Proof. The implication 1)⇒ 2) follows from 1.1.4.
The implication 2)⇒ 3) is obvious.
3)⇒ 2). We assume the contrary. There exists a submodule X1 in M and a submodule
Y1 in X such that X1/Y1 = S1 ⊕ T1, where S1, T1 are isomorphic simple modules. Let
h : X1 → X1/Y1 be the natural epimorphism. There exist cyclic submodules S2, T2 of
the module X1 such that S1 = h(S2) and T1 = h(T2). We denote by X2 the 2-generated
submodule S2 + T2 of the module M. Then h(X2) is a direct sum of two isomorphic
simple modules. This is a contradiction.
2)⇒ 1). We assume that the module M is not distributive. According to 1.1.4, M has a
subfactor X ⊕ Y such that X, Y are nonzero modules and there exists an isomorphism
f : X → Y. The nonzero module X has a nonzero cyclic submodule N. The module N
has a simple factormoduleN/T. Then Y has a simple subfactor f(N)/f(T). Therefore,M
hasa subfactor that is isomorphic to themoduleN/T⊕N/T. This is a contradiction.
1.1.6 Distributive modules over invariant rings. Let A be a right invariant ring and let
M be a distributive right A-module.
a. A = (Y .

. X) + (X .
. Y) for any finitely generated submodules X, Y of the moduleM.

b. For any submodule Z of an arbitrary finitely generated submodule Z of the module
M, there exists an ideal A of the ring A such that ZA = Z.
c. IfM is a finitely generated module, then M is an invariant module.

Proof. a. Since X+Y is a finitely generated module, there exist a positive integer n and
elements xi ∈ X, yi ∈ Y, 1 ≤ i ≤ n, such that X + Y = (x1 + y1)A + ⋅ ⋅ ⋅ + (xn + yn)A. Since
the module M is distributive, (X + Y)⋂ Z = (X⋂ Z) + (Y ⋂ Z) for any submodule Z in
M.
Let y ∈ Y. For any 1 ≤ i ≤ n, we have(xi + y)A = (xi + y)A⋂(X + Y) = [(xi + y)A⋂ X] + [(xi + y)A⋂ Y] .
Therefore, there exist elements a ∈ A and z ∈ Y such that(xi + y)a ∈ X , xi + y = (xi + y)a + z .

Therefore, xi(1 − a) ∈ Y and ya ∈ X. Consequently,

A = (yA .
. X) + (xiA .

. Y) , 1 ≤ i ≤ n .

Therefore,

A = (yA .
. X) + [(x1A .

. Y)⋂ ⋅ ⋅ ⋅⋂(xnA .
. Y)] = (yA .

. X) + (X .
. Y) .

In particular,
A = (yiA .

. X) + (X .
. Y) (1 ≤ i ≤ n) .
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Therefore,

A = [(y1A .
. X)⋂ ⋅ ⋅ ⋅⋂(ynA .

. X)] + (X .
. Y) = (Y .

. X) + (X .
. Y) .

b. Let Z be an n-generated module, n ∈ ℕ. We use induction on n. For n = 1, we can
identify the cyclic A-module Z over the right invariant ring A with the right invariant
factor ring A/r(Z) of the ring A. In this case, the assertion is directly verified.
Nowwe assume that the assertion it is true for all k-generated submodules of themod-
ule M for k < n. We can assume that Z = X + Y, where X is a cyclic module and Y is a(n − 1)-generated module. By the induction hypothesis, there exist ideals B and C of
the ring A such that X ∩ Y = XB = YC. Therefore, X⋂ Y = X(X .

. Y) = Y(Y .
. X) By a,

A = (Y .
. X) + (X .

. Y). Therefore,
X = X((Y .

. X) + (X .
. Y)) = X(Y .

. X) + X(X .
. Y) = X(Y .

. X) + Y(Y .
. X) = ZB ,

where B = (Y .
. X). Similarly, we have Y = ZC, where C = (X .

. Y).
Let Z be a submodule in Z = X + Y. We have to prove that there exists an ideal H
of the ring A such that Z = (X + Y)H. By assumption, Z = X ∩ Z + Y ⋂ Z. By the
induction hypothesis, there exist ideals D, E of the ring A such that Z⋂ X = XD and
Z⋂ Y = YE. In addition, X = ZB and Y = ZC. Therefore,

Z = X⋂ Z + Y ⋂ Z = XD + YE = ZBD + ZCE = Z(BD + CE )
and BD + CE is the required ideal A of the ring A.
c. By b, there exists an ideal B of the ring A with X = MB. Let f be an endomorphism
of the moduleM. Then

f(X) = f(MB) ⊆ f(M)B ⊆ MB = X .

1.1.7 Distributive rings. Let A be a right distributive ring.
a. IfX, Y are two right ideals of the ringA andX∩Y = 0, then (AX)(AY) = (AY)(AX) = 0.
Consequently, all idempotents of the ring A are central.
b. If A is a domain, then the ring A is right uniform.
c. If the ring A is right invariant andM is a right A-module, thenMB ∩MC = M(B ∩ C)
for any right ideals B, C in A.

Proof. a.We prove that yX = 0 for any element y ∈ Y. We define a homomorphism of
right A-modules f : X → Y by the relation f(x) = yx for any x ∈ X. By 1.1.4, yx = f(x) =
0; see condition 2) from 1.1.4. Therefore, 0 = YX = XAY. Then (AX)(AY) = 0.
b. The assertion follows from a.
c. Let x = ∑s

i=1mibi = ∑t
j=1 njcj ∈ MB ∩ MC, where mi , nj ∈ M, bi ∈ B and cj ∈ C.

We set B1 = ∑s
i=1 biA ⊆ A and C1 ∑t

j=1 cj ⊆ A. Then B1, C1 are finitely generated
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8 | 1 Saturated ideals and localizations

right ideals of the right distributive, right invariant ring A. By 1.1.6(a), there exist two
elements a, b ∈ A such that 1 = a + b and bia, cjb ∈ B1 ∩ C1 for all i, j. Therefore,

x = xa + xb = s∑
i=1

bia + t∑
j=1

cjb ∈ M(B1 ∩ C1) ⊆ M(B ∩ C)
andMB ∩ MC ⊆ M(B ∩ C) ⊆ MB ∩ MC.

1.2 Saturated submodules and saturations

1.2.1 Saturated submodules. Let A be a ring, X be a right A-module, X1 be a submod-
ule in X, S be a nonempty multiplicatively closed subset in A that contains 1 ∈ A and
does not contain 0 ∈ A, and let X1S be the subset in X consisting of all elements x ∈ X
such that xs ∈ X1 for some element s ∈ S.
The set X1S is called the S–saturation of the set X1. Since 1 ∈ S, we have X1 ⊆ X1S.
If X1 = X1S, then X1 is called an S-saturated submodule of the module X. It is clear
that X1 is an S-saturated submodule if and only if X1 contains any element x ∈ X such
that xs ∈ X1 for some element s ∈ S.
A subset B of the ring A is said to be right permutable if for any elements a ∈ A and
b ∈ B, there exist two elements a ∈ A, b ∈ B with ab = ba.

a. If the set S is right permutable, then the S-saturation X1S is an S-saturated submod-
ule in X, which contains X1.
b. If the ring A is right invariant, then each of its subsets B are right permutable.
c. If S is a right permutablemultiplicatively closed subset of the ringA, which contains
1 ∈ A and does not contain 0 ∈ A, and Y is an arbitrary submodule of the module
X, then its S-saturation Y is an S-saturated submodule in M and coincides with the
intersection Ŷ of all S-saturated subsets in X that contain Y.

Proof. a. Indeed, let y, z ∈ X1S. Then ys ∈ X1 and zt ∈ X1 for some elements s, t ∈ S.
Since S is right permutable, ts = st for some s ∈ S and t ∈ A. Since S is multiplica-
tively closed, ts ∈ S. Then (y + z)ts = yst + zts ∈ X1. Therefore, y + z ∈ X1S and X1S
is an additive subgroup in X1.
Let a ∈ A. Since S is right permutable, as = sa for some s ∈ S and a ∈ A. Then
yas = (ys)a ∈ X1. Therefore, X1S is a submodule in X, which contains X1.
It remains to prove that x ∈ X1S if xu ∈ X1S for some element u ∈ S. Since xu ∈ X1S, we
have that x(uv) ∈ X1 for some element u ∈ S. Then uv ∈ S, since S is multiplicatively
closed.
b. Let a ∈ A and b ∈ B. Since the right ideal bA is an ideal, ba ∈ bA and ab = ba for
some a ∈ A.
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c. Let x, z ∈ Y and a ∈ A. There exist s, s ∈ S such that xs, zs ∈ Y. By assumption,
at = sb and sb = st ∈ S for some t, t ∈ S and b, b ∈ A. Then(xa)t = (xs)b ∈ Y , (x + z)st = (xs)b + (zs)t ∈ Y , xa, x + z ∈ YS .

Therefore, Y is a submodule in X. Since 1 ∈ S, we have Y ⊆ Y. Let x ∈ X and xs ∈ Y
for some s ∈ S. It follows from the definition of Y that xst ∈ Y for some t ∈ S and
st ∈ S, since S is multiplicatively closed. Therefore, x ∈ Y, whence Y is an S-saturated
submodule in X. Now it follows from the definition of YS that Y = Ŷ.

1.2.2 Properties of distributive modules ([152]). Let A be a ring, X be a distributive
right A-module, Y be a submodule in X, f ∈ End X, and let f−1(Y) = {x ∈ X | f(x) ∈ Y.
a. If X = Y + f−1(Y), then f(Y) ⊆ Y.
b. If f(X) ⊆ Y + f(Y), then f(Y) ⊆ Y.
c. If Y ̸= X, then Y + f(Y) ̸= X.
d. If x1A ⊕ ⋅ ⋅ ⋅ ⊕ xnA is a submodule in X, then x1A ⊕ ⋅ ⋅ ⋅ ⊕ xnA = (x1 + ⋅ ⋅ ⋅ + xn)A is a
cyclic module.
e. If the ring A is local, then X is a uniserial module.

Proof. a. We assume that X = Y + f−1(Y). The rule g(x + f−1(Y)) = f(x) + Y correctly
defines a monomorphism g : X/f−1(Y) → X/Y. According to 1.1.4, g ≡ 0. Therefore,
f−1(Y) = X and f(X) ⊆ Y.
b.We assume that f(X) ⊆ Y + f(Y). Let x ∈ X. By assumption, f(x) = y + f(z) for some
y, z ∈ Y. Therefore, x − z ∈ f−1(Y), x = z + (x − z) ∈ Y + f−1(Y). Then X = f−1(Y) + Y
and f(X) ⊆ Y by a.
c.Weassume that X = Y+ f(Y). Then f(X) ⊆ Y+ f(Y). By a, f(X) ⊆ Y. Then X = Y+ f(Y) ⊆
Y + f(X) = Y. This is a contradiction.
d.Without loss of generality, we can assume that n = 2. According to 1.1.2, there exist
two elements a, b ∈ A such that 1 = a+b and x1aA+x2bA ⊆ x1A∩x2A = 0. Therefore,
x1a = x2b = 0. Then x1 = x1(a + b) = (x1 + x2)b and x2 = x2(a + b) = (x1 + x2)a.
Therefore, x1A + x2A = (x1 + x2)A is a cyclic module.
e. Let x, y ∈ X. It is sufficient to prove that the submodules xA and yA are comparable
with respect to inclusion. According to 1.1.2, there exist elements a, b, c, d ∈ A such
that 1 = a + b and xaA + ybA ⊆ xA ∩ yA. Since the ring A is local and 1 = a + b,
at least one of the right ideals aA, bA coincides with A. Therefore, at least one of the
inclusions xA ⊆ yA, yA ⊆ xA is true.

1.2.3 Quasi-invariant modules and rings. A module X is said to be quasi-invariant if
all its maximal submodules are fully invariant inM.
a. A ring A is right quasi-invariant if all its maximal right ideals are ideals.
b. If a ring A is right quasi-invariant and M is its maximal right ideal, then M is a
maximal ideal, the factor ring A/M is a division ring and {A \ M} is a nonempty mul-
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10 | 1 Saturated ideals and localizations

tiplicatively closed subset in A which contains the identity element of the ring A and
does not contain its zero.
c. Let a ring A be right quasi-invariant and let M be its maximal right ideal such that
the set {A \ M} is right permutable. Then M is a maximal ideal, the factor ring A/M is
a division ring and {A \ M} is a right permutable, nonempty, multiplicatively closed
subset in A, which contains the identity element of the ring A and does not contain its
zero and for any right A-module X and an arbitrary submodule X1 in X, the {A \ M}-
saturation X1{A\M} is an {A \ M}-saturated submodule in X, which contains X1.
d. Every distributive module X is quasi-invariant.
e.Every right distributive ringA is right quasi-invariant and for any itsmaximal (right)
idealM, it is true that the set {A \ M} is right permutable.

Proof. a, b. The assertions are directly verified.
c. The assertion follows from b and 1.2.1(a).
d. Let Y be a maximal submodule in X. We assume that f(Y) ̸⊆ Y. Then X = Y + f(Y).
This contradicts to 1.2.2(c).
e. By d, the ring A is right quasi-invariant. LetM be amaximal (right) ideal of the ring
A and {A \ M}. It remains to prove that for any elements x ∈ A and y ∈ {A \ M}, there
exist elements x ∈ A and y ∈ {A \ M} with xy = yx. By 1.1.2, there exist elements
a, c, d ∈ A such that xa = yc and y(1 − a) = xd. If a ∈ {A \ M}, then we can set
y = a and x = c. Therefore, we can assume that a ∈ M. Then 1 − a ∈ {A \ M} and
xd = y(1− a) ∈ {A \M}. SinceM is an ideal, d ∈ {A \M}. In this case, we can set y = d
and x = 1 − a.

1.2.4 A criterion of distributivity of the module over a quasi-invariant ring with per-
mutable complements of maximal ideals. Let A be a right quasi-invariant ring, X be a
rightA-module, and for anymaximal (right) idealM of the ring A, the (multiplicatively
closed) set {A \ M} is right permutable. Then the following conditions are equivalent.
1) X is a distributive module.
2) For any maximal (right) ideal M of the ring A, all {A \ M}-saturated submodules of
the module X form a chain with respect to inclusion.

Proof. 1)⇒ 2). Let M be a maximal ideal of the ring A and let Y, Z be two {A \ M}-
saturated submodules of the module X. We assume that Y is not contained in Z. Then
there exists an element y ∈ Y \ Z. We have to prove that z ∈ Y, where z is an arbitrary
element of Z. According to 1.1.2, there exist two elements a, b ∈ A such that 1 = a + b
and yaA + zbA ⊆ Y ∩ Z.
Let a ∈ {A \M}. Since the element ya is contained in the {A \M}-saturated submodule
Z, we have y ∈ Z; this contradicts to the choice of y ∈ Y \ Z.
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1.3 Localizable rings | 11

Therefore, a ∈ M. Then b = 1 − a ∈ {A \ M}. Since the element zb is contained in the{A \ M}-saturated submodule Y, we have z ∈ Y.
2)⇒ 1). Let x1, x2 ∈ X. According to 1.1.2, it is sufficient to prove that A = (x1 .

. x2A) +(x2 .
. x1A).

We assume that A ̸= (x1 .
. x2A) + (x2 .

. x1A). Then the proper right ideal (x1 .
. x2A) +(x2 .

. x1A) is contained in some maximal (right) ideal M. We denote by x1A and x2A
the {A \ M}-saturations in X of the submodules x1A and x2A, respectively. According
to 1.2.3(c), x1A and x2A are {A \M}-saturated submodules in X. From 2), x1A and x2A
are comparable with respect to inclusion. For example, let x1A ⊆ x2A. Since x1A ⊆
x1A ⊆ x2A, we have that x1s ∈ x2A for some s ∈ {A \ M}. Therefore, s ∈ (x1 .

. x2A) ⊆
M ∩ {A \ M} = ⌀. This is a contradiction.

1.2.5 A criterion of distributivity of a ring. A ring A is right distributive if and only if
for any itsmaximal¹ (right) idealM, all {A\M}-saturated right ideals of the ring A form
a chain with respect to inclusion.

The assertion 1.2.5 follows from 1.2.3(e) and 1.2.4.

1.2.6 Remark. Let A be an arbitrary commutative ring,M be its maximal ideal, AM be
the localization of the ring A byM, X be anA-module, and let XM be the localization of
X byM. It is well known that any submodule XM of the AM-module XM corresponds to
theunique {A\M}-saturated submoduleX of theA-moduleX such that its localization
by M coincides with XM; proper inclusions are preserved under this correspondence.

1.2.7 The completion of the proof of Theorems 1A and 1B. Theorem 1A follows from
1.2.5 and the property that any right invariant arithmetical ring is right distributive.
Theorem 1B follows from Theorem 1A and Remark 1.2.6.

1.3 Localizable rings

1.3.1 Reduced rings. Let A be a reduced ring (i.e., a ring without nonzero nilpotent
elements).
a. If a1, . . . , an ∈ A and a1 ⋅ ⋅ ⋅ ⋅ ⋅ an = 0, then Aas(1)A ⋅ ⋅ ⋅ ⋅ ⋅ Aas(n)A = 0 for any
permutation s of the set {1, . . . , n}.
b. If x, y ∈ A, then xy = 0 ⇔ yx = 0 ⇔ (AxA)(AyA) = (AyA)(AxA) = 0 ⇔ (AxA) ∩(AyA) = 0.
c. xy = 0 ⇔ xnAy = xAyn = 0 for all n ∈ ℕ. In particular, r(a) = r(an) for all a ∈ A
and n ∈ ℕ.

1 We recall that the ring A is right quasi-invariant by 1.2.3(e).
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12 | 1 Saturated ideals and localizations

d. For any subset B ⊆ A, the annihilators r(B) and ℓ(B) coincide; in addition, they are
ideals and

r(B) = ℓ(B) = r(ABA) = ℓ(ABA) = {a ∈ A |ABA ∩ AaA = 0} .
e. A is a ringwithout noncentral idempotents and every right or left invertible element
of the ring A is invertible.
f. For any subset B in A, it is true that the factor ring A/r(B) is reduced and h(ABA)
is an essential right ideal of the ring A/r(B), where h : A → A/r(B) is the natural epi-
morphism.
g. If A is a right uniform ring, then A is a domain.
h. In the ring A, every principal right ideal B is a quasiprojective right A-module and
a free cyclic right module over the reduced ring A/r(B).
Proof. a, b. The element b = as(1) ⋅ ⋅ ⋅ ⋅ ⋅ as(n) can be obtained from the product of
a1 ⋅ ⋅ ⋅ ⋅ ⋅ an by using finitely many permutations of two adjacent factors. If x, y ∈ A and
xy = 0, then (yAx)2 = 0 , yAx = 0 , (xAy)2 = 0 , xAy = 0 .

Therefore, Aas(1)A ⋅ ⋅ ⋅ ⋅ ⋅ Aas(n)A = 0.
c. Since A is reduced, the relations (AxA) ∩ (AyA) = 0 and (AxA)(AyA) = 0 are equiv-
alent.
Let a ∈ A and b ∈ r(a). Then anbn = 0. By the above, (ab)n = 0. Therefore, ab = 0
and r(an) ⊆ r(a) ⊆ r(an). Therefore, xy = 0 ⇔ xnAy = xAyn = 0 for all n ∈ ℕ.
d. The assertion follows from b.
e. If e = e2 ∈ A, then e(1 − e) = 0. By b, (AeA) ∩ (A(1 − e)A) = 0. Therefore, e is a
central idempotent.
Let a, b ∈ A and ab = 1. Then ba is an idempotent. It is proven above that ba is a
central idempotent. Therefore, b = b(ab) = b(ba). Then ba = a(bba) = ab = 1.
f. Byd, r(B) is an ideal, Therefore, the factor ring A/r(B) exists. Let y ∈ A and yn ∈ r(B)
for some positive integer n. Then Byn = 0. By c, By = 0 and y ∈ r(B). Therefore, A/r(B)
is a reduced ring. We assume that h(C) ∩ h(AXA) = h(0), where C is some right ideal
of the ring A, which contains r(B). Since h(ABA) is an ideal of the ring h(A), we have

h(C)h(ABA) ⊆ h(C) ∩ h(ABA) = h(0) .
Therefore, CB ⊆ r(B) and C ⊆ ℓ(B). By b, ℓ(B) = r(B). Therefore, C ⊆ r(B) and h(C) =
h(0). Therefore, h(ABA) is an essential right ideal of the ring A/r(B).
g. Let 0 ̸= x, y ∈ A. Since the ring A is right uniform, xA ∩ yA ̸= 0. By b, xy ̸= 0.
h. Let B = bA, b ∈ B. We denote by X the right annihilator of the element b in the
ring A. By d, X = r(B) is an ideal of the ring A. Let h : A → A/X be the natural ring
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epimorphism and let y be an element of the ring A such that h(b)h(y) = h(0). Then
by ∈ X and b2y = 0. Therefore, (byb)2 = 0. Then byb = 0, whence (by)2 = 0.
Therefore, by = 0, y ∈ X, h(y) = 0, the element h(b) has the zero right annihilator
in the ring A/X, and the principal right ideal B is a free cyclic right A/X-module. In
particular, B is a projective right A/X-module. Then it is directly verified that B is a
quasiprojective right A/X-module.

1.3.2 Right Ore sets. Let A be a ring and let S be a right Ore set in A, i.e., S is a right
permutablemultiplicatively closed subset in A, which contains 1 anddoes not contain
0 of the ring A, and all elements s ∈ S are nonzero-divisors in A. In this case, it is well
known that A is a unitary subring in the unique subring AS−1 such that all elements
of S are invertible in AS−1 and AS−1 = {as−1 | a ∈ A, s ∈ S}. The ring AS−1 is called
the right ring of fractions of the ring A with respect to right Ore set S.

If the set of all nonzero-divisors of the ring A is a right Ore set, then A is called a right
Ore ring and the corresponding right ring of fractions is called the right classical ring
of fractions of the ring A; it is denoted by Qcl(A). In this case, the ring A is called a
right order in the ring Qcl(A).
For any subset B in A, we denote by BS−1 the subset {bs−1 | b ∈ B, s ∈ S} of the ring
AS−1.
a. If q1, . . . , qns−1n ∈ AS−1, then there exist elements s ∈ A and a1, . . . , an ∈∈ A such
that qi = ais−1, i = 1, . . . , n.
Consequently, the mapping φ : ∑n

i=1 Aqi , f(x) = xs defines an isomorphism from the
left A-module∑n

i=1 Aqi onto the n-generated left ideal (∑n
i=1 Aqi)s of the ring A.

b. If A is a reduced ring, then AS−1 is a reduced ring.
c. The ring A is right uniform if and only if AS−1 is a uniform right A-module.
d. The ring A is right uniform if and only if the ring AS−1 is right uniform. Under these
conditions, if A is a reduced ring, then A, AS−1 are of the domain.
e. If the ring A is right distributive, then the ring AS−1 is right distributive.
f. If A is a right distributive ring and AS−1 is a local ring, then AS−1 is a right uniserial
ring, A is a right uniform ring and the right A-module AS−1 is uniform.
g. If A is a right distributive reduced ring and AS−1 is a local ring, then AS−1 is a right
uniserial domain, A is a right uniform domain, and the right A-module AS−1 is uni-
form.
h. If N is a right ideal of the ring A and q ∈ NS−1, then NS−1 is a right ideal of the ring
AS−1 and qs ∈ N for some s ∈ S.
i. If X is a right ideal of the ring AS−1, then X ∩ A is a right ideal of the ring A and
X = (X ∩ A)S−1.
j. IfB, C are two right ideals of the ringA, then (B+C)S−1 = BS−1+CS−1 and (B∩C)S−1 =
BS−1 ∩ CS−1.
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14 | 1 Saturated ideals and localizations

k. If S = {A \M}, whereM is a proper right ideal of the ring A, then the ring AS is local
and J(AS) = MS.
Under these conditions, if the ring A is right distributive, then AS is a right uniserial
ring, A is a right uniform ring, and the right A-module AS−1 is uniform.

Proof. a. It is sufficient to consider the case n = 2. There exist elements di ∈ A and
si ∈ S such that qi = disi−1, i = 1, 2. Since S is right permutable, there exist elements
t1 ∈ S and t2 ∈ A such that s1 t1 = s2 t2 ∈ S. We set s = s1t1 = s2t2 ∈ S We set
ai = diti ∈ A, i = 1, 2. Then

si−1 = ti s−1 , ais−1 = diti s−1 = disi−1(si tis−1) = qi , i = 1, 2 .

b. Let as−1 ∈ AS−1 and (as−1)(as−1) = 0, where a ∈ A and s ∈ S. It is sufficient to
prove that as−1 = 0. Since s−1a = bt−1 for some b ∈ A and t ∈ S, it follows from the
relation (as−1)(as−1) = 0 that ab = 0. By 1.3.1(b), (AxA) ∩ (AyA) = 0. On the other
hand, it follows from the relation s−1a = bt−1 that at = sb ∈ (AxA) ∩ (AyA) = 0.
Therefore, s−1a = bt−1 = 0, Then a = 0 and as−1 = 0.
c. If AS−1 is a uniform right A-module, then its submodule AA is also uniform.
Conversely, let the ring A be right uniform and let x̄, ȳ be nonzero elements of the ring
AS−1. According to a, there exist nonzero elements x, y ∈ A and s ∈ S such that x̄ =
xs−1 and ȳ = ys−1. Since x, y are two nonzero elements of the right uniform ring A, we
have that xa = yb ̸= 0 for some elements a, b ∈ A. Therefore, x̄sa = xa = yb = ȳsb ̸= 0
and AS−1 is a uniform right A-module.
d. If the ring A is right uniform, it follows from c that the right A-module AS−1 is uni-
form. Therefore, the ring AS−1 is right uniform.
Conversely, let the ring AS−1 be right uniform and 0 ̸= a, b ∈ A. There exist elements
x̄, ȳ ∈ AS−1 such that ax̄ = bȳ ̸= 0. According to a, there exist nonzero elements
x, y ∈ A and s ∈ S such that x̄ = xs−1 and ȳ = ys−1. Then ays−1 = bys−1 ̸= 0.
Therefore, ay = by ̸= 0 and the ring A is right uniform.
The remaining assertion follows from 1.3.1(f).
e. Let x̄, ȳ ∈ AS−1. By 1.1.2, it is sufficient to prove that there are elements ā, b̄ ∈ AS−1

such that
1 = ā + b̄ , x̄āAS−1 + ȳb̄AS−1 ⊆ x̄AS−1 ∩ ȳAS−1 .

According to a, there exist elements x, y ∈ A and s ∈ S such that x̄ = xs−1 and ȳ =
ys−1. Since the ring A is right distributive, it follows from 1.1.2 that there exist elements
a, b ∈ A such that 1 = a + b, xaA + ybA ⊆ xA ∩ yA. We set ā = sas−1, b̄ = sbs−1. Then

1 = s(a + b)s−1 = sas−1 + sbs−1 = ā + b̄ ,

x̄āAS−1 + ȳb̄AS−1 = (xs−1)(sas−1)AS−1 + (ys−1)(sbs−1)AS−1= xaAS−1 + ybAS−1 ⊆ (xA ∩ yA)AS−1 ⊆ x̄AS−1 ∩ ȳAS−1 .
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f.According to e, the ring AS−1 is right distributive. From 1.2.2(e), the right distributive
local ring AS−1 is a right uniserial ring. From c and d, the ring A is right uniform and
the right A-module AS−1 is uniform.
g. By b, AS−1 is a reduced ring. From f, it is sufficient to prove that the right uniserial
reduced ring AS−1 is a domain; this follows from 1.3.1(f).
h. If q ∈ BS−1, then it is clear that qs ∈ B for some s ∈ S.
We prove that NS−1 is a right ideal of the ring AS. Let x̄, ȳ ∈ NS−1 and x̄ = xs−11 ,
ȳ = ys−12 , where x, y ∈ N and s1, s2 ∈ S. When assertion a is applied to the elements
s−11 , s−12 , there exist elements a, b ∈ A and s ∈ S such that s−11 = as−1 and s−1a = bs−1.
Then x̄ = (xa)s−1 and ȳ = (yb)s−1, where xa, yb ∈ N. Therefore, x̄ + ȳ ∈ NS−1.
It remains to prove that x̄z = x(s−11 z) ∈ MS for any z ∈ AS−1. This follows from the
inclusions x ∈ M and s−11 z ∈ AS−1.
i, j. The assertions are verified with the use of a.
k. Let as−1 ∈ J(AS−1), where a ∈ A and s ∈ S. The inclusion a ∈ S is impossible;
otherwise, the invertible element as−1 of the ring AS is contained in J(AS). Therefore,
a ∈ A \ {A \ M}, as−1 ∈ MS−1 and J(AS−1) ⊆ MS−1.
Now letmt−1 ∈ MS, wherem ∈ M and t ∈ S. Then t−m ∈ S, since otherwise t−m ∈ M
and t = (t − m) + m ∈ M ∩ S = ⌀. Then the element 1 − mt−1 = (t − m)t−1 is invertible
in A and MS−1 is a right ideal of the ring AS−1 by h. Therefore, MS−1 ⊆ J(AS) ⊆ MS−1

and every element of J(AS−1) = MS−1 is invertible in AS−1. This implies that the ring
AS is local and J(AS) = MS.
We assume that the ring A is right distributive. By f, AS−1 is a right uniserial ring, A is
a right uniform ring, and the right A-module AS−1 is uniform.

1.3.3 Denominator sets and reversive sets. Let A be a ring and S a nonempty subset
in A.
a. Reversive and weakly reversive sets.
The set S is said to be right reversive if for any a ∈ A and s ∈ S with sa = 0, there exists
an element s ∈ S with as = 0.
The set S is said to be is weakly right reversive if for any a ∈ A and s ∈ S with sa = a2 =
0, there exists an element s ∈ S with as = 0.
(Weakly) left reversive sets are similarly defined.
b. Rings of fractions.
The set S is called a right denominator set in the ring A if there exist a nonzero ring
AS−1 and a ring homomorphism fS ≡ f : A → AS−1 such that all elements of f(S) are
invertible in AS−1, AS−1 = {f(a)f(s)−1 | a ∈ A, s ∈ S}, and Ker f = {a ∈ A | as = 0 for
some s ∈ S}. In this case, AS−1 is called the right ring of fractions of A with respect to
S and fS is called the canonical ring homomorphism for AS−1.
The definition of the ring AS−1 is consistent with the definition from 1.3.2 of the right
ring of fractions with respect to a right Ore set.
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16 | 1 Saturated ideals and localizations

c. The definitions of a left denominator set S, the left ring of fractions S−1A and the
canonical ring homomorphism Sf : A → SA is similar to the definitions from b.
The set S is called a two-sided denominator set if there exist a ring S−1AS−1 and a ring
homomorphism f : A → S−1AS−1 such that all elements of f(S) are invertible in the
ring S−1AS−1, S−1AS−1 = {f(a)f(s)−1 | a ∈ A, s ∈ S} = {f(t)−1 f(a) | a ∈ A, t ∈ S}, and
Ker f = {a ∈ A | as = ta = 0 for some s, t ∈ S}. In this case, S−1AS−1 is called the
two-sided ring of fractions of the ring A with respect to S and the homomorphism f is
called the canonical homomorphism for S−1AS−1.
d. In any ring, it is directly verified that every central multiplicatively closed subset,
which contains 1 ∈ A and does not contain 0 ∈ A, is a reversive, permutable, two-
sided denominator set.

1.3.4 An existence criterion of AS−1. Let A be a ring and let S be a multiplicatively
closed subset in A, which contains 1 ∈ A and does not contain 0 ∈ A. We set K(S) ={a ∈ A | as = 0 for some s ∈ S}. The following conditions are equivalent.
1) The right ring of fractions AS−1 exists (i.e., S is a right denominator set).
2) K(S) is an ideal inA and the set h(S) is a right Ore set in the ring h(A), where h : A →
A/K(S) is the natural epimorphism.
3) S is a right permutable, right reversive set.
4) S is a right permutable, right weakly reversive set.

Proof. The equivalence of 1) and 2) follows from 1.3.2. The implications 3)⇒ 4) and
3)⇒ 2) are directly verified.
3)⇒ 4). Since K(S) is an ideal in A, we have that S is right reversive. Let a ∈ A and
s ∈ S. Since h(S) is a right Ore set in h(A), we have that h(at1) = h(sb1) for some
b1 ∈ A and t1 ∈ S. Therefore, at1 − sb1 ∈ K(S) and (at1 − sb1)t2 = 0 for some t2 ∈ S.
We set s = t1t2 ∈ S and b = b1t2. Then as = sb. Therefore, S is right permutable.
4)⇒ 3). Let a ∈ A, s ∈ S and sa = 0. We set b = as. Then b2 = sb = 0. By assumption,
x = 0 for some x ∈ S. We set s = sx ∈ S. Then as = 0 and S is right reversive.

1.3.5 Properties of rings of fractions. Let A be a ring, S be a right denominator set in
A, AS−1 be the right ring of fractions, and let f : A → AS−1, h : A → A/Ker f be the
canonical ring homomorphisms. For any subset B of the ring A, we denote by BS the
set {f(b)f(s)−1 | b ∈ B, s ∈ S}.
a. The ring AS−1 coincides with the right ring of fractions h(A)h(S)−1 of the ring h(A)
with respect to its right Ore set h(S) and f = ̄f h, where ̄f : h(A) → h(A)h(S)−1 is an
embedding of the ring h(S) in its right ring of fractions h(A)h(S)−1 with respect to the
right Ore set h(S).
b. If N is a right ideal of the ring A and q ∈ NS, then NS is a right ideal of the ring AS
and qs ∈ f(N) for some s ∈ S. Under these conditions, if q = h(a) ∈ h(A), then at ∈ N
for some t ∈ S.
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c. If q1, . . . , qns−1n ∈ AS−1, then there exist elements s ∈ A and a1, . . . , an ∈∈ A such
that qi = ais−1, i = 1, . . . , n.
d. If X is a right ideal of the ring AS−1, then X ∩ h(A) is a right ideal of the ring h(A)
whose complete pre-image X in A is a right ideal of the ring A and X = XS.
e. If B, C and D are three right ideals of the ring A, then (B + C)S = BS + CS, (B ∩ C)S =
BS ∩ CS, ((B + C) ∩ D)S = (BS + CS) ∩ DS, (B ∩ D + C ∩ D)S = BS ∩ DS + CS ∩ DS.
f. Let S = {A \ M}, where M is a proper right ideal of the ring A and Ker f ⊆ M. Then
the ring AS is local and J(AS) = MS.

Proof. a. The assertion follows from 1.3.4.
b. Since N is a right ideal of the ring A, we have that h(N) is a right ideal of the ring
h(A) and AS−1 = h(A)h(S)−1 by a. From 1.3.2(h), NS is a right ideal of the ring AS and
qs ∈ f(N) for some s ∈ S. We assume that q = h(a) ∈ h(A) ∩ NS, where a ∈ A. Then
as ∈ N + Ker f for some s ∈ S. Then ass ∈ N for some s ∈ S. Therefore, at ∈ S, where
t = ss ∈ S.
c, f. The assertions are verified with the use of a and 1.3.2(a),(k).
d, e. The assertions are verified with the use of a and 1.3.2(h),(i),(j).

1.3.6 Rings of fractions of reduced rings. Let A be a ring and let S be a right per-
mutable, multiplicatively closed subset in A, which contains 1 ∈ A and does not
contain 0 ∈ A. We set K(S) = {a ∈ A | as = 0 for some s ∈ S}.
a. S is a right denominator set in A and the kernel canonical ring homomorphism
f : A → AS−1 coincides with K(S). If h : A → A/Ker f is the canonical ring epimor-
phism, then h(A) is a reduced ring and h(A)h(S)−1 = AS−1 is a right ring of fractions
rings h(A) with respect to right Ore set h(S).
b. Let S = {A \ M}, where M is a proper right ideal of the ring A which contains Ker f .
If A is a right distributive ring, then AS−1 is a right uniserial domain, J(AS) = MS,
A/Ker f is a right uniform domain and the right A-module AS−1 is uniform.

Proof. a. Since A is a reduced ring, the set S is right weakly reversive. By 1.3.4, S is a
right denominator set and K(S) = Ker f is an ideal of the ring A. By 1.3.4, h(A)h(S)−1 =
AS−1 is the right ring of fractions of the ring h(A)with respect to the right Ore set h(S).
If a ∈ A and a2 ∈ K(S), then a2s = 0 for some s ∈ S. By 1.3.1(c), as = 0, a ∈ K(S) and
h(A) is a reduced ring.
b. The assertion follows from a and 1.3.2(g),(k).

1.3.7 Prelocalizable and localizable rings. Localizations. A ring A is said to be right
prelocalizable if every its maximal right idealM is an ideal and the set {A \M} is right
permutable. Then {A\M} is a nonempty set which contains 1 ∈ A anddoes not contain
0 ∈ A. Since the factor ring A/M is a division ring, the set {A \ M} is multiplicatively
closed.
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18 | 1 Saturated ideals and localizations

A ringA is said to be right localizable ifA is right prelocalizable and for any itsmaximal
right ideal M, the set {A \ M} is right weakly reversive. It follows from 1.3.4 that for
any maximal right idealM of the right localizable ring A, there exists the right ring of
fractionsA{A\M}, which is called the right localizationof the ringA byM; it is denoted
by AM, similar to the classical commutative case.

a. It is directly verified that every commutative ring is localizable and every right in-
variant ring is right prelocalizable.
b. Every right distributive ring is right prelocalizable by 1.2.3(e).
c. The assertion V from the introduction contains an example of a prelocalizable, in-
variant, distributive ring which is not right or left localizable.
d. If the ring A is right prelocalizable and for any its maximal idealM, the set {A \ M}
is right weakly reversive, then the ring A is right localizable by 1.3.4.
e. Let the ring A be right invariant. If for any its maximal ideal M, the set {A \ M} is
right weakly reversive (e.g., this is the case if A is a reduced ring), then the ring A is
right localizable by (a) and (d).
f. Let the ring A is right distributive and for any its maximal idealM, the set {A \M} is
right weakly reversive. Then the ring A is right localizable by (b) and (d). By 1.2.2(d),
AM is a right uniserial ring for anyM ∈ maxA and J(AM) = MM .

1.3.8 Properties of localizable rings. Let A be a right localizable ring and let maxA
be the set of all its maximal (right) ideals. For any M ∈ maxA and each subset B in
A, we denote by fM and BM the canonical ring homomorphism A → AM and the set{fM(b)fM(s)−1 | b ∈ B, s ∈ A \ M}, respectively.
a. For anyM ∈ maxA, the right localization AM is a local ring and J(AM) = MM.
b. Let a ∈ A and N a right ideal of the ring A. The element a is contained in N if and
only if the element aM is contained in the right ideal NM of AM for anyM ∈ maxA.
In particular, a = 0 if and only if aM = 0M for anyM ∈ maxA.
c. If N, N are two right ideals of the ring A, then the relation N = N is equivalent to
the property that NM = NM for anyM ∈ maxA.
d. The ring A is right distributive if and only if for everyM ∈ maxA, the ring AM is right
distributive, if and only if for every M ∈ maxA, the ring AM is right uniserial (under
the last condition, the relation J(AM) = MM is true).
e. A is a reduced ring if and only if AM is a reduced ring for every M ∈ maxA.

Proof. a. The assertion follows from 1.3.5(f).
b. If a ∈ N, then it is clear that aM ∈ NM for anyM ∈ maxA.
We assume that a ∉ N. Then (a .

. N) is a proper right ideal in A, contained in some
M ∈ maxA. By assumption, aM ∈ BM . By 1.3.5(b), as ∈ N for some s ∈ S. Therefore,(a .

. N) is not contained in M. This is a contradiction.
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c. The assertion follows from b.
d. The first equivalence of follows from 1.3.5(d),(e). The second equivalence follows
from the first equivalence and 1.3.7(f).
e. The assertion is verified by the use of the second assertion from b.

1.3.9. For a ring A, the following conditions are equivalent.
1) A is a right distributive reduced ring.
2) The ring A is right localizable and AM is a right uniserial domain for every M ∈
maxAA.
Under the conditions 1) and 2), J(AM) = MM for every M ∈ maxAA.

1.3.9 follows from 1.3.8(d),(e) and 1.3.6(b).

1.3.10 Invariant semiprime rings. Let A be a right invariant semiprime ring. Then A is
a right localizable reduced ring.
The ring A is arithmetical if and only if AM is a right uniserial domain for every M ∈
maxAA.

1.3.11 The completion of the proof of Theorem 1C. Theorem 1C follows from 1.3.10.
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2 Finitely generated modules and diagonalizability

The main results of this section are Theorems 2A and 2B.

2A Theorem (Golod [77]). If A is a commutative ring, then A is arithmetical if and only
if B + r(X) = r(X/XB) for every finitely generated A-module X and each ideal B of the
ring A.

2B Theorem (Tuganbaev [187]). If A is a right invariant diagonalizable¹ ring, then B +
r(X) = r(X/XB) for every finitely generated right A-module X and each ideal B of the
ring A.

Remark. It is clear that B + r(X) ⊆ r(X/XB) for any right module X over an arbitrary
ring A and each ideal B of the ring A.

Remark. For the completion of the proof of Theorems 2A and 2B, see 2.1.6 and 2.2.4.

2.1 Annihilators and finitely generated modules

2.1.1 Two remarks on arithmetical rings. Let A be an arithmetical ring and let B,
C1, . . . , Cn be ideals of the ring A.
a. B + C1 ∩ ⋅ ⋅ ⋅ ∩ Cn = (B + C1) ∩ ⋅ ⋅ ⋅ ∩ (B + Cn).
b. If A1, . . . , An are copies of the ring A and X is a right A-module A1/C1⊕ ⋅ ⋅ ⋅ ⊕An/Cn,
then B + r(X) = r(X/(XB)).
Proof. a. Since A is an arithmetical ring, the assertion is directly verified, with the use
of the induction on n.
b. In our case, B + r(X) = B + C1 ∩ ⋅ ⋅ ⋅ ∩ Cn and r(X/(XB)) = (B + C1) ∩ ⋅ ⋅ ⋅ ∩ (B + Cn).
Now we use a.

2.1.2. Let A be a ring and let (B + AcA) ∩ (B + AdA) = B + (AcA) ∩ (AdA) for every
ideal B and any elements c, d of the ring A. Then A is an arithmetical ring.

Proof. Let B, C, D be ideals of the ring A and let b1+c = b2+d ∈ (B+C)∩(B+D), where
b1, b2 ∈ B, c ∈ C and d ∈ D. By assumption, b1 + c ∈ B + (AcA) ∩ (AdA) ⊆ B + C ∩ D.
Therefore, (B + C) ∩ (B + D) ⊆ B + C ∩ D. Consequently, A is an arithmetical ring.

2.1.3 An arithmeticity criterion of invariant rings. If A is a right invariant ring, then
the following conditions are equivalent.

1 The definition of a diagonalizable ring is given in 2.2.1.

https://doi.org/10.1515/9783110659825-002
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1) A is an arithmetical ring.
2) B + r(X) = r(X/(XB)) for any right A-module X that is the finite direct sum of cyclic
modules.
3) B + r(X) = r(X/(XB)) for any right A-module X that is the direct sum of two cyclic-
presented modules.

Proof. The implication 2)⇒ 3) is directly verified.
3)⇒ 1). According to 2.1.2, it is sufficient to prove that (B + AcA) ∩ (B + AdA) = B +(AcA) ∩ (AdA) for every ideal B and any elements c, d of the ring A. We denote by X
the module AA/cA⊕AA/dA, which is the direct sum of two cyclic-presented modules.
Since A is a right invariant ring, AcA = cA and AdA = A. It is directly verified that
B + r(X) = B + (AcA) ∩ (AdA) and (B + AcA) ∩ (B + AdA) = r(X/(XB)). In addition,
B + r(X) = r(X/(XB)) by assumption. Therefore, (B + AcA) ∩ (B + AdA) = B + (AcA) ∩(AdA).
1)⇒ 2). Since A is a right invariant ring, every cyclic right A-module is isomorphic to
the module AA/C for some two-sided ideal C of the ring A. Therefore, the assertion
follows from 2.1.1(b).

2.1.4. LetA be a ring and letB+r(X) = r(X/XB) for every finite-presented rightA-mod-
ule X and each ideal B of the ring A.
a. B + r(X) = r(X/(XB)) for every finitely generated right A-module X and each ideal B
of the ring A.
b. If the ring A is right invariant, then A is an arithmetical ring.

Proof. a. Let X be a finitely generated right A-module. Then X ≅ F/N, where F is a
finitely generated free A-module and N is some submodule in F. Let {Ni} be the set of
all finitely generated submodules in N. Then N = ∪iNi and M/MB ≅ F/(N + FB) =
F/ ∪i (Ni + FB). For each i ∈ I, we denote by Xi the finite-presented module F/Ni. By
assumption, B + r(X)i = r(Xi/(XiB) for every finite-presented module Xi. In addition,
it is directly verified that r(F/N) = ∪i r(F/Ni). Therefore,

r(X/XB) = r(F/(N + FB)) = ∪i r(F/(Ni + FB)) = ∪i(B + r(F/Ni)) == B + ∪ir(F/Ni) = B + r(F/N) = B + r(X) .
b. By a, B + r(X) = r(X/(XB)) for every finitely generated right A-module X and each
ideal B of the ring A. By 2.1.3, A is an arithmetical ring.

2.1.5 Theorem ([77]). A commutative ring A is arithmetical if and only if B + r(X) =
r(X/(XB)) for every finitely generated A-module X and each ideal B of the ring A.

Proof. Toprove that the relationB+r(X) = r(X/(XB)) is true for everyfinitely generated
right A-module X and each ideal B of the ringA, it is sufficient to show that it is true for
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the localization by anymaximal ideal of the ring A. Therefore, we can assume the ring
A is local. By 1.2.2(e), any commutative arithmetical local ring is a uniserial. It is well
known that every finite-presented module X over such a ring is the finite direct sum of
cyclic modules, X ≅ A/B1 ⊕ ⋅ ⋅ ⋅ ⊕ A/Bn, where we can assume that B1 ⊆ B2 ⊆ ⋅ ⋅ ⋅ ⊆ Bn.
Then

X/XB ≅ A/(B + B1) ⊕ ⋅ ⋅ ⋅ ⊕ R/(B + Bn) ,
whence r(X/XB) = B + B1 = B + r(X).
2.1.6. If A is a right invariant, right Bezout ring and X is a finite direct sum of cyclic
right A-modules, then B + r(X) = r(X/(XB)) for any ideal B of the ring A.

The assertion 2.1.6 follows from 2.1.3 and assertion III(c) from the introduction.

2.2 Diagonalizable rings

2.2.1 Diagonalizable matrices and rings. A rectangular matrix B over a ring A is said
to be diagonalizable if there exist two square invertible matrices X and Y of suitable
orders such that XBY is a diagonalmatrix (i.e., all elements aijmatrices XBY are equal
to the zero for i ̸= j).

A ring A is said to be diagonalizable if every rectangular matrix over A is diagonaliz-
able. The ring of integers and commutative regular rings are examples of commutative
diagonalizable rings.
Diagonalizable rings were studied in many papers. Here we only note the paper [106].

2.2.2 ([106, p. 477]). From the proof of [106, Theorem 9.1], we obtain the following
well known assertion: every finite-presented right or leftmodule over a diagonalizable
ring is the finite direct sum of cyclic-presented modules.

2.2.3 Right (left) Hermite rings. A ring A is called a right Hermite ring if each row(a, b) of length 2, where a, b ∈ A, is diagonalizable, i.e., there exists an invertible
2 × 2 matrix Y such that (a, b)Y = (c, 0) for some c ∈ A.
A ring A is said to be left Hermite if each column (ab) of height 2, where a, b ∈ A, is
diagonalizable, i.e., there exists an invertible 2 × 2 matrix X such that X(ab) = (c0) for
some c ∈ A.

Hermite rings have been studied in many papers. Here we only indicate papers [9, 69,
70, 92, 106, 114, 193].
a. It is clear that every diagonalizable ring is a right and left Hermite ring.
b. Every right Hermite ring A is a right Bezout ring [106, p. 465].
Indeed, let a, b ∈ A. By assumption, there exists an invertible 2 × 2 matrix Y over
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A that (a, b)Y = (c, 0) for some c ∈ A. Then c = ay11 + by21 ∈ aA + bA. Since(a, b) = (c, 0)Y−1, we have a, b ∈ cA.
c. There exists a commutative reduced Bezout ring A, which is not a Hermite ring. In
particular, A is a nondiagonalizable ring [70, Example 3.4].
d. All right Bezout rings without zero-divisors are right Hermite; see [9] or 4.1.5, Sec-
tion 4.
e. All commutative semihereditary Bezout rings are Hermite rings [114].
f. In [106, Theorem 3.5], it is proven that a ring A is a right Hermite ring if and only if
for every rectangular m × nmatrixM over A, there exists an invertiblem ×mmatrix Y
such thatMY is a lower triangular matrix.
Similarly, a ring A is a right Hermite if and only if for every rectangular m × n matrix
M over A, there exists an invertible n × n matrix X such that XM is a upper triangular
matrix.

2.2.4 The completion of the proof of Theorems 2A and 2B. Theorem 2A follows from
2.1.5.

Proof. The proof of Theorem 2B. Let A be a right invariant diagonalizable ring. From
2.2.3(a),(b), A is a right invariant right Bezout ring. Then A is an arithmetical ring by
the assertion III(c) from the introduction. Let B be an ideal of the ring A and let X be
an arbitrary finite-presented right A-module. From 2.2.2, X is the finite direct sum of
cyclicmodules. From 2.1.3, B+ r(X) = r(X/XB). Since B+ r(X) = r(X/XB) for any finite-
presented right A-module X, it follows from 2.1.4(a) that B + r(Y) = r(Y/(YB)) for any
finitely generated right A-module Y.

2.2.5 Open question. Let A be an invariant arithmetical ring and let X be an arbitrary
direct summand of the finite direct sum of cyclic right A-modules. Is it true that B +
r(X) = r(X/(XB)) for any ideal B of the ring A?

2.2.6 Open question. Let A be an invariant arithmetical ring and let X be an arbitrary
finitely generated right A-module. Is it true that B + r(X) = r(X/(XB)) for any ideal B
of the ring A?
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The main results of this section are Theorems 3A, 3B and 3C.

3A Theorem (Tuganbaev [157, 161, 182]). For an invariant semiprime ring A, the fol-
lowing conditions are equivalent.

1) A is an arithmetical ring.
2) Every submodule of any flat A-module is a flat module.
3) Every finitely generated ideal of the ring A is a quasiprojective right A-module.

3B Theorem (Jensen [98]). A commutative ring A is an arithmetical semiprime ring if
and only if every submodule of any flat A-module is a flat module.

3C Theorem (Tuganbaev [182]). If A is an invariant ring, then A is an arithmetical ring
if and only if every its finitely generated ideal is a quasiprojective right A-module such
that all endomorphisms can be extended to endomorphisms of the module AA.

Remark. The completion of the proof of Theorems 3A, 3B and 3C is given in 3.3.14.

3.1 Flat modules

3.1.1 Tensor products of modules and bimodules. LetA bea ring, XA bea rightA-mod-
ule, AY be a left A-module, X × Y be the cartesian product, F be a free Abelian group
with basis consisting of elements X × Y, and let H be the subgroup in F generated by
all elements of the form(x + x, y) − (x, y) − (x , y) , (x, y + y) − (x, y) − (x, y) , (xa, y) − (x, ay) ,

x, x ∈ X , y, y ∈ Y , a ∈ A .

The Abelian group F/H is called the tensor product of the modules X and Y; it is de-
noted by X ⊗A Y. We write X ⊗ Y instead of X ⊗A Y if it is clear which ring A is meant.
The image of the pair (x, y) under a naturalmapping X×Y → X⊗Y is denoted by x⊗y.
If BXA, AYC are two bimodules, then the group X ⊗A Y naturally turns into a B-C-bi-
module such that the multiplications by b ∈ B and c ∈ C are defined by the relations
b(∑ xiyi) = ∑ bxiyi and (∑ xiyi)c = ∑ xiyic, respectively. In particular, X ⊗A Y is an
End X-End Y-bimodule and X ⊗A A is a right A-module.

If X is a right A-module and X is a submodule in X such that a natural group homo-
morphism X ⊗A Y → X ⊗A Y is a monomorphism, then we can consider X ⊗A Y a
subgroup in X ⊗A Y in this case.

https://doi.org/10.1515/9783110659825-003
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The following properties a–i of tensor products are well known and are directly veri-
fied.
a. For any element x of the group X ⊗ AY, there exists a finite set of subscripts I such
that x = ∑i∈I xi ⊗ yi.
b. If x, x ∈ X, y, y ∈ Y and a ∈ A, then(x + x) ⊗ y = x ⊗ y + x ⊗ y , x ⊗ (y + y) = x ⊗ y + x ⊗ y , xa ⊗ y = x ⊗ ay .

c. If ∑n
i=1 xi ⊗ yi ∈ X ⊗ AY, then ∑n

i=1 xi ⊗ yi = 0 if and only if there exist finite sets{xk ∈ X}mk=1 and {aik ∈ A} such that
1 ≤ i ≤ n , 1 ≤ k ≤ m , xi = m∑

k=1
xkaik ,

n∑
i=1

aikyi = 0 ∀i, k .
d. For any two module homomorphisms f : XA → MA and g : AY → AN, the relation(f ⊗ g)(∑ xi ⊗ yi) = ∑ f(xi)⊗ g(yi) correctly defines the group homomorphism f ⊗ g : X⊗
AY → M ⊗ AN.
e. The canonical group epimorphism h : X⊗A A → X is an isomorphism from a natural
right A-module X ⊗ AA onto the module XA.
f. If XA = ⊕i∈IXi, then there exists a natural group isomorphism from the group(⊕i∈IXi) ⊗ AY on to the group ⊕i∈I(Xi ⊗ AY).
g. If P, Q are two submodules in AY, then the intersection in X ⊗ A(P +Q) of canonical
images of the modules X⊗ AP and X⊗ AQ coincideswith canonical image X⊗ A(P∩Q).
h. If BXA, AYC and CZD are three bimodules, then there exists a natural B-D-bimodule
isomorphism B((X ⊗A Y) ⊗C Z)D → B(X ⊗A (Y ⊗C Z))D .
i. If BXA, AYC, DZC are three bimodules and BXA is a subbimodule in BXA, then there
exist natural B-D-bimodule isomorphisms

α : Hom((X ⊗A Y)C , ZC) → Hom(XA , Hom(YC , ZC)) ,
β : Hom((X ⊗A Y)C , ZC) → Hom(XA , Hom(YC , ZC))

and natural B-D-bimodule homomorphisms

f : Hom((X ⊗A Y)C , ZC) → Hom((X ⊗A Y)C , ZC) ,
g : Hom(XA , Hom(YC , ZC)) → Hom(XA , Hom(YC , ZC))

with gα = βf . Therefore, if f is an epimorphism, then g is an epimorphism.

3.1.2 Flat modules. The first criterion. A right module X over a ring A is said to be flat
if for any monomorphism of left A-modules Y → Y, a natural group homomorphism
X ⊗ AY → X ⊗ AY is a monomorphism.

 EBSCOhost - printed on 2/10/2023 3:12 PM via . All use subject to https://www.ebsco.com/terms-of-use



3.1 Flat modules | 27

For a ring A and a right A-module X, the following conditions are equivalent.
1) X is a flat module.
2) For every left ideal Y of A, the canonical group epimorphism X ⊗ AY → XY is an
isomorphism.
3) For every finitely generated left ideal Y of A, the canonical group epimorphism X ⊗
AY → XY is an isomorphism.
4) For any elements x1, . . . , xn ∈ X and y1, . . . , yn ∈ A with ∑n

i=1 xiyi = 0, there exist
elements x1, . . . , xm ∈ X and aik ∈ A such that 1 ≤ i ≤ n, 1 ≤ k ≤ m, xi = ∑m

k=1 xkaik
and ∑n

i=1 aikyi = 0 for all i and k.

Proof. The equivalence of conditions 1), 2) and 3) is verified with the use of 3.1.1(c).
2)⇒ 4). We set Y = ∑n

i=1 Ayi ⊆ A. Since ∑n
i=1 xiyi = 0, it follows from 2) that ∑n

i=1 xi ⊗
yi = 0. Now we use 3.1.1(c).
4)⇒ 2). Let Y be a left ideal in A, h : X⊗Y → XY be the canonical group epimorphism,
and let∑n

i=1 xi⊗yi ∈ Ker h. Then∑n
i=1 xiyi = 0 and there exist elements x1, . . . , xm ∈ X

and aik ∈ A such that

1 ≤ i ≤ n , 1 ≤ k ≤ m , xi = m∑
k=1

xkaik ,
n∑
i=1

aikyi = 0 ,

n∑
i=1

xi ⊗ yi = n∑
i=1

m∑
k=1

xiaik ⊗ yi = m∑
k=1

n∑
i=1

xi ⊗ aikyi = n∑
i=1

xi ⊗ 0 = 0 .

Therefore, h is an isomorphism.

3.1.3 Properties of flat modules. a. All direct sums of and all direct summands of flat
modules are flat.
b. All free or projective modules are flat.

Proof. a. The assertion follows from 3.1.1(f).
b.By3.1.1(e) and3.1.2, all free cyclicmodules areflat. Since every freemodule is a direct
sum of free cyclic modules, it follows from a that all free modules are flat. Since every
projective module is isomorphic to the direct summand of a free module, it follows
from a that all projective modules are flat.

3.1.4 Hattori torsion-free modules. For a ring A, a right A-module X is said to be Hat-
tori torsion-free or H-torsion-free if for any a ∈ A, a natural group epimorphism X ⊗
Aa → Xa is an isomorphism; see [89].

For a right module X over the ring A, the following conditions are equivalent.
1) X is an H-torsion-free module.
2) In X, every cyclic submodule is contained in some submodule in X, which is an
H-torsion-free module.
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3) For any elements x ∈ X and a ∈ A with xa = 0, there exist elements x1, . . . , xn ∈ X
and a1, . . . , an ∈ A such that x = ∑n

i=1 xiai and aia = 0 for all i.

Proof. The equivalence 1)⇔ 2) is directly verified.
1)⇒ 3). We assume that xa = 0, where x ∈ X and a ∈ A. By assumption, x ⊗ a = 0.
By 3.1.1(c), x = ∑k

j=1 xjaj, where xj ∈ X, aj ∈ A and aja = 0 for all j. Therefore, X is
H-torsion-free.
3)⇒ 1).We assume that∑n

i=1 xibia = 0,where xi ∈ X and bi ∈ A.We set x = ∑n
i=1 xibi ∈

X. Then xa = 0. Since X is an H-torsion-free module, x = ∑k
j=1 xjaj, where xj ∈ X,

aj ∈ A and aja = 0 for all j. Then
n∑
i=1

xi ⊗ bia = x ⊗ a = k∑
j=1

xjaj ⊗ a = k∑
j=1

xj ⊗ aja = k∑
j=1

xj ⊗ 0 = 0 . ◻
3.1.5 Properties of Hattori torsion-free modules. a.Every flatmodule is anH-torsion-
free module.
b. If X is a submodule of the rightmodule X over the ring A, then X/X is anH-torsion-
free module if and only if
for any elements x ∈ X and a ∈ A with xa ∈ X, there exist elements x1, . . . , xn ∈ X
and a1, . . . , an ∈ A such that x = ∑n

i=1 xiai ∈ X and aia = 0 for all i.
c. If a is an element of the ring A, then (A/aA)A is anH-torsion-freemodule if and only
if the right ideal aA is generated by an idempotent, i.e., A/aA is a projectiveA-module.

Proof. a, b. The assertions are verified with the use of 3.1.4.
c. If A/aA is a projective A-module, it follows from 3.1.3(b) that A/aA is an H-torsion-
free module.
We assume that A/aA is an H-torsion-free module. Since 1 ⋅ a ∈ aA and A/aA
is an H-torsion-free right A-module, it follows from b that there exist elements
b, x1, . . . , xn , a1, . . . , an ∈ A such that 1 = ab + ∑n

i=1 xiai and aia = 0 for all i.
Then a = (ab+∑n

i=1 xiai)a = aba. Therefore, ab is an idempotent and abA = aA.

3.1.6 Flat modules. The second criterion ([93]). For a ring A and a right A-module X,
the following conditions are equivalent.
1) X is a flat module.
2) X is an H-torsion-free module and XB ∩ XC = X(B ∩ C) for any left ideals B and C in
A.
3) X is an H-torsion-free module and XB ∩XC = X(B∩ C) for any finitely generated left
ideals B and C in A.
4) In the module X, every finitely generated submodule is contained in some flat sub-
module of X.
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Proof. The implications 2)⇒ 3) and 1)⇒ 4) are obvious.
3)⇒ 1). Let k ∈ ℕ and let Y be a k-generated left ideal. From 3.1.2, it is sufficient to
prove that the canonical group epimorphism fY : X ⊗ Y → XY is an isomorphism.
We use induction on k. For k = 1, the assertion follows from the property thatM is an
H-torsion-free module. Let Y = B + C be a k-generated left ideal, where B is a (k − 1)-
generated left ideal and C is a principal left ideal. Let

fB : X ⊗ B → XB , fC : X ⊗ C → XC , w : X ⊗ A → XA ,
hB : X ⊗ B → X ⊗ Y , hC : X ⊗ C → X ⊗ Y , g : X ⊗ Y → X ⊗ A

be canonical group homomorphisms and let

p = ∑ xi ⊗ (bi − ci) = ∑ xi ⊗ bi − ∑ xi ⊗ ci ∈ Ker fY ,

bi ∈ B , ci ∈ C , q ≡ ∑ xici ∈ XB , s ∈ X ⊗ B , ∑ xi ⊗ bi = hB(s) .
Since 0 = fY (p) = ∑ xi(bi − ci), we have q = ∑ xici ∈ XB ∩ uj ⊗ dj = hB(v). Then

0 = fY (∑ uj ⊗ dj − ∑ xi ⊗ bi) = wg(hB(v − s)) = fB(v − s) ,
whence v = s, since it follows from the induction hypothesis that fB is a monomor-
phism. Then ∑ xi ⊗ bi = hB(s) = hB(v) = ∑ uj ⊗ dj .

Similarly, ∑ xi ⊗ ci = ∑ uj ⊗ dj. Therefore, p = ∑ xi ⊗ bi − ∑ xi ⊗ ci = 0 and f is an
isomorphism.
1)⇒ 2). By 3.1.1(g), the intersection in X ⊗ A(B + C) of canonical images of the modules
X ⊗ AB and X ⊗ AC coincides with canonical image X ⊗ A(B ∩ C). By applying 3.1.2, we
obtain the required assertion.
4)⇒ 3). From 3.1.4, X is an H-torsion-free module. Let B, C be two finitely generated
left ideals and

x = n∑
i=1

yibi = m∑
j=1

zjcj ∈ XB ∩ XC , yi , zj ∈ X , bi ∈ B , cj ∈ C .

We denote by Y the submodule in X generated by all elements yi and zj. Since Y is
finitely generated, it follows from the assumption that Y is contained in some flat sub-
moduleM in X. Therefore, x ∈ MB ∩MC. SinceM is a flat module and the implication
1)⇒ 2) has been proven,MB ∩MC = M(B ∩ C) ⊆ X(B ∩ C). Therefore, x ∈ X(B ∩ C) and
XB ∩ XC = X(B ∩ C).
3.1.7 Exact sequences of modules. A sequence of module homomorphisms ⋅ ⋅ ⋅ →
Mn−1

fn−1→ Mn
fn→ Mn+1

fn+1→ . . . is said to be exact in the term Mn if f(Mn−1) = Ker fn
for all n.
A sequence of homomorphisms is said to be exact if it is exact in every its term.
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With the use of 3.1.1, it is directly verified that
if 0 → X1

f→ X2
g→ X3 → 0 is an exact sequence of right A-modules, then X1 ⊗

Y
f⊗1→ X2 ⊗ Y

g⊗1→ X3 ⊗ Y → 0 is an exact sequence of Abelian groups for any left
A-module Y.
In particular, g ⊗ 1 is an epimorphism and X3 ⊗ Y ≅ (X2 ⊗ Y)/(f ⊗ 1)(X1 ⊗ Y).
3.1.8 Flat modules. The third criterion. Let A be a ring, P be a flat right A-module, and
let Q be a submodule in P. The following conditions 1)–5) are equivalent.
1) P/Q is a flat module.
2) For any finitely generated left ideal B of A, a natural group epimorphism PB/QB →(P/Q)B is an isomorphism.
3) For any left ideal B of A, a natural group epimorphism PB/QB → (P/Q)B is an
isomorphism.
4) Q ∩ PB = QB for any finitely generated left ideal B of the ring A.
5) Q ∩ PB = QB for any left ideal B in A.

Under the conditions 1)–5), Q is a flat module.

Proof. According to 3.1.7, the sequence Q ⊗ B → P ⊗ B → (P/Q) ⊗ M → 0 is exact.
Since P is a flat module, it follows from 3.1.2 that the canonical epimorphism P ⊗ B →
PB is an isomorphism that maps from Q ⊗ B onto QB. Therefore, (P/Q)B ≅ PB/QB.
From 3.1.2, P/Q is a flat module if and only if the canonical epimorphism (P/Q) ⊗ B →(P/Q)B is an isomorphism for any (finitely generated) left ideal B.
The equivalence of conditions 1), 2) and 3) follows from the above.
The equivalence of conditions 1), 4) and 5) follows from the equivalence conditions 1),
2), 3) and the property that (P/Q)B = (PB + Q)/Q ≅ PB/(Q ∩ PB).
5)⇒ 1). We have to prove that Q is a flat module. Since P is a flat module, it follows
from 3.1.6 that P is an H-torsion-free module and PB ∩ PC = P(B ∩ C). Therefore, it
follows from 5) that

QB ∩ QC = Q ∩ PB ∩ PC = Q ∩ P(B ∩ C) = Q(B ∩ C) .
From 3.1.6, it is sufficient to prove that Q is an H-torsion-free module. Let qa = 0,
where q ∈ Q and a ∈ A. Since P is an H-torsion-free module, there exist elements
p1, . . . , pn ∈ P and d1, . . . , dn ∈ A such that q = ∑n

i=1 pidi and dia = 0 for all i.
Let D = ∑n

i=1 Adi. Then q ∈ Q ∩ PD. Therefore, q ∈ QD by 5). Then there exist ele-
ments q1, . . . , qn ∈ Q with q = ∑n

i=1 qidi. Since dia = 0 for all i, we have that Q is an
H-torsion-free module.

3.1.9 Flat modules. The fourth criterion. Let A be a ring, X be a free right A-module,
and let Y be a submodule of X. The following conditions are equivalent.
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1) X/Y is a flat module.
2) For any y ∈ Y, there exists a homomorphism h : X → Y with h(y) = y.
3) For any finite subset {y1, . . . , yn} ⊆ Y, there exists a homomorphism h : X → Y
such that h(yi) = yi for all y1, . . . , yn.

Proof. 1)⇒ 2). Let {xi}i∈I be a basis of the free module XA, {x1, . . . , xn} ⊆ {xi}i∈I, and
let y = ∑n

i=1 xiai, where a1, . . . , an ∈ A. We set B = ∑n
i=1 Aai. We have y ∈ Y ∩ XB

and Y ∩ XB = YB, according to 3.1.8. Therefore, y = ∑k
i=1 yibi for some elements

y1, . . . , yk ∈ Y and b1, . . . , bk ∈ B. There exists a homomorphism h : X → X such
that h(xi) = yi for all i = 1, . . . , k and h(xi) = 0 for all i ∈ I \ {1, . . . , k}. Then h(X) ⊆ Y
and h(y) = y.
2)⇒ 3). We use induction on n. For n = 1, the assertion follows from 2). We assume
that n > 1. Let f : X → Y be a homomorphism such that f(yn) = yn. By the induction
hypothesis, there exists a homomorphism φ : X → Y such that φ(yi − f(yi)) = yi − f(yi)
for all i = 1, . . . , n − 1. Therefore, (1X − φ)(1X − f)(yn) = (1X − φ)(yn − yn) = 0.
For any i < n, we obtain that (1X − φ)(1X − f)(yi) = (1X − φ)(yi − f(yi)) = 0. We set
h = 1X − (1X − φ)(1X − f) ∈ End(X). Then h has the required properties.
The implication 3)⇒ 2) is obvious.
2)⇒ 1). Let B be a finitely generated right ideal in A and y = ∑n

i=1 xibi ∈ Y ∩XB, where
xi ∈ X and bi ∈ B. By assumption, there exists a homomorphism h : X → Y such that
y = h(y). Then y = h(y) = ∑n

i=1 h(xi)bi ∈ YB, whence Y ∩ XB = YB. From 3.1.8, X/Y is
a flat module.

3.1.10. IfM is a finitely-presented flat module, then M is a projective module.

Proof. Let M ≅ F/Q, where F is a finitely generated free module and Q is generated
by elements q1, . . . , qn . By 3.1.9, there exists a homomorphism h : F → Q such that
h(qi) = qi for all i. Then h(q) = q for any q ∈ Q. Therefore, M is isomorphic to a direct
summand of the free module F.

3.1.11 Modules of fractions. Let A be ring, S be a right denominator set in A, Q be the
right ring of fractions of A with respect to S, f : A → Q be the canonical ring homo-
morphism, and let M be a right A-module.

For the cartesian productM × S, we define a relation ∼ such that(x, s) ∼ (y, t) ⇔ ∃c, d ∈ A : xc = yd , sc = td ∈ S .

It is easy to verify that ∼ is an equivalence relation for M × S.
Let h be a natural surjective mapping M × S → (M × S)/ ∼≡ MS−1 and let gS be a
mapping fromM intoMS−1 such that gS(m) = h(m, 1). InMS−1, we define an addition
and a multiplication by elements of Q using the relations h((x, s)) + h((y, t)) = h((xc +
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yd, u)), u = sc = td ∈ S and h((x, c)) ⋅ f(b)f(t)−1 = h((xc, tu)), where b ∈ A, t ∈ S,
sc = bu and u ∈ S.
It is directly verified that MS−1 is a right Q-module, gS ≡ g is an A-module homomor-
phism, Ker g = {m ∈ M | ∃s ∈ S : ms = 0} and MS−1 = {g(m)f(s)−1 | m ∈ M, s ∈ S}.
The right Q-module MS−1 is called themodule of fractions of M with respect to S.
The A-module homomorphism gS : M → MS−1 is called the canonical homomor-
phism.
For each submodule X in A-module M, we denote by X and XS−1 a natural image of
the module X in A-module M/Ker g and the submodule g(X)Q in Q-module MS−1.
a. The rule φ(∑i=1mi ⊗ qi) = ∑i=1 g(mi)qi correctly defines an isomorphism of right
Q-modules φ : M ⊗ AAS−1 → MS−1.
b. For any x1, . . . , xn ∈ MS−1, there exist elements s ∈ S and m1, . . . ,mn ∈ M such
that xi = g(mi)f(s)−1 for i = 1, . . . , n.
c. If X is a submodule inM and X is the S-saturation of the module X inM, then

XS−1 = XS−1 = {g(x)f(t)−1 | x ∈ X , t ∈ S} .
Therefore, for any y ∈ XS−1 there exists an element s ∈ S with yf(s) ∈ g(X).
d. IfW is a submodule in the Q-module MS−1 and X = g−1(W ∩ g(M)) is a submodule
of an A-module M, then XS−1 = W, X ⊇ Ker g, and X is an S-saturated submodule in
M.
The correspondence X → XS−1 is an inclusion-preserving bijection between the set
of all S-saturated submodules A-module M and the set of all submodules Q-module
MS−1.
e. Let X, Y be two submodules inMA. Then (X +Y)S−1 = XS−1 +YS−1 and (X ∩Y)S−1 ⊆
XS−1 ∩ YS−1.
In addition, if Ker g ⊆ X ∩ Y, then (X ∩ Y)S−1 = XS−1 ∩ YS−1.
Therefore, the mapping of X → XS−1 is a surjective lattice homomorphism from the
lattice of all submodules A-moduleM/Ker g onto the lattice of all submodules Q-mod-
ule MS−1.
Consequently, ifM is a distributive (resp., Noetherian, Artinian) A-module, thenMS−1

is a distributive (resp., Noetherian, Artinian) Q-module.
f. If t is a cardinal number and X is a t-generated submodule in MA, then XS−1 is a
t-generated submodule of the Q-module MS−1.
Consequently, if all submodules of an A-module M are t-generated, then all submod-
ules of the Q-module MS−1 are t-generated.
In particular, ifM is a Bezout A-module, then MS−1 is a Q-Bezout module.
In addition, for any t-generated submodule PQ in (MS−1)Q, there exists a t-generated
submodule X inMA with XS−1 = P.
g. If PQ = ⊕n

i=1Pi is a submodule of the Q-moduleMS−1, then the submodule P ∩ g(M)
of the module g(M)f(A) is the direct sum of the modules Pi ∩ g(M).
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h. AQ is a flat module.
i. (X/Y)S−1 ≅ XS−1/YS−1 for any submodule X of M and any submodule Y of X.
j. If m ∈ M and X is a submodule in M, then g(m) ∈ g(X)Q if and only if ms ∈ X for
some s ∈ S.
k. If MA is a free (resp., projective, flat) module, then (MS−1)Q is a free (resp., projec-
tive, flat) module.
l. If m ∈ M and X is a submodule inM, then f((m .

. X))Q ⊆ (g(mA)Q .
. g(X)Q).

m. If t is a cardinal number and all t-generated right ideals of the ring A are free
(resp., projective, flat) A-modules, then all t-generated right ideals of the ring Q are
free (resp., projective, flat) Q-modules.
In particular, if the ring A is right semihereditary, then the ring Q is right semiheredi-
tary.

Proof. a. The assertion is directly verified.
b. By definition of the module of fractions MS−1, there exist elements s1, . . . , sn ∈ S
and y1, . . . , yn ∈ M such that xi = g(yi)f(si)−1 for i = 1, . . . , n. According to 1.3.5(c),
there exist elements s ∈ S and a1, . . . , an ∈ A such that f(si)−1 = f(ai)f(s)−1 for
i = 1, . . . , n. If we set mi = yiai, then

xi = g(yi)f(si)−1 = g(yi)f(ai)f(s)−1 = g(mi)f(s)−1 , i = 1, . . . , n .

c. The assertion follows from b and 1.2.1(c).
d. The assertion follows from b, c and 1.2.1(c).
e. It is clear that (X∩Y)S−1 ⊆ XS−1 ∩YS−1. Let w1 ∈ XS−1 +YS−1. According to b, there
exist elements x1 ∈ X, y1 ∈ Y and t such that

w1 = g(x1)f(t)−1 + g(y1)f(t)−1 = g(x1 + y1)f(t)−1 ∈ (X + Y)S−1 .
Therefore, XS−1 + YS−1 ⊆ (X + Y)S−1 ⊆ XS−1 + YS−1. We assume that Ker g ⊆ X ∩ Y and
w2 ∈ XS−1 ∩ YS−1. According to b, w2 = g(x2)f(u)−1 = g(y2)f(u)−1 for some x2 ∈ X,
y2 ∈ Y and u ∈ S. Then g(x2) = g(y2), x2 − y2 ∈ Ker g ⊆ X ∩ Y, and x2v = y2v ∈ X ∩ Y
for some v ∈ S. Then w2 = g(x2v)f(u)−1 f(t)−1 ∈ (X ∩ Y)S−1.
f. The assertion is verified with the use of b and c.
g. The assertion is verified with the use of e.
h. Let h : XA → MA be a monomorphism of right A-modules, x ∈ X and g(h(x)) = 0.
Then h(x)s = 0 for some s ∈ S, whence xs ∈ Ker h = 0 and (xA)S−1 = 0, which is
required.
i. The assertion follows from h and the property that (XS−1)B ≅ (X ⊗A Q)Q for any
module XA .
j. If ms ∈ X for some s ∈ S, then g(m)f(s) ∈ g(X) and g(m) ∈ g(X)f(s)−q ⊆ g(X)Q. Now
we assume that g(m) ∈ g(X)Q. According to c, g(m) = g(x)f(t)−1 for some x ∈ X and
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t ∈ S. Then g(mt) = g(x). Since mt − x ∈ Ker g, we have that (mt − x)u = 0 for some
u ∈ S. We set s = tu ∈ S. Then ms = mtu = xu ∈ X.
k. SinceQQ is free, the assertion follows from 3.1.1(h) and the relationMS−1 = M⊗ AQ.
l. Let y ∈ (g(m)Q .

. g(X)Q). Then y = f(a)f(s)−1 for some a ∈ A and s ∈ S. Then
g(ma) = g(m)f(a)f(s)−1 f(s) ∈ g(m)yQ ⊆ g(X)Q. According to j, mat ∈ X for some
t ∈ S. Then at ∈ (m .

. X) and y = f(at)f(t)−1 f(s)−1 ∈ f((m .
. X))Q.

m. The assertion follows from k and f.

3.2 Flat ideals and submodules

3.2.1. In a module X, all submodules are H-torsion-free modules if and only if all
cyclic submodules of X are H-torsion-free modules.
All submodules of X are flat modules if and only if all finitely generated submodules
in X are flat.
The first assertion follows from 3.1.4, and the second follows from 3.1.6.

3.2.2 Theorem on flat submodules. For a ring A, the following conditions are equiv-
alent.
1) All submodules of flat right A-modules are flat.
2) All submodules of flat left A-modules are flat.
3) In A, all right ideals are flat.
4) In A, all left ideals are flat.
5) In A all finitely generated right ideals are flat.
6) In A, all finitely generated left ideals are flat.
7) For any finitely generated right ideal X and each finitely generated left ideal Y of A,
a natural group homomorphism X ⊗ Y → XY is an isomorphism.

Proof. Since condition 7) is left-right symmetrical, it is sufficient to prove the equiva-
lence of conditions 1), 3), 5) and 7).
The implication 1)⇒ 3) follows from the property that AA is a flat module according
to 3.1.3(b).
The equivalence 3)⇔ 5) follows from 3.2.1.
The equivalence 5)⇔ 7) follows from 3.1.2.
7)⇒ 1). Let X be a submodule of the flat module MA, f : X → M be a natural embed-
ding, and let Y be a finitely generated left ideal of A. By the left-right symmetrical ana-
log of 3.1.2, AY is a flat module. Therefore, f ⊗ 1 is a monomorphism. We assume that∑n
i=1 xiyi = 0, where x1, . . . , xn ∈ X and y1, . . . , yn ∈ Y. Since M is a flat module, it
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follows from 3.1.2 that a natural group epimorphismM ⊗ Y → MY is an isomorphism.
Therefore, (f ⊗ 1)(∑n

i=1 xi ⊗ yi) = 0. Since f ⊗ 1 is a monomorphism, ∑n
i=1 xiyi = 0.

Therefore, a natural group epimorphism X ⊗ Y → XY is an isomorphism. According
to 3.1.2, X is a flat module.

3.2.3 Flat principal right ideals and PF rings. A ring A is called a PF ring if for any two
elements x, y ∈ Awith xy = 0, there exist elements a, b ∈ A such that a+b = 1, xa = 0
and by = 0.

a. Let A be a ring and x an element of A. The principal right ideal xA is a flat A-module
if and only if for any y ∈ A with xy = 0, there exist two elements a, b ∈ A such that
a + b = 1, xa = 0 and by = 0.
b.AringA is a PF ring if andonly if all its principal right ideals areflat rightA-modules.
c. A ring A is a PF ring if and only if all its principal left ideals are flat left A-modules.
d. If A is a unitary subring of a local ring Q, then A is a PF ring if and only if A is a
domain.
e. If A is a PF ring and S is a right Ore set in A, then the right ring of fractions AS−1 is
a PF ring.
f. If A is a commutative PF ring, then A is a reduced ring.

Proof. a. Since xA ≅ AA/r(x) and Hom(AA , r(x)) can be identified with r(x), it follows
from 3.1.9 that xA is a flat module if and only if for any element y ∈ r(x), there exists
an element a ∈ r(x) with y = ay. This implies a.
b. The assertion follows from a.
c. The assertion follows from b and the property that the property to be PF ring is left-
right symmetrical.
d. If A is a domain, then all its nonzero principal right ideals are free and A is a PF
ring.
We assume that A is a PF ring, x, y ∈ A and xy = 0. According to 3.2.3, there exist two
elements a, b ∈ A such that a + b = 1, xa = 0 and by = 0. Since a + b = 1 and a, b
are elements of the local ring Q, at least one of the elements a, b is invertible in Q;
therefore, the element is a nonzero divisor in A. If a is a nonzero divisor, then x = 0,
since xa = 0. If b is a nonzero divisor, then y = 0, since by = 0.
e. Let p, q ∈ AS−1 and pq = 0. Per 1.3.2(a), we can assume that p = xs−1 and q = zs−1,
where x, z ∈ A and s ∈ S. Then xs−1z = 0. There exist elements y ∈ A and t ∈ S
such that s−1z = yt−1. Then xy = 0. Since A is a PF ring, there exist two elements
a, b ∈ A such that a + b = 1, xa = 0 and by = 0. Therefore, ps = xs−1sa = 0, whence
p(sas−1) = 0. In addition, 0 = byt−1 = bs−1z, whence (sbs−1)q = s(bs−1z)s−1 = 0.
Since sas−1 + sbs−1 = 1, we have that AS−1 is a PF ring.
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f. Let x ∈ A and x2 = 0. Since A is a commutative PF ring, there exist elements a, b ∈ A
such that a + b = 1, xa = 0 and bx = xb = 0. Therefore, x = x(a + b) = 0.

3.2.4. Let A be a reduced ring and x ∈ A. The following conditions are equivalent.
1) xAA is a flat module.
2) For any element y ∈ A with (AxA) ∩ (AyA) = 0, there exist two elements a, b ∈ A
such that a + b = 1 and xa = yb = 0.
3) xA ⊕ yA = (x + y)A for any element y ∈ A with AxA ∩ AyA = 0.
4) xA ⊕ yA is a principal right ideal for any element y ∈ A with AxA ∩ AyA = 0.

Proof. The equivalence 1)⇔ 2) follows from 3.2.3(a).
2)⇒ 3). It is sufficient to prove that x ∈ (x+ y)A and y ∈ (x+ y)A. According to 2), there
exist elements a, b ∈ A such that a + b = 1 and xa = yb = 0. Then

x = x(a + b) = xb = (x + y)b ∈ (x + y)A ,
y = y(a + b) = ya = (x + y)a ∈ (x + y)A .

3)⇒ 4). The assertion is directly verified.
4)⇒ 2). By 4), xA ⊕ yA = zA. There exist elements f, g ∈ A such that z = xf + yg. Then
there exist elements u, v ∈ A such that x = (xf + yg)u and y = (xf + yg)v. Then

x(1 − fu) = ygu ∈ xA ∩ yA = 0 ,
y(1 − gv) = xfv ∈ xA ∩ yA = 0 .

Then x = xfu and v ∈ r(xf). We set b = 1 − gv and a = 1 − b = gv. Then yb = 0. Since
v ∈ r(xf), it follows from 1.3.1(d) that ugv ∈ r(xf). Therefore, xa = xfua = xfugv =
0.

3.2.5 PF rings without nilpotent elements. Let A be a reduced ring. The following
conditions are equivalent.
1) A is a PF ring.
2) For any elements x, y ∈ A with AxA ∩ AyA = 0, there exist two elements a, b ∈ A
such that a + b = 1, AxA ∩ AaA = 0 and AbA ∩ AyA = 0.
3) For any elements x, y ∈ A with AxA ∩ AyA = 0, there exist elements two elements
a, b ∈ A such that a + b = 1, xa = 0 and yb = 0.
4) The 2-generated right ideal xA ⊕ yA coincides with the principal right ideal (x+ y)A
for any two elements x, y ∈ A with AxA ∩ AyA = 0.
5) (x+y)A = (x+y)A∩xA⊕(x+y)A∩yA for any two elements x, y ∈ Awith AxA∩AyA =
0.
6) For any right denominator set S of the ring A, the right ring of fractions AS−1 is a PF
ring.
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7) The 2-generated right ideal xA ⊕ yA is a principal for any elements x, y ∈ A with
AxA ∩ AyA = 0.
8) The 2-generated left ideal Ax ⊕ Ay is a principal for any two elements x, y ∈ A with(AxA) ∩ (AyA) = 0.

Proof. The equivalence of conditions 1), 2) and 3) follows from 3.2.3 and 1.3.1(b).
3)⇒ 5). Let x, y ∈ A and AxA ∩ AyA = 0. By 3), there exist a, b ∈ A such that

a + b = 1 , xa = 0 , yb = 0 , (x + y)A = (x + y)bA + (x + y)aA = xbA ⊕ yaA .

Therefore, (x + y)A = (x + y)A ∩ xA ⊕ (x + y)A ∩ yA.
5)⇒ 4). Let hx : xA ⊕ yA → xA and hx : xA ⊕ yA → xA be natural projections. By
assumption, (x + y)A = hx((x + y)A) ⊕ hy((x + y)A). Therefore, x = hx(x + y) ∈ (x + y)A,
y = hy(x + y) ∈ V and (x + y)A = xA ⊕ yA.
The implication 4)⇒ 7) is obvious.
7)⇒ 3). By assumption, there exist s, t, u, v ∈ A such that x = (xs + yt)u and y =(xs + yt)v. Since AxA ∩ AyA = 0, we have that x = xsu and 0 = xsv = y(1 − tv) = yb,
where b ≡ 1 − tv. We set a = 1 − b = tv ∈ A. Since v ∈ r(xs), it follows from 1.3.1(b)
that utv ∈ r(xs) and xa = xsua = xsutv = 0. We proved that there are a, b ∈ A such
that a + b = 1, xa = 0 and yb = 0.
The implication 6)⇒ 1) follows from the property that A is the right ring of fractions
of A with respect to the set S = {1}.
1)⇒ 6). Let f : A → AS−1 be the canonical ring homomorphism with kernel K = {a ∈| as = 0 for some s ∈ S} and h : A → A/K be the natural epimorphism. By 1.3.6(a),
h(A) is a reduced ring and h(A)h(S)−1 = AS−1 is the right ring of fractions of the ring
h(A) with respect to the right Ore set h(S).
According to 3.2.3(e), it is sufficient to prove that h(A) is a PF ring. Let h(x)h(y) = h(0),
where x, y ∈ A. Then xys = 0 for some element s ∈ S. Since A is a PF ring, there exist
elements a, b ∈ A such that a + b = 1, xa = 0 and bys = 0. Then h(a) + h(b) = h(1),
h(x)h(a) = h(0), by ∈ K. Then h(b)h(y) = h(0) and h(A) is a PF ring.
1)⇔ 8). Since the equivalence of 1)⇔ 7) has been proven, the equivalence of 1)⇔ 8)
follows from the property that condition 1) is left-right symmetrical.

3.2.6. Let A be a reduced ring.
a. If for any elements x, y ∈ A with (AxA) ∩ (AyA) = 0 the right A/r(xA ⊕ yA)-module
xA ⊕ yA is flat, then A is a PF ring.
b. If any 2-generated right ideal X of the ring A is a flat A/r(X)-module, then A is a PF
ring.
c. If the ring A is right distributive, then A is a PF ring.
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d. If A is a right Bezout ring, then all submodules of flat right or left A-modules are
flat.
e. Every finitely generated right ideal B of the ring A is a quasiprojective flat right
A-module and a free cyclic right A/r(B)-module.

Proof. a. The assertion follows from 3.2.4.
b. Let B = r(xA⊕ yA) and let h : A → A/B be the natural ring epimorphism. By 1.3.1(f),
h(A) is a reduced ring. By 1.3.1(d), (AxA ⊕ AyA) ∩ Ker h = 0. In addition, xA ⊕ yA is
a flat h(A)-module. Therefore, h(AxA) ∩ h(AyA) = h(0) and h(xA) ∩ h(yA) is a flat
h(A)-module. Then the principal right ideal h(xA) of the reduced ring h(A) is a flat
h(A)-module. By 3.2.4, h(xA⊕ yA) = h((x+ y)A). Then xA⊕ yA⊕B = (x+ y)A⊕B. Then
xA ⊕ yA = (x + y)A, since B ∩ (xA ⊕ yA) = 0 and (x + y)A ⊆ xA ⊕ yA. By 3.2.5, A is a PF
ring.
b. The assertion follows from a.
c. By 3.2.5, A is a PF ring; see condition 6 of 3.2.5.
d. By 3.2.2, it is sufficient to prove that an arbitrary finitely generated right ideal B is a
flat module. Since A is a right Bezout ring, B is a principal right ideal. By 3.2.5, A is a
PF ring. By 3.2.3(b), B is a flat module.
e. Since A is a right Bezout ring, B is a principal right ideal of the ring A. By 1.3.1(h),
BA is a quasiprojective A-module and free cyclic right A/r(B)-module. By d, BA is a
flat A-module.

3.2.7 Properties of PF rings. For a ring A, the following conditions are equivalent.
1) A is a PF ring.
2) All submodules of any H-torsion-free right A-module are H-torsion-free.
2’) All submodules of any H-torsion-free left A-modules are H-torsion-free.
3) In A, all principal right ideals are H-torsion-free.
3’) In A, all principal left ideals are H-torsion-free.

Proof. It is sufficient to prove the equivalence of conditions 1), 2) and 3).
1)⇒ 2). Let MA be an H-torsion-free module, N be a submodule in M, and let B be a
principal left ideal of A. By 3.2.3(b), AB is a flat module, Therefore, a natural group
homomorphism f : N ⊗ B → M ⊗ B is a monomorphism. SinceM is an H-torsion-free
module, it follows from 3.1.4 that a natural group homomorphism g : M ⊗ B → MB is
an isomorphism. Let h : N ⊗ B → NB be a natural group epimorphism. Since h = gf ,
we have that h is an isomorphism. By 3.1.4, N is an H-torsion-free module.
2)⇒ 3). By 3.1.6, AA is an H-torsion-free module.
3)⇒ 1). Let x, y ∈ A and xy = 0. Since xA is an H-torsion-free module, it follows
from 3.1.4 that there exist elements x1, . . . , xk ∈ xA and a1, . . . , ak ∈ A such that
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x = ∑k
i=1 xiai and aiy = 0 for any i. There exist elements y1, . . . , yk ∈ A such that

xi = xyi for i = 1, . . . , k. We set a = 1 − ∑k
i=1 yiai ∈ A and b = ∑k

i=1 yiai ∈ A. Then
by = 0,

xa = x − xb = x − x
k∑
i=1

yiai = x − k∑
i=1

xiai = 0 .

3.2.8 Two-generated flat right ideals, I. Let A be a ring.
a. Let a1, a2, b1, b2 ∈ A, a1b1 = a2b2 and let a1A + a2A be a flat A-module. Then
there exist elements fij ∈ A, 1 ≤ i, j ≤ 2, such that

a1f11 = a2f21 , (1 − f11)b1 = f12b2 , a1f12 = a2f22 , (1 − f22)b2 = f21b1 .

b. In A, all 2-generated right (left) ideals are flat if and only if for any a1, a2, b1, b2 ∈ A
with a1b1 = a2b2, there exist elements f11, f12, f21, f22 ∈ A such that a1 = a1f11 +
a2f21, a2 = a1f12 + a2f22, f11b1 = f12b2 and f21b1 = f22b2.

Proof. a. Let XA be a free A-module of rank 2 with basis {x1, x2}, y ≡ x1b1 + x2b2, B ≡
a1A+a2A and g : XA → BA is an epimorphism such that g(x1c1 + x2c2) = a1c1 −a2c2
for any c1, c2 ∈ A. We set Y = Ker g. Since y ∈ Y and B is a flat module, it follows from
3.1.9 that f(y) = y for some homomorphism f : X → Y. Let fij ∈ A, 1 ≤ i, j ≤ 2 and

f(x1) = x1f11 + x2f21 ∈ Y , f(x2) = x1f12 + x2f22 ∈ Y . Then
0 = g(f(x1)) = g(f(x2)) , a1f11 = a2f21, a1 f12 = a2f22 ,

y = f(y) = f(x1b1 + x2b2) = x1(f11b1 + f12b2) + x2(f21b1 + f22b2) ,
b1 = f11b1 + f12b2 , b2 = f21b1 + f22b2 ,(1 − f11)b1 = f12b2 , (1 − f22)b2 = f21b1 .

b. The proof is similar to the proof of a, as it uses 3.1.9.

3.2.9 Two-generated flat right ideals, II. Let A be a ring such that all 2-generated
right ideals of A are flat.
a. For any elements u, v, w, z ∈ A with uv = zw, there exist elements f, g, h ∈ A such
that uf = zg and (1 − f)v = hw.
b. For any elements u, v, w ∈ A with uv = vw, there exist elements f, g, h ∈ A such
that uf = vg and (1 − f)v = hw.
c. For any elements u, v, z ∈ A with uv = zu, there exist elements f, g, h ∈ A such that
uf = zg and (1 − f)v = hu.
d. If A is a local ring, then A is a domain. In addition, if B, C are two principal right
ideals in A and B ∩ C ̸= 0, then either B ⊆ C or C ⊆ B.
e. If A is a right uniform local ring, then A is a right uniserial domain.
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Proof. a. The assertion follows from 3.2.7(a).
b, c. The assertions follow from a.
d. By 3.2.3(d), A is a domain. Let B = uA and C = zA. We assume that B ̸⊆ C. We
have to prove that C ⊂ B. By assumption, uv = zw ̸= 0 for some u, v ∈ A. By a, there
exist elements f, g, h ∈ A such that uf = zg and (1 − f)v = hw. The element f is not
invertible, since otherwise u ∈ C, B ⊆ C; this is a contradiction. Since the ring A is
local, 1 − f ∈ U(A). Then v = (1 − f)−1hw and zw = uv = u(1 − f)−1hw. Since A is a
domain, z = u(1 − f)−1h, whence C = zA ⊆ uA = B.
e. The assertion follows from d.

3.2.10 PP rings. We recall that a ringA is called a right PP ring if for any element x ∈ A,
there exists an idempotent e ∈ A with r(x) = eA, i.e., the module xA is projective.
a. If A is a right or left PP ring, then A is a PF ring. There exist commutative PF rings
that are not PP rings.
b. If A is a right Bezout ring which is a right PP ring, then the intersection of any two
principal right ideals of the ring A is a principal right ideal.

Proof. a. For example, let A be a right PP ring and xy = 0, where x, y ∈ A. There
exists an idempotent e ∈ A with r(x) = eA. Since y ∈ r(x), we have ey = y. Then
x = xe + x(1 − e) = x(1 − e). Then a = 1 − e and b = e are the required elements from
the definition of a PF ring. We can verify that the ring from 2.2.3(c) is a commutative
PF ring and is not a PP ring; see [70].
b. Let X, Y be twoprincipal right ideals of the ringA. There exists anA-module epimor-
phism h : X ⊕ Y → X + Y whose kernel is isomorphic to X ∩ Y. Since A is a right Bezout
ring, X + Y is a principal right ideal. By assumption, X + Y is a projective A-module.
Therefore, the A-module X ∩ Y is isomorphic to a direct summand of the 2-generated
module X ⊕ Y. Consequently, X ∩ Y is a 2-generated right ideal of the right Bezout ring
A. Therefore, X ∩ Y is a principal right ideal.

3.2.11 Reduced PP rings. For a ring A, the following conditions are equivalent.
1) A is a right or left PP ring without noncentral idempotents.
2) A is a right and left PP reduced ring.
3) A is a reduced ring and for any its finitely generated ideal B, there exists a central
idempotent e ∈ A such that r(B) = ℓ(B) = eA = Ae.
4) In the ring A, every element is the product of a central idempotent and a nonzero
divisor.

Proof. The implication 4)⇒ 2) is directly verified.
The implication 2)⇒ 1) follows from 1.3.1(e).
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1)⇒ 4). Let A be a right PP ring without noncentral idempotents, x ∈ A and x2 = 0.
Then r(x) = eA for some central idempotent e ∈ A and x ∈ r(x) = eA. Therefore,
x = ex = xe = 0 and A is a reduced ring. By 1.3.1(d), ℓ(x) = r(x) = eA = Ae. Therefore,
A is a left PP ring.
Let a ∈ A. Then r(a) = ℓ(a) = eA = Ae for some central idempotent e ∈ A. We set
f = 1 − e and d = (1 − e)a + e. Then f is a central idempotent and a = fd. Let b ∈ ℓ(d).
Then 0 = db = (1 − e)ab + eb and

eb = −(1 − e)ab = −ab ∈ eA ∩ (1 − e)A = 0 , eb = 0 , b ∈ r(a) = eA ,
b = eb = 0 , ℓ(d) = 0 .

By 1.3.1(d), r(d) = ℓ(d) = 0.
2)⇒ 3). Let B = ∑n

i=1 AbiA and let ei be central idempotents of A such that r(bi) = eiA
for i = 1, . . . , n. We set e = e1 ⋅ ⋅ ⋅ ⋅ ⋅ en. By 1.3.1(d), r(B) = ℓ(B) = ∩(eiA) = eA.
3)⇒ 1). By 1.3.1(e), A is a ring without noncentral idempotents. Let x ∈ A. By as-
sumption, there exists a central idempotent e ∈ A such that r(AxA) = eA. Since
r(x) = r(AxA) by 1.3.1(d), we have that A is a right PP ring.

3.2.12 Arithmetical rings and flat modules. If A is an invariant arithmetical ring and
M is a right A-module, then M is flat if and only if M is a Hattori torsion-free module.

Proof. If M is a flat module, then M is a Hattori torsion-free module by 3.1.6.
Let M be a Hattori torsion-free module. By 1.1.7(c), MB ∩ MC = M(B ∩ C) for any two
ideals B, C of the ring A. By 3.1.6,M is a flat module.

3.3 Modules close to projective

3.3.1 Quasiprojective modules. A module M is said to be quasiprojective if M is pro-
jective with respect to itself, i.e., for any epimorphism h : M → M and each homomor-
phism f : M → M, there exists a homomorphism f : M → M with f = hf .

a. It is directly verified that all projective or semisimple modules are quasiprojective.
On the other hand, if a positive integer n is divided by the square of a prime integer,
then the finite cyclic group ℤ/nℤ is a quasiprojective nonprojective nonsemisimple
module over the ring of integers ℤ.
b. In [171, Proposition 7.7], it is proved that all finitely generated submodules of a dis-
tributive module over a commutative ring are quasiprojective. This implies the follow-
ing later result from [2]: All finitely generated ideals of a commutative arithmetical ring
A are quasiprojective A-modules. The last result also follows from Theorem 3A.
The following example shows that the converse assertion is not true.
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c. There exists a finite commutative nonarithmetical ring A such that all ideals are
quasiprojective.
Indeed, let F be a finite field, A be the factor ring of the polynomial ring F[x, y]module
the ideal generated by x2 and y2, and let h : F[x, y] → A be the natural epimorphism.
Since all proper ideals of the ring A are semisimple and the modules AA and 0A are
projective, all ideals of the ring A are quasiprojective. In addition, A is a finite local
ring that is not arithmetical, since(x + y)A = (x + y)A ∩ (xA + yA)̸= (x + y)A ∩ xA + (x + y)A ∩ yA = 0 ,

where x, y, 0 are natural images of the polynomials x, y, 0 from the ring F[x, y].
d. There exist finite noncommutative rings satisfying Theorem 3A.
Let F be an additive Abelian group that is the direct sum of two cyclic groups of order 2
with generators f and g, respectively. We define amultiplication on F such that f 2 = g,
g2 = f , fg = gf = f + g. Then F turns into a finite field consisting of four elements
0, f + g, f , g with identity element f + g. Let α be an automorphism of the additive
group F such that α(f) = g and α(g) = f . It is directly verified that α is a nonidentity
automorphism of the field F. Let F[x, α] be the skew polynomial ring over F such that
the F-coefficients are written to the left of the monomials xn and xf = α(f) for all f ∈ F.
We denote by A the factor ring of the ring F[x, α] modulo the ideal generated by x2.
It is directly verified that A is a finite invariant ring which contains the unique proper
one-sided ideal. Therefore, A is a finite invariant noncommutative arithmetical ring A
such that all ideals are quasiprojective.

3.3.2 Finitely generated quasiprojective modules. Let A be a ring and let X be a fi-
nitely generated quasiprojective right A-module.
a. If X contains a finite subset {x1, . . . , xn} such that r({x1, . . . , xn}) = 0, then X is a
projective module.
b. If X contains a finite subset {x1, . . . , xn} such that r({x1, . . . , xn}) = r(X), then X is
a projective A/r(X)-module.
c. If the ring A is right invariant, then X is a projective A/r(X)-module.

Proof. a. The assertion is well known; e.g., see [166, 2.12(2)].
b. It is directly verified that X is a finitely generated quasiprojective right A/r(X)-
module. Now the assertion b follows from assertion a applied to the A/r(X)-module
X.
c. Let X = ∑n

i=1 xiA. Since the ring A is right invariant, r(xi) = r(xiA) for any i. There-
fore,

r(X) = r(x1A) ∩ ⋅ ⋅ ⋅ ∩ r(xnA) = r({x1, . . . , xn}) .
By b, X is a projective A/r(X)-module.
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3.3.3 Invariant semiprime rings. Let A be a right invariant semiprime ring.
a. Every prime factor ring of the ring A is a right uniform domain and every semiprime
factor ring of the ring A is a right invariant, right localizable reduced ring.
b. If all 2-generated right ideals of the ring A are flat, then for any its maximal right
ideal M, the right localization AM is a right uniserial ring and the ring A is right dis-
tributive. In particular, A is an arithmetical ring.
c. If all 2-generated right ideals of the ring A are quasiprojective, then the ring A is
right distributive. In particular, A is an arithmetical ring.

Proof. The right invariant semiprime ring A is reduced. By 1.3.7(e) and 1.3.8(a), the
ring AM exists, it is a local ring and J(AM) = MM . Let P be an ideal of the ring A, which
is the kernel of the canonical ring homomorphism f : A → AM, and let h : A/P be the
natural epimorphism.
a. The remaining assertions of a are directly verified, with the use of 1.3.1(c).
b. By 1.3.8(d), it is sufficient to prove that AM is a right uniserial ring.
By 3.1.11(m), all 2-generated right ideals of the ring AM are flat. By 3.2.3(d), AM is a
domain. Therefore, P is a completely prime ideal. By a, the right invariantdomain A/P
is right uniform. Since AM is the right ring of fractions of the ring h(A) with respect to
its rightOre set h(A)\h(M), the local domainAM is rightuniformby3.2.3(c). By 3.2.9(e),
AM is a right uniserial domain.
c. By 1.3.8(d), it is sufficient to prove that AM is a right uniserial ring.
By 3.3.2(c), every 2-generated right ideal Y of the ring A is a projective A/r(Y)-module.
By 3.2.6(b), A is a PF ring. By 3.2.5, AM is a local PF ring. By 3.2.3(d), AM is a domain.
Therefore, P is a completely prime ideal. By a, the right invariant domain A/P is right
uniform. Since AM is the right ring of fractions of the ring h(A)with respect to its right
Ore set h(A) \ h(M), the local domain AM is right uniform by 3.2.3(c).
Let XM be an arbitrary nonzero 2-generated right ideal of the ring AM. There exists a
nonzero 2-generated right ideal X of the ring A such that f(X)AM = XM . Since XM ̸=
0, we have h(X) ̸= h(0) and h(X)h(r(X)) = h(0) and h(A) is a domain. Therefore,
r(X) ⊆ P ⊆ M. Let h̄ : A → A/r(X) be the natural ring epimorphism. The ring h̄(A)
is right invariant. By 1.3.1, h̄(A) is a reduced ring. By a, h̄(A) is a right invariant, right
localizable ring. Since r(X) ⊆ Ker f = P ⊆ M, it is directly verified that the ringAM is the
right localization of ring h̄(A)by itsmaximal right ideal h̄(M). Let ̄f : h̄(A) → AM be the
canonical ring homomorphism of this right localization consistent with the canonical
homomorphism f : A → AM. By assumption, the module XA is quasiprojective. By
3.3.2(c), the right h̄(A)-module h̄(X) is projective, i.e., all 2-generated right ideals of
the ring h̄(A) are projective. In addition, AM is the right localization of the ring h̄(A)
by its maximal right ideal h̄(M). By b, AM is a right uniserial ring.
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3.3.4 Endomorphism-liftable and π-projective modules. AmoduleM is said to be en-
domorphism-liftable or skew-projective if for any epimorphism h : M → M and each
homomorphism f : M → M, there exists an endomorphism f of the module M with
f h = hf .
A module M is said to be π-projective if for any epimorphism h : M → M̄ and each
idempotent endomorphism ̄f of the module M̄, there exists an endomorphism f of the
module M with ̄f h = hf .
a. Let Q be a module and N a fully invariant submodule in Q. If Q is an endomor-
phism-liftable (resp., quasiprojective) module, then it is directly verified that Q/N is
an endomorphism-liftable (resp., quasiprojective) module.
b. For any prime integer p, the quasicyclic Abelian groupℤ(p∞) is an endomorphism-
liftable nonquasiprojective module over the ring of integers ℤ.
c. Every uniserial module is π-projective.
The ring ℤ is a π-projective nonuniserialℤ-module.
d. Every endomorphism-liftable module is π-projective. If A is an incomplete discrete
valuation domain and Q is the field of fractions of the domain A, then Q is a π-projec-
tive A-module which is not endomorphism-liftable.
e. Every quasiprojective module M is an endomorphism-liftable module.
f. Let A be a right invariant ring, M be a distributive right A-module and let X be a
finitely generated endomorphism-liftable submodule inM. Then X is a quasiprojective
module.
g. Let M be a π-projective module and X, Y be two submodules in M with X + Y = M.
Then there exist homomorphisms f : M → X and g : M → Y such that

f(Y) + g(X) ⊆ X ∩ Y , (f + g − 1M)(M) ⊆ X ∩ Y ,
M = (f + g)(M) + X ∩ Y , Ker(f + g) ⊆ X ∩ Y .

Proof. The assertions a, b, c, and d are directly verified.
e. Let h : M → M be an epimorphism and let f be an endomorphism of the moduleM.
Then f h is a homomorphism from M into M. Since M is quasiprojective, there exists
an endomorphism f of the module M such that hf = f h. Therefore, M is an endomor-
phism-liftable module.
f. Let X/Y be a factor module of the module X, h : X → X/Y be the natural epimor-
phism, and let f : X → X/Y be some homomorphism. By 1.1.6(b), there exists an ideal
B of the ring A with Y = XB. Then (X/Y)B = (X/XB)B = 0,

f (Y) = f (XB) = f (X)B ⊆ (X/Y)B = 0

and Y ⊆ Ker f . Therefore, the homomorphism f induces the homomorphism f1 : X/Y→ X → Y and f1h = f . Since X is an endomorphism-liftable module, there exists a
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homomorphism f : X → X such that hf = f1h = f . Therefore, themoduleX is quasipro-
jective.
g. Let h : M → M/(X∩Y) be the natural epimorphism. Since h(M) = h(X)⊕ h(Y), there
exist natural projections f : h(M) → h(X) and g : h(M) → h(Y). Since M is π-projec-
tive, f h = hf and gh = hg for some f, g ∈ EndM. Therefore,

f(M) ⊆ X , g(M) ⊆ Y , f(Y) + g(X) ⊆ X ∩ Y .

Since (f +g−1h(M)) = 0, we have (f +g−1M)(M) ⊆ X∩Y. SinceM = (f +g)(M)+(f +g−
1M)(M), we haveM = (f +g)(M)+X∩Y. If x ∈ Ker(f +g), then x = (1M− f −g)(x) ∈ X∩Y.
Then Ker(f + g) ⊆ X ∩ Y.

3.3.5 Remark. For a ring A, the following conditions are equivalent.
1) aAb = 0 for any elements a, b ∈ A such that ab = 0.
2) For any element a ∈ A, the right ideal r(a) is an ideal in A.
3) For any element a ∈ A, the right ideal r(a) is an ideal in A if and only if for any
element b ∈ A< the left ideal ℓ(b) is an ideal in A.

In 3.3.5, the equivalence of 1)⇔ 2 is directly verified. Since condition 1) is left-right
symmetrical, conditions 1) and 3) are also equivalent.

3.3.6 Remark. Let A be a noncommutative ring and let R = A[x] be the polynomial
ring. If a, b ∈ A and ab ̸= ba, then the right ideal (a + x)R of the ring R is not a left
ideal. In particular, R is not a left invariant ring.

Indeed, let’s assume the contrary. Then there exist a polynomial f ∈ R and an element
c ∈ A such that b(a + x) = (a + x)(c + xf). Since b(a + x) is a polynomial of degree 1,
f = 0. Therefore, b(a + x) = (a + x)c. By equating the coefficients of x, we obtain that
b = c and b(a + x) = (a + x)b. Therefore, ba = ab; this is a contradiction.

3.3.7 Finitely endomorphism-extendable modules. Let n be a positive integer. Amod-
ule M is said to be n-endomorphism-extendable if every endomorphism of any n-gen-
erated submodule in M can be extended to an endomorphism of the module M.
A moduleM is said to be finitely endomorphism-extendable if every endomorphism of
any finitely generated submodule in M can be extended to an endomorphism of the
module M.

a. LetA be a ring,M be a 2-endomorphism-extendableA-module, F be a fully invariant
submodule in M, and let G1, G2 be two submodules in M with G1 ⋂G2 = 0. Then
F⋂(G1 + G2) = F⋂ G1 + F⋂G2.
b. Let A be a 2-right endomorphism-extendable ring, F be an ideal of the ring A, and
G1, G2 be two right ideals of the ring Awith G1 ⋂ G2 = 0. Then F⋂(G1+G2) = F⋂ G1+
F⋂ G2.
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c. If A is a ring and every its factor ring is 2-right endomorphism-extendable, then A is
an arithmetical ring.
d. LetM be an invariant finitely endomorphism-extendablemodule such that for every
2-generated submodule X in M, any automorphism of an arbitrary semisimple factor
module X of the module X can be lifted to an endomorphism of the module X. Then
the module M is distributive.
e. Let A be an 1-right endomorphism-extendable ring and a ∈ A. The right ideal r(a)
is an ideal of the ring A if and only if the left ideal Aa is an ideal. In particular, if a is
an arbitrary left nonzero divisor in A, then Aa is an ideal.
f. The ring A is left invariant if and only if A is a right 1-endomorphism-extendable
ring and r(a) is an ideal in A for any element a ∈ A.
g. Let A be an 1-right endomorphism-extendable ring. Then A has the left classical
ring of fractions Q and aAa−1 ⊆ A for any nonzero divisor a ∈ A. If A has the right
classical ring of fractions, then Q is the two-sided classical ring of fractions of the
ring A. If A is a domain, then A is a left invariant domain which has the left classical
division ring of fractions.
h. If a 1-right endomorphism-extendable ring A is a right invariant or reduced ring,
then the ring A is left invariant.
i. Let A be a finitely right endomorphism-extendable ring. By g, A has the left classical
ring of fractions Q and sAs−1 ⊆ A for any nonzero divisor s in A. If q ∈ Q and qn+1 =
qnan + ⋅ ⋅ ⋅ + q1a + a0 for some elements a0, . . . , an ∈ A, then q ∈ s−1As for some
nonzero divisor s in A.
j. IfA is a right 1-endomorphismextendable rightOredomain, thenA is a left invariant,
left Ore domain.
k. If A is a right 2-endomorphism extendable domain, then A is a left invariant, right
and left Ore domain.
m. Let ℍ be a noncommutative division ring of Hamiltonian quaternions and A =ℍ[x]. Then A is a right and left Ore domain, which is not right 1-endomorphism ex-
tendable.

Proof. a. Let f = g1 + g2 ∈ F⋂(G1 +G2), where g1 ∈ G1 and g2 ∈ G2. We set H = g1A⊕
g2A. Let hi : H → giA benatural projections. By assumption, endomorphisms hi of the
module H can be extended to endomorphisms di ∈ EndM and d1(g1) = d2(g2) = 0,
d1(g2) = g2, d2(g1) = g1. We have that F is a fully invariant submodule in M, g1 =
d2(g1+g2) = d2(f) and g2 = d1(f). Therefore, di(f) ∈ F, f = d2(f)+d1(f) ∈ F∩G1+F∩G2
and

F ∩ (G1 + G2) ⊆ F ∩ G1 + F ∩ G2 ⊆ F ∩ (G1 + G2) .
b. The assertion follows from a.
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c. Let F, G1, G2 be ideals of the ring A, F ⊆ G1 + G2, and let h : A → A/(G1 ∩ G2) be
the natural ring epimorphism. By applying b to the ring h(A), we obtain the relation
h(F)⋂(h(G1) + h(G2)) = h(F)⋂ h(G1) + h(F)⋂ h(G2). Therefore,

F ∩ G1 + F ∩ G2 + G1 ∩ G2 = F + G1 ∩ G2. (* )

By using (∗) and the modular law, we obtain that

F = F ∩ (F ∩ G1 + F ∩ G2 + G1 ∩ G2) = F ∩ G1 + F ∩ G2 + F ∩ G1 ∩ G2 = F ∩ G1 + F ∩ G2 .

d.We assume that themoduleM is not distributive. By 1.1.5, there exists a 2-generated
submodule X of the moduleM such that X has a factormodule X1 = S1⊕T1, where S1,
T1 are isomorphic simple modules. Let u : S1 → T1 be an isomorphism.We denote by
f1 an automorphism of the semisimple module X1 such that f1(s + t) = u−1(t) + u(s)
for all s ∈ S1 and t ∈ T1. Let h : X → X1 be the natural epimorphism. By assumption,
there exists an endomorphism f of the finitely generated module X such that hf = f h.
Let S, T be the complete pre-images in the module Xmodules S1 and T1, respectively.
Since f1(S1) = T1 ̸⊆ S1, we have f(S) ̸⊆ S. Since M is a 2-finitely endomorphism-
extendable module, the endomorphism f of the module X can be extended to some
endomorphism g of the module M. Since M is an invariant module, f(S) = g(S) ⊆ S.
This is a contradiction.
e. We assume that r(a) is an ideal in A and b ∈ A. Then r(a) ⊆ r(ab). Therefore,
f(a) = ab for some epimorphism f : aA → abA. Then f ∈ End(aA). By assumption,
ta = f(a) = ab for some t ∈ A. Therefore, Aa ⊇ aA and Aa is an ideal.
We assume that Aa is an ideal inA and b ∈ A. Then ab = ca for some c ∈ A. Therefore,
ab rA(a) = ca rA(a) = 0, b rA(a) ⊆ rA(a) and r(a) is an ideal.
f. Let A be a left invariant ring. It follows from 3.3.5 that r(a) is an ideal in A for any
element a ∈ A. Let f ∈ End aA. Then f(a) = ab for some element b ∈ A and f(ax) =
f(a)x = abx for any x ∈ A. SinceA is a left invariant ring, ab = ca for some element c ∈
A. The relation g(y) = cy defines an endomorphism g ∈ EndAAS. In addition, g(ax) =
cax = abx = f(ax) for all x ∈ A. Therefore, g is an extension of the homomorphism f .
In f, the converse implication follows from e.
g. Let S be the set of all nonzero divisors in A, s ∈ S, a ∈ A. By a, sa = bs for some
b ∈ A. Therefore, S is a left Ore set. Therefore, A has the left classical ring of fractions.
The inclusion aAa−1 ⊆ A follows from e.
If A has the right classical ring of fractions, then Q is the two-sided classical ring of
fractions of the ring A, since if an arbitrary ring has the right classical ring of fractions
and the left classical ringof fractions, then these two rings of fractions canbenaturally
identified.
The last assertion from g follows from the first assertion.
h.By 3.3.5 and 1.3.1(d), all right annihilators of elements of the ring A are ideals. There-
fore, h follows from f.
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i.We denote byM the n-generated submodule∑n
i=1 qiA of the module QA . Then qM ⊆

M. By the left-sided analog of 1.3.2(a), sM ⊆ A for some nonzero divisor s ∈ A. The
right ideal sM of A is finitely generated and s ∈ sM. In addition,

qs−1 ⋅ sM = qM ⊆ M = s−1 ⋅ sM .

Therefore, the rule f(x) = sqs−1x defines an endomorphism f of the finitely generated
right ideal sM of the ring A. By assumption, f can be extended to an endomorphism g
of the module AA . We set c = g(1). Then

sq = sqs−1 ⋅ s = f(s) = cs , q = s−1cs ∈ s−1As .

j. Let a, b be two nonzero elements of the domain A. The right Ore domain A has
the right classical division ring of fractions Q, which contains the element aba−1.
The mapping f : aA → aA, f(ax) = (aba−1)(ax) = abx, is an endomorphism of
the principal right ideal aA. By assumption, there exists an element c ∈ A such that
ca = f(a) = (aba−1)a = ab. Therefore, A is a left invariant domain. Since A is a left
invariant domain, A is a left Ore domain.
k. Let x be a nonzero element in A and let y be an element of the domain A with xA ∩
yA = 0. There exists an endomorphism f of the 2-generated module xA ⊕ yA such
that f(x) = x and f(y) = 0. By assumption, there exists an element a ∈ A such that
ax = f(x) = x and ay = f(y) = 0. Since (a − 1)x = 0 and A is a domain, a = 1. Then
y = 0. Therefore, A is a right Ore domain. Then A is a right quasi-continuous, right Ore
domain. By j, A is a left invariant, left Ore domain.
m. It is well known that all right (left) ideals of the polynomial ring over a division ring
are principal. Therefore, A is an Ore domain. Then the domain A is quasicontinuous.
According to 3.3.6, A is not a left invariant ring. Now we use k.

3.3.8. Let A be a right invariant ring and let M be an invariant, finitely endomor-
phism-extendable, endomorphism-liftable right A-module. The following conditions
are equivalent.
1)All factormodules of themoduleM are finitely endomorphism-extendablemodules.
2) All finitely generated submodules of the module M are endomorphism-liftable.
3) M is a distributive module and all its finitely generated submodules are quasipro-
jective.

Proof. The implication 3)⇒ 2) follows from the property that all quasiprojectivemod-
ules are endomorphism-liftable.
2)⇒ 1). LetM/Y be a factor module of the moduleM, X/Y be a finitely generated sub-
module inM/X, and let f be an endomorphism of the module X/Y. There exists a nat-
ural isomorphism u : X/Y → X1/(X1 ∩ Y), where X1 is a finitely generated submodule
in X and f naturally induces the endomorphism f 1 of the finitely generated module
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X1/(X1 ∩ Y) and u−1f 1u = f . Let h : M → M/(X1 ∩ Y) be the natural epimorphism and
let h1 : X1 → X1/(X1∩Y)be the restriction of the epimorphism h to X1. By assumption,
the module X1/(X1 ∩ Y) is an endomorphism-liftable module. Therefore, there exists
an endomorphism f1 of the finitely generated submodule X1 of M with h1f1 = f 1h1.
SinceM is a finitely endomorphism-extendable module, f1 can be extended to an en-
domorphism g of the moduleM. SinceM is an invariant module, g(X) ⊆ X, g(Y) ⊆ Y,
g(X1) ⊆ X1, g(X1∩Y) ⊆ X1∩Y and g induces the endomorphism f of the moduleM/Y.
It is directly verified that f coincides with f on the module X/Y. Therefore, M/Y is a
finitely endomorphism-extendable module.
1)⇒ 2). Let X be a finitely generated submodule of the module M, X/Y be a factor
module of themodule X, f be an endomorphism of the finitely generated module X/Y,
h : M → M/Y be the natural epimorphism, and let hX : X → X/Y be the restriction of
the epimorphism h to the module X. By assumption,M/Y is a finitely endomorphism-
extendablemodule. Therefore, f canbe extended to anendomorphism g of themodule
M/Y. SinceM is an endomorphism-liftable module, there exists an endomorphism g
of themoduleMwith gh = hg. SinceM is an invariantmodule, g(X) ⊆ X and g induces
the endomorphism f of the module X. Then

hXf = (hg)X = (gh)X = f hX .

Therefore, the module X is an endomorphism-liftable module.
2)⇒ 3). By 3.3.7(d), the moduleM is distributive. By 3.3.4(d), all finitely generated sub-
modules of the module M are quasiprojective.

3.3.9 Remark. Let A be a ring, A1 and A2 be two ideals of the ring A, and let x1, x2 be
two elements of the ring A such that x1 − x2 ∈ A1 + A2. Then there exists an element
a ∈ A such that a − x1 ∈ A1 and a − x2 ∈ A2.
Indeed, let x1 − x2 = a1 − a2, where a1 ∈ A1, a2 ∈ A2. We denote by a the element
x1 − a1 = x2 − a2. Then a − x1 = −a1 ∈ A1, a − x2 = −a2 ∈ A2. Therefore, a is the
required element.

3.3.10 Arithmetical rings. For a ring A, the following conditions are equivalent.
1) A is an arithmetical ring.
2) For any ideals A1, . . . , An of A and arbitrary elements x1, . . . , xn ∈ A such that
xi − xj ∈ Ai + Aj for all i, j, there exists an element x ∈ A such that x − xi ∈ Ai for
i = 1, . . . , n.
3) For any ideals A1, A2, A3 of the ring A and each element d ∈ (A1 + A2) ∩ (A1 + A3),
there exists an element x ∈ A1 with x − d ∈ A2 ⋂ A3.

Proof. 1)⇒ 2). For n = 2, the assertion follows from 3.3.9.
We assume that the assertion is true for n−1. There exists an element b ∈ A such that
b − xi ∈ Ai for i = 1, . . . , n − 1. In addition, xi − xn ∈ Ai + An for i = 1, . . . , n − 1
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and b − xn = (b − xi) + (xi − xn) ∈ ∩n−1
i=1 (Ai + An). Since the ring A is arithmetical,

b − xn ∈ An + ⋂n−1
i=1 Ai, b − xn = an − d, where an ∈ An , d ∈ ⋂n−1

i=1 Ai. We set a = b + d.
Then a − xn = an ∈ An. In addition, a − xi = b − xi + d ∈ Ai for i = 1, . . . , n − 1.
Therefore, a is the required element.
2)⇒ 3). The assertion follows from the property that 2) turns into 3) for n = 3, x1 = 0,
x2 = x3 = d.
3)⇒,1). It is sufficient to prove that if M, B, C are ideals of the ring A and d ∈ (M +
B)⋂(M + C), then d ∈ M + (B⋂ C). Let d = m1 + b = m2 + c, where m1,m2 ∈ M,
b ∈ B and c ∈ C. By 3), there exists an element x ∈ M such that x − d ∈ B⋂ C. We set
y = d − x ∈ B ∩ C. Then d = x + y ∈ M + B ∩ C.

3.3.11 Theorem. For an invariant ring A, the following conditions are equivalent.
1) A is an arithmetical ring.
2) Every factor ring A of the ring A is a finitely endomorphism-extendable right A-
module and a finitely endomorphism-extendable left A-module.
3) Every cyclic right A-module is a finitely endomorphism-extendable module.
4)AA is a finitely endomorphism-extendablemodule and all its finitely generated sub-
modules are endomorphism-liftable.
5) AA is a finitely endomorphism-extendable distributive module and all its finitely
generated submodules are quasiprojective.

Proof. Weuse the property that the freemodule AA is an endomorphism-liftablemod-
ule and the invariant ring A is an invariant right (left) A-module.
The equivalences 3)⇔ 4)⇔ 5) follow from 3.3.8.
The implications 2)⇒ 3) and 5)⇒ 1) are directly verified.
The implication 2)⇒ 1) follows from 3.3.7(c).
1)⇒ 2). Since the condition 1) is left-right symmetrical and is preserved by factor rings,
it is sufficient to prove that AA is a finitely endomorphism-extendable left A-module.
LetM = ∑n

i=1 Ami be an arbitrary finitely generated submodule in AA and f ∈ End AM.
Since AM is a finitely generateddistributivemoduleover the invariant ringA, it follows
from 1.1.6(c) that f(Ami) ⊆ Ami for all i. Therefore, there exist elements x1, . . . , xn ∈ A
such that f(mi) = mixi ∈ miA = Ami. Then 0 = (Ami ⋂ Amj)(xi − xj) for all i, j. Since
Ami = miA and Amj = mjA, we have xi − xj ≡ dij ∈ r(miA ∩ mjA). By 1.1.2, there exist
elements aij, bij ∈ A such that 1 = aij + bij and miAaij + mjAbij ⊆ miA⋂mjA. Then
aijdij ∈ r(miA) ≡ Ai, bij ∈ r(mjA) ≡ Aj and xi − xj = aijdij + bijdij ∈ Ai + Aj. By 3.3.10,
there exists an element x ∈ A such that x − xi ∈ Ai for all i. Therefore, the relation
g(y) = yx, y ∈ A, correctly defines an endomorphism g of the module AA), which is an
extension of the f .
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3.3.12 Theorem. An invariant semiprime ring A is an arithmetical ring if and only if
every submodule of any flat A-module is a flat module.

Proof. If every submodule of any flat A-module is a flat module, then all 2-generated
right ideals of the ring A are flat right A-modules, and A is an arithmetical ring by
3.3.3(b).
Let A be an invariant arithmetical semiprime ring. Then A is a distributive reduced
ring. By 3.2.6(c), A is a PF ring. By 3.1.5(a), every principal right ideal is an H-torsion-
freemodule. Therefore, an arbitrary right idealM of the ring A has the following prop-
erty: every cyclic submodule of the module MA is an H-torsion-free module. By 3.1.4,
MA is a Hattori torsion-free module. By 3.2.13, MA is a flat module. By 3.2.2, all sub-
modules of any flat A-module are flat.

3.3.13 Theorem. An invariant semiprime ring A is arithmetical if and only if every fi-
nitely generated ideal of the ring A is a quasiprojective right A-module.

Theorem 3.3.13 follows from 3.3.3(c) and Theorem 3.3.11.

3.3.14 The completion of the proof of Theorems 3A, 3B and 3C. Theorem 3A follows
from of Theorems 3.3.12 and 3.3.13.

Theorem 3B follows fromTheorem 3A and the property that by 3.2.3(f), we can assume
that A is a reduced ring.
Theorem 3C follows from Theorem 3.3.11.

3.3.15. Let Q be an endomorphism-liftable module, f be an endomorphism of the
module Q, and let N be a small submodule in Q such that Q/N is an endomorphism-
liftable module. We set Xn = N + ∑n

i=1 f i(N), X = ∑∞n=1 Xn = N + ∑∞i=1 f i(N).
Then X ⊆ J(Q) and there exists an endomorphism g of the module Q such that (f −
g)(Q) ⊆ X, (f − g)(X) ⊆ J(X) and g(N) ⊆ N.
For any positive integer n, we set Yn = ∑n

i=1 f i−1(f − g)(N), Y = ∑∞n=1 Yn.
Then Xn = N+Yn, X = N+Y, Yn is a small submodule in Xn, Y ⊆ J(X) and X = N+ J(X).
Proof. Since J(Q) is a fully invariant submodule in Q and N ⊆ J(Q), we have X =
N + ∑n

i=1 f i(N) ⊆ J(Q). Since f(X) ⊆ X, we have that f induces the endomorphism f  of
the module Q/X. We denote by h a natural epimorphism Q/N → Q/X. Since Q/N is an
endomorphism-liftable module, there exists an endomorphism ḡ of the module Q/N
such that hḡ = f h.
We denote by t the natural epimorphism Q → Q/N. Since Q is an endomorphism-
liftable module, there exists an endomorphism g of the module Q such that tg = ḡt.
By construction, we have ht(f − g)(Q) = 0. Therefore, (f − g)(Q) ⊆ X. It is clear that
g(N) ⊆ N. In addition, X ⊆ J(Q). Therefore, (f − g)(X) ⊆ J(X), since (f − g)(Q) ⊆ X and
the Jacobson radical passes to the Jacobson radical under module homomorphisms.
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We use induction on n to prove that Xn = N + Yn. Let n = 1. Since g(N) ⊆ N, we have

X1 = N + f(N) + g(N) ⊇ N + (f − g)(N)= N + Y1 ⊇ N + g(N) + (f − g)(N) ⊇ X1 .

Now we assume that Xn = N + Yn. Then Xn+1 = Xn + f n+1(N) == Xn + f n(f(N)) + f n(g(N)) ⊇ N + Yn + f n(f − g)(N)= N + Yn+1 ⊇ Xn + f ng(N) + f n(f − g)(N) ⊇ Xn+1 .

Since (f − g)(Q) ⊇ X and N is a small submodule in Q, we have that (f − g)(N) is a
small submodule in X. Therefore, f n(f − g)(N) is a small submodule in X for all n,
since f n(X) ⊆ X. Therefore, Yn is a small submodule in X for all n and Y ⊆ J(X). Since
X = N + Y and Y ⊆ J(X), we have X = N + J(X).
3.3.16. Let’s assume that the conditions of 3.3.15 hold and one of the following con-
ditions hold.
1) Y is a small submodule in X.
2) X = Xn for some n.
3) J(X) is a small submodule in X.
4) The endomorphism f is either an idempotent endomorphism or a nilpotent endo-
morphism.
Then f(N) ⊆ N.

Proof. To prove the inclusion f(N) ⊆ N, it is sufficient to prove that each of the condi-
tions 1)–4) implies the relation X = N.
1) If Y is a small submodule in X, then X = N, since X = N + Y.
2) If X = Xn, then X = N + Yn, whence X = N, since Yn is a small submodule in X by
3.3.15.
3) If condition 3) holds, then X = N by 3.3.15.
4) If f 2 = f or f n = 0, then X2 = X or Xn = X, whence the condition 2) holds and
X = N.

3.3.17. LetM be an endomorphism-liftable module.
a. Q is a quasiprojective module, N is a small submodule in Q. If M ≅ Q/N and for
every submodule X in J(Q), the module J(X) is a small submodule in X, then M is a
quasiprojective module.
b. If M has a projective cover Q with kernel N and for every submodule X in J(Q), the
module J(X) is a small submodule in X, then M is a quasiprojective module.

Proof. a. The condition 3) of 3.3.16 holds. By 3.3.16, N is a fully invariant submodule
in Q. By 3.3.4(a),M is a quasiprojective module.
b. The assertion follows from a.
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3.3.18 Projective covers and perfect rings. LetQ beaprojectivemodule andN a small
submodule of Q. If a module M is isomorphic to the module Q/N, then the module Q
is called a projective cover of the module M with kernel N.

a. For a ring A, the following conditions are equivalent.
1) Every right A-module has projective cover.
2) A/J(A) is an Artinian ring and X ̸= J(X) for every nonzero right A-module X.
3) A/J(A) is an Artinian ring and J(A) is a t-nilpotent left ideal.
Under the equivalent conditions 1)–3), the ring A is said to be right perfect.
b. If A is a right perfect ring, then J(X) is a small submodule in X for every nonzero
right A-module X.
The assertions from 3.3.18 are well known. For example, see a in [16, Theorem 28.4],
and b follows from 3.3.17(b).

3.3.19 Theorem ([156]). Let A be a right perfect ring and M a right A-module. The fol-
lowing conditions are equivalent.
1) M is an endomorphism-liftable module.
2)M is a quasiprojective module.
3)M is a projective module over the factor ring A/r(M).
Proof. Theequivalence 2)⇔ 3) for rightmodules over rightperfect rings iswell known;
see [16, Ex.16, p.203].
The implication 2)⇒ 1) is always true.
The implication 1)⇒ 2) follows from 3.3.17.

3.3.20. In connection to 3.3.19, we remark that every quasicyclic Abelian group is an
endomorphism-liftable nonquasiprojectiveℤ-module.

3.3.21 Open question. Let A be an invariant ring such that all 2-generated (all 1-gen-
erated) right ideals are flat. Is it true that A is a reduced ring?
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4 Hermite rings and Pierce stalks

The main results of this section are Theorem 4A and 4B.

4A Theorem (Tuganbaev [183]). IfA is a Bezout rightPP ringwithoutnoncentral idem-
potents, then A is a Hermite ring.

4B Theorem (Tuganbaev [183]). If A is a Bezout ring such that every Pierce stalk is a
serial ring, then A is a diagonalizable ring.

Remark. The completion of the proof of Theorems 4A and 4B is given in 4.2.9.

4.1 Hermite rings

4.1.1. Let A be a PF reduced ring that has the right classical ring of fractions Q.
a. A contains all idempotents of the ring Q.
b. If Q is a strongly regular ring, then A is a right and left PP ring.
c. If A is a right or left PP ring, then Q is a strongly regular ring.

Proof. a. Let e = e2 ∈ Q. There exist two elements a, b ∈ A such that b is a nonzero
divisor in A and e = xy−1. By 1.3.2(b), Q is a reduced ring. Since e2 = e, we have
xy−1x = x and (xy−1 − 1)x = 0. By 1.3.1(b), x(xy−1 − 1) = 0. Therefore,

x2y−1 = x , x2 = xy , x(y − x) = 0 .

By 1.3.1(b), (AxA) ∩ (A(y − x)A) = 0. By 3.2.5,

Ax ⊕ A(y − x) = A(x + (y − x)) = Ay ,(Ax ⊕ A(y − x))y−1 = A .

Therefore, e = xy−1 ∈ A.
b. Let a ∈ A. Since a is an element of the strongly regular ring Q, we have a = eu = ue,
where e is a central idempotent of the ring Q and u is an invertible element of the ring
Q. By a, e ∈ A and 1 − e ∈ A. It is clear that rQ(a) = (1 − e)Q and rA(a) = A ∩ (1 − e)Q.
Since 1− e ∈ A, we have rA(a) = A ∩ (1− e)Q = (1− e)A. Therefore, aAA ≅ AA/rA(a) ≅
eAA, the module aAA is projective, and A is a right PP reduced ring. By 3.2.11, A is a
PP ring.
c. Let q = ab−1 ∈ Q, a, b ∈ A, and let b be a nonzero divisor in A. By 3.2.11, a = ed,
where e is a central idempotent of the ring A and d is a nonzero divisor of the ring
A. Then e is a central idempotent of the ring Q, the element db−1 is invertible in the
ring Q and q = edb−1. Since every element of the ring Q is the product of a central
idempotent by an invertible element, Q is a strongly regular ring.

https://doi.org/10.1515/9783110659825-004

 EBSCOhost - printed on 2/10/2023 3:12 PM via . All use subject to https://www.ebsco.com/terms-of-use



56 | 4 Hermite rings and Pierce stalks

4.1.2 Stably finite rings. A ring A is said to be stably finite if for any positive integer n,
every right invertible matrix from the ring of matrices An is left invertible in An.

a. A right Noetherian ring is a stably finite ring.
b. Every direct product of stably finite rings is a stably finite ring.
c. Every subring of stably finite rings is a stably finite ring.
d. Every subring of any direct product of right Noetherian rings is stably finite. In par-
ticular, every subring of any direct product of division rings is stably finite.
e. If Q is a strongly regular ring and A is a subring in Q, then A is stably finite.

Proof. a, b, c.These assertions arewell known; e.g., see [113, Proposition 1.9, Corollary
1.10, Proposition 1.13].
d. The assertion follows from a, b and c.
e. Since any strongly regular ring is a subdirect product of division rings, the assertion
follows from d.

4.1.3. Let A be a right Bezout reduced PP ring.
a. If a, b are two nonzero divisors of the ring A, then aA ∩ bA is a nonzero principal
right ideal of the ring A.
b. If a, b are two nonzero divisors of the ring A, then there exist nonzero divisors a1
and b1 of the ring A such that ab1 = ba1 and aA ∩ bA = ab1A = ba1A.
c. The ring A has the strongly regular right classical ring of fractions.
d. A is a stably finite ring.

Proof. a. By 3.2.10(b), aA ∩ bA is a principal right ideal.
We assume that aA ∩ bA = 0. Since A is a right Bezout ring, there exist elements
x, y ∈ A such that aA+ bA = (ax+ by)A. Therefore, there exist elements u, v ∈ A such
that a = (ax + by)u and b = (ax + by)v. Then

a(1 − xu) = byu ∈ aA ∩ bA = 0 , b(1 − yv) = axv ∈ aA ∩ bA = 0 .

Since a and b are nonzero divisors,

1 − xu = yu = 1 − yv = xv = 0 .

By 1.3.1(e), all right or left invertible elements of the ring A are invertible. Therefore, it
follows from the relations 1 − xu = 1 − yv = 0 that x, y, u, v are invertible elements.
This contradicts the relations yu = xv = 0.
b. By a, aA ∩ bA = d1A, where d1 is a nonzero element of the ring A. There exist
elements a1, b1 ∈ A such that d1 = ab1 = ba1. By 3.2.11, d1 = ed, where e is a
nonzero central idempotent of the ring A and d is a nonzero divisor of the ring A.
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If e = 1, then d1 = d = ab1 = ba1 is a nonzero divisor, a1 and b1 is a nonzero divisors,
and all have been proved.
We assume that e ̸= 1. Then 1 − e is a nonzero central idempotent and (1 − e)A is a
nonzero reduced right Bezout ring such that all its principal right ideals are projective.
In addition, (1 − e)a and (1 − e)b are nonzero divisors of the ring (1 − e)A and (1 −
e)aA ∩ (1 − e)bA = (1 − e)(aA ∩ bA) = (1 − e)edA = 0. This contradicts the assertion
a applied to the ring (1 − e)A.
c. By 4.1.1(c), it is sufficient to prove that A has the right classical ring of fractions Q.
It is sufficient to prove that for any elements x, b ∈ A, where b is a nonzero divisor,
there exist elements x1, b1 ∈ A such that b1 is a nonzero divisor and xb1 = bx1.
By 3.2.11, x = ea, where e is a central idempotent of the ring A and a is a nonzero
divisor of the ring A. By b, there exist nonzero divisors a1 and b1 of the ring A such
that ab1 = ba1. We set x1 = ea1 Then xb1 = bx1.
d. The assertion follows from c and 4.1.2.

4.1.4 ([9]). Let A be a right Bezout ring and let the right ideal r(a) be finitely generated
for any left zero divisor a ∈ A.
a. If V is a free right A-module with basis {vl , . . . , vn}, then every finitely generated
submoduleW inV is generated by n elementswk = vkrkk+⋅ ⋅ ⋅+vnrkn, rkk , . . . , rkn ∈ A,
k = 1, . . . , n.
b. The ring An of all n × n of matrices over A is a right Bezout ring and every finitely
generated right ideal of the ring A is generated by a lower triangular matrix.
c. IfM is an arbitrary n×m matrix over the ring A, then there exists a lower triangular
n × m matrix D and two matrices P and Q such that DQ = M and MP = D.

Proof. a.We set Vk = vkA + ⋅ ⋅ ⋅ + vnA. Let I(k) be the right ideal of the ring A consisting
of all elements rk ∈ A such that there exist elements v ∈ Vk ∩ W of the form v =
vkrk + ⋅ ⋅ ⋅ + vnrn. It is clear that I(k) is a right ideal.
First, we remark that if W is generated by elements u1, . . . , um, then I(1) is a right
ideal generated by m coefficients of v1 in the expression of the elements {uj}. Since A
is a right Bezout ring, I(1) = r11A for some r11 ∈ A and there exists an element w1 ∈ W
such that w1 = v1r11 + ⋅ ⋅ ⋅ + vnrln. It follows from the definition of I(1) that for every
element v ∈ W, there exists an element x ∈ A such that v − w1x ∈ V(2).
Next, we assert that V(2) ∩W is a finitely generated module. Indeed, let w ∈ V(2) ∩W.
We take an element xi ∈ A such that ui − w1xi ∈ V(2). Since set {ui} generates W, we
have

w = ∑ uiyi = ∑(ui − w1xi)yi = +w1 ⋅ ∑ xiyi . (*)

Since w ∈ V2, we have that w has the nonzero coefficient of v1. Therefore, the coef-
ficient of v1 in the right part of (∗) is equal to r11 ⋅ ∑ xiyi = 0, i.e., ∑ xiyi ∈ r(r11). In
addition, if a ∈ r(r11), then wa ∈ V(2) ∩ W. Therefore, V(2) ∩ W is generated by the
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finite set {u1 − w1xl , . . . , um − w1xm , w1ml , . . . , w1mt} ,
where {ml, . . . ,mt} is a finite set of generators of the right annihilator r(r11); this set
is finite by assumption.
The remaining part of the proof is easy verified by the induction on n.
b. Let I be a finitely generated right ideal of the ring An and let V be a free n-generated
right A-module with basis {vl , . . . , vn}, where vi is a column of height n such that the
coordinate with number i is equal to 1 ∈ A and the remaining coordinates are equal
to 0 ∈ A. We denote byW the submodule in VA generated by all columns of matrices
from I. Since I is a finitely generated right ideal of the ring An, we have that W is a
finitely generated A-module. By a, the moduleWA is generated by columns

w1 = (r11
...
rn1

) , . . . wk = ( 0
...rkk
...

rnk ,

) . . . wn = ( 0
...0
...
rnn

) .

We denote by P the lower triangular matrix formed by all columns wj .
We prove that I = PAn. Let Eik be the matrix in An which has 1 on the position ij and
0s on the remaining positions. Since wj ∈ W, we have that wj appears in the row with
the subscript k = k(j) of some matrices Pj ∈ I. Therefore, P = ∑ PjEkj ∈ I.
For anymatrixQ ∈ I, the columnwith number j of thematrixQ is a linear combination∑wirij. Therefore, QEjj = P(r)j , where (r)j is a matrix that contains

(r1j
...
rnj

)
as the column with number j and zeros on the remaining positions. Therefore, Q =∑QEjj = P(rij); the proof is completed.
c. The assertion follows from the proof of b.

4.1.5 Theorem ([9]). A domainA is a right Hermite ring if and only ifA is a right Bezout
ring.

Proof. Every right Hermite ring is a right Bezout ring by 2.2.3(b).
Now let A be a right Bezout domain and a, b ∈ A. We have to prove that (a b)P = (d 0)
for some invertible matrix P ∈ A2.
If a = 0, then we can take the invertible matrix P = ( 0 1

1 0 ).
Let’s assume now that a ̸= 0. Then aA + bA = dA for some nonzero of the element
d ∈ aA+bA. We apply 4.1.4(c) to the right Bezout domain A and thematrixM = ( a b

0 1 ).
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By 4.1.4(c), there exist 2 × 2 matrices P, Q ∈ A2 such that

MP = (d 0
u v

) ; (d 0
u v

)Q = M .

Then (a b)P = (d 0) and MPQ = M. It remains to prove that the matrix P is invertible.
SinceM = ( a b

0 1 ) and a is a nonzero divisor in A, we have thatM is a nonzero divisor in
the matrix ring A2. Therefore, PQ is the identity matrix. By 4.1.3(d), A is a stably finite
ring. Therefore, the matrix P is invertible.

4.1.6 Rings with diagonalizable square matrices. a. See [120, p.18]. If A is the ring of
all lower triangular 2 × 2 matrices over a field, then all square matrices over A are
diagonalizable, but A is not a diagonalizable ring.
b. If A is a Hermite ring and every square matrix over A is diagonalizable, then A is a
diagonalizable ring.

Proof. We have to prove that an arbitrary rectangular m × n matrix M over the ring A
is diagonalizable. By assumption, we can assume that m ̸= n.
We assume that m > n. Since A is a left Hermite ring, there exists an invertible m × m
matrix U such that UM is a upper triangular matrix. The matrix UM is of the form (SO),
where S is a square n× nmatrix and O is a nonzero (m− n)× n matrix. By assumption,
there exist invertible n × n matrices P and Y such that PSY = D is a diagonal n × n
matrix. Let E be the identity (m − n) × (m − n) matrix. We denote by X the invertible
m × m matrix ( P 0

0 E )U. Then
X ⋅ M ⋅ Y = (P 0

0 E
) ⋅ (SO) ⋅ Y = (DO)

is a diagonal matrix.
The casem < n is similarly considered.

4.2 Pierce stalks

4.2.1 Pierce stalks, I. Let A be a ring and let S(A) be the set of all proper ideals of
the ring A generated by some sets of central idempotents. (Since 0 ∈ S(A), we have
S(A) ̸= ⌀.)
By the Zorn lemma, the set S(A) contains maximal elements which are called Pierce
ideals of ring A. These Pierce ideals P form the set P(A) and the factor rings A/P are
called Pierce stalks of ring A. On Pierce stalks, e.g., see [40, 41] and [170, Sections 11,
32].
Let P be a proper ideal of the ring A generated by some set {ei}i∈I of central idempo-
tents of the ring A, and let h : A → A/P be the natural epimorphism.
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a. If the ring A/P is not a Pierce stalk of the ring A, then there exists a central idempo-
tent e ∈ A such that P + eA and P + (1 − e)A are proper ideals of the ring A generated
by central idempotents, the ideals P + eA and P + (1 − e)A properly contain ideal P,

A = (P + eA) + (P + (1 − e)A) , P = (P + eA)(P + (1 − e)A)= (P + (1 − e)A)(P + eA) = (P + eA) ∩ (P + (1 − e)A) ,
and the ring A/P is isomorphic to the direct product of nonzero rings h(eA) and h((1−
e)A).
b. For any finite subset P of the ideal P, there exists a central idempotent e ∈ P such
that P is contained in the ring direct factor eA of the ring A.
c. For any idempotent f ∈ A/P, there exists an idempotent f ∈ A with h(f) = f .
d. If A/P is a Pierce stalk of the ring A and e is a central idempotent of the ring A, then
either e ∈ P or 1 − e ∈ P.
e. If A/P is an indecomposable ring, then A/P is a Pierce stalk of the ring A.
f. There exists at least one Pierce stalk A/E with P ⊆ E.
g. If d is an element in A with zero right (left) annihilator and A/P is a Pierce stalk,
then the element d + P of the ring A/P has the zero right (left) annihilator.
h. If A is a PF ring, then A/P is a PF ring.
i. Any finite set of orthogonal idempotents {f }ni=1 of the ring A/P can be lifted to some
set {fi}ni=1 of orthogonal idempotents of the ring A.
j. Any countable set of orthogonal idempotents {f }∞i=1 of the ring A/P can be lifted to
some countable set {fi}∞i=1 of orthogonal idempotents of the ring A.
k. If A does not contain infinite sets of noncentral orthogonal idempotents, then the
ring A/P does not contain infinite sets of noncentral orthogonal idempotents.
m. If A does not contain infinite sets of noncentral orthogonal idempotents and A/P
is a Pierce stalk of the ring A, then A/P does not contain infinite sets of orthogonal
idempotents.
n. If A is a right Bezout ring, then every Pierce stalk P of the ring A is a right Bezout
ring.

Proof. a. Since the ideal P is generated by central idempotents and A/P is not a Pierce
stalk, there exists a central idempotent e ∈ A \ P such that P + eA is a proper ideal in
A. Then P + (1 − e)A is a proper ideal in A, since otherwise e ∈ e(P + (1 − e)A) ⊆ P.
The ideal P + (1 − e)A properly contains P, since otherwise 1 = (1 − e) + e ∈ P + eA.
The remaining assertions are directly verified.
b. It is sufficient to prove that for any element p ∈ P, there exists a central idempotent
e ∈ P such that p belongs to the ring direct factor eA of the ring A. There exists a finite
subset {e1, . . . , en} of the set {ei}i∈I of central idempotents, which are generators for
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the ideal P, such that p ∈ ∑n
i=1 eiA. There exists a central idempotent e ∈ A with

eA = ∑n
i=1 eiA. Therefore, p ∈ eA

c. Let f = h(a), where a ∈ A. Then a − a2 ∈ P. By b, there exists a central idempotent
e ∈ Pwith a−a2 ∈ eA. Then a−a2 = ea−ea2 and a(1−e)−(a(1−e))2 = 0. Therefore,
a(1 − e) is an idempotent of the ring A and h(a(1 − e)) = h(a) = f .
d. We assume that e ∉ P. Since A/P is a Pierce stalk of the ring A and e is a central
idempotent, P + eA = A. Then 1 = ea + p for some a ∈ A and p ∈ P. Then 1 − e =(1 − e)(ea + p) = (1 − e)p ∈ P.
e. The assertion follows from a.
f. Let E be the set of all proper ideals in A which contain P and are generated by a
central idempotents in A. Since P ∈ E, we have E ̸= ⌀. By the Zorn lemma, it is suf-
ficient to prove that if E is the union of an ascending chain of ideals Ei ∈ E, i ∈ I,
then E ∈ E. Since all ideals Ei are generated by central idempotents, E is generated
by central idempotents. It remains to prove that E ̸= A. We assume the contrary. Then
1 ∈ E = ⋃i∈I Ei. Therefore, 1 is contained in some proper ideal Ei in A. This is a con-
tradiction.
g. Let rA(d) = 0, a ∈ A and da ∈ P. By b, there exists a central idempotent e ∈ P such
that da ∈ eA. Then da(1− e) = 0. Since r(d) = 0, we have a(1− e) = 0 and a = ae ∈ P.
Therefore, rA/P(d + P) = 0.
h. Let a, b ∈ A and h(a)h(b) = 0. Then ab ∈ P. By b, there exists a central idempotent
e ∈ P such that ab ∈ eA. Then a(1 − e)b = 0. Since A is a PF ring, it follows from 3.2.3
that there exist elements x, y ∈ A such that

x + y = 1 , a(1 − e)x = 0 , y(1 − e)b = 0 ,
h(x) + h(y) = h(1) , h(a)h(x) = 0 , h(y)h(b) = 0 .

By 3.2.3, A/P is a PF ring.
i. There exist elements a1, . . . , an ∈ A such that f i = h(ai) for all i. Then ai − a2i ∈ P,
for all i, and aiaj ∈ P for i ̸= j. By b, there exists a finite subset J = {e1, . . . , en} in I
such that the ideal∑n

i∈J eiA contains all elements ai − a2i and aiaj ∈ P, where i, j ∈ J,
i ̸= j. There exists a central idempotent e ∈ P with eA = ∑i∈J eiA. We set fi = ai(1 − e),
i = 1, . . . , n. Then h(fi) = h(ai) for all i. In addition, all elements fi − f 2i and eiej (i ̸= j)
are contained in the ideal fA ∩ (1 − f)A = 0. Therefore, f1, . . . , fn are the required
orthogonal idempotents of the ring A.
j. There exists a countable set {ai}∞i=1 of elements of the ring A such that ei = h(ai)
for all i. Let n ∈ ℕ. By i, there exists a set of orthogonal idempotents {ei}ni=1 of the
ring A such that h(ei) = ei for i = 1, . . . , n. Now it is sufficient to prove that there
is an idempotent en+1 ∈ A such that the idempotents e1, . . . , en+1 are orthogonal
and h(en+1) = en+1. The ideal P contains elements an+1 − a2n+1, eian+1, an+1ei for
i = 1, . . . , n. There exist central idempotents f1, . . . , fm ∈ P such that the ideal∑m
k=1 fkA contains elements an+1 − a2n+1, eian+1, an+1ei for i = 1, . . . , n. There exists a
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central idempotent f of the ring A such that fA = ∑m
k=1 fkA. We set en+1 = an+1(1 − f).

Then h(en+1) = h(an+1). In addition, elements en+1 − e2n+1, eien+1, en+1ei (i ̸= j) are
contained in the ideal fA ∩ (1 − f)A = 0 for i = 1, . . . , n. Therefore, e1, . . . , en+1 are
orthogonal idempotents of the ring A.
k. The assertion follows from j.
m.We assume that the Pierce stalk A/P contains a countable set {ei}∞i=1 of nontrivial
orthogonal idempotents. Let h : A → A/P be the natural epimorphism. By j, A con-
tains a countable set of orthogonal idempotents {ei}∞i=1 ⊆ A \ P such that h(ei) = ei
for all i. Since A does not contain infinite sets of noncentral orthogonal idempotents,
there exists a central idempotent e ∈ {ei}∞i=1. Since A/P is a Pierce stalk, A = P + eA.
Then h(e) = h(1); this contradicts the nontriviality of the idempotent h(e) of the ring
h(A).
n. The assertion follows from the property that every factor ring of a right Bezout ring
is a right Bezout ring.

4.2.2 Pierce stalks, II. Let A be a ring,M be a right A-module, and let {A/Pi}i∈I be the
set of all Pierce stalks of the ring A.
a. If 0 ̸= m ∈ M, then m ∉ MPi for some Pierce stalk A/Pi.
b. ∩i∈I(MPi) = 0; in particular, A is the subdirect product of their Pierce stalks.
c. If N is a submodule inM and m ∉ N, then m ∉ N + MPi for some Pierce stalk A/Pi.
d. If N is a submodule inM, m ∈ M and m ∈ N + MP for every Pierce stalk A/P, then
m ∈ N.
e. For each nonzero right A-module M, there exists at least one Pierce stalk A/Pi with
M ̸= MPi.
f. For each indecomposable right A-module X, there exists a Pierce stalk A/P such that
P ⊆ r(X).
g. If all idempotents of any Pierce stalk A/P of the ring A are central, then all idempo-
tents of the ring A are central.
h. If any Pierce stalk of the ring A does not have nontrivial idempotents, then all idem-
potents of the ring A are central.

Proof. a. Let {Bj}j∈J be the set of all proper ideals Bj in A such that Bj is generated by
central idempotents in A and m ∉ MBj. The set {Bj} is nonempty, since it contains
the zero ideal. In addition, it is directly verified that {Bj} contains the union of any
ascending chain of its elements. By the Zorn lemma, {Bj} contains amaximal element
P. Then m ∉ MP. It is sufficient to prove that A/P is a Pierce stalk of the ring A. Let’s
assume the contrary. By 4.2.1(a), P = QS = SQ for someproper idealsQ and S such that
Q and S properly contain P, A = Q + S and Q, S are generated by central idempotents.
Since P is a maximal element in {Bj}, we have m ∈ MQ ∩ MS = (MQ ∩ MS)(Q + S) ⊆
MSQ + MQS = MP. This is a contradiction.
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b. The assertion follows from a.
c.We apply a to the nonzero element m + N ∈ M/N. By a, m + N ∉ (M/N)Pi = (N +
MPi)/N for some Pierce stalk A/Pi. Therefore, m ∉ N + MPi.
d, e. The assertions follow from c and b, respectively.
f. Let P be the ideal of A generated by the set of all central idempotents in A which
are contained in the ideal r(X). It is sufficient to prove that P + eA = A for any central
idempotent e ∈ A \ P. By the definition of the ideal P, we have e ∈ A \ r(X). Therefore,
Xe is a nonzero submodule of the indecomposable module X = Xe ⊕ X(1 − e). Then
X(1 − e) = 0 and 1 − e ∈ r(X). Therefore, 1 − e ∈ P. Then A = (1 − e)A + eA ⊆ P + eA.
g. Let e = e2 ∈ A, a ∈ A, A/P be a Pierce stalk, and let h : A → A/P be the natural
epimorphism. We have to prove that ea − ae = 0 for any element a ∈ A. By b, A
is the subdirect product of their Pierce stalks. Therefore, it is sufficient to show that
h(ea − ae) = 0. This is the case by assumption.
h. The assertion follows from g.

4.2.3 Pierce stalks, III. Let A be a right PP ring such that all its idempotents are cen-
tral.
a. Every Pierce stalk A/P of the ring A is a domain.
b. If A is a right Bezout ring, then every Pierce stalk of the ring A is a right Hermite
ring.

Proof. a.LetA/P beaPierce stalk and let h : A → A/P be thenatural epimorphism.We
assume that h(a)h(b) = h(0), where a, b ∈ A and h(a) ̸= h(0), i.e., a ∉ P and ab ∈ P.
By 4.2.1(b), there exists a central idempotent e ∈ P such that ab is contained in the
ring direct factor eA of the ring A. Then ab(1 − e) = 0. By assumption, there exists a
central idempotent f of the ring A that rA(a) = fA. Therefore, b(1 − e) = b(1 − e)f By
4.2.1(d), either h(f) = h(0) or h(f) = h(1), i.e., either 1 − f ∈ P or f ∈ P.
We assume that 1−f ∈ P. Then h(f) = h(1), h(a) = h(af) = h(0). This is a contradiction,
since h(a) ̸= h(0).
We assume that f ∈ P. Then b = be + b(1 − e)f ∈ P, h(b) = h(0) and A/P is a domain.
b. Let A/P be a Pierce stalk of the ring A. By a and 4.2.1(d), A/P is a right Bezout do-
main. By 4.1.5, A/P is a right Hermite ring.

4.2.4 The images of integers in rings. When we consider an integer z as an element
of some factor ring A of the ring A, then we mean the element α(z) under a natural
unitary ring homomorphism α : ℤ → A.

4.2.5. Let A be a ring, a1, . . . , am ∈ A, and let f1, . . . , fk be polynomials with inte-
gral coefficients in noncommuting variables x1, . . . , xm , y1, . . . , yn. For each factor
ring A/P, we denote by hP the natural ring epimorphism A → A/P. The following
conditions are equivalent.
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1) There exist elements b1, . . . , bn of the ring A such that

fj(a1, . . . , am , b1, . . . , bn) = 0 , j = 1, . . . , k .

2) For every factor ring A/P of the ring A, there exist elements b1, . . . , bn of the ring
A/P such that A/P satisfies the relations

fj(hP(a1), . . . , hP(am), b1, . . . , bn) = hP(0) , j = 1, . . . , k .

3) For every Pierce stalk A/P of the ring A, there exist elements b1, . . . , bn of the ring
A/P such that A/P satisfies the relations

fj(hP(a1), . . . , hP(am), b1, . . . , bn) = hP(0) , j = 1, . . . , k .

Proof. The implications 1)⇒ 2) and 2)⇒ 3) are obvious.
3)⇒ 1). In this proof, we call the factor ring A/P special if there exist elements
b1, . . . , bn of the ring A/P such that the relations fi(hP(a1), . . . , hP(am), b1, . . . ,
bn) = 0, i = 1, . . . , k, are true in A/P. We denote by E the set of all proper ideals E in A
such that A/E is not special. We denote by E∗ the subset in E formed by all elements
from E which are the ideals of A generated by some sets of central idempotents. We
remark that the sets E and E∗ can be empty.
We assume that the condition 1) is not true and the condition 3) is true. Since 0 ∈ E∗,
we have E∗ ̸= ⌀. It is directly verified that the union of any ascending chain of ideals
from E∗ is contained in E∗. By the Zorn lemma, E∗ contains a maximal element P. By
3), it is sufficient to prove thatA/P is a Pierce stalk.We assume the contrary. Then there
exists a central idempotent e ∈ A such that P+ eA and P+(1− e)A are proper ideals in
A, P+eA and P+(1−e)A properly contain P, andA/P ≅ (A/(P+eA))×(A/(P+(1−e)A)).
The ideals P + eA and P + (1 − e)A are generated by some sets of central idempotents.
In addition, P+ eA and P+ (1− e)A are not contained in E∗. Therefore, A/(P+ eA) and
A/(P + (1 − e)A) are special rings. Since A/P ≅ (A/(P + eA)) × (A/(P + (1 − e)A)), it is
directly verified that A/P is a special ring. This is a contradiction.

4.2.6. LetA bea ring, {Pi}i∈I be the set of all Pierce ideals of the ringA, and let hi : A →
A/Pi be natural ring epimorphisms. Sometimes, we write a instead of hi(a).
a. Let M = (a11 a12

a21 a22
) be a 2 × 2 matrix, where a11, a12, a21, a22 ∈ A, and for any

i ∈ I, the matrix Mi = (hi(a11) hi(a12)
hi(a21) hi(a22)) is left invertible in the ring of all 2 × 2

matrices over the Pierce stalk A/Pi. Then the matrix M is left invertible in the ring
2 × 2 of matrices over A.
b. Let a1, a2 be two elements of the ring A. If for every i ∈ I, there exist elements

b11, b12, b21, b22 ∈ A/Pi such that the matrixMi = (b11 b12
b21 b22

) is right invertible in
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the ring of all 2 × 2 matrices over A/Pi and the product of (hi(a1), hi(a2))Mi is a row
of length 2with zero second element, then there exist elements b11, b12, b21, b22 ∈ A

such that thematrixM = (b11 b12
b21 b22

) is right invertible in the ring of all 2×2matrices

over A and the product of (a1, a2)M is a row of length 2 with zero second element.
c. If everyPierce stalkA/Pi of the ringA is a rightHermite ring, thenA is a rightHermite
ring.
d. If n is a positive integer and every n× nmatrix over any Pierce stalk A/Pi of the ring
A is diagonalizable, then every n × n matrix over the ring A is diagonalizable.
e. If every Pierce stalkA/Pi of the ringA is aHermite ring such that every squarematrix
over A/Pi is diagonalizable, then A is a diagonalizable ring.
f. If every Pierce stalk A/Pi of the ring A is a semilocal right Bezout ring, then A is a
right Hermite ring.
g. If every Pierce stalk A/Pi of the ring A is a serial Bezout ring, then A is a diagonal-
izable ring.
h. If A is a Bezout ring such that every Pierce stalk is a serial ring, then A is a diago-
nalizable ring.
i. If every Pierce stalk A/Pi of the ring A is a right Bezout domain, then A is a right
Hermite ring.
j. If A is a PF reduced ring such that the right annihilator of each element of A is a
finitely generated right ideal, then A is a PP ring and every Pierce stalk of the ring A is
a domain.

Proof. a. We consider the following polynomials f1, f2, f3, f4 in noncommuting vari-
ables x11, x12, x21, x22, y11, y12, y21, y22:

f1 = y11x11 + y12x21 − 1 , f2 = y11x12 + y12x22 ,
f3 = y21x11 + y22x21 , f4 = y21x12 + y22x22 − 1 .

In the 2 × 2 matrix ring over A, the matrixM is left invertible if and only if there exist
elements b11, b12, b21, b22 of the ring A such that fj(a11, a12, a21, a22, b11, b12, b21,
b22) = 0, j = 1, 2, 3, 4.

For any i ∈ I, the matrixMi = (hi(a11) hi(a12)
hi(a21) hi(a22)) is left invertible in the ring 2 × 2 of

matrices over the Pierce stalk A/Pi. Therefore, there exist elements b11, b12, b21, b22
of the ring A/Pi such that the relations fj(hi(a11), hi(a12), a21), hi(a22), b11, b12, b21,
b22) = hi(0), j = 1, 2, 3, 4, are true in the ring A/Pi.
By 4.2.5, there exist elements b11, b12, b21, b22 of the ring A such that fj(a11, a12, a21,
a22, b11, b12, b21, b22) = 0, j = 1, 2, 3, 4. Therefore, the matrixM is left invertible in
the ring of all 2 × 2 matrices over A.
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b. We consider the following polynomials f1, f2, f3, f4, f5, f6 in noncommuting vari-
ables x1, x2, z, y11, y12, y21, y22, y11, y


12, y

21, y

22:

f1 = x1y11 + x2y21 − z , f2 = x1y12 + x2y22 ,
f3 = y11y11 + y12y21 − 1 , f4 = y11y12 + y12y22 ,
f5 = y21y11 + y22y21 , f6 = y21y12 + y22y22 − 1 .

We consider an arbitrary Pierce stalk A/Pi. By assumption, there exist elements
d, b11, b12, b21, b22, b11


, b12

, b21

, b22
 ∈ A/Pi such that

fj(a1, a2, d, b11, b12, b21, b22, b11, b12, b21, b22) = hi(0) , j = 1, 2, 3, 4, 5, 6 .

By 4.2.5, there exist elements

d, b11, b12, b21, b22, b11, b

12, b

21, b

22 ∈ A

such that fj(a1, a2, d, b11, b12, b21, b22, b11, b12, b21, b22) = 0, j = 1, 2, 3, 4, 5, 6.
We denote by M and M the 2 × 2 matrices ( b11 b12

b21 b22 ) and ( b11 b12
b21 b22

), respectively. Then
M⋅M is the identity 2×2matrix. Therefore, thematrixM is right invertible. In addition,(a1, a2)M = (d, 0) is a row of length 2 with zero as the second element.
c. Let a1, a2 be two elements of the ring A. Since every Pierce stalk A/Pi of the
ring A is a right Hermite ring, we have that for every i ∈ I, there exist elements

b11, b12, b21, b22 ∈ A/Pi such that the matrix Mi = (b11 b12
b21 b22

) is right and left

invertible in the ring of all 2×2 matrices over A/Pi and the product (hi(a1), hi(a2))Mi
is a row of length 2 with zero second element hi(0)). By b, there exist elements

b11, b12, b21, b22 ∈ A such that the matrix M = (b11 b12
b21 b22

) is right invertible in

the ring of all 2 × 2 matrices over A and the product (a1, a2)M is a row of length 2
with zero second element 0. Since all the matrices Mi are left invertible in the ring of
all 2×2 matrices over A/Pi, it follows from 1) that the right invertible matrixM is also
left invertible. Therefore, A is a right Hermite ring.
d. The proof of d is similar to the proof of c.
e. By c, A is a Hermite ring. By d, every square matrix over A is diagonalizable. By
4.1.6(b), A is a diagonalizable ring.
f. Every semilocal right Bezout ring is a right Hermite [193]. Therefore, every Pierce
stalk of the ring A is a right Hermite ring. By c, A is a right Hermite ring.
g. Since every semilocal Bezout ring is a Hermite ring [193] and every square matrix
over serial ring is diagonalizable [120], it follows from e that A is a diagonalizable ring.
h. The assertion follows from g and the property that every factor ring of a Bezout ring
is a Bezout ring.

 EBSCOhost - printed on 2/10/2023 3:12 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.2 Pierce stalks | 67

i. By assumption, every Pierce stalk A/Pi of the ring A is a right Bezout domain. By
4.1.5, every right Bezout domain is a right Hermite ring. Therefore, every Pierce stalk
A/Pi of the ring A is a right Hermite ring. By c, A is a right Hermite ring.
j. Let a ∈ A. By assumption, aA is a flat right A-module. Since the module aAA is iso-
morphic to the factormoduleAA/r(a)of the freemoduleAA and r(A) is a finitely gener-
ated right A-module, aA is a finite-presented flat A-module. Since all finite-presented
flat modules are projective, the module aAA is projective and A is a right PP ring. By
3.2.11, A is a PP ring. By 4.2.2(b), every Pierce stalk of the ring A is a domain.

4.2.7 Theorem. LetA be a reduced ring such that the right annihilator of each element
of A is a finitely generated right ideal.
Then the ring A is a right Bezout ring if and only if A is a right Hermite ring.
Under these conditions, A is a right semihereditary, right stably finite ring which has
the strongly regular right classical ring of fractions Q and contains all idempotents of
the ring Q.
In addition, every finitely generated right ideal B of the ringA is a quasiprojective right
A-module and a free cyclic right A/r(B)-module.

Proof. If A is a right Hermite ring, then A is a right Bezout ring by 2.2.3(b).
Let A be a right Bezout ring. By 3.2.6(d), A is a PF ring. By 4.2.6(j), A is a PP ring and
every Pierce stalk of the ring A is a domain. Since the domain A/P is a factor ring of
the right Bezout ring A, we have that A/P is a right Bezout domain. By 4.1.5, A/P is the
right Hermite ring. By 4.2.6(i), A is a right Hermite ring.
Let 1) and 2) hold. By 4.2.6(j), A is a right PP ring and a right Bezout ring. Therefore,
A is a right semihereditary ring. By 2.3.40(3),(4), A is a stably finite ring that has the
strongly regular right classical ring of fractions. By 4.1.1(a), A contains all idempo-
tents of the ring Q. By 3.2.6(e), every finitely generated right ideal B of the ring A is a
quasiprojective right A-module and a free cyclic right A/r(B)-module.

4.2.8 The completion of the proof of Theorems 4A and 4B. Theorem 4A follows from
Theorem 4.2.7.
Theorem 4B follows from 4.2.6(h).

4.2.9 Open question. Is it true that every commutative Bezout domain is diagonaliz-
able?
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5 Bezout rings, Krull dimension

The main results of this section are Theorems 5A, 5B and 5C.

5A Theorem (Tuganbaev [183]). If A is a Bezout exchange ring without noncentral
idempotents, then A is a diagonalizable ring.

5B Theorem (Tuganbaev [187]). If A is a right invariant, right Bezout exchange ring,
then B + r(X) = r(X/XB) for every finitely generated right A-module X and each ideal
B of the ring A.

5C Theorem (Tuganbaev [188]). IfA is a commutative arithmetical ring, thenA has the
Krull dimension if and only if every factor ring of the ring A is finite-dimensional and
does not have idempotent proper essential ideals.

The comment to Theorem 5C are given below in 5.2.2.

Remark. The completion of the proof of Theorems 5A and 5B and 5C is given in 5.1.12,
5.1.13 and 5.2.12.

5.1 Bezout rings and modules

5.1.1 Bezout modules. Let A be a ring andM a Bezout right A-module.
a. If the ring A is right quasi-invariant, then the module M is distributive.
b. If the ring A is local, then M is a uniserial module.

Proof. a. We assume that there exists a nondistributive Bezout module M. By 1.1.5,
there exists a 2-generated submodule X of the module M, which has a factor module
S ⊕ T such that S and T are isomorphic simple modules. SinceM is a Bezout module,
S ⊕ T is a cyclic module. Therefore, there exist two distinct maximal right ideals B and
C of the ring A such that A/B ≅ S ≅ T ≅ A/C. By assumption, B and C are ideals.
Therefore, B = r(A/B) and C = r(A/C). Since the annihilators of isomorphic modules
coincide and (A/B)A ≅ (A/C)A, we have B = C. This is a contradiction.
b. Since the local ring A is quasi-invariant, the module M is distributive by a. By
1.2.2(e), M is a uniserial module.

5.1.2. If A is a left quasi-invariant ring, then each of its right or left invertible elements
is invertible.

Proof. Let a, b ∈ A and ab = 1. It is sufficient to prove that Aa = A.
We assume that Aa ̸= A. Then a is contained in some maximal left ideal M. Since by
assumption M is an ideal, 1 = ab ∈ M. This is a contradiction.

https://doi.org/10.1515/9783110659825-005
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5.1.3. Let A be a right Bezout ring.
a. The ring A is right quasi-invariant if and only if A is right distributive.
b. If the ringA is left quasi-invariant, thenA is a rightdistributive, right quasi-invariant
ring.

Proof. a. If A is right quasi-invariant, then A is right distributive by 5.1.1(a). If A is right
distributive, then A is right quasi-invariant by 1.2.3(d).
b. By a, it is sufficient to prove that any maximal right idealM of the left quasi-invari-
ant, right Bezout ring A is an ideal.
We assume the contrary. Then A = AM and 1 = ∑n

i=1 aimi, where ai ∈ A and mi ∈ M.
Since A is a right Bezout ring, there exist elements b1, . . . , bn , c1, . . . , cn ∈ A such
that∑n

i=1mici ≡ m ∈ M andmi = mbi for all i. Sincem ∈ M, we havemA ̸= A. By 5.1.2,
Am ̸= A. Therefore, m is contained in some maximal left ideal B. By assumption, B is
an ideal. Therefore, 1 = ∑n

i=1 aimbi ∈ B; this is a contradiction.

5.1.4. If A is a Bezout ring, then the following conditions are equivalent.
1) A is right distributive.
2) A is left distributive.
3) A is right quasi-invariant.
4) A is left quasi-invariant.

5.1.4 follows from 5.1.3.

5.1.5. A ring A is a right Bezout ring if and only if all Pierce stalks of the ring A are
right Bezout rings.

Proof. Since all factor rings of a right Bezout ring are right Bezout rings, every Pierce
stalk of the ring A is a right Bezout ring.
We assume that every Pierce stalk of the ring A is a right Bezout ring. Letm, n ∈ A and
let X1 − (X1Y1 + X2Y2)Y3, X2 − (X1Y1 + X2Y2)Y4 be polynomials in noncommuting
variables X1, X2, Y1, Y2, Y3, Y4. In addition, let A/P be a Pierce stalk of the ring A. Let
h : A → A/P be the natural epimorphism. Since h(A) is a right Bezout ring, there exist
elements a, b, c, d ∈ h(A) such that

0 = h(m) − (h(m)a + h(n)b)c , 0 = h(n) − (h(m)a + h(n)b)d .

By 4.2.5, there exist elements a, b, c, d ∈ A such that 0 = m − (ma + nb)c and 0 =
n − (ma + nb)d. Therefore, A is a right Bezout ring.

5.1.6. A ring A is an exchange ring if and only if all Pierce stalks of the ring A are
exchange rings;

Proof. If A is an exchange ring, then each of its factor rings is an exchange ring.
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We assume that all Pierce stalks of the ring A are exchange rings.
Let X1, X2, Y1, Y2 be noncommuting variables. We consider polynomials f1(X1, Y1,
Y2) = Y1−X1Y2, f2(X1, X2, Y1, Y2) = X2−Y1−(X2−X1)Y2 and f3(Y1) = Y1−Y12. In ad-
dition, let A/P be a Pierce stalk of the ring A, h : A → A/P be the natural epimorphism
and let a ∈ A. Since h(A) is an exchange ring, there exist elements e, b, c ∈ h(A) such
that 0 = e − h(a)b = f1(h(a), e , b), 0 = h(1) − e − (h(1) − h(a))c = f2(h(a), h(1), e , c),
0 = (e) − e2 = f3(e). By 4.2.5, there exist elements e, b, c ∈ A such that 0 = e − ab =
f1(a, e, b), 0 = 1 − e − (1 − a)c = f2(a, 1, e, c), 0 = e − e2 = f3(e). Then e is an
idempotent, e ∈ aA and 1 − e ∈ (1 − a)A. Therefore, A is an exchange ring.

5.1.7. For a ring A, the following conditions are equivalent.
1) All idempotents of the ring A are central.
2) For every proper ideal P of the ring A generated by central idempotents, all idem-
potents of the ring A/P are central.
3) Each Pierce stalk of the ring A does not have nontrivial idempotents.

Proof. 1)⇒ 2). Let h : A → A/P be the natural epimorphism and e = e2 ∈ h(A). By
4.2.1(c), e = h(e) for some idempotent e ∈ A. By assumption, e is a central idempotent
of the ring A. Then h(e) is a central idempotent of the ring h(A).
2)⇒ 3). Let A/P be a Pierce stalk, h : A → A/P be the natural epimorphism, and let e
be a nonzero idempotent of the ring h(A). By 4.2.1(c), there exists an idempotent e ∈ A
such that h(e) = e ̸= 0. Since all idempotents of the ring A are central and h(e) ̸= 0,
the idempotent e is central in A and e ∉ P. By 4.2.1(d), 1 − e ∈ P. Then h(e) = h(1).
3)⇒ 1). Let e = e2 ∈ A, a ∈ A, A/P be a Pierce stalk, and let h : A → A/P be the natural
epimorphism. By assumption, h(e) is a central idempotent of the ring h(A). Therefore,
h(ea − ae) = 0 and ea − ae ∈ P. By 4.2.2(b), A is the subdirect product of their Pierce
stalks. Therefore, ea − ae = 0 and e is a central idempotent.

5.1.8. For a ring A, the following conditions are equivalent.
1) A is an exchange ring without noncentral idempotents.
2)Every elementof the ringA is a sumof an invertible element and central idempotent.
3) All Pierce stalks of the ring A are local rings.

Proof. 1)⇒ 2). Let x ∈ A. SinceA is an exchange ringwithout noncentral idempotents,
there exist a central idempotent e ∈ xA and elements a, b ∈ A such that e = xa and
1 − e = (1 − x)b. Without loss of generality, we can assume that a = ea = ae and
b = (1 − e)b = (1 − e)b. Then ax and b(1 − x) are central idempotents and

ax = a(xa)x = xa(ax) = xaxa = xa = e .
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It can be similarly proved that (1 − x)b = 1 − e. In addition,(a − b) = xa + (1 − x)b − b − a + ea + (1 − e)b= e + (1 − e) − b + b = 1 .

It can be similarly proved that (a − b)[x − (1 − e)] = 1. Therefore, x − (1 − e) is an
invertible element and x = x − (1 − e) + (1 − e).
2)⇒ 3). Let A/P be a Pierce stalk, h : A → A/P be the natural epimorphism, and let
h(a) be any noninvertible element in h(A), where a ∈ A. It is sufficient to prove that
h(1)−h(a) is an invertible element in h(A). By assumption, there exists a central idem-
potent e ∈ A such that e−a ∈ U(A). Then h(e)−h(a) ∈ U(h(A)). Since h(a) ∉ U(h(A)),
we have h(e) ̸= 0. Then e ∈ A\P and the ideal P+eA is generated by a central idempo-
tent and properly contains ideal P, where A/P is a Pierce stalk. Therefore, P + eA = A.
Then h(e) = h(1). Therefore, h(1) − h(a) ∈ U(h(A)).
3)⇒ 1). Since any local ring does not have noncentral idempotents, it follows from
5.1.7 that all idempotents of the ring A are central. In addition, every local ring is an
exchange ring. By 5.1.6, A is an exchange ring.

5.1.9. A ring A is right distributive if and only if all Pierce stalks of the ring A are right
distributive.

Proof. If the ring A is right distributive, then all its factor rings are right distributive.
Let all Pierce stalks of the ring A be right distributive and let Y1 + Y2 − 1, X1Y1 − X2Y3
and X2Y2 − X1Y4 be polynomials in noncommuting variables X1, X2, Y1, Y2, Y3, Y4.
In addition, let A/P be a Pierce stalk, h : A → A/P be the natural epimorphism, and
let m, n ∈ A. Since the ring h(A) is right distributive, it follows from 1.1.2 that there
exist elements a, b, c, d ∈ h(A) that

a + b − h(1) = 0 , h(m)a − h(n)c = 0 , h(n)b − h(n)d = 0 .

By 4.2.5, there exist elements a, b, c, d ∈ A such that 0 = a + b − 1, 0 = ma − nc and
0 = nb − md. By 1.1.2, A is right distributive.

5.1.10 Theorem. For a ring A, the following conditions are equivalent.
1) A is an exchange right Bezout ring without noncentral idempotents.
2) A is a right quasi-invariant exchange ring that is a right Bezout ring.
3) A is a right distributive exchange ring.
4) Every Pierce stalk A/P of the ring A is a right uniserial ring.

Proof. 1)⇒ 4). By 5.1.8, every Pierce stalk A/P is a local ring. Since all factor rings of a
right Bezout ring are right Bezout rings, every Pierce stalk A/P is a local right Bezout
ring. By 5.1.1(b), A/P is a right uniserial ring.
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4)⇒ 1), 4)⇒ 2) and 4)⇒ 3). By 5.1.9, the ring A is right distributive. Since every right
uniserial ring is a right Bezout exchange ring, every Pierce stalk of the ring A is an ex-
change right Bezout ring. By 5.1.5 and 5.1.8, A is an exchange right Bezout ringwithout
noncentral idempotents. By 1.2.3(d), the ring A is right quasi-invariant.
2)⇒ 3). The assertion follows from 5.1.1(a).
3)⇒ 4). By 1.1.7(a), all idempotents of the ring A are central. Since all factor rings of
right distributive rings are right distributive, every Pierce stalk A/P is a right distribu-
tive local ring by 4.2.3(c). By 1.2.2(d), A/P is a right uniserial ring.
5.1.11 Theorem. For a ring A, the following conditions are equivalent.
1) A is a diagonalizable exchange ring without noncentral idempotents.
2) A is a Bezout exchange ring without noncentral idempotents.
3) A is a quasi-invariant exchange Bezout ring.
4) A is a distributive exchange ring.
5) All Pierce stalks of the ring A are uniserial rings.

Proof. The equivalence of conditions 2), 3), 4) and 5) follows from 5.1.10.
1)⇒ 2). Since every diagonalizable ring is a Hermite ring, 2) follows from 2.2.3(b).
2)⇒ 1). By 2), A is an exchange ring without noncentral idempotents. Since 2) and 5)
are equivalent, every Pierce stalk of the ring A is a uniserial ring. In particular, every
Pierce stalk of the ring A is a serial Bezout ring. By 4.2.6(h), A is a diagonalizable ring.

5.1.12 The completion of the proof of Theorems 5A. Theorem 5A follows from Theo-
rem 5.1.11.

5.1.13 The completion of the proof of Theorem 5B. Since A is a right invariant a Be-
zout exchange ring, it follows from Theorem 5.1.11 that A is a diagonalizable ring. By
Theorem 2B from the beginning of Section 2, B + r(X) = r(X/XB) for every finitely
generated right A-module X and each ideal B of the ring A.

5.2 Rings with Krull dimension

5.2.1 Krull dimension of modules and rings. We recall the transfinite definition of the
Krull dimension KdimM of the moduleM, see[82]. (We remark that there are modules
without Krull dimension.)
By definition, it is assumed that the zero module has the Krull dimension −1 and the
Krull dimension of each nonzero Artinian module is zero.
We assume that α is an ordinal > 0, modules with Krull dimension β defined for all
ordinals β < α, and M is a module such that KdimM ̸= β.
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One says that the Krull dimension KdimM of the module M is equal to α if for any
infinite properly descending chain ofM1 > M2 > . . . of submodules inM, there exists
a positive integer n such that Kdim(Mn/Mn+1) < α.

If A is a ring and themodule AA has Krull dimension, then the dimension is called the
right Krull dimension KdimAA of the ring A.
For example, the Krull dimension of the residue ringℤ/nℤ is equal to 0, and the Krull
dimension of the polynomial ring k[x1, . . . , xn] over any field k is equal to n.
a. All factor modules and submodules of the module with Krull dimension have Krull
dimension, every extension of the module with Krull dimension with the use of the
module with Krull dimension has Krull dimension and every Noetherian module has
Krull dimension; see [82].
b. The class of all rings with right Krull dimension is larger than the class of all right
Noetherian rings and the rings with right Krull dimension have many useful proper-
ties of right Noetherian rings.
For example, if A is a ring with right Krull dimension, then its prime radical P is nil-
potent and the factor ring A/P has the semisimple Artinian right classical ring of frac-
tions; see [82].
c. Any module with Krull dimension is finite-dimensional; see [82, Proposition 1.4].

5.2.2 Arithmetical rings and Krull dimension. An ideal B is called an idempotent
ideal if B = B2.
In [118], it is proved that commutative uniserial ring A has Krull dimension if and only
if A does not have idempotent proper nonzero ideals.
In this case, it is clear that every factor ring of the ring A does not have idempotent
proper nonzero ideals.
In addition, every factor ring of any commutative uniserial ring is a finite-dimensional
uniserial ring such that each of its nonzero ideals is an essential.

a. We remark that ℤ is a commutative arithmetical ring with Krull dimension 1. In
addition,ℤ does not have idempotent proper nonzero ideals and its factor ring ℤ/6ℤ
has idempotent proper nonzero ideals.
b. Thedirect product ofA = ∏i∈I Ai of any set of fieldsAi is a commutative arithmetical
ring such that all its ideals are idempotent ideals.
In this case, the ring A has Krull dimension if and only if the set I is finite.
c. Let A be a commutative ringwith Krull dimension. In [117, Théorème 12], it is proven
that A = A1 × ⋅ ⋅ ⋅ × An, where each of the rings Ai have Krull dimension and do not
have idempotent proper nonzero ideals. Since every factor ring of the ring A has Krull
dimension, every factor ring A of the ring A does not have idempotent proper essential
ideals. In addition, A is a finite-dimensional ring.
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5.2.3. Let A be a right distributive ring.
a. If P1 ⊂ P2 ⊂ . . . is an infinite properly ascending chain of completely prime right
ideals of the ring A, then ∪∞i=1Pi is an idempotent proper completely prime right ideal.
b. If the ring A does not have idempotent proper completely prime ideals, then A is a
ring with the maximum condition on completely prime ideals.
c. If the ring A does not have idempotent proper completely prime right ideals, then A
is a ring with the maximum condition on completely prime right ideals.
d. If A is a right finite-dimensional reduced ring, then A is a finite direct product of
right distributive right uniform domains.

Proof. a.We denote by X the right ideal ∪∞i=1Pi. Since all Pi are proper right ideals, X
is a proper right ideal. Since all Pi are completely prime right ideals, X is a completely
prime right ideal.
We assume that X ̸= X2. Let x ∈ X \ X2. Then x ∈ Pi for some i. Since Pi is a completely
prime right ideal and X properly contains Pi, we have that X2 ̸⊆ Pi and there exists an
element y ∈ X2 \ Pi. By 1.1.2, there exist two elements a, b ∈ A such that a + b = 1,
xa ∈ yA ⊆ X2 and yb ∈ xA ⊆ Pi. Since x ∉ X2 and xa ∈ X2, we have xb = x − xa ∉ X2.
Therefore, b ∉ X. Since y ∉ Pi and the element yb is contained in the completely prime
right ideal Pi, we have b ∈ Pi ⊆ X. This is a contradiction.
b, c. The assertions follow from a.
d. The right finite-dimensional ring A contains an essential right ideal x1A⊕ ⋅ ⋅ ⋅ ⊕ xnA,
where each of the right ideals xiA are uniform. Since the ring A is right distributive,
it follows from 1.2.2(d) that x1A ⊕ ⋅ ⋅ ⋅ ⊕ xnA = xA, where x = x1 + ⋅ ⋅ ⋅ + xn. Since A is
a reduced ring and xA is an essential right ideal, it follows from 1.3.1(b) that r(x) = 0.
Therefore, xAA is a free cyclic module. In addition, xA = (xA ∩ x1A) ⊕ ⋅ ⋅ ⋅ ⊕ (xA ∩ xnA).
Therefore, A is a finite direct product of right distributive right uniform domains.

5.2.4. Let A be a right invariant arithmetical ring and N be the set of all right or left
zero divisors of the ring A.
a. If A does not have idempotent proper prime ideals, then A is a ring with the maxi-
mum condition on prime ideals.
b. If the setN is a prime ideal of the ring A, then A has the right uniserial right classical
ring of fractions Q, NQ = J(Q) and the ring A is right uniform.

Proof. Since A is a right invariant arithmetical ring, A is a right distributive ring that
has the right classical ring of fractions Q.
a. Since every prime ideal of the right invariant ring A is completely prime, the asser-
tion follows from 5.2.3(b).
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b. Since the ring A is right invariant, the prime ideal N is completely prime and the
set S of all nonzero divisors of the ring A has the form A \ N. By 1.3.2(k), Q is a right
uniserial ring, J(Q) = NQ and the ring A is right uniform.

5.2.5. Let A be a right invariant arithmetical ring such that all its right zero divisors
are left zero divisors and the intersection of any two nonzero ideals is equal to zero.
Let N be the set of all right or left zero divisors of the ring A.
a. N is a completely prime ideal of the ring A, the ring A has the right uniserial right
classical ring of fractions Q, and NQ = J(Q).
b. If A has a completely prime nil ideal P, then P = xP for any nonzero divisor x of the
ring A, P = QP is a left ideal of the ring Q, PQ = QPQ is an ideal of the ring Q and(PQ)n = PnQ for every positive integer n.

Proof. Since A is a right invariant arithmetical ring such that the intersection of any
two its nonzero ideals is equal to zero, A is a right distributive right uniform ring.
a. Since the ring A is right uniform, the set N1 of all its left zero divisors coincideswith
the set of all elements of the ring A whose right annihilators are essential right ideals.
In this case, it is well known that N1 is a completely prime ideal of the ring A; e.g., see
[166, 5.30(2)] or [169, Lemma 1.4]. Since all right zero divisors of the ring A are left zero
divisors, N = N1. Therefore, N is a completely prime ideal. By 5.2.4(b), A has the right
uniserial right classical ring of fractions Q and NQ = J(Q).
b. Let y ∈ P. By 1.1.2, there exist elements a, b ∈ A such that a + b = 1 and xa, yb ∈
xA ∩ yA. Since x ∉ P and xa is an element of the completely prime ideal P, we have
that a is an element of the nil ideal P. Then b = 1 − a is an invertible element and
yb ∈ xA. Therefore, y = ybb−1 ∈ xA and P = xP. Since x is an invertible element of
the ring Q and P = xP, we have P = x−1P. Therefore, P = QP. Then PQ = QPQ is an
ideal of the ring A and (PQ)n = PnQ for every positive integer n.

5.2.6. Let A be a commutative arithmetical uniform ring, P be the prime radical of the
ring A, and let A/P be a finite-dimensional ring.
a. P is a completely prime nil ideal and either P = P2 or P is a nilpotent ideal.
b. If the ring A does not have idempotent proper essential ideals, then P is a nilpotent
ideal.

Proof. a.SinceA/P is a commutativefinite-dimensional distributive reduced ring,A/P
is a finite direct product of domains by 5.2.3(d). Since P is a nil ideal, all idempotents of
the ring A/P can be lifted to idempotents of the commutative indecomposable ring A.
Therefore, the ring A/P does not have nontrivial idempotents. Then A/P is a domain
and P is a completely prime nil ideal. By 5.2.5, the ring A has the uniserial classical
ring of fractions Q, P = xP for any nonzero divisor x of the ring A, P = QP is an ideal
of the ring Q and Pn = PnQ for every positive integer n.
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We assume that P ̸= P2. Let p ∈ P\P2. Then pQ is a nilpotent ideal of the commutative
uniserial ring Q that is not contained in the ideal P2 = P2Q. Then the ideal P2 is
contained in the nilpotent ideal pQ. Therefore, the ideal P2 is nilpotent. Then P is
a nilpotent ideal.
2)Without loss of generality, we can assume that P is a nonzero proper ideal of the ring
A. Since A is a uniform ring, P is an essential ideal. By assumption, the ring A does
not have proper essential idempotent ideals. Therefore, P ̸= P2. By a, P is a nilpotent
ideal.

5.2.7 ([118, Proposition 2]). Let M be a module such that all factor modules of the
module M are finite-dimensional and any nonzero factor module Q of the module M
contains a nonzero submodule with Krull dimension. Then M has Krull dimension.

5.2.8 ([82, 1.4, 7.1, 7.3, 7.4]). Let A be a ring that has right Krull dimension. Then ev-
ery factor ring of the ring A is right finite-dimensional, A is a ring with the maximum
condition on prime ideals, and for every proper ideal B of the ring A, there exist prime
ideals P1, . . . , Pn of the ring A such that P1 ⋅ ⋅ ⋅ ⋅ ⋅ Pn ⊆ B and each of the ideals Pi
contains the ideal B.

5.2.9. Let A be a ring such that all cyclic right A-modules are finite-dimensional.
a. If there exists a finite set {P1, . . . , Pn} ideals of the ring A such that each of the cyclic
right A-modules A/Pi has Krull dimension, then the ring A/(P1 ⋅ ⋅ ⋅ ⋅ ⋅Pn) has right Krull
dimension.
b.Weassume that there exists a setQof proper ideals of the ringA such that ascending
chains of ideals from Q are stabilized at a finite step and for any nonzero right ideal B
of the ring A, there exist ideals P1, . . . , Pn ∈ Q such that

P1 ⋅ ⋅ ⋅ ⋅ ⋅ Pn ⊆ B ⊆ P1 ∩ ⋅ ⋅ ⋅ ∩ Pn .

Then A has right Krull dimension.

Proof. a. V. T.Markov informed the author of the proof of this assertion. We use the in-
duction by n. For n = 1, there is nothing to prove. Let n > 1 andQ = P1 . . . Pn−1. By the
induction hypothesis, the factor ring A/Q has right Krull dimension. Let X be an arbi-
trary nonzero factor module of the right A-module Q/QPn . Then X is a submodule of
the right A/Pn-module Q/QPn . Since X is a right module over the ring A/Pn with right
Krull dimension, every nonzero submodule of the A/Pn-module X contains a nonzero
submodule with Krull dimension. Then every nonzero submodule of the A-module X
contains a nonzero submodule with Krull dimension. In addition, XA is a submodule
of the cyclic A-module A/QPn and all factor modules of the cyclic A-module A/QPn
are finite-dimensional by assumption. Therefore, all factor modules of the module XA
are finite-dimensional. By 5.2.7, themodule XA hasKrull dimension. Since X is an arbi-
trary nonzero factor module (Q/QPn)A, the module (Q/QPn)A has Krull dimension. In
addition, (A/Q)A has Krull dimension by the induction hypothesis. Since (A/QPn)A is
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an extension of the module (Q/QPn)A with Krull dimension with the use of the mod-
ule (A/Q)n, we have that (A/QPn)A has Krull dimension. Therefore, the ring A/QPn
has right Krull dimension.
b. We assume that A does not have right Krull dimension. We construct a properly
ascending sequence of ideals Q0 ⊂ Q1 ⊂ Q2 . . . in Q ∪ {0} such that the ring A/Qi
does not have Krull dimension for all i ≥ 0. We set Q0 = 0. We assume that the ideals
Q0 ⊂ ⋅ ⋅ ⋅ ⊂ Qk have been constructed, where k ≥ 0. Since the right A-module A/Qk
does not have Krull dimension, there exists a right ideal B of the ring A such that
B ⊇ Qk, B/Qk ̸= 0, and (A/B)A does not have Krull dimension. By assumption, there
exist ideals P1, . . . , Pn ∈ Q such that

P1 ⋅ ⋅ ⋅ ⋅ ⋅ Pn ⊆ B ⊆ P1 ∩ ⋅ ⋅ ⋅ ∩ Pn .

By 5.2.7, there exists an integer i ∈ {1, . . . , n} such that the cyclic right A-module A/Pi
does not have Krull dimension.We set Qk+1 = Pi. We have an infinite properly ascend-
ing chain Q1 ⊂ Q2 ⊂ . . . of ideals from Q; this contradicts the assumption.

5.2.10. For a right invariant ring A, the following conditions are equivalent.
1) The ring A has right Krull dimension.
2) A is a ring with the maximum condition on prime ideals, all factor rings of the ring
A are right finite-dimensional and for any nonzero ideal B of the ring A, there exist
ideals P1, . . . , Pn ∈ Q such that

P1 ⋅ ⋅ ⋅ ⋅ ⋅ Pn ⊆ B ⊆ P1 ∩ ⋅ ⋅ ⋅ ∩ Pn .

Proof. The implication 1)⇒ 2) follows from 5.2.8.
2)⇒ 1). The ring A is right invariant and all factor rings of the ring A are right finite-
dimensional. Therefore, all cyclic right A-modules are finite-dimensional. We denote
by Q the set of all prime ideals of the ring A. Now the assertion follows from 5.2.9(2).

5.2.11. Let A be a commutative arithmetical ring and every factor ring of the ring A is
finite-dimensional and does not have idempotent proper essential ideals. Then A has
Krull dimension.

Proof. By assumption, every factor ring of the ring A is finite-dimensional. By 5.2.4, A
is a ring with the maximum condition on prime ideals. Let B be an arbitrary proper
ideal of the ring A. By 5.2.10, it is sufficient to prove the existence of prime ideals
Q1, . . . , Qn of the ring A such that Q1 ⋅ ⋅ ⋅ ⋅ ⋅ Qn ⊆ B and each of the ideals Qi con-
tains ideal B.
By assumption, A/B is a finite-dimensional ring. Therefore, there exist ideals B1, . . . ,
Bk of the ring A such that B1 ∩ ⋅ ⋅ ⋅ ∩ Bk = B and every factor ring A/Bi is a uniform
ring. Let P1, . . . , Pk be ideals of the ring A such that Bi ⊆ Pi and let Pi/Bi be the
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prime radical of the ring A/Bi, i = 1, . . . , k. By assumption, every factor ring A/Pi is
a uniform ring. By assumption, every factor ring A/Bi is a commutative arithmetical
ring without idempotent proper essential ideals. By 5.2.6, Pi/Bi is a prime nilpotent
ideal of the ring A/Bi, i = 1, . . . , k. Therefore, there exist positive integers n1, . . . , nk
such that Pnii ⊆ Bi, i = 1, . . . , k. Therefore, the ideal X = Pn11 ⋅ ⋅ ⋅ ⋅ ⋅ Pnkk is contained in
the ideal B1 ∩ ⋅ ⋅ ⋅ ∩ Bk = B and every prime ideal Pi contains ideal B. This implies the
required assertion.

Proof.

5.2.12 The completion of the proof of Theorem 5C. 1)⇒ 2). Theassertion follows from
5.2.2(c).
2)⇒ 1). The assertion has been proven in 5.2.11.

5.2.13 Open question. Let A be an invariant arithmetical ring and every factor ring of
A is finite-dimensional and does not have idempotent proper essential ideals. Is it true
that A has right Krull dimension?
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6 Semi-Artinian and nonsingular modules

The main results of this section are Theorems 6A, 6B and 6C.

6A Theorem (Tuganbaev [184]). If M is a semi-Artinian¹ module, then M is an auto-
morphism-extendable module if and only ifM is an automorphism-invariantmodule.

6B Theorem (Tuganbaev [174]). If M is a module over an Artinian serial ring, then M
is an automorphism-extendable module if and only if M is a quasi-injective module.

6C Theorem (Tuganbaev [176]). Let M = T ⊕ U, where T is an injective module, U
is a nonsingular module, and Hom(T , U) = 0 for any submodule T of the module
T. The module M is automorphism-extendable if and only if U is an automorphism-
extendable module.

Remark. The completion of the proof of Theorems 6A, 6B and 6C is given in 6.2.10.

6.1 Semi-Artinian Modules

6.1.1 Free, injective and projective modules. Relative injectivity and projectivity. We
recall that the moduleM is said to be injective with respect to the module X or X-injec-
tive if for any submodule X1 in X, every homomorphism X1 → M can be extended to
a homomorphism X → M.
A module is said to be injective if it is injective with respect to any of the module.
A module is said to be quasi-injective if it is injective with respect to itself.
Let A be a ring and let X,M be two right A-modules.
a. The module X is a free module of rankℵ if and only if X is isomorphic to the direct
sum of some set I of cardinality ℵ of isomorphic copies of the free cyclic module AA .
In particular, there exist free modules of any rankℵ.
If X is a free module, then every mapping f from the basis {xi}i∈I of the module X
into the module M by the rule g(∑ xiai) = ∑ f(xi)ai can be correctly extended to a
homomorphism g : X → M. In addition, if {f(xi)}i∈I is a system of generators of the
module M, then g : X → M is an epimorphism.
b. Every module with generator system of cardinality ℵ is a homomorphic image of
the free module of rankℵ.
c. Every module is projective and injective with respect to any semisimple module.

1 AmoduleM is said to be semi-Artinian if each of its nonzero factor modules has a simple submodule.

https://doi.org/10.1515/9783110659825-006
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d. The class X of all modules X, such that the module M is X-injective, contains all
submodules, homomorphic images and direct sums of modules from X.
The class Y of all modules Y such that the module M is Y-projective contains all ho-
momorphic images, submodules and finite direct sums of modules from Y.
e. If themodule X contains an isomorphic copy of the module AA and themoduleM is
injective with respect to the module X, then M is an injective module. Consequently,
the ring A is right injective if and only if the ring A is right quasi-injective.
f. All direct summands and direct products of modules, which are injective with re-
spect to the module M, are M-injective. In particular, all direct summands and direct
products of injective modules are injective.
All direct summands and direct sums of modules, which are projective with respect to
the moduleM, areM-projective. In particular, all direct summands and direct sums of
projective modules are projective.
g. If the module M is injective with respect to the module X and there exists a
monomorphism f : M → X, then f(M) is a direct summand of X, M is quasi-injec-
tive, and M is isomorphic to a direct summand of the module X. In particular, if
either the module X is indecomposable or f(M) is an essential submodule in X, then
f : M → X is an isomorphism.
h. If the module M is projective with respect to the module X and there exists an epi-
morphism h : X → M, then Ker h is a direct summand of X andM is a quasiprojective
modulewhich is isomorphic to the to a direct summandof themodule X. In particular,
if the module X is indecomposable, then h : X → M is an isomorphism.
i. If Y is a submodule of the module X and themodule X/Y is projectivewith respect to
X, then Y is a direct summand of X. In addition, the projectivity of the cyclic module
xA is equivalent to each of the following conditions: 1) r(x) is a direct summand of AA;
2) r(x) = eA for some idempotent e ∈ A.
j. Every free module is projective.
ThemoduleM is projective if and only ifM is isomorphic to a direct summandof a free
module.
A module M is a projective if and only if for every module epimorphism h : X → M,
the module Ker h is a direct summand of X.
k. IfM = ⊕i∈IMi and for any i ∈ I, the modules Mi and ⊕j ̸=iMj areMi-injective, then M
is a quasi-injective module.

Proof. a. The assertion is directly verified.
b. Let {mi}i∈I be a generator system of cardinalityℵ of the moduleMA. We take a free
module XA with basis {xi}i∈I of cardinalityℵ. We define amapping f : {xi}i∈I → {mi}i∈I
such that f(xi) = mi for all i ∈ I. By a, f can be extended to a module epimorphism
X → M.
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c. The assertion follows from the property that any submodule of an arbitrary semi-
simple module X is a direct summand in X.
d.Weprove only the first assertion, since the second assertion is similarly proven. IfM
is X-injective, then it is directly verified thatM is injective with respect to any submod-
ule of the module X. We assume that h : X → X is an epimorphism, Y is a submodule
in X, g ∈ Hom(Y ,M). We denote by Y the complete pre-image of Y in X under the
action of h. Let hY be the restriction of h to Y. By assumption, the homomorphism
ghY : Y → M can be extended to a homomorphism f : X → M. Since Ker h ⊆ Y, we
have Ker h ⊆ Ker f . Therefore, f can be extended to some homomorphism f : X → M
and M is X-injective.
Let {Xi}i∈I be a set of modules such that M is Xi-injective for all i ∈ I. Let Y = ⊕i∈IXi,
Y1 be a submodule in Y, f1 ∈ Hom(Y1,M), E be the set of all pairs (L, fL), where L
is a submodule in Y which contains Y1, and let fL be a homomorphism from L into
M extending f1. We define a relation ≤ on E such that (L, fL) ≤ (Q, fQ) if and only
if L ⊆ Q and fL can be extended to fQ. We can verify that ≤ is a partial order on E

and every nonempty chain in E has the upper bound. By the Zorn lemma, E contains
a maximal element (Y , f ). It is sufficient to prove that Y = Y, which is equivalent
to the inclusions Xi ⊆ Y for all i ∈ I. Since M is Xi-injective, the restriction of the
homomorphism f to Xi ∩ Y can be extended to some homomorphism fi : Xi → M. Let
u : (Xi + Y) → M be a homomorphism such that u(x + y) = fi(x) + f (y) for all x ∈ Xi
and y ∈ Y. This homomorphism is well-defined (if x + y = 0, then x = −y ∈ Xi ∩ Y and
u(x + y) = f (−y) + f (y) = 0). By construction, Xi + Y = Y. Therefore, Xi ⊆ Y, which is
required.
e. By d,M is injective with respect to the module AA. In addition, any right A-module
is a homomorphic image of the direct sumof some set of copies of themodule AA. Now
the assertion follows from d.
f.We prove only the first assertion, since the second assertion is similarly proven. Let
N be a right A-module and N = ∏i∈I Ni. It is clear that the M-injectivity of the module
N implies theM-injectivity of allmodules Ni. Let’s assumenow that allmodulesNi are
M-injective. Let X be a submodule inM, f ∈ Hom(X, N), and let πi : N → Ni be natural
projections. All homomorphisms πif : X → Ni can be extended to homomorphisms
gi : M → Ni which define a natural extension of the homomorphism g : M → N.
g. By d, M is an f(M)-injective module. Since f(M) ≅ M, we have that M is quasi-
injective. Since f(M) is X-injective, a natural embedding f(M) → X can be extended to
a homomorphism g : X → f(M). Then g is the projection X onto f(M). Therefore, f(M)
is a direct summand of X.
h.By d,M is a quasiprojectivemodule. SinceM is an X-projectivemodule, there exists
a homomorphism g : M → X with 1M = hg. We set π ≡ 1 − gh ∈ End(X). Since
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π2 = 1 − gh − gh + g(hg)h = 1 − gh = π, we have X = π(X) ⊕ (1 − π)(X). Furthermore,

hπ(X) = (h − hgh)(X) = (h − h)(X) = 0 , π(X) ⊆ Ker h ,
Ker h = gh(Ker h) + (1 − gh)(Ker h) = π(Ker(h)) ⊆ π(X) .

Therefore, Ker h = π(X) andM ≅ (1 − π)(X).
i. The first assertion follows from h. The second assertion follows from the first as-
sertion and the property that for any cyclic module xA, there exists an isomorphism
f : xA → AA/r(x) such that f(xa) = a + r(x) for all a ∈ A.
j. By f, it is sufficient to prove that AA is a projective module. Let h : X → X̄ be an
arbitrary epimorphism of right A-modules and let ̄f : AA → X̄ be a homomorphism.
There exists an element x ∈ X such that h(x) = ̄f (1). By a, the mapping f(a) = xa is a
correctly defined homomorphism from AA into X. In addition, hf = ̄f .
k. The assertion is known; it is proven in [131, Proposition 1.18].

6.1.2 Injective hulls. LetM be amodule. An injective hull ofM is any injectivemodule,
which is an essential extension of themoduleM. ThemoduleM is often identifiedwith
its isomorphic copies; an injective hull of the moduleM is an injective module, which
is an essential extension of an isomorphic copy of M.

a. Every module has an injective hull and all injective hulls of the module M are iso-
morphic to each other.
b. The module M is injective if and only if for any module monomorphism f : M → X,
the module f(M) is a direct summand of X. In this case, f is an isomorphism if and
only if f(M) is an essential submodule in X.
c. IfM is a quasi-injective (for example, injective) module, then the indecomposability
of the module M is equivalent to the property that for any endomorphism f of the
module M, at least one of the endomorphisms f, 1 − f is an automorphism, i.e., the
endomorphism ringEndM of themoduleM is a local ring. In this case, all submodules
of the moduleM are uniform.
d.AmoduleM is a quasi-injective if and only ifM is an endomorphism-invariantmod-
ule, i.e.,M is a fully invariant submodule of its injective hull.
e. A moduleMA is quasi-injective if and only ifM is a quasi-injective A/r(M)-module,
where r(M) is an annihilator of the module M.
The assertions a–e from 6.1.2 are well known.

6.1.3. If A is a ring andM is a right A-module, then the following conditions are equiv-
alent.
1)M is an automorphism-invariant module.
2)M = α(M) = α−1(M) for any an automorphism α of the injective hull E of M.
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3) Every isomorphism between any two essential submodules of the moduleM can be
extended to an endomorphism of the module M.
4) Every isomorphism between any essential submodules of the module M can be ex-
tended to an automorphism of the module M.
5)M is a characteristic submodule of some injective module Q.

Consequently, every pseudo-injective module is automorphism-invariant.

Proof. Let E be the injective hull of the moduleM.
The implications 2)⇒ 1), 5)⇒ 1) and 4)⇒ 3) are obvious.
3)⇒ 1). Let α be an automorphism of the module E, X = M∩ α(M) ⊆ M, X = α−1(X) ⊆
M. Since α(M) is an essential submodule of the module E = α(E), we have that X
is an essential submodule of the module M. In addition, X = α−1(X) is an essential
submodule of the module E = α−1E. Since α induces the isomorphism of the module
X onto X, it follows from 3) that there exists an endomorphism β of the module M
coinciding with α on X. We assume that z ∈ M ∩ (α − β)(M). Then z = (α − β)(y), where
y ∈ M. Then α(y) = β(y) − z ∈ M. Therefore, y ∈ X. By construction, (α − β)(y) = z = 0.
Therefore, M ∩ (α − β)(M) = 0. Therefore, (α − β)(M) = 0, since M is an essential
submodule in E. Therefore, α(M) ⊆ M.
1)⇒ 2). Since M is an automorphism-invariant module, α(M) ⊆ M and α−1(M) ⊆ M.
Therefore, M = α(M) = α−1(M).
2)⇒ 4). Let X, X be two essential submodules of the moduleM and let α : X → X be
an isomorphism. Since E is an injective module, there exists an endomorphism α of
the module E, which coincides with α on X. Since X is an essential submodule in E
and X ∩ Ker α = 0, we have that α is a monomorphism. Therefore, α(E) ≅ E and α(E)
is an injective module. Then α(E) is a direct summand of the module E. In addition,
α(E) contains the submodule α(X) and X = αX. Therefore, α(E) is an essential direct
summand of the module E. Then α(E) = E and α is an automorphism of the module
E. By 2), the restriction α to M is an endomorphism of the module M which coincides
with α on X.
1)⇒ 5). Let Q = E ⊕ F, where E is the injective hull of the module M. Every auto-
morphism α of the module E can be extended to an automorphism β of the module
Q with the use of the rule β(x + y) = α(x) + y. By assumption, β(M) ⊆ M. Then
α(M) = β(M) ⊆ M.
1)⇔ 6). Since the equivalence of 1)⇔ 3) has been proven, the assertion is directly ver-
ified.

6.1.4. Let Q be the injective hull of the moduleM, α be an endomorphism of the mod-
ule Q, X = {m ∈ M | α(m) ∈ M}, and let f = α|X : X → M be the restriction of the
endomorphism α to the module X.
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a. If the homomorphism f = : X → M can be extended to some endomorphism g of
the module M, then α(M) ⊆ M.
b. If f(X) ⊆ X and the endomorphism f of the module X can be extended to some
endomorphism g of the module M, then α(M) ⊆ M.
c. If α = α2 and every idempotent endomorphism of the module X can be extended to
some endomorphism of the module M, then α(M) ⊆ M.

Proof. a. Since Q is an injective module, the endomorphism g of the moduleM can be
extended to some endomorphism β of the module Q.
We assume that (α − β)(M) = 0. Then α(M) = β(M) ⊆ M, which is required.
We assume that (α − β)(M) ̸= 0. Since Q is an essential extension of the module M
and X = {m ∈ M | α(m) ∈ M}, we have that X is an essential submodule in Q. Then
X ∩ (α − β)(M) is a nonzero submodule in M, since Q is an essential extension of the
module X. Let 0 ̸= x = (α − β)(m) ∈ X ∩ (α − β)(M), where m ∈ M. Since α(m) =(α − β)(m) + β(m) = x+ β(m) ∈ M, we havem ∈ X. Therefore, (α − β)(m) = 0 and x = 0.
This is a contradiction.
b. The assertion follows from a.
c. Since α = α2, we have that f = f 2 and f 2(x) = f(x) ∈ X for any element x ∈ X.
Therefore, f is an idempotent endomorphism of the module X. By assumption, f can
be extended to an endomorphism g of the moduleM. By b α(M) ⊆ M.

6.1.5 Automorphism-invariant, strongly automorphism-extendable and automor-
phism-extendable modules. We recall some notions from the introduction.

A module M is said to be automorphism-invariant if M is a characteristic submodule
of its injective hull.
A moduleM is said to be strongly automorphism-extendable if for any submodule X in
M, every automorphism of the module X can be extended to an automorphism of the
module M.
AmoduleM is said to be automorphism-extendable (resp., endomorphism-extendable)
if for any submodule X inM, every automorphism of the module X can be extended to
an endomorphism of the module M.
A module M is said to be strongly endomorphism-extendable if for any submodule X
in M, every homomorphism X → M, which maps into itself from some essential sub-
module of X, can be extended to a homomorphism M → M.
a. Every characteristic submodule of any automorphism-invariant (resp., strongly au-
tomorphism-extendable) of the module is an automorphism-invariant (resp.,
strongly automorphism-extendable) module.
b. It follows from6.1.3 that every automorphism-invariantmodule is strongly automor-
phism-extendable.
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The converse assertion is not true in general case, sinceℤ is a strongly automorphism-
extendable ℤ-module which is not automorphism-invariant.
Indeed, the additive group of rational numbers ℚ is the injective hull of the moduleℤℤ. In addition,ℤ is not an automorphism-invariant module, since α(ℤ) ̸⊆ ℤ, where
α : q → q/2 is an automorphismℤ-moduleℚ. Nevertheless, it is directly verified that
any nonidentity automorphism α of an arbitrary nonzero submodule X of the moduleℤℤ is a multiplication by −1; therefore, α can be extended to an automorphism of the
moduleℤℤ.
c. It is clear that every strongly automorphism-extendable (resp., strongly endomor-
phism-extendable) module is an automorphism-extendable (resp., endomorphism-
extendable). The author does not know an example of an automorphism-extendable
module, which is not a strongly automorphism-extendable (resp., strongly endomor-
phism-extendable).
d. It is clear that every fully invariant submodule of any quasi-injective (resp., en-
domorphism-extendable, strongly endomorphism-extendable) of the module is a
quasi-injective (resp., endomorphism-extendable, strongly endomorphism-extend-
able) module.
e. It is directly verified thatℤ is a strongly endomorphism-extendable nonquasi-injec-
tiveℤ-module.

6.1.6. LetM be a module, Q be its injective hull, X be a submodule inM, and let Y be
an arbitrary ∩-complement for the module X in the module M. Then X = X ⊕ Y is an
essential submodule in M.
a. For any submodule X in M, every automorphism (resp., endomorphism) f of the
module X can be extended to an automorphism (resp., the endomorphism) f  of an
essential submodule X of themoduleMwith the use of the relation f (x+y) = f(x)+y,
where x ∈ X and y ∈ Y. In its turn, an automorphism (resp., endomorphism) f  of the
module X can be extended to an automorphism (resp., the endomorphism) α of the
injective of the module Q.
b.With the use of the relation g(x + y) = g(x) (x ∈ X and y ∈ Y), any homomorphism
g : X → M with essential in X kernel K can be extended to a homomorphism g : X →
M with essential in M kernel K = K ⊕ Y. In its turn, the homomorphism g can be
extended to an endomorphism h of the injective module Q with essential in Q kernel
and 1Q − h is an automorphism of the module Q which coincides with the identity
automorphism on the essential submodule K of the moduleM.
c. The module M is strongly automorphism-extendable if and only if for any essential
submodule X inM, every automorphism of the module X can be extended to an auto-
morphism of the module M.
In addition, the module M is automorphism-extendable (resp., endomorphism-ex-
tendable) if and only if for any essential submodule X in M, every automorphism
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(resp., endomorphism) of the module X can be extended to an endomorphism of the
module M.

Proof. Since X is an essential submodule inM andM is an essential submodule inQ,
we have that X is an essential submodule in Q.
a. It is directly verified that f  is an automorphism (resp., endomorphism) of the essen-
tial submodule X of the module Q. Since the module Q is injective, an automorphism
(resp., endomorphism) f  of the module X can be extended to an endomorphism α
of the module Q. We assume that f  is an automorphism of the module X. Since X is
an essential submodule in Q and X ∩ Ker α = 0, we have that α is a monomorphism,
the module α(Q) is injective. Therefore, α(Q) is a direct summand of Q. In addition,
X = f (X) = α(X)), whence the module α(Q) contains the essential submodule X of
the module Q. Therefore, α(Q) = Q and α is an automorphism.
Let f  be an endomorphism (resp., automorphism) of the module X, Y be a submod-
ule in M which is maximal among submodules of M that have the zero intersection
with X. Then X = X ⊕ Y is an essential submodule inM. Nowwe can define an endo-
morphism (resp., automorphism) f of the module X such that f(x + y) = f(x) + y for
any x ∈ X and y ∈ Y.
b. It is directly verified that g : X → M is a homomorphismwith an essentialM kernel
K = K ⊕ Y. Since the module Q is injective, the homomorphism g can be extended to
an endomorphism h of the module Q. Since the module Ker h contains the essential
submodule K of the module M, we have that Ker h is an essential submodule in Q.
Then the restriction of the endomorphism 1Q −h of the injectivemodule Q to the mod-
ule Ker h is the identity automorphism of the essential submodule Ker h of the module
Q. Then 1Q−h is an essential injective submodule of themodule Q. Therefore, 1Q−h is
an automorphism of the module Q, which coincides with the identity automorphism
on the essential submodule K of the moduleM.
c. The assertion follows from a.

6.1.7 Semi-Artinian modules and semiprimary rings. A module M is said to be semi-
Artinian if each of its nonzero factor modules has a simple submodule.
A semilocal ring with nilpotent Jacobson radical is called a semiprimary ring. In par-
ticular, every right or left Artinian ring is semiprimary.
The given below assertions are well known and are directly verified.
a. Every right module over a semi-Artinian right ring is a semi-Artinian module, and
all semiprimary rings are semi-Artinian.
In particular, every module over a semiprimary ring is semi-Artinian.
b. If M is a module such that all its cyclic submodules are Artinian, then M is a semi-
Artinian module.
In particular, every Artinian module is semi-Artinian.
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c. Every Abelian torsion group is a semi-Artinianℤ-module, and any direct sum of in-
finitely many nonzero Abelian torsion groups is a non-Artinian semi-Artinianℤ-mod-
ule.
d. There exist semi-Artinian rings, which are not semiprimary.
Indeed, let F be a field and A the ring of all sequences elements of F, which are sta-
bilized at finite number depending on the sequence. Then A is a commutative semi-
Artinian ring which is not a semiprimary ring.

6.1.8 Theorem ([184]). For a semi-Artinian module M, the following conditions are
equivalent.
1) M is an automorphism-invariant module.
2)M is a strongly automorphism-extendable module.
3)M is an automorphism-extendable module.

Proof. The implication 1)⇒ 3) follows from 6.1.5(b).
3)⇒ 2). Let X1 be a submodule in M and f1 its automorphism. We have to prove that
f1 can be extended to an automorphism of the module M. By 6.1.6(b), we can assume
that X1 is an essential submodule inM.
We denote byW the set of all pairs (X, f ) such that X is a submodule inM, X1 ⊆ X,
f  is an automorphism of the module X and f  coincides with f1 on X1. We define a
partial order on W such that (X, f ) ≤ (X, f ) in only if X ⊆ X and f  coincides
with f  on X. It is directly verified that the union of any ascending chain of pairs from
W belongs to W. By the Zorn lemma, there exists a maximal pair (X, f). Then X = X2
for any pair (X2, f2) ∈ W such that X ⊆ X2 and f2 coincides with f on X.
If X = M, then f is an automorphism of the module M, which is required.
We assume that X ̸= M. Then the nonzero semi-Artinian module M/X is an essen-
tial extension of its nonzero socle Y/X, where X is a proper submodule of the module
Y ⊆ M. Since M is an automorphism-extendable module, the automorphisms f and
f−1 of the module X can be extended to endomorphisms g and h of the module M,
respectively. Then (1 − gh)(X) = 0 = (1 − hg)(X). Since X ∩ Ker g = X ∩ Ker f = 0 and
X is an essential submodule in M, we have that g is a monomorphism. In addition,
the restriction of g to X is an automorphism of the module X. Therefore, g induces
the monomorphism (g) : M/X → M/X. Since the socle Y/X of the module M/X is a
fully invariant submodule in M/X, we have (g)(Y/X) ⊆ Y/X. Therefore, g(Y) ⊆ Y and
X = g(X) ⊊ g(Y). Similarly, we obtain that h(Y) ⊆ Y and X = h(X) ⊊ h(Y).
SinceM is a semi-Artinian module,M is an essential extension of its nonzero socle S.
Then S ⊆ X, since X is an essential submodule inM and S is a semisimple submodule
in M. In addition, (1 − gh)(X) = (1 − ff−1)(X) = 0 and Y/X is a semisimple module.
Therefore, (1 − gh)(Y) ⊆ S ⊆ X. Then

Y ⊆ (1 − gh)(Y) + gh(Y) ⊆ X + g(Y) = g(Y) .
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Therefore, the restriction of gY of the monomorphism g to Y is an automorphism of
the module Y and gY is an extension of the automorphism f of the module X. This
contradicts the choice of X.
2)⇒ 1). Let Q be the injective hull of themoduleM, u be an automorphism of the mod-
ule Q, and let S be the socle of the module Q. We have to prove that u(M) ⊆ M.
SinceM is an essential semi-Artinian submodule in Q, we have that S is contained in
M; it is an essential submodule in M. Since S is the socle of the module Q, we have
u(S) = S = u−1(S). We denote by X the sum of all submodules X in M such that
u(X) = X = u−1(X). Then u(X) = X = u−1(X), S ⊆ X, X is an essential submodule in
M.
If X = M, then u(M) = M, which is required.
We assume that X ̸= M. Then the nonzero semi-Artinian module M/X is an essential
extension of its nonzero socle Y/X, where X ⊊ Y ⊆ M. Since u(X) = X = u−1(X) and
M is a strongly automorphism-extendable module, there exist automorphisms f , g of
the module M such that (u − f)(X) = 0 and (u−1 − g)(X) = 0. In addition, Y/X is a
semisimple module. Therefore, (u − f)(Y) ⊆ S ⊆ X and (u−1 − g)(Y) ⊆ S ⊆ X. Since f , g
are automorphisms of the moduleM and f(X) = X = g(X), we have that f and g induce
the automorphisms f and g of the module M/X with nonzero socle Y/X. Since Y/X is
the socle of the module M/X, we have f (Y/X) = Y/X = g(Y/X) and f(X) = X = g(X).
Therefore, f(Y) = Y = g(Y). In addition, (u − f)(Y) ⊆ Y and (u−1 − g)(Y) ⊆ Y. Then
u(Y) ⊆ (u − f)(Y) + f(Y) ⊆ Y and u−1(Y) ⊆ (u−1 − g)(Y) + g(Y) ⊆ Y. Therefore, u(Y) =
Y = u−1(Y) and Y properly contains X; this contradicts to the choice of X.

6.1.9 Corollary ([174, 181]). Let A be a ring and M an A-module. If M is an Artinian
module or A is a semiprimary ring, then the following conditions are equivalent.
1)M is an automorphism-invariant module.
2)M is a strongly automorphism-extendable module.
3)M is an automorphism-extendable module.

6.1.10 Theorem. For a semi-Artinian module M, the following conditions are equiva-
lent.
1)M is a quasi-injective module.
2)M is a strongly endomorphism-extendable module.
3)M is an endomorphism-extendable module.

Proof. The implications 1)⇒ 2) and 2)⇒ 3) are always true.
3)⇒ 1). Let Q be the injective hull of the module M, S be the socle of the module Q,
and let f be an endomorphism of the module Q. It is sufficient to prove that f(M) ⊆ M.
We remark that f(S) ⊆ S. In addition, S ⊆ M, since M is an essential submodule in Q.
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Wedenote by X the sumof all submodules X inM such that f(X) ⊆ X. Then f(X) ⊆ X,
S ⊆ X and X is an essential submodule inM.
If X = M, then f(M) ⊆ M, which is required.
We assume that X ̸= M. Then the nonzero semi-Artinian module M/X is an essential
extension of its nonzero socle Y/X, where X ⊊ Y ⊆ M. Since f(X) ⊆ X and M is an
endomorphism-extendable module, there exists an endomorphism g of the module
M such that (f − g)(X) = 0. In addition, Y/X is a semisimple module. Therefore, (f −
g)(Y) ⊆ S ⊆ X. Since f(X) ⊆ X), we have that f induces the endomorphism f of the
module M/X with nonzero socle Y/X. Since Y/X is the socle of the module M/X, we
have f (Y/X) ⊆ Y/X and f(X) ⊆ X. Therefore, f(Y) ⊆ Y. In addition, Y properly contains
X; this contradicts the choice of X.

6.1.11. Let A be a ring,M be an automorphism-extendable right A-module, and let X,
Y be two submodules in M with X ∩ Y = 0.
a. If f : Y → X is a homomorphism, then there exists an endomorphism g of the mod-
ule M that coincides with f : Y → X on Y.
b. If M = X ⊕ Y, then the module X is injective with respect to Y.

Proof. a.We define an endomorphism α of the module X ⊕ Y by the relation α(x+ y) =
x + f(y) + y for all x ∈ X and y ∈ Y. We assume that

0 = α(x + y) = x + f(y) + y , x ∈ X, y ∈ Y .

Then α is a monomorphism, since

y = −x − f(y) ∈ X ∩ Y = 0 , f(y) = 0 ,
x = x + f(y) + y = α(x + y) = 0 .

In addition, for any x ∈ X and y ∈ Y, we have

x + y = (x − f(y)) + (f(y) + y) = α(x − f(y)) + α(y) ∈ α(X ⊕ Y) .
Therefore, α is an automorphism of the module X ⊕Y. In addition, the endomorphism
α − 1X⊕Y of the module X ⊕ Y coincides with the homomorphism f : Y → X on Y.
Since M is an automorphism-extendable module, an automorphism α of the module
X ⊕ Y can be extended to an endomorphism β of the module M. We denote by g the
endomorphism β − 1M of the moduleM. Then g coincides with f on Y.
b. Let Y1 be a submodule in Y and f1 a homomorphism from Y1 into X. By a, there
exists an endomorphism g of the moduleM, which coincides with f1 : Y1 → X on Y1.
Let π be the projection of themoduleM = X⊕Y onto Xwith kernel Y and let u : Y → M
be a natural embedding. We denote by f the homomorphism πgu from Y into X. Then
f coincides with f1 on Y1. Therefore, the module X is injective with respect to Y.
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6.1.12. IfM is anautomorphism-invariantuniformmodule, thenM is a quasi-injective
module.

Proof. Let Q be the injective hull of the module M and f ∈ EndQ. It is sufficient to
prove that f(m) ∈ M for anym ∈ M. It follows from the definition of an automorphism-
invariant module that the required inclusion is true if f is an automorphism. We as-
sume that f is not an automorphism. Then 1Q− f is an automorphism, since ring EndQ
is local by 6.1.2(c). Therefore, (1Q − f)(m) ∈ M. Then f(m) = m − (1Q − f)(m) ∈ M.

6.1.13. LetM be an automorphism-extendable module and M = ⊕i∈IMi.
a. If Mi is a quasi-injective module for any i ∈ I, then M is a quasi-injective module.
b. IfMi is an automorphism-invariant uniformmodule for any i ∈ I, thenM is a quasi-
injective module.

Proof. a. SinceM is an automorphism-extendable module andM = Mi ⊕j ̸=i Mj for any
i ∈ I, it follows from 6.1.11(b) that for any i ∈ I, the module ⊕j ̸=iMj is Mi-injective. By
6.1.1(k), M is a quasi-injective module.
b. We fix i ∈ I. By 6.1.12, Mi is a quasi-injective module. By a, M is a quasi-injective
module.

6.1.14. Let A be an Artinian serial ring. It is well known, e.g., see [63, 25.4.2] or [194,
55.16] that every A-module M is the direct sum of uniserial modules of finite (com-
position) length. In particular, M is a direct sum of uniform modules and if M is an
indecomposable module, then M is a uniserial Artinian and Noetherian module.

6.1.15 Theorem. Let A be a serial Artinian ring and letM be an A-module. The follow-
ing conditions are equivalent.
1)M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3)M is an automorphism-invariant module.
4)M is an endomorphism-extendable module.
5)M is a strongly endomorphism-extendable module.
6)M is a quasi-injective module.

Proof. The implications 6)⇒ 3)⇒ 2)⇒ 1) and 6)⇒ 5)⇒ 4)⇒ 1) are true for all mod-
ules over any ring.
1)⇒ 6). By 6.1.14,M = ∑i∈I Mi, where allMi are uniserial modules of finite length. We
fix i ∈ I. Since A is an Artinian ring, Mi is a semi-Artinian module. By 6.1.13(c), M is a
quasi-injective module.
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6.1.16 Remark. If A is a ring and every right A-module is the direct sum of uniform
modules, then every automorphism-extendable right A-moduleM is a quasi-injective
module.

Indeed, A is an Artinian ring; e.g., see [59, Theorem 1]. Therefore, every A-module is
semi-Artinian. By 6.1.13(c),M is a quasi-injective module.

6.2 Singular and nonsingular modules

6.2.1 The singular submodule SingM. The ideals sg AA, sgA A and sgM. If M is a
right (resp., left) module over the ring A, then we denote by SingM the set of all el-
ements m ∈ M such that r(m) (resp., (ℓ(m))) is an essential right (resp., left) ideal of
the ring A.
A moduleM is said to be singular if SingM = M. A moduleM is said to be nonsingular
if SingM = 0.
We denote by G(M) or Sing2M the intersection of all submodules X of the module M
such that the factor module M/X is nonsingular. The submodule G(M) is called the
Goldie radical or the second singular submodule of the moduleM. A module M is said
to be Goldie-radical if G(M) = M. The relation G(M) = 0 is equivalent to the relation
SingM = 0.
In the assertion b below, it is proven that SingM is a fully invariant submodule inM;
it is called (the largest) singular submodule of the module M. Therefore, for any ring
A, the sets SingAA and Sing AA are ideals that are called the right singular ideal and
the left singular ideal, respectively.
The set of all endomorphisms of the module M, whose kernels are essential submod-
ules in M, is denoted by sgM. In the assertion b below, it is proven that sgM is an
ideal of the ring EndM.
Let A be a ring andM a right A-module.
a. If N is an essential submodule of the module M, then the module M/N is singular.
b. If N is an essential submodule of the module M, then for every homomorphism
f : X → M, the submodule f−1(N) is essential in X.
c. If L is a right A-module and T is the subset of the homomorphism group Hom(LA ,
MA) consisting of all homomorphisms t such that Ker t is an essential submodule in
L, then T is a subbimodule of the EndM-End L-bimodule Hom(L,M).
Consequently, sgM is an ideal of the ring EndM, SingAA = sg AA, Sing AA = sg AA
and ∑t∈T t(L) is a fully invariant submodule in MA and this submodule is contained
in SingM. In particular, ifM is a nonsingular module, then sgM = 0.
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d. SingM is a submodule in M that contains all singular submodules in M, and
g(SingM) ⊆ Sing Y for every module homomorphism g : M → M.
In particular, SingM is a fully invariant singular submodule inM and Sing X = G(X) =
0 for any submodule X in M such that X ∩ SingM = 0.
e. Let the ring A be right uniform. Then its right singular ideal SingAA is a completely
prime ideal and coincides with the set Nℓ of all left zero divisors of the ring A. In ad-
dition, if A is right nonsingular, then A is a right uniform domain.

Proof. a. Let h : M → M/N be the natural epimorphism, m ∈ M and B = r(h(m)). We
assume that the right ideal B of the ring A is not essential. Then B ∩ C = 0 for some
nonzero right ideal C of the ring A. Since C ̸⊆ r(h(m)), we have h(mC) ̸= h(0) and
mC ̸= h(0). Since N is an essential submodule of the module M, we have N ∩mC ̸= 0.
Therefore, there exists a nonzero right ideal D such that D ⊆ C and 0 ̸= mD ⊆ N. Then
D ⊆ r(h(m)) = B. Then D ⊆ B ∩ C = 0. This is a contradiction.
b.We assume that there exists a nonzero submodule Y in X such that Y ∩ f−1(N) = 0.
Since Ker f ⊆ f−1(N), we have Y ∩ Ker f = 0. Therefore, f(Y) ̸= 0. Then N ∩ f(Y) ̸= 0.
Since Y∩Ker f = 0, there exists a nonzero submodule Y1 in Y such that f(Y1) = N∩f(Y).
Then 0 ̸= Y1 ⊆ Y ∩ f−1(N) = 0. This is a contradiction.
c. We assume that t, u ∈ T, f ∈ End(L) and g ∈ EndM. It is sufficient to prove that
t + u ∈ T, gt ∈ T, and tf ∈ T. The inclusion t + u ∈ T follows from the property that
Ker t + u) contains the essential submodule Ker t ∩ Ker u. Since Ker(gt) contains the
essential submodule Ker t in M, we have gt ∈ T. Since L is an essential extension of
Ker t, it follows from b that L is an essential extension of the module f−1(Ker t). Since
Ker(tf) ⊇ f−1(Ker t), we have tf ∈ T, which is required.
d. We define a mapping f : M → Hom(AA ,M) such that f(m)(a) = ma for all m ∈ M
and a ∈ A. It is directly verified that f is an EndM-A-bimodule isomorphism. There-
fore, d follows from c.
e. Since the ring A is right uniform, the ideal SingAA coincides with Nℓ; therefore, Nℓ
is a completely prime ideal.

6.2.2 Closed submodules and closures. LetM be a module and X a submodule inM.
X is called a closed submodule in M if X = X for every submodule X in M that is an
essential extension of the module X.
A closed submodule X of the moduleM is called the closure of the module X inM if X
is an essential extension of the module X.
It iswell known that X has at least one closure inM and there exists at least one closed
submodule Y inMwhich is called∩-complement to X inM such that X∩Y = 0 and X⊕Y
is an essential submodule inM. Under these conditions, Y also is a ∩-complement for
X in M.
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a. Let X = ⊕i∈IXi, X̄i be a closure of the module Xi in M, i ∈ I, and let X∗ = ∑i∈I X̄i.
Then X∗ = ⊕i∈I X̄i.
b. Let X = X1 ⊕ X2 ⊕ ⋅ ⋅ ⋅ ⊕ Xn, X̄i be a closure of the module Xi in M, i = 1, 2, . . . , n,
X∗ = X1 ⊕ X2 ⊕ ⋅ ⋅ ⋅ ⊕ Xn ⊆ M, and let Q be the injective hull of the module M. Then
there exists a direct decomposition Q = Q1 ⊕ Q2 ⊕ ⋅ ⋅ ⋅ ⊕ Qn ⊕ P such that Xi = M ∩ Qi,
i = 1, . . . n andQ1⊕Q2⊕⋅ ⋅ ⋅⊕Qn is the injective hull of themodule X. If X is an essential
submodule in M, then Q1 ⊕ Q2 ⊕ ⋅ ⋅ ⋅ ⊕ Qn is the injective hull of the moduleM.
c. G(M) is a fully invariant submodule of themoduleM, the right Goldie radicalG(AA)
and the left Goldie radical G(AA) of the ring A are ideals of the ring A, and f(G(M)) ⊆
G(M) for any homomorphism f : G(M) → M.
d. G(M) is a closed submodule in M; it is a closure of the singular submodule SingM
in M.
e. If the ring A is right nonsingular, then G(M) = SingM and the moduleM/ SingM is
nonsingular.
All assertions from 6.2.2 are well known and are directly verified; e.g., see [79]
and [166].

6.2.3 Nonsingular and singular modules. Let A be a ring andM a right A-module.
a. If f : X → M is a module homomorphism such that Ker f is an essential submod-
ule in M, then the module f(X) is singular; therefore, it is contained in SingM. Con-
sequently, if the module M is nonsingular, then the kernel of any nonzero module
homomorphism X → M is not an essential submodule in X.
b. If X is a submodule in M and the module M/X is nonsingular, then X is a closed
submodule in M.
c. If the module M is nonsingular, then its submodule X is closed in M if and only if
the moduleM/X is nonsingular.
d. If the moduleM is nonsingular, then the kernel of any endomorphism f is a closed
submodule in M.
e. All submodules, essential extensions and subdirect products of nonsingular mod-
ules are nonsingular.
f. If {Xi}i∈I is some set submodules in M and all modules M/Xi are nonsingular, then
every module Xi is closed in M, the module M/(∩i∈I)Xi is nonsingular and X = ∩i∈IXi
is a closed submodule in M. In particular, the factor module M/G(M) is nonsingular
and G(M) is a closed submodule inM.
g. IfM is not a singular, thenM contains an isomorphic copy of a nonzero right ideal of
the ring A. In addition, if A is right finite-dimensional, thenM contains an isomorphic
copy of a nonzero uniform right ideal of the ring A.
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Proof. a. The assertion follows from isomorphism f(X) ≅ X/Ker f and the property
that the module X/Ker f is singular by 6.2.1(a).
b. Let Y ∈ Lat(M) and let X be an essential submodule in Y. Since the module M/X is
nonsingular and the module Y/X is singular by 6.2.1(a), we have that Y/X = 0, X = Y;
therefore, X is closed in M.
c. IfM/X is nonsingular, then X is closed inM by b.
We assume that X is closed in M and Y/X = Sing(M/X). If Y = X, then the assertion
has been proven. We assume that Y properly contains the closed submodule X in M.
Then X∩yA = 0 for some nonzero y ∈ Y. Since y+X ∈ Sing(M/X), we have that (y .

. X)
is an essential right ideal. Since X ∩ yA = 0, we have that r(y) = (y .

. X) is an essential
right ideal; this is a contradiction.
d. Let X = Ker f . Since M/X ≅ f(M) ⊆ M, we have that M/X is nonsingular and X is a
closed submodule inM by b.
e. The assertion is directly verified.
f. Since M/X is the subdirect product of nonsingular modules M/Xi, it follows from
e that the module M/X is nonsingular. By b, X is a closed submodule in M. Now the
remaining assertions are directly verified.
g. By assumption, there exists a nonzero element m ∈ M such that the right ideal
r(m) in A is not an essential. Let h : AA → mA be the natural epimorphism and let B
be a nonzero right ideal with B ∩ r(m) = 0. Since B ∩ Ker h = 0, we have that BA is
isomorphic to the nonzero submodule h(B) inM. If A is right finite-dimensional, then
B contains a nonzero uniform right ideal C, whence M contains h(C).
6.2.4 ([179]). Let A be a ring andM an automorphism-extendable right A-module.
a. If X, Y are two submodules inM with X∩Y = 0 and themoduleM/X is nonsingular,
then the module X is injective with respect to Y.
b. If A is a right nonsingular ring and Y is any nonsingular submodule in M, then the
module SingM is injective with respect to Y.
c. If themoduleM is nonsingular andX, Y are twoclosed submodules inMwithX∩Y =
0, then the module X is injective with respect to Y and the module Y is injective with
respect to X.

Proof. a. Let Y1 be a submodule of the module Y and f1 : Y1 → X a homomorphism.
We have to prove that f1 can be extended to a homomorphism f : Y → X. Without loss
of generality, we can assume that Y1 is an essential submodule in Y. (Indeed, by the
Zorn lemma, there exists a submodule Z in Y such that Y1 ∩ Z = 0 and Y1 ⊕ Z is an
essential submodule in Y. We set Y2 = Y1 ⊕ Z. The homomorphism f1 : Y1 → X can
be extended to a homomorphism f2 : Y2 → X with the use of the relation f2(y1 + z) =
f1(y1).)
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We define an endomorphism α of the module X ⊕ Y1 by the relation α(x + y1) = x +
f(y1) + y1 for all x ∈ X and y1 ∈ Y1. We assume that

0 = α(x + y1) = x + f(y1) + y1 , x ∈ X, y1 ∈ Y1 ,
y1 = −x − f(y1) ∈ X ∩ Y1 = 0 , f(y1) = 0 ,

x = x + f(y1) + y1 = α(x + y1) = 0 .

In addition, for any x ∈ X and y1 ∈ Y1, we have

x + y1 = (x − f(y1)) + (f(y1) + y1)= α(x − f(y1)) + α(y1) ∈ α(X ⊕ Y1) .
Therefore, α is an automorphism of themodule X⊕Y1. It follows from the construction
of α that the endomorphism α − 1 of the module X ⊕ Y1 coincides with the homomor-
phism f1 : Y1 → X on the module Y1. Since M is an automorphism-extendable mod-
ule, the automorphism α of the module X ⊕ Y1 can be extended to an endomorphism
β of the moduleM. We denote by g the endomorphism β − 1 of the moduleM. Then g
coincides with f1 on Y1.
We prove that g(y) ∈ X for any element y of the module Y. Let h : M → M/X be the
natural epimorphism. Since Y1 is an essential submodule in Y, it follows from 6.2.1(a)
that yB ⊆ Y1 for some essential right ideal B of the ring A. Then

g(y)B = g(yB) ⊆ g(Y1) = f1(Y1)) ⊆ X ,
h(g(y))B = h(g(y)B) ⊆ h(X) = 0 .

Therefore, h(g(y)) ∈ Sing(M/X) = 0 and g(y) ∈ Ker h = X.
Since g(Y) ⊆ X, we have that g induces the homomorphism f : Y → X. Therefore, the
module X is injective with respect to Y.
b.We set X = SingM. Since A is a right nonsingular ring, it follows from 6.2.2(e) that
the module M/X is nonsingular. Since the module X is singular and the module Y is
nonsingular, it follows from a that the module X is injective with respect to Y.
c. Since X, Y are closed submodules of the nonsingular module M, it follows from
6.2.3(c) that the modules M/X and M/Y are nonsingular. By a, X is injective with re-
spect to Y and the module Y is injective with respect to X.

6.2.5. Let M be a module and let Q be its injective hull. The following conditions are
equivalent.
1) M is an automorphism-extendable module and for any essential submodule Y in
M, every homomorphism Y → M with essential in Y kernel can be extended to an
endomorphism of the module M with essential in M kernel.
2)M is a strongly automorphism-extendable module and for each submodule Y inM,
any homomorphism Y → M with essential in Y kernel can be extended to an endo-
morphism of the module M with essential inM kernel.
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3) α(M) ⊆ M for any automorphism α of the module Q such that α(X) = X for some
essential submodule X of the moduleM.
4) α(M) = M for any automorphism α of the module Q such that α(X) = X for some
essential submodule X of the moduleM.

Proof. The implications 4)⇒ 3) and 2)⇒ 1) are directly verified.
1)⇒ 3). Let α be an automorphism of the module Q and α(X) = X for some essential
submodule X of the moduleM. We denote by Y the submodule

α−1(M ∩ α(M)) = {y ∈ M | α(y) ∈ M}
of the module M. Then α(Y) ⊆ M, X ⊆ Y, and Y is an essential submodule in M.
In addition, α induces the automorphism φ1 of the module X. SinceM is an automor-
phism-extendablemodule,φ1 canbe extended to an endomorphismφ2 of themodule
M. Since the module Q is injective, φ2 can be extended to an endomorphism φ of the
module Q. We denote by g the restriction of the homomorphism α − φ to the module
Y. Since φ(Y) ⊆ M, α(Y) ⊆ M and g(X) = 0, we have that g is a homomorphism from
Y into M with an essential Y kernel. By assumption, g can be extended to an endo-
morphism g1 of the module M. Since the module Q is injective, g1 can be extended
to an endomorphism β of the module Q. Then (α − φ − β)(Y) = (g − β)(Y) = 0. We
denote by Z the submodule {z ∈ M | (α − φ − β)(z) ∈ M} of the module M. Then Z is
the complete pre-image inM of the moduleM ∩ (α −φ − β)(M) under the action of the
homomorphism α − φ − β. In addition, Y ⊆ Z and

α(Z) ⊆ (α − φ − β)(Z) + (φ + β)(Z) ⊆ M .

Therefore, Y ⊆ Z ⊆ Y and Z = Y. Then(α − φ − β)(Z) = (α − φ − β)(Y) = 0 .

If (α − φ − β)(M) = 0, then α(M) = (φ − β)(M) ⊆ M, which is required.
Weassume that (α−φ−β)(M) ̸= 0. SinceM is an essential submodule inQ, wehave that
M ∩ (α − φ − β)(M) is an essential submodule of the nonzero module (α − φ − β)(M).
Since Z is the complete pre-image in M of the nonzero module M ∩ (α − φ − β)(M)
under the action of the homomorphism α − φ − β, we have (α − φ − β)(Z) ̸= 0. This is
a contradiction.
3)⇒ 4). Let X be an essential submodule of the module M and let α be an automor-
phism of the module Q with α(X) = X. It follows from 3) that α(M) ⊆ M and α−1(M) ⊆
M. Then α(M) = M.
4)⇒ 2). Let X be a submodule of the moduleM and φ an automorphism of the module
X. By 6.1.6(a) and the property thatM is an essential submodule in Q, we can assume
that X is an essential submodule in Q. By 6.1.6(a), the automorphism φ of the module
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X can be extended to an automorphism α of the injective of the module Q. By assump-
tion, α(M) = M. Therefore, φ can be extended to an automorphism of the module M.
Let h1 : Y → M be a homomorphism with an essential Y kernel K1. By 6.1.6(b), we
can assume that Y, K1 are essential submodules in Q. The homomorphism h1 can
be extended to an endomorphism h of the injective of the module Q and h has an
essential kernel K. We denote by α the endomorphism 1Q − h of the module Q. Then
the restriction of the endomorphism 1Q − h to K is the identity automorphism of the
essential submodule K of the injectivemodule Q. Therefore, Ker(1Q −h) = 0 and (1Q −
h)(Q) is an injective essential submodule in Q. Therefore, 1Q − h is an automorphism
of the module Q and (1Q − h)(K) = K. By 4), (1Q − h)(M) = M. Therefore, (1Q − h)M is
an automorphism of the module M. Then 1M − (1Q − h)M is an endomorphism of the
moduleM with essential inM kernel and 1M − (1Q − h)M coincides with h1 on Y.

6.2.6 Theorem ([176]). Let M be a module, Q be the injective hull of the module M,
and letM = T ⊕U, where T is an injectivemodule and U is a nonsingular module. The
following conditions are equivalent.
1) M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3) α(M) ⊆ M for any automorphism α of the module Q such that α(X) = X for some
essential submodule X of the module M.

Proof. The implication 3)⇒ 2) follows from 6.2.5.
The implication 2)⇒ 1) is obvious.
1)⇒ 3). Let Y be an essential submodule in M, h : Y → M be a homomorphism with
essential in Y kernel, and let π : M = T ⊕U → U be the projection with kernel T. Then
the module πh(Y) is singular and it is contained in the nonsingular module U. There-
fore, πh(Y) = 0. Therefore, h(Y) ⊆ T and h is a homomorphism from themodule Y into
the module T. Since the module T is injective, h can be extended to a homomorphism
M → T ⊆ M. This homomorphism is the required endomorphism of the module M,
which extends h.

6.2.7 Corollary ([176]). Let M be a nonsingular module and let Q be its injective hull.
The following conditions are equivalent.
1) M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3) α(M) ⊆ M for any automorphism α of the module Q such that α(X) = X for some
essential submodule X of the module M.

Corollary 6.2.7 follows from Theorem 6.2.6 and the property that the nonzero module
is injective.
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6.2.8 Theorem ([176]). LetM = T⊕U, where T is an injectivemodule,U is a nonsingu-
lar module, and Hom(T, U) = 0 for any submodule T of the module T. The following
conditions are equivalent.
1)M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3) U is an automorphism-extendable module.
4) U is a strongly automorphism-extendable module.

Proof. The equivalence 1)⇔ 2) follows from Theorem 6.2.6.
The implication 1)⇒ 3) is directly verified.
The equivalence 3)⇔ 4) follows from Corollary 6.2.7.
3)⇒ 1). Let Q be the injective hull of the module M, X be an essential submodule of
the moduleM, and let α be an automorphism of the module Q such that α(X) = X. By
Theorem 6.2.6, it is sufficient to prove that α(M) ⊆ M. For the injective hull Q of the
module M = T ⊕ U, there exists a direct decomposition Q = T ⊕ U1, where U1 is the
injective hull of the nonsingular module U. Since α is an automorphism of the module
T⊕U1 andHom(T , U) = 0 for any submodule T of themodule T, it is directly verified
that α(T) = T. Let h : Q → Q/T be the natural epimorphism. (We can assume that h
is the projection of the module Q = T ⊕ U1 onto the module U1 with kernel T.) Then
α induces the automorphism α1 of the injective hull h(Q) of the module h(U). Since
α(X) = X, we have α1(h(X)) = h(X). By applying Corollary 6.2.7 to the automorphism-
extendable nonsingular module h(M) = h(U), we obtain that α1(h(M)) ⊆ h(M). Then
α(M) ⊆ M + T = M.

6.2.9 Corollary. Let M = T ⊕ U, where T is an injective module, which is an essen-
tial extension of the singular module, and U is a nonsingular module. The following
conditions are equivalent.
1)M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3) U is an automorphism-extendable module.
4) U is a strongly automorphism-extendable module.

6.2.10 The completion of the proof of Theorems 6A, 6B and 6C. Theorems 6A and 6B
follow from Theorems 6.1.8 and 6.1.15. Theorem 6C follows from Theorem 6.2.8.

6.2.11 Open question. Is it true that every automorphism-extendable module is
strongly automorphism-extendable?
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7 Modules over strongly prime and
strongly semiprime rings

The main results of this section are Theorems 7A and 7B.

7A Theorem (Tuganbaev [179]). If A is a right strongly prime ring, then a right A-mod-
ule M is automorphism-invariant if and only if either M is a singular automorphism-
invariant module or M is an injective module.

7B Theorem (Tuganbaev [176]). If M is a right module over an invariant hereditary
domain A, then the following conditions are equivalent.

1) M is an automorphism-extendable (strongly automorphism-extendable) module.
2)M is an endomorphism-extendable (strongly endomorphism-extendable) module.
3) Either M is a quasi-injective singular module or M is an injective module which is
not singular, or M = X ⊕ Y, where X is an injective singular module and the module
Y is isomorphic to nonzero submodule in QA, where Q is the division ring of fractions
of the domain A.

Remark. For the completion of the proof of Theorems 7A and 7B, see 7.2.15.

7.1 Modules over strongly semiprime rings

7.1.1 Annihilators and annihilator conditions. Let A be a ring and B a subset in A.
a. Let B be a subset in A. Then r(ℓ(r(B))) = r(B) and ℓ(r(ℓ(B))) = ℓ(X).
b. If A is a subring of some ring Q, then rA(B) = A ∩ rQ(B) and ℓA(B) = A ∩ ℓQ(B).
c. A is a ring with the maximum condition on left annihilators if and only if A is a ring
with the minimum condition on right annihilators.
d. If A is a ringwith themaximumcondition on right annihilators, then its right singu-
lar ideal SingAA is nilpotent, ℓ(Sing(AA)) is an essential left ideal, every subset B ⊆ A
contains a finite subset B = {b1, . . . , bn} such that ℓ(B) = ℓ(B) = ∩n

i=1ℓ(bi), and eAe
is a ring with the maximum condition on right annihilators for any nonzero idempo-
tent e ∈ A.

Proof. a, b. The assertions are well known and are directly verified.
c. Let A be a ring with the maximum condition on right annihilators and let {ℓ(Xi)}∞i=1
be a set of left annihilators in A such that ℓ(Xi+1) ⊇ ℓ(Xi) for all i. Then r(ℓ(Xi)) ⊆
r(ℓ(Xi+1)) for all i. Since A is a ringwith the maximumcondition on right annihilators,
there exists a positive integer n such that r(ℓ(Xi )) = r(ℓ(Xn)) for all i ≥ n. By a, ℓ(Xi) =
https://doi.org/10.1515/9783110659825-007
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ℓ(r(ℓ(Xi ))) = ℓ(r(ℓ(Xn ))) = ℓ(Xn) for all i ≥ n, whence A is a ring with the minimum
condition on left annihilators.
If A is a ring with the minimum condition on left annihilators, then it can be similarly
proven that A is a ring with the maximum condition on right annihilators.
d. By c, A is a ring with the minimum condition on right annihilators. Let E be the
set of all finite subsets of B. The set {ℓ(E) | E ∈ E} has a minimal element ℓ(B) for
some B ∈ E. Since ℓ(B⋃ b) ⊆ ℓ(B) for each b ∈ B, we have ℓ(B⋃ b) = ℓ(B), since{B⋃ b} ∈ E. Therefore, ℓ(B) = ℓ(B).
If 0 ̸= e = e2 ∈ A, then reAe(C) = eAe ∩ rA(C) for any subset C ⊆ eAe; therefore, eAe
is a ring with the maximum condition on right annihilators.
We set B = Sing AA and S = Sing(AA). Since r(Si) ⊆ r(Si+1) for all i, we have that
r(Sn) = r(Sn+1) for some n ∈ ℕ. We assume that Sn+1 ̸= 0. We can choose a ∈ S such
that Sna ̸= 0 and a has amaximal right annihilator among all x ∈ S such that Snx ̸= 0.
Let b ∈ S. Since r(b) is an essential right ideal, r(b)∩aA ̸= 0. Therefore, there exists an
element t ∈ A such that at ̸= 0 and bat = 0. Then r(ba) ̸⊆ r(a) ⊆ r(ba). By the choice
of a, we have Snba = 0. Then Sn+1a = 0. Therefore, a ∈ r(Sn+1) = r(Sn). This is a
contradiction. Therefore, the ideal S is nilpotent. As is proven above, ℓ(B) = ∩m

i=1ℓ(bi)
for some b1, . . . , bm ∈ B. Since ℓ(B) is the intersection of finitely many essential left
ideals, ℓ(B) is an essential left ideal.
7.1.2 Strongly prime and strongly semiprime rings. A ring is said to be right strongly
prime(see [87]) if each of its nonzero ideals contains a finite subset with the zero right
annihilator.
A ring A is said to be right strongly semiprime(see [86]) if every ideal X of the ring A
that is an essential right ideal, contains a finite subset Y with the zero right annihilator
r(Y).
a. Every right strongly prime ring is a right strongly semiprime ring. The direct product
of two fields is a strongly semiprime ring that is not strongly prime.
b. If A is a domain or a simple ring, then A is a (right and left) strongly prime ring.
c. If A is a prime ring with the maximum condition on left annihilators, then A is a
right strongly prime ring. In particular, every right or left Goldie prime ring is a right
strongly prime ring.
d. There exists a strongly prime ring A that is not a right or left finite-dimensional. In
particular, A is not a right or left Goldie ring.
e. If A is a right strongly prime ring, then A is a right nonsingular prime ring.
f. There exists a prime ring that is not a right strongly prime ring.

Proof. a, b. The assertions are directly verified.
c. The assertion follows from 7.1.1(c).
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d. Let A be a free algebra in two variables over a field. Then A is a domain. In partic-
ular, A is a right and left strongly prime ring with the maximum condition on right
annihilators and with the maximum condition on left annihilators. However, A is not
a right or left finite-dimensional ring.
e. It follows from the definition of a right strongly prime ring that A is a prime ring and
the ideal SingAA contains a finite subset X = {x1, . . . , xn} such that r(X) = r(x1)∩ ⋅ ⋅ ⋅∩
r(xn) = 0. All right ideals r(xi) are essential. Therefore, r(X) is an essential right ideal.
Since r(X) = 0, this is a contradiction.
f. The assertion follows from e and the property that there exist prime rings that are
not right nonsingular; e.g., see [115].

7.1.3. Let A be a ring, B be its right ideal, AB be the ideal generated by the right ideal
B, and let X be a BA-injective right A-module.
a. X is an (AB)A-injective module.
b. If the ideal AB contains a finite subset {y1, . . . , yn} such that r({y1, . . . , yn}) = 0,
then the module X is injective.

Proof. a. Let {ai}i∈I be the set of all elements of the ring A. For any i ∈ I, we denote
by fi a homomorphism from B into Yi defined by the relation fi(b) = aib. Then AB =∑i∈I fi(B). By 6.1.1(f), X is an (AB)A-injective module.
b.We have that r(y1) ∩ ⋅ ⋅ ⋅ ∩ r(yn) = r({y1, . . . , yn}) = 0 and yiA ≅ AA/r(yi) for any i.
Therefore, there exists a monomorphism AA → ⊕n

i=1yiA. By 6.1.1(e), the module AB is
injective.

7.1.4 Theorem ([179]). Let A be a right strongly prime ring and X a right A-module.
a. If X is injective with respect to some nonzero right ideal of the ring A, then X is an
injective module.
b. If X is injective with respect to some right A-module Y that is not an essential ex-
tension of a singular module, then X is an injective module.

Proof. a. Since the module X is injective with respect to some nonzero right ideal B, it
follows from 7.1.3(a) that the module X is injective with respect to the nonzero ideal
AB. Since the ring A is right strongly prime, the ideal AB contains a finite subset{y1, . . . , yn} such that r({y1, . . . , yn}) = 0. By 7.1.3(b), the module X is injective.
b. By 6.2.3(f), there exists a nonzero right ideal B of the ring A such that the module
BA is isomorphic to a submodule of the module Y. Since themodule X is injective with
respect to the module Y, it follows from 6.1.1(e) that the module X is injective.

7.1.5 Proposition ([179]). Let A be a right strongly prime ring and let M be a right
A-module that is not singular. The following conditions are equivalent:
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1)M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3)M = X⊕Y, where X is an injective singularmodule, Y is a nonzero nonsingular auto-
morphism-extendable module, and either the module Y is uniform or Y is an injective
nonuniformmodule.

Proof. The implication 3)⇒ 2) is verified with the use of Theorem 6.2.8.
The implication 2)⇒ 1) is true for modules over any ring.
1)⇒ 3). We set X = SingM. By 7.1.2(e), the right strongly prime ring A is right nonsin-
gular. By 6.2.2(e), themoduleM/X is nonsingular. Since the ring A is right nonsingular
and the module MA is not singular, M is not an essential extension of the singular of
the module X. Therefore, X ∩ Y = 0 for some nonsingular submodules Y in M. By
6.2.4(b), the module X is injective with respect to Y. By 7.1.4(b), X is an injective mod-
ule. Therefore,M = X ⊕ Y, where X is an injective singular module and Y is a nonzero
nonsingular automorphism-extendable module. If the module Y is uniform, then the
assertion have been proved.
We assume that Y is a nonuniform module. Then there exist two nonzero closed sub-
modules Y1 and Y2 in Y such that Y1 ∩ Y2 = 0 and Y1 ⊕ Y2 is an essential submodule
in Y. Since Y1, Y2 are closed submodules of the nonsingular module Y, the modules
M/Y1 and M/Y2 are nonsingular. By 6.2.4(a), the module Y1 is injective with respect
to the nonzero nonsingular module Y2 and the module Y2 is injective with respect to
the nonzero nonsingular module Y1. By 2), the modules Y1, Y2 are injective. Then Y
is an essential extension of the injective module Y1 ⊕ Y2. Therefore, Y = Y1 ⊕ Y2, Y is
an injective nonuniform module.

7.1.6. Let A be a right Ore domain, Q be its right classical division ring of fractions,
and let M, Y be two nonzero right A-modules.
a. QA is the injective hull of the module AA and for every endomorphism f of the mod-
ule QA, there exists an element q ∈ Q such that f(x) = qx for all x ∈ Qi.
b. The module Y is a nonzero uniform nonsingular module if and only if Y is isomor-
phic to a nonzero submodule of the module QA. In the last case, QA is the injective
hull of the module Y.
c. If the module M is not singular, then the module M is an automorphism-extend-
able (strongly automorphism-extendable if and only if eitherM is an injective module
which is not singular or M = X ⊕ Y, where X is an injective singular module and Y is
an automorphism-extendable module which is isomorphic to a nonzero submodule
in QA .

Proof. a, b. The assertions are well known.
c. The assertion follows from b and 7.1.5.
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In [96, Theorem 6], it is proved that every pseudo-injective nonsingular module over
a prime right Goldie ring is injective. In connection to this result, we prove Theorem
7.1.7.

7.1.7 Theorem ([179]). If A is a right strongly prime ring and M is a right A-module,
then the following conditions are equivalent.
1) M is an automorphism-invariant module.
2) EitherM is a singular automorphism-invariantmodule orM is an injective module.

Proof. The implication 2)⇒ 1) is obvious.
1)⇒ 2). Automorphism-invariant module M is an automorphism-extendable module.
It follows from 7.1.5 that M = X ⊕ Y, where X is an injective singular module and Y
is a nonzero nonsingular automorphism-invariantmodule and either Y is an injective
nonuniform module or the module Y is uniform. It is sufficient to consider the case,
where Y is a nonzero automorphism-invariant uniformmodule. By 6.1.12, Y is a quasi-
injective module. By Theorem 7.1.4(b), the module Y is injective. Then the module M
is injective.

7.1.8. Let M be a module, X be a Noetherian submodule in M, and let h be an endo-
morphism of the module M whose kernel is an essential submodule in M. Then there
exists a positive integer n = n(X, h) such that hn(X) = 0.

Proof. We set X0 = 0 and Xi = X ∩ Ker hi, i = 1, 2, 3 . . . . Then Xi−1 ⊆ Xi and h(Xi) ⊆
h(Xi−1), i = 1, 2, 3 . . . . Since X is a Noetherian module, Xn = Xn+1 for some positive
integer n. Let f : X → M be the restriction of the homomorphism hn to the module X.
Since Xn = X ∩Ker hn = Ker f , the homomorphism f induces isomorphism g : X/Xn →
g(X/Xn) ⊆ M. Since Ker h is an essential submodule of the module M, we have that
Ker h∩ g(X/Xn) is an essential submodule in g(X/Xn). Since g : X/Xn → g(X/Xn) is an
isomorphism, g−1(Ker h ∩ g(X/Xn)) is an essential submodule in X/Xn. We denote by
Y is the complete pre-image in X submodules g−1(Ker h ∩ g(X/Xn)) in X/Xn under the
action of g. Then

hn+1(Y) = h(hn(Y)) = h(f(Y)) = h(g(g−1(Ker h ∩ g(X/Xn))))⊆ h(Ker h ∩ g(X/Xn)) = 0 .

Therefore, Y ⊆ Xn+1 and Y/X ⊆ Xn+1/Xn = 0. Then Ker h ∩ g(X/Xn) = g(Y/X) = 0.
Since Ker h ∩ g(X/Xn) is an essential submodule in g(X/Xn), we have g(X/Xn) = 0.
Therefore, hn(X) = f(X) = g(X/Xn) = 0, which is required.
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7.2 Modules over Hereditary Noetherian Prime Rings

In 7.2.1, we collected some well-known results on right Goldie semiprime rings.

7.2.1 Semiprime Goldie Rings and Their Modules. a. A is a right Goldie semiprime
ring if and only if A is a right finite-dimensional, right nonsingular semiprime ring, if
and only if the set of all essential right ideals of the ring A coincides with the set of
all right ideals which contain at least one nonzero divisor, if and only if A is a right
finite-dimensional semiprime ring with the maximum condition on left annihilators,
if and only if A has the semisimple Artinian right classical ring of fractions.
In this case, A is a ringwith the minimum condition on right annihilators and the ring
with the minimum condition on left annihilators.
b. Let A be a semiprime right Goldie ring and let M be a right A-module.

We denote by t(M) the set of all elements of M annihilated by some nonzero divisors
of the ring A.
AmoduleM is called anon-torsionmodule (resp., torsionmodule; torsion-freemodule)
if t(M) ̸= M (resp., t(M) = M, t(M) = 0).
By a, the set of all essential right ideals of the ring A coincides with the set of all right
ideals which contain at least one nonzero divisor. With the use of this assertion, well
known assertions given below are directly verified.
SingM = t(M). In particular, M is nonsingular (resp., is singular) if and only if M is
a torsion module (resp., a torsion-free module). This property is used without special
references.
An essential extension of any singular right A-module is a singularmodule. Therefore,
SingM = G(M).
If there exists a submodule X inM such that themodules X andM/X are singular, then
the module M is singular.
SingM is a closed submodule inM and the moduleM/ SingM is nonsingular.

7.2.2 Theorem. Let M be an automorphism-extendable module.
a. If for any endomorphism h ∈ EndM whose kernel is an essential submodule in M,
the endomorphism 1M − h of the moduleM is an automorphism, then M is a strongly
automorphism-extendable module.
b. If for every element x ∈ M and any endomorphism h ∈ EndM whose kernel is
an essential submodule in M, there exists a positive integer n = n(x, h) such that
hn(x) = 0, then M is a strongly automorphism-extendable module.
c. If every cyclic submodule of the module M is a Noetherian module, then M is a
strongly automorphism-extendable module.
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Inparticular, every automorphism-extendable rightmoduleover rightNoetherian ring
is a strongly automorphism-extendable module.

Proof. a. Let X be a submodule inM and f an automorphism of themodule X. We have
to prove that f can be extended to an automorphism of the module M. Without loss
of generality, we can assume that X is an essential submodule in M. Since M is an
automorphism-extendable module, f and f−1 can be extended to endomorphisms α
and β of the moduleM, respectively. We denote by h1 and h2 endomorphisms 1M − βα
and 1M − αβ of the module M, respectively. Since h1(X) = 0 = h2(X), we have that
Ker h1, Ker h2 are essential submodules in M. Since βα = 1M − h1 and αβ = 1M −
h2, it follows from the assumption that βα, αβ are automorphisms of the module M.
Therefore, α is an automorphism of the module M.
b. Let h ∈ EndM and let Ker h be an essential submodule in M. By a, it is sufficient
to prove that the endomorphism 1M − h of the module M is an automorphism. We
construct a formal series 1M + ∑∞k=1 hk. For every element x ∈ M there exists a posi-
tive integer n = n(x, h) with hn(x) = 0; therefore, 1M + ∑∞k=1 hk is a correctly defined
endomorphism of the module M. It is directly verified that(1M − h)(1M + ∞∑

k=1
hk) = (1M + ∞∑

k=1
hk) (1M − h) = 1M .

Therefore, 1M − h is an automorphism of the module M.
c. Let X be an arbitrary cyclic submodule in M and let h be an endomorphism of the
module M such that Ker h is an essential submodule inM. By 7.1.8, there exists a pos-
itive integer n = n(X, h) such that hn(X) = 0. By b, M is a strongly automorphism-
extendable module.

7.2.3. A ring A is said to be right bounded (resp., left) if every its essential right (resp.,
left) ideal contains a nonzero ideal.

a. [119]. Every hereditary Noetherian prime ring is (right and left) bounded or (right
and left) primitive and a bounded primitive hereditary Noetherian prime ring is a sim-
ple Artinian ring.
b. [58]; also see [63, 25.5.1]. Let A be a hereditary Noetherian prime ring. Then for any
nonzero ideal B of the ring A the factor ring A/B is a serial Artinian ring.
c. If a hereditary Noetherian domain A is left invariant, then the domain A is right
invariant and for any nonzero ideal B of the ring A, the factor ring A/B is the finite
direct product of invariant uniserial Artinian rings.

Proof. a. See [119].
b. See [58]; also see [63, 25.5.1].
c.Without loss of generality, we can assume that A is not a division ring. Since every
left invariant, left primitive ring is a division ring, A is not a left primitive ring. By a, A
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is a right bounded ring. We have to prove that an arbitrary nonzero proper right ideal
C of the ring A is an ideal. Since A is a right Ore domain, C is an essential right ideal.
Since A is a right bounded ring, C contains a nonzero proper ideal B of the ring A. By
b, A/B is a serial Artinian ring. In addition, A/B is a left invariant ring. Therefore, A/B
is a direct product of finitely many left invariant, right and left uniserial, right and left
Artinian rings. It is directly verified that every left invariant, right and left uniserial,
right and left Artinian ring is a right invariant ring. Therefore, A/B is a right invariant
ring, whence C/B is an ideal in A/B. In addition, B is an ideal in A. Therefore, C is an
ideal in A.

7.2.4 Theorem. If A is a hereditary Noetherian prime ring andM is an A-module with
nonzero annihilator r(M), then the following conditions are equivalent.
1)M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3)M is an automorphism-invariant module.
4)M is a quasi-injective module.

Proof. The implications 4)⇒ 3)⇒ 2)⇒ 1) are true for modules over any ring.
1)⇒ 4). By 7.2.3(b), the factor ring A/r(M) is a serial Artinian ring. SinceM is an auto-
morphism-extendable A-module,M is an automorphism-extendable A/r(M)-module.
By Theorem 6.1.15, M is a quasi-injective A/r(M)-module. Therefore, M is a quasi-in-
jective A-module.

7.2.5. Let M be a module and M = ∑i∈I Mi, where all Mi are essential quasi-injective
submodules in M. Then M is a quasi-injective module.

Proof. Let Q be the injective hull of the moduleM. Since allMi are essential submod-
ules inM, allMi are essential submodules of the injective of the module Q. Therefore,
Q is the injective hull of the moduleMi for any i ∈ I. Let f be an endomorphism of the
module Q. Since all modules Mi are quasi-injective, f(Mi) ⊆ Mi for any i ∈ I. Then

f(M) = f (∑
i∈I

Mi) = ∑
i∈I

f(Mi) ⊆ ∑
i∈I

Mi = M .

Therefore, the module M is quasi-injective.

7.2.6. Let A be a hereditary Noetherian prime ring and M an automorphism-extend-
able A-module.
a. If B is a nonzero ideal of the ring A and X = {m ∈ M |mB = 0}, then X is a quasi-
injective module.
b. Let {Bi}i∈I be some set of nonzero ideals of the ring A and Xi = {m ∈ M |mBi = 0},
i ∈ I. If M = ∑i∈I Xi and all Xi are essential submodules in M, then M is a quasi-
injective module.
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Proof. a. Let f be an endomorphism of the module M. Then

f(X)B = f(XB) = f(0) = 0 , f(X) ⊆ X .

Therefore, X is a fully invariant submodule of the automorphism-extendable module
M. Therefore, X is an automorphism-extendable A-module with nonzero annihilator.
By Theorem 2.27, X is a quasi-injective module.
b. By a, all modules Mi are quasi-injective. By 7.2.5, the module M is quasi-injective.

In [96, Theorem 5], it is proved that every pseudo-injective torsion module over a
bounded hereditary Noetherian prime ring is quasi-injective. In connection to this
result, we will prove Theorem 7.2.7.

7.2.7 Theorem ([176]). If A is a bounded hereditary Noetherian prime ring and M is a
right A-module, then the following conditions are equivalent.
1) M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3) Either M is a quasi-injective singular module or M is an injective module which is
not singular, orM = X ⊕ Y, where X is an injective singular module and Y is a nonzero
automorphism-extendable uniform nonsingular module.

Proof. The implication 3)⇒ 2) follows from 7.1.5 and the property that every quasi-
injective module is a strongly automorphism-extendable.
The implication 2)⇒ 1) is true for modules over any ring.
1)⇒ 3). If the moduleM is not singular, it follows from 7.1.5 thatM = X ⊕ Y, where X is
an injective singular module, Y is a nonzero nonsingular automorphism-extendable
module, and either the module Y is uniform or Y is an injective nonuniform module.
Now we assume thatM is a singular automorphism-extendable module. Let {Bj}j∈J be
the set of all proper of invertible ideals of the ring A, {Pi}i∈I be the set of all maximal
elements of the set {Bj}j∈J. For any i ∈ I, we denote by Mi submodule in M formed by
all elements of M which are annihilated by some degree of the ideal Pi.
In [146], it is proved that every singular moduleM has the following two properties.
i) For any submodule X of M, it is true that X = ⊕i∈IXi, where Xi = X ∩ Mi, i ∈ I and
Hom(Xi , Xj) = 0 for any distinct subscripts i, j ∈ I.
ii) Mi, k ⊆ Mi, k + 1 for every k ∈ ℕ, Mi = ∪k∈ℕMi, k = ∑k∈ℕMi, k, and Mi, k is an
essential fully invariant submodule in Mi for every k ∈ ℕ.
With the use of the assertion i), the following two properties are directly verified.
iii) ThemoduleM is automorphism-extendable if and only if all modulesMi are auto-
morphism-extendable.
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iv) The moduleM is quasi-injective if and only if all modules Mi are quasi-injective.
It follows from iii) that all Mi are automorphism-extendable modules. By iv), it is suf-
ficient to prove that all Mi are quasi-injective modules.
Next, we fix i ∈ I and denote by Mi, k, k ∈ ℕ, the submodule in Mi annihilated by
the ideal Pki . By ii), Mi, k ⊆ Mi, k + 1 for every k ∈ ℕ, Mi = ∪k∈ℕMi, k = ∑k∈ℕMi, k
and Mi, k is an essential fully invariant submodule in Mi for every k ∈ ℕ. The fully
invariant submodulesMi, k of the automorphism-extendablemoduleMi are automor-
phism-extendable modules with nonzero annihilators. By Theorem 7.2.4, every essen-
tial submodule Mi, k in Mi is a quasi-injective module. By 7.2.5, M is a quasi-injective
module.

7.2.8 Theorem. If A is a bounded hereditary Noetherian prime ring and M is a right
A-module, then the following conditions are equivalent.
1)M is an automorphism-invariant module.
2)M is a quasi-injective module.
3) Either M is a quasi-injective singular module or M is an injective module which is
not singular.

Proof. The implications 3)⇒ 2)⇒ 1) are true for modules over any ring.
1)⇒ 3). By Theorem 7.2.7, either M is a quasi-injective singular module or M is an in-
jective module which is not singular, or M = X ⊕ Y, where X is an injective singular
module and Y is a nonzero automorphism-invariant uniform nonsingular module.
It is sufficient to consider only modules M = X ⊕ Y, where X is an injective singular
module and Y is a nonzero automorphism-invariant uniform nonsingular module. By
6.1.12, Y is a quasi-injective module. By Theorem 7.1.4(b), Y is an injective module.
SinceM = X ⊕ Y, we have thatM is an injective module.

7.2.9 Remark. Let A be a bounded hereditary prime ring. Quasi-injective A-modules
are described in [145]. Therefore, Theorem 7.2.8 completely describes all automor-
phism-invariant A-modules and Theorem 7.2.7 describes all automorphism-extend-
able A-modules up to the description of automorphism-extendable uniform nonsin-
gular modules.

7.2.10. Let A be an invariant hereditary domain and Q the division ring of fractions
of the domain A.
a. IfM is an arbitrary submodule of any cyclic singular A-module, thenM = M1 ⊕ ⋅ ⋅ ⋅ ⊕
Mn, where allMi are uniserialmodules of finite length. In addition, f(m) ∈ mA for any
element m ∈ M and each homomorphism f : mA → M.
b. If X is any nonzero submodule in QA and M is a submodule in QA such that X ⊆ M
and M/X is a finitely generated module, then ̄f (m̄) ∈ m̄A for any element m̄ ∈ M/X
and each homomorphism ̄f : m̄A → M/X.
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c. If X is any nonzero submodule in QA and Y is a submodule in QA such that X ⊆ Y,
then ̄f (ȳ) ∈ ȳA for any element ȳ ∈ Y/X and each homomorphism ̄f : ȳA → Y/X.
d. Every submodule Y of the module QA is a strongly automorphism-extendable mod-
ule and a strongly endomorphism-extendable module.
e. Every uniform nonsingular A-module is a strongly automorphism-extendable mod-
ule and a strongly endomorphism-extendable module.

Proof. a. The assertion follows from 7.2.3(c).
b. SinceM/X is a finitely generated module, there exists a finitely generated submod-
ule N in M such that M = N + X. There exists a natural isomorphism g : M/X →
N/(N∩X). Since N is a finitely generated A-submodule of the division ring of fractions
Q of the domain A, it follows from the left-right symmetrical analogue of 1.3.2(a) that
there exists a monomorphism h : N → AA. Then the module h(N)/h(N ∩ X) is isomor-
phic to a submodule of the cyclic singular module AA/h(N ∩ X). By a, f(m) ∈ mA for
any element m ∈ h(N)/h(N ∩ X) and each homomorphism f : mA → h(N)/h(N ∩ X).
Since there exists a natural isomorphismM/X → N/(N ∩ X), we have that ̄f (m̄) ∈ m̄A
for any element m̄ ∈ M/X and each homomorphism ̄f : m̄A → M/X.
c. Let ȳ = y + X ∈ Y/X, where y ∈ Y. We setM = X + yA. Then M/X is a cyclic module.
By b, ̄f (ȳ) ∈ ȳA for every homomorphism ̄f : ȳA → Y/X.
d.Weprove thatY is a strongly endomorphism-extendablemodule. LetM beanonzero
submodule in Y, X be an essential submodule in M, and let g : M : Y be a homomor-
phism with g(X) ⊆ X. Since the module QA is injective and g(X) ⊆ X, the homomor-
phism g can be extended to an endomorphism f of the module QA and f(X) ⊆ X. Then
f induces the endomorphism ̄f of the module Q/X. By d, ̄f (Y/X) ⊆ Y/X. Therefore, Y
is a strongly endomorphism-extendable module.
It can be similarly proved that Y is a strongly automorphism-extendable module.
e. The assertion follows from e and 7.1.6(b).

7.2.11 Theorem. Let A be an invariant hereditary domain, Q be the division ring of
fractions of the domain A, and let M be a right A-module. The following conditions
are equivalent.
1) M is an automorphism-extendable module.
2)M is a strongly automorphism-extendable module.
3)M is an endomorphism-extendable module.
4)M is a strongly endomorphism-extendable module.
5) Either M is a quasi-injective singular module or M is an injective module which is
not singular, orM = X ⊕ Y, where X is an injective singular module and the module Y
is isomorphic to nonzero submodule in QA.

Proof. The implications 5)⇒ 4) and 5)⇒ 2) follow from 7.2.10(d).

 EBSCOhost - printed on 2/10/2023 3:12 PM via . All use subject to https://www.ebsco.com/terms-of-use



114 | 7 Modules over strongly prime and strongly semiprime rings

The implications 4)⇒ 3)⇒ 1) and 2)⇒ 1) are true for modules over any ring.
The implication 1)⇒ 5) follows from Theorem 7.2.7 and 7.1.6(b).

7.2.12 Proposition. Let A be a principal right ideal domain and U its group of invert-
ible elements. The following conditions are equivalent.
1) AA is an automorphism-extendable module.
2) AA is a strongly automorphism-extendable module.
3) aU ⊆ Ua for any element a ∈ A.

Proof. The implication 2)⇒ 1) is directly verified.
1)⇒ 3). We have to prove that au ∈ Ua for any elements a ∈ A and u ∈ U. Without
loss of generality, we can assume that a ̸= 0. We denote by φ a mapping from aA into
A such that φ(ab) = aub for any element b ∈ A. Since aA = auA and A is a domain,
φ is an automorphism of the module aA. Since AA is an automorphism-extendable
module, the automorphismφ canbe extended to some endomorphism f of themodule
AA. We set v = f(1) ∈ A. Since vA = A and A is a domain, v ∈ U. Then va = f(a) = au
and aU ⊆ Ua.
3)⇒ 2). Let X be a submodule in AA and φ its automorphism. Since A is a principal
right ideal domain, X = aA for some element a ∈ X. Without loss of generality, we
can assume that a ̸= 0. Since aA = φ(a)A, there exist elements u, w ∈ A such that
φ(a) = au and a = auw. Since A is a domain, 1 = uw and u ∈ U. By assumption,
aU ⊆ Ua. Therefore, au = va for some v ∈ U. We denote by f the automorphism of the
module AA such that f(b) = vb for all b ∈ A. Then f(a) = va = au = φ(a). Therefore,
the automorphism f is an extension of the automorphism φ.

7.2.13 Proposition. Let D be a noncommutative division ring. Then D[x] is a principal
right (left) ideal domain, which is not an automorphism-extendable right or left D[x]-
module. In addition, if the division ring D is finite-dimensional over its center F, then
D[x] is a bounded hereditary Noetherian prime ring.

Proof. It is well known that D[x] is a principal right (left) ideal domain and its group
of invertible elements U coincideswith the multiplicative group of the division ring D.
In particular, D[x] is a hereditary Noetherian prime ring. We assume that D[x]D[x] is
an automorphism-extendable module. By assumption, dd1 ̸= d1d for some nonzero
elements d, d1 of the division ringD. By Proposition 7.2.12, (d+x)d1 ⊆ Ud. In addition,
U = D \ 0. Therefore, (d + x)d1 = d2(d + x) for some element d2 of the division ring
D. Then d1x = d2x and dd1 = d2d. Therefore, dd1 = d1d. This is a contradiction. We
similarly obtain that the module D[x]D[x] is not automorphism-extendable.
We assume that D has finite dimension over its center F. It is well known that for any
polynomial f ∈ D[x], there exists a polynomial g ∈ D[x] such that fg is a nonzero
polynomial from F[x]; e.g., see [112, 16.9]. Then fg is a nonzero central element of the
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domainD[x], contained in theprincipal right (left) ideal domain fD[x]. Therefore,D[x]
is a bounded hereditary Noetherian prime ring.

7.2.14 Example. Let ℍ be the division ring of Hamiltonian quaternions and let ℝ be
the field of real numbers. Since the noncommutative division ring ℍ is finite-dimen-
sional over its center ℝ, it follows from Proposition 7.2.13 thatℍ[x] is a bounded prin-
cipal right (left) ideal domain that is not an automorphism-extendable right or left
D[x]-module. In particular, ℍ[x] is a bounded hereditary Noetherian prime ring that
is not automorphism-extendable right or left D[x]-module.

7.2.15 The completion of the proof of Theorems 7A and 7B. Theorems 7A and 7B fol-
lows from Theorems 7.1.7 and 7.2.11.

7.2.16 Remark. Since the ring ℤ is an invariant hereditary domain, Theorem 7B also
describes Abelian groups, which are (strongly) automorphism-extendable or endo-
morphism-extendable; see [130].

7.2.17 Theorem ([111, Theorem 3.4, Theorem 3.8]). Let A be a ring and G = G(AA). All
nonsingular quasi-injective right A-modules are injective if and only if the ring A/G is
right strongly semiprime.

7.2.18 Open question. Is it true that every endomorphism-extendable module is
strongly endomorphism-extendable?
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8 Endomorphism-extendable
modules and rings

The main results of this section are Theorems 8A and 8B.

8A Theorem (Tuganbaev [167]). A ring A is a right endomorphism-extendable, right
nonsingular ring if and only if A = B×C, where B is a right injective regular ring, C is a
left invariant, reduced Baer ring and C is a right completely integrally closed subring
of its maximal right rings of fractions Q.

8B Theorem (Tuganbaev [162]). A ring A is right (left) Noetherian ring such that all
cyclic right (left)modules are endomorphism-extendable if andonly ifA = A1×⋅ ⋅ ⋅×An,
where Ai is either a simple Artinian ring or a uniserial Artinian ring, or an invariant
hereditary Noetherian domain, i = 1, . . . , n.

1) M is an automorphism-extendable (strongly automorphism-extendable) module.
2)M is an endomorphism-extendable (strongly endomorphism-extendable) module.
3) EitherM is a quasi-injective singular module orM is an injective module that is not
singular, or M = X ⊕ Y, where X is an injective singular module and the module Y is
isomorphic to nonzero submodule in QA .

Remark. For the completion of the proof of Theorems 8A and 8B, see 8.3.13.

8.1 Strongly endomorphism-extendable modules

8.1.1 Quasicontinuous, CS and C3 modules. AmoduleM is called a CSmodule or a C1
module if every submodule in M is an essential submodule of some direct summand
of the moduleM.
A module M is called a C3 module if X ⊕ Y is a direct summand of M for any direct
summands X and Y of M such that X ∩ Y = 0.
A module M is said to be quasicontinuous [100] or π-injective if the following equiva-
lent conditions hold.
1) Every idempotent endomorphism of any submodule in M can be extended to an
endomorphism of the module M.
2) Every idempotent endomorphism of any submodule in M can be extended to an
idempotent endomorphism of the module M.
3) M is an idempotent-invariant module, i.e., α(M) ⊆ M for every idempotent endo-
morphism α of the injective hull of the module M.
4)M is a CS module and a C3 module.

https://doi.org/10.1515/9783110659825-008
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5)M = ⊕i∈I(M ∩ Qi) for any direct decomposition Q = ⊕i∈IQi of the injective hull Q of
the module M.
6) For any submodule X = X1 ⊕ X2 ⊕ ⋅ ⋅ ⋅ ⊕ Xn of the module M, there exists a direct
decompositionM = M1⊕⊕M2 ⋅ ⋅ ⋅⊕Mn⊕Y of themoduleM such thatMi is an essential
extension of the module Xi, i = 1, 2, . . . n.

Proof. The equivalences 2)⇔ 3)⇔ 4) are proven in [100] and are well known; also
see [166].
The equivalences 3)⇔ 5) and 4)⇔ 6) are directly verified; also see [166].
The implication 2)⇒ 1) is obvious.
The implication 1)⇒ 3) follows from 6.1.4(c).

8.1.2 Quasi-injective, endomorphism-extendable and quasicontinuous modules. a.
If amoduleM is quasi-injective, then it is clear thatM is an endomorphism-extendable
module. In addition,ℤℤ is an endomorphism-extendable module, which is not quasi-
injective.
Indeed, it is directly verified that ℤℤ is an endomorphism-extendable module. The
module ℤℤ is not quasi-injective, since the ℤ-module homomorphism 2ℤℤ → ℤℤ,
2z → z cannot be extended to an endomorphism of the module ℤℤ.
b. IfM is an endomorphism-extendable module, thenM is a quasicontinuousmodule
by 8.1.1. In addition, by 3.3.7(m), there exist quasicontinuous modules that are not
endomorphism-extendable.
c. Every fully invariant submodule of any quasi-injective (resp., endomorphism-
extendable; automorphism-extendable; quasicontinuous) module is a quasi-injec-
tive (resp., endomorphism-extendable; automorphism-extendable; quasicontinuous)
module.
d. A right A-module M is quasicontinuous if and only if M is a quasicontinuous
A/r(M)-module, where r(M) is the annihilator of the module M.
e.Right quasicontinuous domains coincide with right Ore domains (right uniform do-
mains).
f. All submodules of a uniform module are quasicontinuous finite-dimensional mod-
ules.
g. Finite-dimensional modules coincide with modules of finite Goldie dimension and
Goldie dimension are uniquely defined.
h.Quasicontinuous finite-dimensionalmodules are finite direct sums of uniformmod-
ules.
i. Right finite-dimensional domains coincide with right Ore domains.

The assertions of 8.1.2 are well known; most of them are directly verified.
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In [116, Theorem 12], it is proven that every automorphism-invariant module M satis-
fies property C3. In connection to this result, we prove Theorem 8.1.3, where the proof
of the first assertion is similar to the proof of [116, Theorem 12].

8.1.3 Theorem ([176]). LetM bea strongly automorphism-extendablemodule. ThenM
is a C3 module. In addition, ifM is a CSmodule, thenM is a quasicontinuousmodule.

Proof. Let M = A ⊕ A = B ⊕ B and A ∩ B = 0. We have to prove that A ⊕ B is a
direct summand of M. Let π : M → A be the projection with kernel A. There exists a
submodule C inM such that (A+B)∩C = 0 andA⊕B⊕C is an essential submodule inM.
We set D = B⊕C. Then A⊕D = A⊕πD and π|D : D → πD is an isomorphism. Therefore,
1A⊕πD : A⊕D → A⊕πD is an automorphism of themodule A⊕D. SinceM is a strongly
automorphism-extendable module, 1A ⊕ πD can be extended to an automorphism f
of the module M. Since B is a direct summand of the module M, then πB = fB is a
direct summand of the module M. Therefore, πB is a direct summand of the module
A, whence A ⊕ B = A ⊕ πB is a direct summand of the moduleM. Therefore,M is a C3
module.
Now the second assertion follows from the definition of a quasicontinuous module.

8.1.4. In connection to Theorem 8.1.3,we remark thatℤℤ is a strongly automorphism-
extendable quasicontinuous module which is not automorphism-invariant.

8.1.5. Let A be a ring, Q be a right A-module, and letM be an essential submodule in
Q.
a.LetX beamodule, f : X → Q beahomomorphism, and let ushaveahomomorphism
g : X → M such that f coincides with g on f−1(M). Then f(X) ⊆ M.
b. If f is an endomorphism of the module Q and there exists an endomorphism g of
the moduleM such that f coincides with g on M ∩ f−1(M), then f(M) ⊆ M.
c. For any module homomorphism f : X → Q, it is true that f−1(M) is an essential
submodule in X.
d. Q/M is a singular module.
e. If M is a nonsingular module, then Q is a nonsingular module and the kernel of
any nonzero module homomorphism f : X → Q is not an essential submodule in X. In
particular, Q does not have nonzero endomorphisms with essential kernels.

Proof. a.We assume that m = (f − g)(x) ∈ M ∩ (f − g)(M), where x ∈ X. Then

f(x) = (f − g)(x) + g(x) = m + g(x) ∈ M , x ∈ f−1(M) ,
m ∈ (f − g)(f−1(X)) = 0 , M ∩ (f − g)(X) = 0 .

Since Q is an essential extension of the module M, we have (f − g)(X) = 0. Therefore,
f(X) = g(X) ⊆ M.
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b. The assertion follows from a for X = M.
c. Let Y be a nonzero submodule in X. If f(Y) = 0, then 0 ̸= Y ⊆ f−1(0) ⊆ Y ∩ f−1(M).
We assume that f(Y) ̸= 0. Then M ∩ f(Y) ̸= 0, whence 0 ̸= f−1(M ∩ f(Y)) ⊆ f−1(M) and
Y ∩ f−1(M) ̸= 0.
d. Let q ∈ Q and let f : AA → Q be a homomorphism such that f(a) = qa for all a ∈ A.
By c, f−1(M) is an essential right ideal of the ring A. Since f−1(M) is the annihilator of
the element q + X ∈ Q/X, we have that Q/M is a singular module.
e. SinceM∩SingQ = 0 and Q is an essential extension of themoduleM, themodule Q
is nonsingular. If f ∈ Hom(X, Q) and X is an essential extension of the module Ker f ,
it follows from d that Sing(N/Ker f) = N/Ker f ≅ f(N), whence f(N) = Sing(f(N)) ⊆
SingM = 0, f is a nonzero homomorphism.

8.1.6 Strongly endomorphism-extendable modules. We recall that the module M is
said to be strongly endomorphism-extendable if for any submodule X in M, every ho-
momorphism X → M, which maps into itself some essential submodule of X, can be
extended to a homomorphismM → M.
If M is a module with of the injective hull Q, then the following conditions are equiv-
alent.
1)M is a strongly endomorphism-extendable module.
2) f(M) ⊆ M for any endomorphism f of the module Q that maps into itself some
essential submodule of the module M.
3) M is an endomorphism-extendable module and h(M) ⊆ M for any endomorphism
h of the module Q such that Ker h is an essential submodule in Q.

Proof. 1)⇒ 2). Let X be an essential submodule of the moduleM and let f be an endo-
morphism of the module Q such that f(X) ⊆ X. We set Y = M ∩ f−1(M). Then X ⊆ Y, f
induces the homomorphism g1 : Y → M, and g1(X) = f(X) ⊆ X. SinceM is a strongly
endomorphism-extendable module, the homomorphism g1 can be extended to some
endomorphism g of the module M. By 8.1.5(b), f(M) ⊆ M.
2)⇒ 3). We denote by X the essential submodule M ∩ Ker h of the module M. Since
h(X) = 0 ⊆ X, it follows from) that h(M) ⊆ M.
Let X be an essential submodule inM and let g1 be an endomorphism of themodule X.
Since themodule Q is injective, g1 can be extended to an endomorphism f of the mod-
ule Q. By 2), f induces the endomorphism g of the module M, which is an extension
of the endomorphism g1. By 6.1.6(c),M is an endomorphism-extendable module.

8.1.7. Every nonsingular endomorphism-extendable module M is strongly endomor-
phism-extendable.
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Proof. By 8.1.5(e,), the injective hull Q of the nonsingular module M does not have
nonzero endomorphismswith essential kernels. Therefore, the assertion follows from
8.1.6.

8.1.8. A module is said to be locally Noetherian if each of its cyclic submodules is
Noetherian.
An endomorphism f of the module X is said to be locally nilpotent if X = ⋃∞n=1 Ker f n,
i.e., if for any x ∈ X, there exists a positive integer nwith f n(x) = 0. In this case, for any
finitely generated submodules Y in X, there exists a positive integer n with f n(Y) = 0.
Let A be a ring, M be an endomorphism-extendable right A-module, and let Q be the
injective hull of the moduleM.
a. If every essential submodule inM is fully invariant inM, thenM is a strongly endo-
morphism-extendable module.
b. If for any essential submoduleN inM, the factormoduleM/N is semi-Artinian, then
M is a strongly endomorphism-extendable module.
c. If for any m ∈ M and each endomorphism g ∈ EndM with essential in M kernel,
there exists a positive integer n such that gn+1(m) ∈ ∑n

i=0 gi(m)A, then the module M
is strongly endomorphism-extendable.
d. If every endomorphism g ∈ EndM with an essential M kernel is locally nilpotent,
then the moduleM is strongly endomorphism-extendable.
e. If M is a local Noetherian module, then M is a strongly endomorphism-extendable
module.

Proof. Let h be an endomorphism of the injective hull Q of the module M such that
Ker h is an essential submodule in Q. By 8.1.6, it is sufficient to prove that h(M) ⊆ M
in all considered cases a–e.
Let P ≡ M ∩ h−1(M) and N ≡ {m ∈ M | hn(M) ⊆ M for all n ∈ ℕ}. Since N ⊇ M ∩
Ker h, we have that Q and M are essential extensions of the module N. In addition, N
is the largest submodule in M with property h(N) ⊆ N. SinceM is an endomorphism-
extendable module and h(N) ⊆ N, we have that (h − g)(N) = 0 for some g ∈ EndM.
Since g(M ∩ Ker h) = 0, we have g ∈ sgM. We set M = M/N. If M = 0, then M = N,
h(M) ⊆ M and the assertion have been proven in this case.
Now we assume that M ̸= 0. Then (h − g)(N) = 0 and a homomorphism t : M → Q is
correctly defined by the rule t(x + N) = (h − g)(x). Let V ≡ t−1(N) ⊆ M and let V be a
submodule in M such that V ⊇ N and V/N = V . Since Q is an essential extension of
the module M, it follows from 6.2.1(b) that M is an essential extension of the module
V . Therefore, V ̸= 0. In addition, h(V) ⊆ t(V) + g(V) ⊆ N + g(V) ⊆ M. Since V ⊇ N, we
have thatM is an essential extension of V.
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a. By assumption, g(V) ⊆ V. Therefore, h(V) ⊆ N + g(V) ⊆ N + V = V. Since N is the
largest submodule in M with property h(N) ⊆ N, we have V = N. Therefore, V = 0.
This is a contradiction.
b. Since h(V) ⊆ M and h(N) ⊆ N, we have that h induces the homomorphism h : V →
M. SinceM is an essential extension of the module V, it follows from the assumption
that the nonzero module M is an essential extension of its nonzero socle S = S/N,
where N ∈ Lat(S). Since V is an essential submodule in M, we have S ⊆ V, whence
h(S) ⊆ S. Therefore, h(S) ⊆ S. Since N is the largest submodule in M with property
h(N) ⊆ N, we have S = N. Therefore, S = 0. This is a contradiction.
c. Letm ∈ M \N, 0 ̸= m = m+N ∈ M. By assumption, gn+1(m) ∈ ∑n

i=0 gi(m)A for some
n. Since (hi −gi)(N) = 0 for all i, homomorphisms ti : mA → E are correctly defined by
the rule ti(mx) = (hi − gi)(mx), x ∈ A. Let Vi ≡ ti−1(N) ⊆ mA andW ≡ V1 ∩ . . . , ∩Vn ⊆
mA. SinceQ is an essential extension of themoduleM, wehave thatmA is an essential
extension of each of the modules Vi. Therefore, mA is an essential extension of the
moduleW . Then0 ̸= ma ∈ W for some a ∈ A. Therefore, hi(ma) = ti(ma)+gi(ma) ∈ M
for all i = 1, . . . , n and hn+1(ma) ∈ ∑n

i=0 hi(ma)A ∈ M. Then hn+j(ma) ∈ M for all
j ≥ 1. Therefore, hk(ma) ∈ M for all k ≥ 1, ma ∈ N, ma = 0. This is a contradiction.
d. The assertion follows from c.
e. Let X be an arbitrary cyclic submodule in M. By 7.1.8, there exists a positive integer
n = n(X, h) such that hn(X) = 0. Therefore, the assertion follows from d.

8.1.9 Proposition. LetM be a strongly endomorphism-extendablemodule and let S be
the sum of the images of all endomorphisms of the module M with essential kernels.
a. The ideal sgM is contained in the Jacobson radical J(EndM).
b. If M is an essential extension of some quasi-injective module S, then M is a quasi-
injectivemodule. In particular, ifM is an essential extension of a semisimple module,
then M is a quasi-injective module.
c. If M is an essential extension of the module S, then M is a quasi-injective module
andM = G(M).
d. If M is an indecomposable module, then M is a uniform module and either M is a
quasi-injectivemodule andM = G(M) or every nonzero endomorphism of the module
M is a monomorphism and EndM is a domain.

Proof. Let Q be the injective hull of the moduleM.
a. Let h ∈ sgM. Then h(X) = 0 for some essential submodule X in M. Since sgM is an
ideal of the ring EndM, it is sufficient to prove that 1M − h is an automorphism of the
module M. Since the module Q is injective, we have that 1M − h can be extended to
an endomorphism f of the module Q which acts identically on the essential submod-
ule X of the injective module Q. Therefore, f(Q) is an injective essential submodule of
the module Q. Then f is an automorphism of the injective module Q. The inverse au-
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tomorphism f−1 also acts identically on the essential submodule X of the module Q.
Therefore, 1Q − f−1 ∈ sgQ. By 8.1.6, (1Q − f−1)(M) ⊆ M. Then f−1(M) ⊆ M. Therefore,
M ⊂ f(M) = (1M − h)(M) ⊆ M. Then 1M − h is an automorphism of the module M.
b. It is sufficient to prove that f(M) ⊆ M for any endomorphism f of the module Q.
SinceM is an essential extension of the module X, we have that Q is the injective hull
of the quasi-injectivemodule X. Since X is a quasi-injectivemodule, f(X) ⊆ X. By 8.1.6,
f(M) ⊆ M. The second assertion follows from the first assertion and the property that
every semisimple module is quasi-injective.
c. By 8.1.6, h(M) ⊆ M for any h ∈ sg Q. Therefore, ∑h∈sgQ h(Q) = S is an essential
submodule in M. Then Q is the injective hull of the module S. By 6.2.1(d), S ⊆ SingQ
and S is a fully invariant invariant submodule in Q. Therefore, M = G(M) and S is a
quasi-injective module. By b, M is a quasi-injective module.
d. Since M is an indecomposable quasicontinuous module,M is a uniformmodule.
If S ̸= 0, then M is an essential extension of the module S and by b, M is a quasi-
injective module and M = G(M).
We assume that S = 0, i.e., the kernel of each nonzero endomorphism of the module
M is not essential in M. Since M is a uniform module, every nonzero endomorphism
of the moduleM is a monomorphism. Therefore, EndM is a domain.

8.2 Endomorphism-extendable rings

8.2.1 Baer rings. A ring A is called a Baer ring if the following equivalent conditions
hold.
1) For any subset X in A, there exists an idempotent e ∈ A with r(X) = eA.
2) For any subset Y in A, there exists an idempotent f ∈ A with ℓ(Y) = Af .

a. Every Baer ring is (right and left) nonsingular.
b. Every right nonsingular, right quasicontinuous ring A is a Baer ring. In particular,
A is left nonsingular.
c. If M is a quasicontinuous module, then there exists a natural ring isomorphism
from the ring EndM/ sgM onto the direct product of a right injective regular ring and
a reduced ring.
d. Any right nonsingular, right quasicontinuous ring is the direct product of a right
injective regular ring and a right quasicontinuous reduced Baer ring.

Proof. The equivalence 1)⇔ 2) from the definition of a Baer ring is well known and it
is directly verified. For example, let’s prove the implication 1)⇒ 2). By 1), there exists
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an idempotent e ∈ A such that r(ℓ(Y)) = eA. Thenℓ(Y) = ℓ(r(ℓ(Y))) = ℓ(eA) = A(1 − e) .
The assertions ais ad are well known and the assertion a is directly verified.
The assertion b is known; e.g., see [57, 12.2].
The assertion c is known; e.g., see Section 3.1 of the book [131].
The assertion d follows from assertions b and c.

8.2.2 Theorem. IfA is a right endomorphism-extendable regular ring, thenA is a right
injective ring.

Proof. Since A is a right endomorphism-extendable ring, A is a right quasicontinu-
ous ring by 8.1.1. By 8.2.1(d) and 1.3.1(e), A is the direct product of a right injective
regular ring and a normal ring. Therefore, without loss of generality, we can con-
sider only the case where every principal right ideal of the ring A is generated by a
central idempotent. It is sufficient to prove that for an arbitrary right ideal B of the
ring A, every homomorphism f : BA → AA can be extended to a homomorphism
AA → AA. Let b ∈ B. Then bA = eA for some central idempotent e ∈ bA ⊆ B.
Then f(b) = f(be) = f(b)e = ef(b) ∈ B. Therefore, f(B) ⊆ B. Since AA is an endo-
morphism-extendable module, the homomorphism f : BA → AA can be extended to a
homomorphism AA → AA.

8.2.3 Right completely integrally closed subrings and right classically completely
integrally closed subrings. Let Q be a ring and A a unitary subring in Q.
A is said to be right completely integrally closed subring in Q if A contains any element
q ∈ Q such that qB ⊆ B for some essential right ideal B of the ring A.
A is said to be right classically completely integrally closed subring in Q if A contains
any element q ∈ Q such that qna ∈ A for some nonzero divisor a of the ring A and all
positive integers n.
Let A be a ring and Q = Qmax(A) the maximal right ring of fractions¹ of the ring A.
a. If the ring Q is right injective, then A is a right completely integrally closed subring
in Q if and only if A is a right strongly endomorphism-extendable ring.
b. If A is a right nonsingular ring and Q is the maximal right ring of fractions of the
ring A, then A is a right completely integrally closed subring in Q if and only if A is a
(strongly) right endomorphism-extendable ring.

1 The definition and main properties of the ring Qmax(A) are given in many books. For example, see
[62, Section 16] [151, Section 14.4]
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Proof. a. Since the ring Q is right injective, it is well known that QA is the injective hull
of the module AA and the ring EndQA can be naturally identified with the ring Q; e.g.,
see [151, Section 14.4, Proposition 4.1]. Therefore, b follows from 8.1.6.
b.Since the ringA is rightnonsingular, it iswell known that the ringQ is right injective;
e.g., see [62, Theorem 16.12]. Therefore, b follows from a and 8.1.7.

8.2.4 Proposition. Let A be a right Goldie semiprime ring and let Q be the semisimple
Artinian right classical ring of fractions of the ring A (see 7.2.1). The following condi-
tions are equivalent.
1) A is a right classically completely integrally closed subring in Q.
2) A is a right completely integrally closed subring in Q.
3) A is a right strongly endomorphism-extendable ring.
4) A is a right endomorphism-extendable ring.

Proof. By 7.2.1(a), the semiprime right Goldie ring A is right nonsingular. In addition,
the semisimple Artinian ring Q is the maximal right ring of fractions of the ring A by
[62, Theorem16.14]. Therefore, the equivalence of conditions 2, 3 and 4 follows from
8.2.3(b).
1)⇒ 2). Let B be an essential right ideal of the ring A and let q be an element of the
ring Q such that qB ⊆ B. By 7.2.1(a), the essential right ideal B contains some nonzero
divisor b. Since qB ⊆ B, wehave that qnB ⊆ B for all nonnegative integers n. Therefore,
qnb ∈ B ⊆ A for all nonnegative integers n. Since A is a right classically completely
integrally closed subring inQ, wehave that q ∈ Q andA is a right completely integrally
closed subring in Q.
2)⇒ 1). Let Q be an element of the ring Q such that qnb ∈ A for some nonzero divisor
b ∈ A and all nonnegative integers n. We denote by B the right ideal ∑∞n=0 qnbA of
the ring A. Since B contains the nonzero divisor b, we have that B is an essential right
ideal by 7.2.1(a). In addition, qB ⊆ B. Since A is a right completely integrally closed
subring in Q, we have that q ∈ Q and A is a right classically completely integrally
closed subring in Q.

8.2.5 Theorem. For a ring A, the following conditions are equivalent.
1) A is a right endomorphism-extendable, right nonsingular ring.
2) A is a right strongly endomorphism-extendable, right nonsingular ring.
3) A = B×C, where B is a right injective regular ring, C is a left invariant, reduced Baer
ring and C is a right completely integrally closed subring of its maximal right rings of
fractions Q.
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Proof. The implication 1)⇒ 2) follows from 8.1.7.
2)⇒ 3). By 8.1.1, every endomorphism-extendable module is quasicontinuous. There-
fore, it follows from 8.2.1(d) that A = B×C, where B is a right injective regular ring and
C is a right strongly endomorphism-extendable Baer reduced ring. By 8.2.3(b), C is a
right completely integrally closed subring in Q. By 3.3.7(f), C is a left invariant ring.
The implication 3)⇒ 1) follows from 8.2.3(b).

8.2.6 Corollary. For a ring A, the following conditions are equivalent.
1) A is a right endomorphism-extendable, right nonsingular indecomposable ring.
2) A is a right strongly endomorphism-extendable, right nonsingular indecomposable
ring.
3) Either A is a right injective regular indecomposable ring or A is a left invariant, right
and left Ore domain which is a right classically completely integrally closed subring
of its classical division ring of fractions Q.

Proof. The implication 3)⇒ 1) follows from Proposition 8.2.4.
The implication 1)⇒ 2) follows from 8.1.7.
2)⇒ 3). By Theorem 8.2.5, A is either a right injective regular indecomposable ring or a
left invariant indecomposable Baer reduced ringwhich is a right completely integrally
closed subring of its maximal right rings of fractions Q. It is sufficient to consider only
the second case. The left invariant normal indecomposable Baer ring A is a left in-
variant domain. By 8.1.2(e), A is a right and left Ore domain. Let Q be the classical
division ring of fractions of the domain A. By Proposition 8.2.4, A is a right classically
completely integrally closed subring in Q.

8.2.7 Theorem. Let A be a right endomorphism-extendable ring.
a. If every essential right ideal of A is an ideal, then A is a right strongly endomor-
phism-extendable ring.
b. If for any essential right idealN of the ring A, themodule A/N is semi-Artinian, then
A is a right strongly endomorphism-extendable ring.
c. If for any element a ∈ A and eachelement s ∈ SingAA, there exists a positive integer
n such that sn+1a ∈ ∑n

i=0 siaA, then A is a right strongly endomorphism-extendable
ring.
d. If every element of the ideal SingAA is nilpotent, then A is a right strongly endo-
morphism-extendable ring.
e. If A is a right Noetherian ring, then A is a right strongly endomorphism-extendable
ring.

Theorem 8.2.7 follows from 8.1.8.
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8.2.8. Let A be a right strongly endomorphism-extendable ring.
a. SingAA ⊆ J(A).
b. If A has an essential quasi-injective right ideal, then the ring A is right injective. In
particular, ifA hasanessential semisimple right ideal, then the ringA is right injective.
c. If SingAA is an essential right ideal of the ring A, then the ring A is right injective.

8.2.8 follows from Proposition 8.1.9(a)–8.1.9(c) and 6.1.1(e).

8.2.9 Theorem. For a ring A, the following conditions are equivalent.
1) A is a right strongly endomorphism-extendable ring without nontrivial idempo-
tents.
2) Either A is a right injective, right uniform local ring and J(A) = SingAA is a non-
zero ideal or A is a left invariant, right and left Ore domain that is a right classically
completely integrally closed subring of its classical division ring of fractions.

Proof. The implication 2)⇒ 1) follows from Corollary 8.2.6.
1)⇒ 2). Since A is a ring without of nontrivial idempotents, AA is an indecomposable
module. By Proposition 8.1.9(d), A is a right uniform ring and either A is right quasi-
injective and AA = G(AA) or A is a domain. By Corollary 8.2.6, it is sufficient to con-
sider the case, where the ring A is right quasi-injective. By 6.1.1(e), A is a right injective
ring. Then J(A) = Sing AA [63, Theorem 19.27]. Since A is a right injective ring without
nontrivial idempotents, A is a local ring.

8.3 Rings with endomorphism-extendable cyclic modules

8.3.1. For a module M, the following conditions are equivalent.
1) M is an endomorphism-liftable module and each of its factor modules is endomor-
phism-extendable.
2)M is an endomorphism-extendablemodule and each of its submodules is endomor-
phism-liftable.

Proof. 1)⇒ 2). Let N be a submodule in M, f be an endomorphism of the the factor
module N = N/P, and let h : M → M/P be the natural epimorphism. Since M/P is
an endomorphism-extendable module, f can be extended to an endomorphism g of
the module M/P. Since M is an endomorphism-liftable module, gh = hg for some
g ∈ EndM. Therefore, g(N) ⊆ N. Then g induces f ∈ End(N) and f hN = hN f , where
hN : N → N/P is the natural epimorphism. Therefore, N is an endomorphism-liftable
module.
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2)⇒ 1). Let M/P be an arbitrary factor module, h : M → M/P be the natural epimor-
phism, N/P be a submodule in M/P, hN be the restriction of h to N, and let ̄f be an
endomorphism of the module N/P. By assumption, N is an endomorphism-liftable
module. Therefore, there exists an endomorphism f of the module N with ̄f hN = hN f .
Since M is an endomorphism-extendable module, the endomorphism f can be ex-
tended to an endomorphism g of the moduleM/P and g(P) = f(P) ⊆ P. Since g(P ⊆ P,
we have that g induces the endomorphism ḡ of the module M/P, which is an exten-
sion of the endomorphism ̄f of the module N/P. Therefore,M/P is an endomorphism-
extendable module.

8.3.2 Rings with quasicontinuous cyclic modules. Let A be a ring such that all cyclic
right A-modules are quasicontinuous. The following properties are familiar, e.g.,
see [167] or [57, 14.7].
A = B × C, where B is a semisimple Artinian ring, C = C1 × ⋅ ⋅ ⋅ × Cn and all Ci are right
uniform rings;
The ring Ci is local if and only if Ci is a right uniserial ring.
If all cyclic right A-modules are quasi-injective, then for any i it is true that Ci is a right
injective, right and left uniserial, right and left invariant ring and J(Ci) is a nil ideal.
8.3.3 Proposition. For a ring A, the following conditions are equivalent.
1) Every cyclic right A-module is endomorphism-extendable.
2) A is a right endomorphism-extendable ring and every right ideal of the ring A is
endomorphism-liftable.
3) A = B × C, where B is a semisimple Artinian ring, C = C1 × ⋅ ⋅ ⋅ × Cn and all Ci are
right uniform rings, in which all right ideals are endomorphism-liftable.
4) A = B × C, where B is a semisimple Artinian ring, C = C1 × ⋅ ⋅ ⋅ × Cn and all Ci are
right uniform rings such that all cyclic A-modules are endomorphism-extendable.

Proof. The projective module AA is an endomorphism-liftable. Therefore, the equiva-
lences 1)⇔ 2) and 3)⇔ 4) follow from 8.3.1.
The implication 4)⇒ 1) is directly verified.
1)⇒ 4). Since every endomorphism-extendable module is quasicontinuous, all cyclic
right A-modules are quasicontinuous. By 8.3.2, A = B × C, where B is a semisimple
Artinian ring, C = C1 × ⋅ ⋅ ⋅ × Cn and all Ci are right uniform rings. It is clear that all
cyclic right Ci-modules are endomorphism-extendable.

8.3.4 Proposition. For a ring A, the following conditions are equivalent.
1)A is a right strongly endomorphism-extendable ring and every cyclic rightA-module
is endomorphism-extendable.
2) A is a right strongly endomorphism-extendable ring and every right ideal of the ring
A is endomorphism-liftable.
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3) A = A1 × ⋅ ⋅ ⋅ × An and for every Ai, each right ideal of the ring Ai is endomorphism-
liftable and either Ai is a simple Artinian ring or Ai is a right uniserial, right injective
ring, and J(A) coincides with nonzero ideal SingAA or Ai is a left invariant, right and
left Ore domain which is right classically completely integrally closed subring of its
classical division ring of fractions.

Proof. The equivalence 1)⇔ 2) follows from 8.3.3.
The implication 3)⇒ 2) follows from Corollary 8.2.6.
2)⇒ 3). By Proposition 8.3.3, it is sufficient to consider the case where A is a right uni-
form ring.
If A is a domain, it follows from Corollary 8.2.6 that A is a left invariant, right and
left Ore domain, which is a right classically completely integrally closed subring of its
classical division ring of fractions.
Weassume thatA is not a domain. SinceA is a rightuniform ringwith left zerodivisors,
SingAA is an essential right ideal. ByTheorem8.2.9,A is a right injective, rightuniform
local ring and J(A) = SingAA is a nonzero ideal. By 8.3.2, A is a right uniserial ring.

8.3.5 Rings that are integral over their centers. A ring A is said to be integral over its
center if for any element s ∈ A, there exist central elements c1, . . . , cn of the ring A
such that sn+1 = ∑n

i=0 sici.

If a ring A is integral over its center, then the following conditions are equivalent.
1)A is a right strongly endomorphism-extendable ring and every cyclic rightA-module
is endomorphism-extendable.
2) A is a right strongly endomorphism-extendable ring and every right ideal of the ring
A is endomorphism-liftable.
3) A = A1 × ⋅ ⋅ ⋅ × An and for every Ai,each right ideal of the ring Ai is endomorphism-
liftable and either Ai is a simple Artinian ring or Ai is a right uniserial, right injective
ring and J(A) coincides with the nonzero ideal SingAA or Ai is a left invariant, right
and left Ore domain which is right classically completely integrally closed subring of
its classical division ring of fractions.
8.3.5 follows from Proposition 8.3.4 and Theorem 8.2.7(c).

8.3.6 Theorem. If all essential right ideals of a ring A are ideals, then the following
conditions are equivalent.
1) Every cyclic right A-module is endomorphism-extendable.
2) A = A1 × ⋅ ⋅ ⋅ × An and for every Ai, we have that every right ideal of the ring Ai is
endomorphism-liftable and either Ai is a simple Artinian ring or Ai is a right invariant,
right uniserial, right injective ring and J(A) coincides with the nonzero ideal SingAA,
or Ai is an invariant domain, which is a right classically completely integrally closed
subring of its classical division ring of fractions.
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Proof. The implication 2)⇒ 1) follows from Proposition 8.3.4.
1)⇒ 2). Proposition 8.3.3 argues the casewhere A is a right uniform ring. Then all non-
zero right ideals of the ring A are essential. Since all essential right ideals of the ring A
are ideals, the right uniform ring A is right invariant. By Theorem 8.2.7(a), A is a right
strongly endomorphism-extendable ring. Now we use Proposition 8.3.4.

We need the following well known projectivity criterion.

8.3.7 Dual basis lemma. For a module M, the following conditions are equivalent.
1)M is a projective module.
2) There exist a subset {mi}i∈I ⊆ M and a set {fi}i∈I of homomorphisms fi : M → AA
such thatm = ∑i∈I mifi(m) for anym ∈ M, where fi(m) = 0 for almost of all subscripts
i.
3) There exist a system {mi}i∈I of generators of the moduleM and a set {fi}i∈I of homo-
morphisms fi : M → AA such that m = ∑i∈I mifi(m) for any m ∈ M, where fi(m) = 0
for almost all subscripts i.

Proof. 1)⇒ 2). By 6.1.1(j), we can assume thatM ⊕ P = QA, where QA is a free module
with basis {xi}i∈I. Let gi : xiA → AA be isomorphisms such that g(xi) = 1, t : Q → M
be the projection with kernel P, mi ≡ t(xi), hi : Q → xiA be a natural projections, and
let fi ≡ gihi |M : M → AA. We consider m ∈ M. There exists a finite subset J ⊆ I such
that m = ∑i∈J xiai. Since∑

i∈J
mifi(m) = ∑

i∈J
migi(hi(m)) = ∑

i∈J
migi(xiai) = ∑

i∈J
miai = m ,

the sets {mi}i∈I and {fi}i∈I have the required properties.
2)⇒ 3). Sincem = ∑i∈I mifi(m) for all m ∈ M, the set {mi}i∈I generates M.
3)⇒ 1). LetQA bea freemodulewithbasis {xi}i∈I, ui : AA → xiA be isomorphisms such
that ui(1) = xi, and let t : Q → M be an epimorphism such that t(xi) = mi for any i ∈ I.
Wedefine a homomorphism f : M → Q by the rule f(m) = ∑i∈I ui(fi(m)) = ∑i∈I xi fi(m).
It can be verified that f is well-defined. Then(tf)(m) = t(∑

i∈I
xi fi(m)) = ∑

i∈I
mifi(m) = m .

Therefore, tf = 1M and the module M is isomorphic to a direct summand of the free
module Q. By 6.1.1(j), M is a projective module.

8.3.8. Let A be a unitary subring of the ring B, M be a submodule of the module BA,
and let there exist m1, . . . ,mn ∈ M and b1, . . . , bn ∈ B such that 1 = ∑n

i=1mibi and
biM ⊆ A for all i. Then M = ∑n

i=1miA is a projective n-generated module.

Proof. Let f1, . . . , fn : MA → AA be homomorphisms such that f(m) = bim form ∈ M.
Then m = ∑n

i=1mifi(m) for any m ∈ M and the assertion follows from 8.3.7.
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8.3.9 ([149]). If A is a left semihereditary ring and for any positive integer n and the
ring of all of n×nmatrices does not contain an infinite set of orthogonal idempotents,
then A is a right semihereditary ring.

8.3.10 Proposition. Let A be a right endomorphism-extendable ring such that all its
right ideals are π-projective.
a. In the ring A, for any right ideals B and C, there exist two elements x, y ∈ A such
that

x(B + C) ⊆ B , y(B + C) ⊆ C , xB + yC ⊆ B ∩ C ,(x + y − 1)(B + C) ⊆ B ∩ C , B + C = (x + y)(B + C) + B ∩ C ,(B + C) ∩ r(x + y) ⊆ B ∩ C .

b. For any two right ideals B and C of the ring A, there exist elements s, t ∈ A such
that s + t = 1 and sB + tC ⊆ B ∩ C.
c. If d1, . . . , dn are nonzero divisors of the ring A and D = ∑n

i=1 Adi, then the finitely
generated left ideal D is a projective left A-module.
d. If A is a domain, then A is a left invariant, right and left semihereditary, right and
left Ore domain.

Proof. a.We setM = B + C. SinceMA is a π-projective module, it follows from 8.3.1(b)
that there exist homomorphisms f : M → B and g : M → C such that

f(B) + g(C) ⊆ B ∩ C , (f + g − 1M)(M) ⊆ B ∩ C ,
M = (f + g)(M) + B ∩ C , Ker(f + g) ⊆ B ∩ C .

Since f , g are endomorphisms of the right idealM of the right endomorphism-extend-
able ring A, there exist elements x, y ∈ A such that f(m) = xm ∈ B and g(m) = ym ∈ C
for all m ∈ M. Therefore,

xM ⊆ B , yM ⊆ C , xB + yC ⊆ B ∩ C ,(x + y − 1)M ⊆ B ∩ C , M = (x + y)M + B ∩ C ,
M ∩ r(x + y) ⊆ B ∩ C .

b. By a, there exist elements x, y ∈ A such that xB + yC ⊆ B∩ C and (x+ y−1)(B+ C) ⊆
B ∩ C. We set s = y, t = 1 − y = x − (x + y − 1). Then

s + t = 1 , sB + tC ⊆ yB + xC + (x + y − 1)C ⊆ B ∩ C .

c. By 3.3.7(g), A has the left classical ring of fractions Q and diAdi−1 ⊆ A for any non-
zero divisor di. Therefore, d1 ⋅ ⋅ ⋅ ⋅ ⋅ dndi−1 ≡ ai ∈ A for all i. All ai are nonzero divisors
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in A. Therefore, ai−1 ∈ Q. By a, for the right ideals an−1A and anA, there exists an
element tn−1 ∈ A such that(1 − tn−1)an−1A + tn−1anA ≡ Bn−1 ⊆ an−1A ∩ anA .

By a, for the right ideals an−2A and Bn−1, there exists an element tn−2 ∈ A such that(1 − tn−2)an−2A + tn−2Bn−1 ≡ Bn−2 ⊆ an−2A ∩ Bn−1 ⊆ an−2A ∩ an−1A ∩ anA .

We assume that k < n − 1 and we have the right ideal Bn−k ⊆ ∩k
i=0an−iA. By a, for the

right ideals an−k−1A and Bn−k there exists an element tn−k−1 ∈ A such that(1 − tn−k−1)an−k−1A + tn−k−1Bn−k ≡ Bn−k−1 ⊆ an−k−1A ∩ Bn−k ⊆ ∩k
i=0an−iA .

Finally, there exists an element t1 ∈ A such that

B1 = (1 − t1)a1A + t1B2 ⊆ a1A ∩ B2 ⊆ ∩n−1
i=0 an−iA = ∩n

i=1aiA ,

B1 = (1 − t1)a1A + t1((1 − t2)a2A + t2((1 − t3)a3A + . . . tn−1anA) . . . )= (1 − t1)a1A + t1(1 − t2)a2A + t1t2(1 − t3)a3A + . . .+ t1t2 . . . tn−2(1 − tn−1)anA + t1t2 . . . tn−1anA ⊆ ∩n
i=1aiA ,(1 − t1)a1 ∈ ∩n

i=1aiA , t1(1 − t2)a2 ∈ ∩n
i=1aiA ,

t1t2(1 − t3)a3 ∈ ∩n
i=1aiA , . . . ,

t1t2 . . . tn−1an ∈ ∩n
i=1aiA .

Let (1 − t1)a1 = ai f1i = b1 , t1(1 − t2)a2 = ai f2i = b2 , . . . ,

t1t2 . . . tn−1an = aifni = bn , M ≡ n∑
i=1

Aai−1 ⊆ Q .

Then∑n
i=1 biai−1 = 1. In addition, for any bj, we have

Mbj = n∑
i=1

Aai−1bj = n∑
i=1

Aai−1ai fji = n∑
i=1

Afji ⊆ A ⊆ M .

By 8.3.8, the module AM is projective. Therefore,

AD = n∑
i=1

Adi(d1 ⋅ ⋅ ⋅ ⋅ ⋅ dn)−1d1 ⋅ ⋅ ⋅ ⋅ ⋅ dn = n∑
i=1

Aai−1d1 ⋅ ⋅ ⋅ ⋅ ⋅ dn == AMd1 ⋅ ⋅ ⋅ ⋅ ⋅ dn ≅ AM ,

whence AD is a projective module.
d. By c, A is a left semihereditary domain. By Corollary 8.2.6, A is a left invariant,
right and left Ore domain with a classical division ring of fractions Q. For any positive
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integer n, the ring Qn of all n× nmatrices over the division ring Q does not contain an
infinite set of orthogonal idempotents. Therefore, its subring An does not contain an
infinite set of orthogonal idempotents. By 8.3.9, A is a right semihereditary domain.

8.3.11. Let A be the direct product of Artinian uniserial rings. It is well known and is
directly verified that A is an invariant ring such that every cyclic A-module is quasi-
injective.

8.3.12 Theorem. For a ring A, the following conditions are equivalent.
1) A is a right Noetherian ring such that all cyclic right A-modules are endomorphism-
extendable.
2) A is a left Noetherian ring such that all cyclic left A-modules are endomorphism-
extendable.
3) A = A1 × ⋅ ⋅ ⋅ × An, where Ai is either a simple Artinian ring or a uniserial Artinian
ring, or an invariant hereditary Noetherian domain, i = 1, . . . , n.

Proof. It is sufficient to prove the equivalence of conditions 1) and 3).
1)⇒ 3). By Theorem 8.2.7(e), A is a right strongly endomorphism-extendable ring. By
Proposition 8.3.4, it is sufficient to consider the case, where eitherA is a right uniserial,
right injective ring or A is a left invariant domain.
We assume that A is a right uniserial, right injective ring. Since A is a right Noetherian
right injective ring, A is an Artinian ring [63, Theorem 24.5]. By Theorem 6.1.10, all
cyclic right A-modules are quasi-injective. By 8.3.2, A is both right and left uniserial,
and right and left invariant ring.
We assume that A is a left invariant domain. Since A is a right Noetherian, left invari-
ant ring, we have that A is a left Noetherian ring. By Proposition 8.3.10(d), A is a right
and left semihereditary domain. The right and left Noetherian, right and left semi-
hereditary domain A is a hereditary domain. By 7.2.3(c), A is an invariant hereditary
Noetherian domain.
3)⇒ 1). By Proposition 8.3.3,we can assume that A is either a uniserial Artinian ring or
an invariant hereditary Noetherian domain. LetM be a nonzero cyclic right A-module.
If A is a uniserial Artinian ring, then M is an endomorphism-extendable module by
8.3.11.
We assume that A is an invariant hereditary Noetherian domain. IfM is a nonsingular
module, then M is a uniformmodule andM is an endomorphism-extendable module
by Theorem 7.2.11. If the cyclic module M is not a nonsingular, then M has nonzero
annihilator B. By 7.2.3(c), A/B is a finite direct product of invariant uniserial Artinian
rings. By 8.3.11, M is a quasi-injective A/B-module. Therefore, M is a quasi-injective
A-module. In particular,M is an endomorphism-extendable module.
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8.3.13 The completion of the proof of Theorems 8A and 8B. Theorems 8A and 8B fol-
low from Theorems 8.2.5 and 8.3.12, respectively.

8.3.14 Open question. Let A be a ring such that every cyclic right A-module is en-
domorphism-extendable. Is it true that every cyclic left A-module is endomorphism-
extendable?
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9 Automorphism-invariant modules and rings

The main results of this section are Theorems 9A, 9B, 9C and 9D.

9A Theorem (Tuganbaev [185]). Let A be a right strongly semiprime ring. If X is a right
A-module and there exists an essential right ideal B of the ring A such that X is injec-
tive with respect to the module BA, then X is an injective module.

9B Theorem (Tuganbaev [189]). If A is a ring with right Goldie radical G, then the fol-
lowing conditions are equivalent.
1) Every nonsingular right A-module X, which is injective with respect to some essen-
tial right ideal of the ring A, is an injective module.
2) A/G is a right strongly semiprime ring.

9C Theorem (Tuganbaev [189]). For a ring Awith right Goldie radicalG, the following
conditions are equivalent.
1) A/G is a semiprime right Goldie ring.
2) Any direct sum of automorphism-invariant nonsingular right A-modules is an au-
tomorphism-invariant module.
3) Any direct sum of automorphism-invariant nonsingular right A-modules is an in-
jective module.

9D Theorem (Tuganbaev [186]). A ring A is a right automorphism-invariant, right
nonsingular ring if and only if A = S × T, where S is a right injective regular ring and
T is a strongly regular ring that contains all invertible elements of its maximal right
ring of fractions.

Remark. The completion of the proof of Theorems 9A–9D is given in 9.2.6.

9.1 Automorphism-invariant modules

9.1.1. Let A be a ring and Y a nonsingular right A-module. If {yi}i∈Y, |I| ≥ 2, is a subset
of the module Y such that Hom(Yi , Yj) = 0 for any submodules Yi ⊆ yiA and Yj ⊆ yjA
for all i ̸= j, then there exists a set {Bi}i∈I of nonzero right ideals of the ring A such that
for any i, the right A-module Bi is isomorphic to a submodule in yiA and BiBj = 0 for
all i ̸= j.

Proof. In I, wefixdistinct subscripts i and j. By 6.2.3(f), there exist nonzero right ideals
Bi and Bj of the ring A such that yiA contains a nonzero submodule Yi that is isomor-
phic to the rightA-moduleBi, and yjA contains anonzero submoduleYj that is isomor-
phic to the right A-module Bj. By assumption, Hom(Yi , Yj) = 0. ThenHom(Bi , Bj) = 0,
since Bi ≅ Yi and Bj ≅ Yj. For any element bj ∈ Bj, a homomorphism from Bi into Bj is

https://doi.org/10.1515/9783110659825-009
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defined by the rule x → bjx, x ∈ Bi. Since Hom(Bi , Bj) = 0, we have bjBi = 0, whence
BiBj = 0.

9.1.2. Let A be a ring and letM be a nonsingular automorphism-invariant A-module.
a. [60, Theorem 3, Theorem 6]. There exists a direct decomposition M = X ⊕ Y such
that X is a quasi-injective nonsingular module, Y is a square-free¹ nonsingular auto-
morphism-invariantmodule, themodules X, Y are injectivewith respect to eachother,
any sum of closed submodules of the module Y is an automorphism-invariant mod-
ule, Hom(X, Y) = Hom(Y, X) = 0 and Hom(Y1, Y2) = 0 for any submodules Y1 and Y2
in Y with Y1 ∩ Y2 = 0.
b. If Y is a square-free direct summandof themoduleM and Y is an essential extension
of direct sum of uniformmodules, then Y is an essential extension of a quasi-injective
module Z that is the direct sum of uniform quasi-injective modules.
c. If Y is a finite-dimensional square-free direct summand of the module M, then Y is
an essential extension of a quasi-injective module, which is the finite, direct sum of
uniform quasi-injective modules.
d. If Y is a square-free direct summand of the module M which is not finite-dimen-
sional, then there exists an infinite set {Bi}∞i=1 of nonzero right ideals of the ring A
such that BiBj = 0 for all i ̸= j.
e. IfA is a finite subdirect product of prime rings andY is a square-freedirect summand
of the module M from a, then Y is a finite-dimensional module which is an essential
extension of quasi-injective modules Y1 ⊕ ⋅ ⋅ ⋅ ⊕ Yn, where all Yi are quasi-injective
uniformmodules.
f. If the ring A is right strongly semiprime and Y is a square-free direct summand of
the module M from a, then Y is an injective module.
g. If the factor ring A/G(AA) is right strongly semiprime and Y is a square-free direct
summand of the moduleM from a, then Y is an injective module.

Proof. a. The assertion has been proven in [60, Theorem 3, Theorem 6].
b. By assumption, Y is an essential extension of direct sum of uniformmodules Yi, i ∈
I. For every i, the uniformmodule Yi is an essential submodule of some closed uniform
submodule Zi of themoduleY.We set Z = ∑i∈I Zi. Then Z = ⊕i∈IZi and Y is an essential
extension of themodule Z. By a, Z is an automorphism-invariantmodule. In addition,
Z is the direct sum of uniform modules. By 6.1.13(b), the module Z is quasi-injective.
All uniform direct summands Zi of the quasi-injective module Z are quasi-injective.
c. The finite-dimensional module Y is an essential extension of the finite direct sum
of uniformmodules. By b, Y is an essential extension of a quasi-injectivemodule that
is the finite direct sum of uniform quasi-injective modules.

1 AmoduleM is said to be square-free ifM does not have nonzero submodules X ⊕ Y such that X ≅ Y.
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d. Since the module Y is not finite-dimensional, Y contains the infinite direct sum⊕∞i=1yiA of nonzero cyclic submodules. For any distinct positive integers i, j and ar-
bitrary submodules Yi ⊆ yiA, Yj ⊆ yjA, we have Yi ∩ Yj ⊆ yiA ∩ yjA = 0, whence
Hom(Yi , Yj) = 0 by a. By 9.1.1, there exists a set {Bi}∞i=1 of nonzero right ideals of the
ring A such that for any positive integer i, the right A-module Bi is isomorphic to a
submodule in yiA and BiBj = 0 for any i ̸= j.
e. By c, it is sufficient to prove that Y is a finite-dimensional module. We assume the
contrary. By d, there exists an infinite set {Bi}∞i=1 of nonzero right ideals of the ring A
such that BiBj = 0 for all i ̸= j. Since A is a finite subdirect product of prime rings,
there exists a finite set {Pk} ∑n

k=1 prime ideals of the ring A such that P1 ∩ ⋅ ⋅ ⋅ ∩ Pn = 0.
For all i, we have Bi ̸= 0; in addition, P1 ∩ ⋅ ⋅ ⋅ ∩ Pn = 0. Therefore, for any positive
integer i, there exists a prime ideal Pα(i) ∈ {Pi}ni=1 such that Bi is not contained in
Pα(i). Since Pα(i) is a prime ideal and BiBj = 0 ⊆ Pα(i) for all j ̸= i, we have that Bj is
contained in Pα(i) for all j ̸= i. In addition, Bj is not contained in Pα(j). This implies that
all ideals Pα(i) are distinct. This contradicts the property that {Pk} ∑n

k=1 is a finite set.
f. Since the ring A is right strongly semiprime,A is the finite subdirect product of prime
rings, see [86, Theorem 1]. By e, Y is an essential extension of some quasi-injective
of the module Y. By Theorem 7.2.17, all nonsingular quasi-injective right A-modules
are injective. Therefore, Y is an injective essential submodule of the module Y. Then
Y = Y and the module Y is injective.
g. Since the module Y is nonsingular, G(Y) = 0. Then YG(AA) ⊆ G(M) = 0. Therefore,
Y is a natural right A/G(AA)-module. It is directly verified that Y is a nonsingular
square-free A/G(AA)-module. With the use of 6.1.3, it is verified that Y is an auto-
morphism-invariant A/G(AA)-module. Since the factor ring A/G(AA) is right strongly
semiprime, it follows from e that Y is an injective A/G(AA)-module. Therefore, Y is a
quasi-injective A-module. By Theorem 7.2.17, Y is an injective A-module.

9.1.3 Theorem. Let A be a ring with right Goldie radical G(AA). The following condi-
tions are equivalent.
1) All automorphism-invariant nonsingular right A-modules are injective.
2) A/G(AA) is a right strongly semiprime ring.

Proof. The implication 1)⇒ 2) follows from Theorem 7.2.17 and the property that every
quasi-injective module is an automorphism-invariant.
2)⇒ 1). Let M be a automorphism-invariant A–nonsingular right module. By 9.1.2(a),
there exists a direct decompositionM = X ⊕ Y such that X is a quasi-injectivemodule,
Y is a square-free nonsingular automorphism-invariant module. By 9.1.2(g), Y is an
injective module. By Theorem 7.2.17, the module X is injective. Then M = X ⊕ Y is an
injective module.
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9.1.4 Remark. A nonsingular automorphism-invariant module is not necessarily
quasi-injective; see the example VIII(c) from the introduction.

9.1.5. Let A be a ring, X be a nonsingular nonzero right A-module, {Ci | i ∈ I} be the set
of all of nonzero right ideals of the ring A such that every nonzero submodule A-mod-
ule Ci is not isomorphic to a submodule of the module X, and let {Dj | j ∈ J} be the set
of all nonzero right ideals Dj of the ring A such that Dj is isomorphic to submodule of
the module X. We set C = ∑i∈I Ci, D = ∑j∈J Dj and B = C + D.
a. For any submodule C of the module CA, every homomorphism f : CA → X is the
zero homomorphism.
b. The module X is injective with respect to the module CA.
c. B is an essential right ideal of the ring A.
d. If the module X is quasi-injective, then X is injective with respect to the essential
right ideal B.

Proof. a. We assume that f ̸= 0. Since X is a nonsingular module and C/Ker f ≅
f(C) ⊆ X, we have that Ker f is not an essential submodule in CA. There exists a non-
zero element c ∈ C with cA ∩ Ker f = 0. The nonzero submodule cA of the module C

is isomorphic to the nonzero submodule f(cA) of the module X. Therefore, f(c) ̸= 0.
There exists a finite subset K in I such that c = ∑k∈K ck and ck ∈ Ck for all k ∈ K.
Since f(c) ̸= 0, we have that f(ck) ̸= 0 for some k ∈ K ⊆ I. Therefore, ckA is a nonzero
submodule A-module Ck that is isomorphic to a nonzero submodule of the module X.
This contradicts the property that Ck ∈ {Ci | i ∈ I}.
b. The assertion follows from a.
c.We assume that B is not an essential right ideal. Then B ∩ E = 0 for some nonzero
right ideal E. Then C ∩ E = 0 and D ∩ E = 0. Since C ∩ E = 0, we have E ∉ {Ci | i ∈ I}.
Therefore, there exists a nonzero submodule E1 of the module E that is isomorphic to
a submodule of the module X. Then E1 ∈ {Dj | j ∈ J}. Therefore, E1 ⊆ D ∩ E = 0. This is
a contradiction.
d. Since X is a quasi-injective module, X is injective with respect to anymodule which
is isomorphic to a submodule of the module X. Therefore, X is injective with respect
to each the A-module Dj. By 6.1.1(f), the module X is injective with respect to the mod-
ule DA . In addition, X is injective with respect to the module CA by b. By 6.1.1(f), the
module X is injective with respect to the module C + D = B.

9.1.6 Theorem. Let A be a right strongly semiprime ring and X a right A-module. If
there exists an essential right ideal B of the ring A such that X is injective with respect
to the module BA, then X is an injective module.

Proof. By 7.1.3(a), X is injectivewith respect to themodule (AB)A , where AB is an ideal
generated by right ideal B. Since B is an essential right ideal and B ⊆ AB, the ideal
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AB is an essential right ideal. Since A is a right strongly semiprime ring, the ideal AB
contains a finite subset K = {k1, . . . , kn with the zero right annihilator r(K). Since
r(K) = r(k1)∩ ⋅ ⋅ ⋅ ∩ r(kn) = 0, the module AA is isomorphic to a submodule of the direct
sum of n of copies of the module (AB)A . In addition, the module X is injective with
respect to the module (AB)A . By 6.1.1(d), the module X is injective.

9.1.7 Example. In connection to Theorem 9.1.6, we remark that there exist a finite
commutative ring A, an essential ideal B of the ring A and a noninjective B-injective
A-module X. We denote by A, B and X the finite commutative ring ℤ/4ℤ, the ideal
2ℤ/4ℤ, and the module BA, respectively. Then B is an essential ideal and the module
X is injective with respect to BA. Since X is not a direct summand in AA, we have that
X is not an injective module.

9.1.8 Corollary. For a ring A, the following conditions are equivalent.
1) A is a right strongly semiprime ring.
2) Every right A-module, which is injective with respect to some essential right ideal
of the ring A, is an injective module and A is right nonsingular.

Corollary 9.1.8 follows from Theorem 9.1.6 and the property that every right strongly
semiprime ring is right nonsingular [86].

9.1.9. Let A be a ring, G = G(AA) be the right Goldie radical of the ring A, h : A → A/G
be the natural ring epimorphism, and let X be a nonsingular right A-module.
a. If B is an essential right ideal of the ring A, then h(B) is an essential right ideal of
the ring h(A).
b. If B is a right ideal of the ring A such that G ⊆ B and h(B) is an essential right ideal
of the ring h(A), then B is an essential right ideal of the ring A.
c.MG ⊆ G(M) for any right A-module M.
d. XG = 0 and a natural h(A)-module X is nonsingular. In addition, if Y is an arbitrary
nonsingular right A-module, then YG = 0 and the h(A)-module homomorphisms Y →
X coincidewith theA-modulehomomorphismsY → X. Consequently, theA-moduleX
is Y-injective if and only if the h(A)-module X is Y-injective. The essential submodules
of the h(A)-module X coincide with the essential submodules of the A-module X.
e. X is an injective h(A)-module if and only if X is an injective A-module.
f. Xh(A) is an essential extension of direct sum of uniform modules if and only if XA is
an essential extension of direct sum of uniformmodules.
g. XA is an essential extension of somemodule, which is the direct sum of submodules
such that each of the submodules is isomorphic to some nonzero right ideal of the
ring A.
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h. If the ring A is right finite-dimensional, then XA is an essential extension of some
module which is the direct sum of submodules such that each of the submodules is
isomorphic to some nonzero uniform right ideal of the ring A.
i. If the ring h(A) is right finite-dimensional, then Xh(A) is an essential extension of
some module, which is the direct sum of submodules such that each of the submod-
ules is isomorphic to some nonzero uniform right ideal of the ring h(A).
Proof. a. We assume that h(B) is not an essential right ideal of the ring h(A). Then
there exists a right ideal C of the ring A such that C properly contains G and h(B) ∩
h(C) = h(0). Since h(B) ∩ h(C) = h(0), we have B ∩ C ⊆ G. Since C properly contains
the closed right ideal G, we have that CA contains a nonzero submodule D such that
D ∩ G = 0. Since B is an essential right ideal, B ∩ D ̸= 0 and (B ∩ D) ∩ G = 0. Then
h(0) ̸= h(B ∩ D) ⊆ h(B) ∩ h(C) = h(0). This is a contradiction.
b. We assume that B is not an essential right ideal of the ring A. Then B ∩ C = 0 for
some nonzero right ideal C of the ring A and G∩C ⊆ B∩C = 0. Therefore, h(C) ̸= h(0).
Since h(B) is an essential right ideal of the ring h(A), we have that h(B) ∩ h(C) ̸= h(0).
Let h(0) ̸= h(b) = h(c) ∈ h(B) ∩ h(C), where b ∈ B and c ∈ C. Then c − b ∈ G ⊆ B.
Therefore, c ∈ B ∩ C = 0, whence h(c) = h(0). This is a contradiction.
c. For any element m ∈ M, the module mGA is a Goldie radical module, since mGA
is a homomorphic image of the Goldie radical module G. Therefore, mG ⊆ G(M) and
MG ⊆ G(M).
d. By c, XG = 0. We assume that x ∈ X and xh(B) = 0 for some essential right ideal
h(B), where B = h−1(h(B)) is the complete pre-image of h(B) in the ring A. By b, B is
an essential right ideal of the ring A. Then xB = 0 and x ∈ Sing X = 0. Therefore, X is
a nonsingular h(A)-module. The remaining part d is directly verified.
e. Let R be one of the rings A, h(A) and let M be a right R-module. By 6.1.1(e), the
module M is injective if and only if M is injective with respect to the module RR. Now
the assertion follows from 4.
f. The assertion follows from d.
g. LetM be the set of all submodules of the module X that are direct sums of modules
isomorphic to a right ideal of the ringA. The setM is nonempty by 6.2.3(f). There exists
a partial order inM such that for anyM,M ∈ M, the relationM ≨ M is equivalent to
the property thatM = M ⊕ N for some N ∈ M. By the Zorn lemma, the setM contains
at least one maximal element K.
We assume that K is not an essential submodule of the module X. Then there exists a
nonzero submodule L of the nonsingular module X with K ∩ L = 0. By 6.2.3(f), there
exists a nonzero right ideal B of the ring A such that the module BA is isomorphic to
some submodule L of the module L. This contradicts the property that K is amaximal
element of the setM.
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h. Since the ring A is right finite-dimensional, every nonzero right ideal of the ring A
is an essential extension of the finite direct sum of nonzero uniform right ideals. Now
the assertion follows from g.
i. The assertion follows from f and h.

9.1.10 Theorem. Let A be a ring and G = G(AA). The following conditions are equiva-
lent.
1) Every nonsingular right A-module X that is injective with respect to some essential
right ideal of the ring A, is an injective module.
2) Every quasi-injective nonsingular right A-module X that is injective with respect to
some essential right ideal of the ring A, is an injective module.
3) Every quasi-injective nonsingular right A-module is an injective module.
4) A/G is a right strongly semiprime ring.

Proof. The implication 1)⇒ 2) is obvious.
The implication 2)⇒ 3) follows from 9.1.5(d).
The equivalence of 3) and 4) follows from Theorem 7.2.17.
4)⇒ 1). Let R be one of the rings A, A/G and M is a right R-module. By 6.1.1(e), the
module M is injective if and only ifM is injective with respect to the module RR.
Let h : A → A/G be the natural ring epimorphism and let X be a nonsingular right
A-module that is injective with respect to some essential right ideal B of the ring A.
By 9.1.9(d), XG = 0 and X is a natural nonsingular h(A)-module. By 9.1.9(a), h(B) is an
essential right ideal of the ring h(A). By 9.1.9(d), the module X is injective with respect
to h(B). By Theorem 9.1.6, X is an injective h(A)-module. By 9.1.9(e), X is an injective
A-module.

9.1.11. Let A be a ring with right Goldie radical G(AA) and M is an automorphism-
invariant nonsingular right A-module which is an essential extension of direct sum of
uniformmodules.
a. M is an essential extension of some quasi-injective nonsingular module K that is
the direct sum of uniformmodules, closed in M.
b. If the factor ring A/G(AA) is a right strongly semiprime ring, then M is an injective
module.

Proof. a. By 9.1.2(a),M = X ⊕ Y, where X is a quasi-injectivemodule, Y is an automor-
phism-invariant square-free module. Therefore, we can assume thatM is an automor-
phism-invariant square-free module. Since M is an essential extension of the direct
sum of uniform submodules, M is an essential extension of some module K which is
the direct sum of uniform closed submodules Ki in M, i ∈ I. By 9.1.2(a), K is an auto-
morphism-invariant module. By 6.1.13(b), K is a quasi-injective module.
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b. By a,M is an essential extension of some quasi-injective nonsingular module K. By
Theorem 7.2.17, K is an injective essential submodule of the module M. Therefore, K
is an essential direct summand of the module M. Then M = K and M is an injective
module.

9.1.12. Let A be a ring with right Goldie radical G(AA) and M is an automorphism-
invariant nonsingular right A-module. If the factor ring A/G(AA) is a semiprime right
Goldie ring, then M is an injective module.

Proof. By 9.1.9(i),M is an essential extension of direct sum of uniformmodules. In ad-
dition, the semiprime rightGoldie ring A/G(AA) is a right strongly semiprime ring [86].
By 9.1.11(b),M is an injective module.

9.1.13 Theorem ([189]). For a ring A with right Goldie radical G(AA), the following
conditions are equivalent.
1) A/G(AA) is a semiprime right Goldie ring.
2) Any direct sum of automorphism-invariant nonsingular right A-modules is an au-
tomorphism-invariant module.
3) Any direct sum of automorphism-invariant nonsingular right A-modules is an in-
jective module.

Proof. The implications 3)⇒ 2)⇒ 1) are obvious.
1)⇒ 3). Let M be a direct sum of automorphism-invariant nonsingular right A-mod-
ules Mi, i ∈ I. By 9.1.11, all modules Mi are injective. By Theorem 9.1.10, M is a quasi-
injective module. By Theorem 7.2.17, M is an injective module.

9.1.14 Corollary ([116, Theorem 18]). If A is a semiprime right Goldie ring, then all au-
tomorphism-invariant nonsingular right A-modules are injective.

9.2 Automorphism-invariant rings

9.2.1. Let A be a right nonsingular ring with maximal right ring of fractions Q.
a. Q is a right injective regular ring, Q can be naturally identified with the ring EndQA,
and QA is the injective hull of the module AA .
b. The ring A is right automorphism-invariant if and only if A contains all invertible
elements of the ring Q.
c. If all closed right ideals of the ring A are ideals, then A is a reduced ring and Q is a
right and left injective, strongly regular ring.
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Proof. a. The assertion is well known; e.g., see [141, Section 3.3.].
b. The assertion follows from a.
c. Let x ∈ A, x2 = 0 and let B be a ∩-complement of the right ideal xA in AA. Then B ∩
xA = 0, B⊕ xA is an essential right ideal, and B is a closed right ideal. By assumption,
B is an ideal. Therefore, xB ⊆ B ∩ xA = 0 and x(B ⊕ xA) = 0. Then x = 0, since the
ring A is right nonsingular. Then A is a reduced ring such that all closed right ideals
of A are ideals. Consequently, Q is a right and left injective, strongly regular ring [151,
Chapter 12, 5.2–5.4.].

9.2.2. If A is a right automorphism-invariant, right nonsingular ring, then A = S × T,
where S is a right injective regular ring and T is a strongly regular ring that contains
all invertible elements of its maximal right ring of fractions.

Proof. In [60, Theorem 7, Theorem 8, Example 9], it is proven that if A is a right non-
singular, right automorphism-invariant ring, then A = S × T, where the ring S is right
injective, TT is a square-free module, any sum of closed right ideals of the ring T is a
two-sided ideal that is an automorphism-invariant right T-module, and for any prime
ideal P of the ring T that is not essential in TT, the factor ring T/P is a division ring.
By 9.2.1(a), A = S × T, where S is a right injective regular ring, T is a right automor-
phism-invariant, right nonsingular ring, and every closed right ideal of the ring T is
an ideal. By 9.2.1(c), T is a reduced ring. Let Q be the maximal right ring of fractions
of the ring T. By 9.2.1(c), T is a reduced ring and Q is a right and left injective, strongly
regular ring. To prove that T is a strongly regular ring, it is sufficient to prove that an
arbitrary element t of the ring T is the product of a central idempotent by an invertible
element. Since t is an element of the strongly regular ring Q, we have t = eu, where
e is a central idempotent of the ring Q and u is an invertible element of the ring Q.
By 9.2.1(b), T contains all invertible elements of the ring Q. Therefore, u ∈ T. Then
e = tu−1 ∈ T and every element of the ring T is a product of a central idempotent by
an invertible element.

9.2.3 Theorem ([186]). For a ring A, the following conditions are equivalent.
1) A is a right automorphism-invariant, right nonsingular ring.
2) A is a right automorphism-invariant regular ring.
3) A = S × T, where S is a right injective regular ring and T is strongly regular ring
which contains all invertible elements of its maximal right ring of fractions.

Proof. The implication 1)⇒ 3) follows from 9.2.2.
The implication 3)⇒ 2) follows from the property that the direct product of the regular
rings S and T is a regular ring.
The implication 2)⇒ 1) follows from the property that every regular ring is right and
left nonsingular.
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9.2.4 Corollary ([186]). If A is a right automorphism-invariant, right nonsingular in-
decomposable ring, then A is a right injective ring.

Corollary 9.2.4 follows from Theorem 9.2.3 and the property that every strongly regular
indecomposable ring is a division ring; consequently, it is a right injective ring.

9.2.5 Corollary ([186]). Let A be a right automorphism-invariant, right nonsingular
ring that does not contain an infinite set of nonzero central orthogonal idempotents.
Then A is a right injective ring.

Corollary 9.2.5 follows fromCorollary 9.2.4 and the property that every ringwhichdoes
not contain an infinite set of nonzero central orthogonal idempotents, is the finite di-
rect product of indecomposable rings.

9.2.6 The completion of the proof of Theorems 9A–9D. Theorems 9A–9D follow from
Theorems 9.1.6, 9.1.10, 9.1.13 and 9.2.3.

9.2.7 Open question. Describe right automorphism-invariant group rings.

9.2.8 Open question. Describe right automorphism-extendable (resp., endomor-
phism-extendable) group rings.
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