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This project, Productivity in Higher Education, came out of long discussions 
among National Bureau of Economic Research (NBER) economists, espe-
cially those who study colleges and universities. We, as a group, believe that 
our understanding of how productive these institutions are has been recently 
transformed by much better data, to which we can apply much better analy-
sis. As a group, we believe we can be much more helpful to higher education 
policy makers than in previous years. We believe we can provide them with 
the evidence and tools they need in order to engage in meaningful self- 
evaluation and evidence- based planning. Our main concern, as economists 
who work in this area, is that we are getting far out in advance of leaders in 
higher education—that is, while these leaders believe that many questions 
cannot be answered or analyzed, we economists are confi dent that they are 
wrong in this regard. Specifi cally, although their intentions are excellent, 
they do not recognize the pace of advance in the economics of higher educa-
tion. We economists are determined to give them the full advantage of our 
data and tools, even if  we have to argue them into the idea that it is possible 
to be much better informed.

When we, as a group of NBER economists, took our arguments to NBER 
president James Poterba, he enthusiastically set us on the path toward writ-
ing this book and hosting the two conferences related to it. We thank him 
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Alfred P. Sloan Foundation and Michael McPherson, then of the Spencer 
Foundation. (McPherson has recently retired from Spencer but remains 
active in higher education policy.) Goroff  and McPherson contributed to 
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Our Enterprise

One of us (Hoxby) recalls a meeting, not so long ago, in which university 
leaders and faculty were discussing a vast project that cost at least nine 
fi gures. The costs were discussed in great detail. As the discussion neared 
its end, Hoxby fi nally asked, “But what are the benefi ts of the project? Is its 
ratio of benefi ts to costs high, or would it be better to allocate the funds to 
more productive uses?” These questions startled the group for two reasons. 
First, those assembled had fallen into the habit of associating the merit of 
a project with its costs, not its ratio of benefi ts to costs (its productivity). 
Second, most thought it absurd even to consider measuring benefi ts. These 
two reasons were related: because most believed that it was impossible to 
measure benefi ts, they routinely focused on costs. Indeed, these habits are 
not limited to university staff . When higher education experts were asked 
which was the best institution, they tended to suggest a costly one and cite 
its high spending as evidence of its quality.

To economists at least, it seems unnatural to think so much about costs 
but so little about the productivity of a sector, higher education, that plays 
such a crucial role in the economy and society. For any society- wide question 
that involves allocating resources between some other sector, such as health 
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2    Caroline M. Hoxby and Kevin Stange

care, and higher education, we need to know the sectors’ relative productiv-
ity. When judging whether the market for higher education generates good 
incentives or, rather, is plagued by market failures that allow institutions to 
be grossly ineffi  cient, we need to know productivity. When assessing govern-
ment policies, such as grants or loans, that subsidize students, we need to 
know the productivity of the investments these policies facilitate. To allocate 
a budget effi  ciently among their institution’s many activities, higher educa-
tion leaders need to understand productivity. When students decide whether 
and where to attend college, they need to know whether those investments 
will be productive. Thus, at every level of  decision- making (social, insti-
tutional, individual), the productivity of  higher education investments is 
crucial.

This volume, Productivity in Higher Education, is the result of a concerted 
eff ort by National Bureau of Economic Research scholars to advance the 
frontier of knowledge about productivity in higher education. The timing 
of this push is not accidental. Rather, it is the result of newly available data 
that allow us to assess benefi ts much better and analyze costs better as well. 
The new data come from administrative sources and therefore tend to be 
accurate. They also tend to be population data, not a sample. These attri-
butes of the data are crucial for many of the studies in this volume. It is not 
merely that the better data make the fi ndings more precise or permit other-
wise infeasible empirical strategies, though they do both of these. Crucially, 
they allow researchers to ask questions that simply could not have been 
asked previously. This expansion of the frontier of questions we can cred-
ibly answer meets a heightened demand for these answers from students, 
parents, and policy makers. We think it is fair to say that the productivity of 
higher education institutions—from large elite research universities to small 
for- profi t colleges—has never been under greater scrutiny than right now. 
In short, this is an exciting and opportune time for research on productivity 
in higher education.

This is not to say that the enterprise is without challenges. Some of these 
challenges recur so often among the studies in this volume that it is worth-
while enumerating them now. The fi rst challenge is multiple outcomes. 
Higher education potentially aff ects skills, earnings, invention, altruism, 
employment, occupations, marriage, and many other outcomes. Even if  we 
have data on all such outcomes, how are researchers to prioritize them for 
analysis? A related diffi  culty is the “multiproduct” nature of institutions of 
higher education. Even the simplest institutions usually have several degree 
programs, and large research universities conduct a bewildering array of 
activities across numerous major domains: undergraduate teaching, profes-
sional programs, doctoral advising, research, medical experimentation, and 
so on. Any study of higher education must prioritize which activities to ana-
lyze and make thoughtful decisions about how to allocate costs asso ciated 
with resources, such as infrastructure, that are shared by several activities. 
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The third recurrent challenge, which can be formidable, is selection on stu-
dents’ aptitude and prior achievement. By the time they arrive at the door 
of a postsecondary institution, students are already greatly diff erentiated. 
Indeed, students who attend the most- selective universities have arguably 
learned as much by the end of  the eighth grade as have the high school 
graduates who attend the least selective institutions. Any study that credits 
the most- selective institutions with the incoming preparation of its students 
will greatly exaggerate the productivity of  those institutions. Similarly, a 
study might exaggerate the productivity of an institution if  it draws students 
from richer backgrounds and these backgrounds have an independent eff ect 
on future outcomes. A fourth recurrent challenge is attribution. Students 
who attend nonselective institutions often initially enroll at one school, take 
some classes at another, and fi nally fi nish at a third. Students who attend 
highly selective colleges do not “roam” so much as undergraduates, but 
they often pursue graduate education. All these layers of education aff ect a 
person’s outcomes, making attribution to any one institution diffi  cult. A fi fth 
recurrent challenge is the public nature of some potential benefi ts of higher 
education. Public benefi ts range from students learning from one another 
(at the micro end) to research fi ndings that benefi t all mankind (at the macro 
end). While these benefi ts may be measurable, it is often diffi  cult to trace 
them to their source. A fi nal recurrent issue is that there are always at least 
a few perspectives from which to assess productivity. There is the view of 
society as a whole, personifi ed as the social planner who takes into account 
all the benefi ts of higher education, including public ones, but also takes into 
account all the costs, regardless of who pays for them or how. Then there 
is the view of a government: Will its current spending on higher education 
generate suffi  cient future tax revenue to balance the books? Finally, there 
is the view of students. They may care little about public benefi ts and will 
surely focus on costs they pay themselves versus those funded by taxpayers 
or philanthropists.

In common, the studies in this volume confront these challenges. Each 
study deals with them diff erently, and that is part of what makes the col-
lection interesting. Together, the studies constitute a concise course in 
approaches to overcoming these challenges. But is there anything that these 
approaches share?

First, all the studies in this volume are resolutely practical when approach-
ing the challenges mentioned above. The authors refuse to give up on mea-
suring benefi ts or costs simply because the measures are imperfect. They 
make smart choices or, when the choice is not obvious, adopt a pluralistic 
attitude and off er several reasonable measures as alternatives. When the 
authors choose which outcomes to prioritize, they pay attention to those that 
appear to matter most to those who fi nance higher education. The authors 
are also practical in consistently focusing on institutions’ “core business,” the 
activities that are most important to the schools they are studying. (These 
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4    Caroline M. Hoxby and Kevin Stange

are not necessarily the same activities for, say, a for- profi t online institution 
versus a selective research university.)

Second, the studies in this volume are scrupulous about diff erentiating 
between evidence that is credibly causal and evidence that is only correla-
tional. Each study devotes great eff ort to developing an empirical strategy 
that can produce results that can confi dently be identifi ed as causal. Some 
of the studies use the equivalent of randomized controlled trials. Others rely 
on natural experiments. Others must rely on nonexperimental and descrip-
tive analysis. Regardless, all the studies are frank about which results can 
confi dently be given a causal interpretation and which should be read more 
cautiously.

Finally and most importantly, all the studies draw deeply on economic 
reasoning. Prior work on productivity in higher education has not used 
economics to structure hypotheses and evidence. But at least in the United 
States, economics does apply to the higher education sector. Institutions do 
function in markets. They encounter prices set by others and set prices them-
selves. They face incentives, and their workers act in accord with incentives. 
Institutions cannot set faculty salaries or tuition arbitrarily but are con-
strained by supply and demand. Their nontuition sources of revenue (grants, 
gifts, appropriations, patent revenues) also depend, in a fairly systematic 
way, on their producing certain outcomes. Students may be less informed 
investors than is optimal, but they do make choices among institutions and 
decide whether to stay enrolled or leave. In short, higher education has its 
own labor markets, its own investors, and its own industrial organization. 
By drawing systematically on insights from labor economics, fi nance, and 
industrial organization, researchers make much more progress than would 
otherwise seem possible. (Admittedly, the analysis would be easier if  all 
institutions of higher education shared a straightforward objective function 
such as maximizing profi ts.)

The Challenges Are Not Unique to Higher Education

We enumerated fi ve major challenges to understanding productivity in 
higher education: multiple outcomes, the multiproduct nature of institu-
tions, selection, attribution, and the public nature of some potential ben-
efi ts. In a very insightful follow- up to this introduction, in chapter 1, “What 
Health Care Teaches Us about Measuring Productivity in Higher Educa-
tion,” Douglas Staiger explains how the same challenges plague the study 
of productivity in health care. By showing us the parallels, he clarifi es each 
challenge and allows us to see it at a 1,000- foot view, not a view too close for 
acumen. Moreover, he lays out how health care research has addressed each 
challenge, thereby giving us highly practical guidance. We encourage readers 
to read Staiger’s contribution as a second introduction that will organize 
their thinking on all subsequent chapters.
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What We Learned

In chapter 2, “The Productivity of US Postsecondary Institutions,” Caro-
line Hoxby attempts to compute the productivity of the vast majority of 
undergraduate programs in the United States. In the process, she addresses 
several of the key issues that plague studies of productivity in higher educa-
tion. For instance, she argues that the multiple outcomes problem cannot 
be evaded but can be addressed by presenting results based on a variety 
of outcomes. The study emphasizes productivity results based on earnings 
(because these matter disproportionately for the fi nancial stability of the 
postsecondary sector) but also shows productivity results based on public 
service and innovative contributions.

The study’s most important advance is a proposed remedy for the selec-
tion problem that is based on comparing the outcomes of students who are 
extremely similar on incoming achievement (test scores, grades) and who, 
crucially, apply to the same postsecondary institutions, thus demonstrating 
similar interests and motivation. This approach employs all the possible 
quasi experiments in which a student “fl ips a coin” between schools that have 
nearly identical selectivity or in which admission staff  “fl ip a coin” between 
students with nearly identical achievement. This quasi- experimental remedy 
is intuitive and credible, but it also generates extraordinary data require-
ments. Thus this study gives us our fi rst example of how having better data 
allows us to pursue empirical and econometric strategies that would other-
wise be out of bounds.

The longitudinal data in this study allow Hoxby to compute lifetime edu-
cational costs (private and social) and predict lifetime benefi ts.

The study’s most important fi nding is that when earnings are used to 
measure benefi ts, the productivity of a dollar is fairly similar across a wide 
array of selective postsecondary institutions. This result is striking because 
the most- selective schools spend several times as much per pupil as schools 
that are only modestly selective. That is, educational resources and students’ 
capacity to use those educational resources are rising in a suffi  ciently parallel 
way that productivity is roughly fl at—even though selectivity and resources 
both rise fairly dramatically. This result indicates that there are no easy gains 
to society from, say, taking a dollar away from the most- selective institutions 
and giving it to somewhat less- selective ones. Also, this result suggests that 
market forces compel some amount of effi  ciency among selective institu-
tions. However, Hoxby also fi nds that compared to selective institutions, 
nonselective postsecondary institutions are less productive on average and 
vary greatly in their productivity. This result implies that market forces 
exert little discipline on such schools, allowing nonproductive institutions 
to attract students even when they are located side by side with much more 
productive ones.

Interestingly, the study also concludes that market forces do not discipline 
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6    Caroline M. Hoxby and Kevin Stange

postsecondary institutions if  public service is used as the measure of institu-
tional output: selective schools that enroll very similar students and cost very 
similar amounts diff er substantially on their contributions to public service.

The multiple outcomes problem is also tackled by Veronica Minaya and 
Judith Scott- Clayton in chapter 3, “Labor Market Outcomes and Post-
secondary Accountability: Are Imperfect Metrics Better Than None?” This 
chapter exemplifi es the relentless practicality described as a prime virtue 
of studies in this volume. Minaya and Scott- Clayton put themselves in the 
shoes of policy makers who want to assess their state’s institutions but who 
can access only the data that could likely be made available. They use an 
impressive database that contains demographics (race, ethnicity, sex, age), 
zip code at initial enrollment, and full postsecondary transcripts for all stu-
dents who enrolled in a public institution in one of the most populous US 
states over an 8- year period. They then follow the students for 10 years in 
the state’s employment, unemployment, and earnings records. They face 
realistic constraints, such as students being “lost” if  they transfer to private 
colleges or move out of state.

What could a policy maker learn about institutions’ productivity from 
such data? Minaya and Scott- Clayton’s fi rst key fi nding is that transcript 
data are insuffi  cient. While transcript data allow them to construct pro-
ductivity measures based on credits earned and degree attainment, schools’ 
rankings change substantially when outcomes based on labor market data 
are added. This indicates that the skills students learn are not fully sum-
marized by what their transcripts say, especially if  we weigh skills by how 
employers value them. Moreover, Minaya and Scott- Clayton fi nd that there 
are important improvements in knowledge about productivity if  we do not 
merely rely on early labor market–based measures (earnings and employ-
ment in initial jobs) but observe the whole fi rst decade of a student’s career.

The authors’ other key fi nding is that productivity measures are prob-
lematic if  they do not adjust for students’ demographics and the socio-
demographics of the zip code from which they come. Unadjusted measures 
overstate the productivity of institutions that draw students whose incoming 
demographics likely give them advantages in college and in fi nding initial 
jobs. Tellingly, adjusted short- term measures are more correlated with long- 
term labor market outcomes. This is a classic test of whether a measure truly 
records value added or whether it refl ects incoming diff erences (selection). 
The reason this test works is that incoming diff erences, such as whether a 
student grew up in a richer family, are valued less by the labor market over 
time, whereas skills are valued as much or more over time (Altonji and 
Pierret 2001).

A similar test is used by Evan Riehl, Juan E. Saavedra, and Miguel Urqui-
ola, who analyze administrative data that includes, remarkably, learning out-
comes. For chapter 4, “Learning and Earning: An Approximation to College 
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Value Added in Two Dimensions,” they draw on data from Colombia, a 
country with a vigorous market for higher education that is not dissimilar 
to that of the United States. Importantly, Colombian students’ learning is 
assessed by standardized examinations not only before they enter universi-
ties but also when they exit. Although the exit examinations are partially 
fi eld- specifi c, parts of the preentry and exit examinations are designed to 
measure progress on a core set of skills. Thus the exams generate natural, 
learning- based measures of institutional value added. As a result, Riehl, Saa-
vedra, and Urquiola assemble a uniquely comprehensive set of outcomes: 
outcomes based on transcripts (which provide important outcomes such as 
degree completion but are hard to compare across institutions); outcomes 
based on earnings and employment; and outcomes based on measures of 
learning that are standardized across institutions. We cannot overempha-
size how singular this situation is. It is not merely that other researchers 
lack data like these: measures of standardized learning gains do not exist 
in other contexts.

Riehl, Saavedra, and Urquiola demonstrate that college productivity based 
on learning measures produces something quite diff erent from productivity 
based on earnings, especially initial earnings. Learning- based measures are 
more highly correlated with long- term earnings than they are with initial 
earnings. As in Minaya and Scott- Clayton, this suggests that learning refl ects 
long- term value added, while initial earnings more heavily refl ect students’ 
precollege characteristics. The authors confi rm this by showing that produc-
tivity measures based on initial earnings favor schools that recruit students 
from affl  uent backgrounds and whose curricula stress business and vocational 
fi elds. Productivity measures based on learning favor schools that enroll high- 
aptitude students (regardless of their income background) and that stress the 
sciences, social sciences, and arts (the traditional liberal curriculum). Riehl, 
Saavedra, and Urquiola’s analysis thus provides a cautionary tale for perfor-
mance systems based entirely on graduation rates or initial earnings—the 
metrics that are currently popular (see Minaya and Scott- Clayton).

So far, we have only discussed how productivity diff ers among institu-
tions. However, it could potentially diff er substantially by fi eld or program 
within each institution. Joseph G. Altonji and Seth D. Zimmerman, in chap-
ter 5, “The Costs of and Net Returns to College Major,” analyze whether 
productivity within an institution diff ers by college major. They begin by 
noting that people have often thought that they have answered this ques-
tion when they have simply examined the initial earnings of graduates by 
college major. There are a few reasons why such a simplistic exercise does 
not suffi  ce. For instance, there is substantial selection into majors: students 
with higher college aptitude tend to major in certain fi elds, and their higher 
earnings cannot be attributed entirely to their fi eld. Also, the relationship 
between initial earnings and lifetime earnings varies by major. Engineering 
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majors, for instance, have high initial earnings but subsequently experience 
unusually slow earnings growth.1 However, Altonji and Zimmerman inves-
tigate a third and completely diff erent explanation as to why initial earnings 
by college major are not a reliable guide to productivity by major: diff erent 
majors cost diff erent amounts, and costs are the denominator in any calcula-
tion of productivity.

The reason why cost diff erences between majors have rarely, if  ever, been 
systematically analyzed is because even administrators often lack infor-
mation on how much their school spends educating a history major, say, 
as opposed to a chemistry major. For want of  data, administrators and 
researchers alike have therefore assumed costs are the same across majors. 
However, using uniquely detailed administrative data for all Florida pub-
lic institutions, Altonji and Zimmerman show that this assumption is 
false: majors that are intensive in equipment, space, or faculty (especially 
highly paid faculty) can be dramatically more costly on a per- student basis. 
Ex amples are engineering and health sciences. The least- expensive majors 
require no equipment, need no dedicated space, have large classes, and have 
modestly paid faculty. An example is psychology. The authors show that if  
we consider costs, the productivity fi ndings are very diff erent from what we 
might conclude from a naive look at initial earnings. Strikingly, the ratio 
of initial earnings to costs is similar in majors with high earnings and high 
costs (such as engineering) and modest earnings and modest costs (such as 
public administration). The majors with the highest ratios of initial earn-
ings to costs are ones such as business that have relatively high earnings but 
relatively low costs.

Few if  any higher education leaders use data like that of Altonji and Zim-
merman to make similarly sophisticated calculations of how productivity 
varies across majors. But perhaps they use less- formal, quantitative means 
to reach similar conclusions? If  so, we might expect that they reallocate 
resources toward more- productive majors and away from less- productive 
ones. This is one of the important questions addressed Paul N. Courant and 
Sarah Turner in chapter 6, “Faculty Deployment in Research Universities.”

In addition to the US Department of Education’s administrative database 
that covers all research universities, Courant and Turner use internal data 
from two important public research universities.2 The latter data, the likes of 
which are rarely available to researchers, allow them to study the productivity 
of individual faculty in an incredibly detailed way. For instance, they know 
how many students are in each class and whether it is taught by a faculty 
member alone or with the help of nonfaculty instructors, graduate students, 
and so on. Their measure of teaching productivity is novel: essentially, how 

1. For evidence on these points, see Hoxby (2018).
2. The database is the Integrated Postsecondary Education Data System. It is, in fact, used 

to some extent by every study in this volume, a demonstration of its ubiquitous value.
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many students are produced by each dollar of faculty pay. This measure 
makes sense if  each student generates about the same amount of revenue.3

Courant and Turner fi rst demonstrate that faculty diff er greatly in both 
their research productivity and their teaching productivity. These diff erences 
occur across universities, across fi elds within a university, and across faculty 
within a fi eld within a university.

This is a fascinating fi nding, but what explains it? Here, Courant and 
Turner demonstrate how economic reasoning can guide hypotheses. They 
argue that faculty in diff erent fi elds must be paid diff erent amounts because 
their outside labor market opportunities diff er. For instance, an economics 
or business professor’s pay outside of academia would be high relative to 
that of a classics professor’s. Moreover, the authors argue, it is very diffi  cult 
for universities to reallocate either students or faculty across fi elds to equal-
ize productivity. Given that universities compete for students in a market 
and students choose their fi elds based on factors that include later remu-
neration, universities cannot plausibly force students to major in undersub-
scribed fi elds simply to raise faculty productivity there. Universities cannot 
re allocate faculty easily for reasons that are both more mechanical and more 
economically subtle. As a mechanical matter, a professor who is expert in 
chemistry is not prepared to conduct research or teach courses that require 
expertise in history or vice versa. (Of course, a university can gradually 
reallocate its faculty by slowing hiring in some fi elds and accelerating it in 
others. Courant and Turner show that universities do this to some extent.) 
But even if  a university could easily reallocate its faculty to equalize produc-
tivity fully, it has incentives not to do so but rather to protect a critical mass 
of expertise in all fi elds. A research university that failed to comprehend 
all fi elds of knowledge would have diffi  culty attracting philanthropic and 
government support.

Constrained by the labor market, the market for students, and the market 
for support, how can universities align faculty pay and faculty productivity? 
Courant and Turner show that they do this (perhaps as much as they can) 
by allowing larger class sizes and more nonfaculty teaching in fi elds where 
faculty are expensive. Faculty who are more productive researchers are allo-
cated less undergraduate teaching and more time for research—compensat-
ing diff erentials for their not taking jobs outside of academia. On the whole, 
one comes away from the study with the impression that, though constrained 
in many and complex ways, universities maximize productivity more than 
one might think based on their reluctance to conduct formal analyses.

3. This measure of teaching productivity applies less well to the most selective private insti-
tutions for two reasons. First, revenue diff ers greatly across students because they pay more 
diff erentiated tuition, because gifts are associated much more with some students than others, 
and because no revenue comes from state appropriations (which tend to be made on a fl at per- 
student basis). Second, a faculty member’s infl uence on the world is less likely to run through 
mass teaching than through instructing relatively few but stellar students.
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Pieter De Vlieger, Brian Jacob, and Kevin Stange, in chapter 7, “Measur-
ing Instructor Eff ectiveness in Higher Education,” examine similar issues, 
but in a very diff erent part of the postsecondary market: the for- profi t sector 
where online course- taking is prevalent and institutions focus almost entirely 
on teaching, especially the teaching of elemental college courses. This sector 
also diff ers greatly from the research university and selective college sec-
tors because the for- profi t institutions’ objectives are fairly unidimensional 
(profi ts) and because 100 percent of their revenue comes from tuition (as 
opposed to philanthropy or government appropriations). For- profi t institu-
tions therefore only have incentives to operate programs that attract students 
and that can be taught at a low- enough cost to turn a profi t. Furthermore, 
their students tend to be intent on receiving educational credentials in order 
to raise their earnings as opposed to having more- complex goals, such as 
becoming liberally educated, earning a top professional degree (medical, 
for instance), or learning to conduct research. In short, we should think of 
the University of Phoenix, the institution the authors study, as facing very 
diff erent economic incentives and constraints than research universities and 
selective colleges.

De Vlieger, Jacob, and Stange estimate instructor productivity in college 
algebra, a course required of all students in the University of Phoenix’s bac-
calaureate programs. They observe more than 300,000 students and 2,000 
instructors, a testament to the size of the institution. Using internal admin-
istrative data, the authors show that the assignment of students to teachers is 
virtually random once they condition on the identity of the course, section, 
level, and student characteristics. Thus they analyze what is essentially a 
randomized controlled trial and, as a result, produce highly credible results.

De Vlieger, Jacob, and Stange show that the algebra instructors vary 
greatly in their productivity. A 1 standard- deviation increase in their value 
added translates into a 0.3 standard- deviation increase in students’ math 
skills. Variation is also great when instructors’ productivity is measured by 
students’ taking follow- up courses or earning subsequent credits. Interest-
ingly, instructors’ productivity varies more for in- person than online courses. 
Put another way, if  students want to obtain instruction that has maximum 
value added, they must do it in person because the online experience sup-
presses variation in instructional value added.4 This result has important 
implications, to which we return below.

De Vlieger, Jacob, and Stange’s most striking result, from the econom-
ics perspective, is that the University of Phoenix pays these highly variant 
instructors exactly the same amount. Thus performance diff erences translate 
directly to large productivity diff erences across instructors. This is not because 
the institution is constrained to do so: its instructors are on short- term con-

4. Of course, if  students wanted to experience unusually low instructional quality, they might 
also seek out in- person settings.
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tracts and are not unionized. Of course, it is possible that the institution, 
having learned from the study, will henceforth make pay more diff erentiated. 
Alternatively, the result suggests that the institution’s profi ts are more purely 
a function of its total enrollment than they are a function of its students’ 
success in acquiring skills or attaining credentials. If  the sort of students 
who consider nonselective for- profi t institutions do not make their enroll-
ment choices based on the schools’ record of skill production, it might make 
sense for the University of Phoenix to pay all instructors the same amount.

In 2006, the US Department of Education eliminated a rule that con-
strained postsecondary institutions to off er no more than 50 percent of their 
courses online. This rule had forced institutions such as the University of 
Phoenix to locate instructional space in metropolitan areas with suffi  cient 
population density that each space could attain minimum effi  cient scale. 
(Minimum effi  cient scale requires enough students taking each class and 
enough total classes to justify renting and managing the space.) Moreover, 
the rule change occurred at a time when broadband service had become 
available almost everywhere, even in areas of low population density.

In chapter 8, “The Competitive Eff ects of Online Education,” David J. 
Deming, Michael Lovenheim, and Richard Patterson show that the 2006 
rule change allowed online enrollment to expand greatly and, more specifi -
cally, into markets that had previously supported only a few postsecond-
ary institutions. For the brick- and- mortar institutions in those markets, the 
change potentially constituted a major and rather sudden increase in com-
petition. For the students in those markets, online enrollment constituted 
an increase in their educational options, especially with regard to price and 
timing fl exibility. (It is not obvious that online enrollment constituted a 
major increase in curricular options. This is because online postsecondary 
programs remain, probably for technical and cost reasons, focused on fairly 
standard courses and credentials that were likely already available locally, 
even in markets with only a few brick- and- mortar institutions. The avail-
ability of online education has not yet much aff ected the ease with which a 
person can earn, say, a degree that is equivalent to one from a major research 
university or selective college.)

Deming, Lovenheim, and Patterson show that the increase in competition 
reduced enrollment at private, nonselective brick- and- mortar institutions 
located in areas where they had previously been one of  only a few such 
choices. This makes sense because they are the closest substitutes for online 
institutions that also tend to be nonselective and that off er similar curricula.

A superfi cial economic analysis might then suggest that the private, non-
selective brick- and- mortar schools would respond to the competition by 
reducing tuition. But they need not compete purely on price. Indeed, when 
we recall that instructors’ productivity varies more for in- person classes, 
economics helps us anticipate what actually happened: private brick- and- 
mortar schools reduced class size and raised tuition. Such a response could 
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only be a market equilibrium if  the brick- and- mortar and online institutions 
were becoming increasingly diff erentiated on grounds other than price. What 
seems most likely (and in accord with models from industrial organizations) 
is that the brick- and- mortar schools began to specialize in students who 
valued a fairly intimate in- person experience where, as previously shown, 
instructors can exercise their talent more than they can in online classes. The 
online institutions probably specialized in students who put greater weight 
on price or the fl exibility of the timing of their classes.

These results remind us that as the market for (brick- and- mortar) higher 
education became dramatically more geographically integrated and com-
petitive during the 20th century, institutions did not merely compete on price 
(tuition) but instead became diff erentiated on student aptitude, curriculum, 
and many other dimensions (Hoxby 2009). The market for postsecondary 
education has never been a simple market for an undiff erentiated good where 
pure price competition prevails. It is interesting that such a statement applies 
to nonselective institutions focused on teaching elemental courses, not only 
to research universities and selective colleges.

In the most recent Beginning Postsecondary Students study, 94 percent of 
students who commenced their postsecondary education at a two- year pub-
lic institution (community college) stated, in their fi rst year, that their degree 
goal was a baccalaureate degree.5 This would suggest that such schools’ 
productivity ought to be evaluated, at least in part, on whether they allow 
students to achieve that nearly universal goal. Interestingly, almost no stud-
ies prior to Carrell and Kurlaender’s, in this volume, attempt such an evalua-
tion. This is largely because prior studies often depend on data sources that 
do not reliably track students as they transfer from two-  to four- year col-
leges. Carrell and Kurlaender, instead, use remarkable administrative data 
that allow them to follow all California students from their high schools, to 
community colleges, and on to the California State University campuses 
(which are the destination of the vast majority of students transferring from 
two-  to four- year colleges).

In chapter 9, “Estimating the Productivity of  Community Colleges in 
Paving the Road to Four- Year College Success,” Scott E. Carrell and Michal 
Kurlaender estimate each community college’s productivity, where the out-
comes of interest are the probability of students making a successful trans-
fer to a four- year college (the “extensive margin”) and the achievement of 
those students once at four- year colleges (the “intensive margin”). The data 
are so rich that the authors can adjust for several measures of  students’ 
incoming preparation and high school quality. They can eff ectively control 
for students’ unobserved motivation and interests, normally unobservable, 
by controlling for the identity of each four- year college.6 That is, they can 

5. Authors’ calculations based on National Center for Education Statistics (2016).
6. Of course, this strategy works only for the intensive margin estimates.
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compare two students who not only had the same high school achievement 
but also both transferred to Cal State- Chico having previously attended 
diff erent community colleges.

Carrell and Kurlaender fi nd that community colleges’ productivity, in 
terms of successful transfers, diff ers substantially. Despite enrolling approxi-
mately the same students and relying on the same set of destination (four- 
year) schools, some community colleges are signifi cantly more likely to 
induce a student to attain baccalaureate education. Moreover, more-  and 
less- productive community colleges are often located fairly close together, 
and the less- productive ones continue to attract students.

This fi nal result suggests that students who make up the bulk of demand 
for community colleges either (1) choose programs without having very 
much information about the program’s likelihood of helping them achieve 
their goals or (2) (despite being informed) choose programs based on attri-
butes that are only weakly correlated with the program’s productivity. For 
instance, they might choose a less- productive program simply because of 
its proximity or the timing of its class schedule. Carrell and Kurlaender’s 
analysis thus lends support to Hoxby’s conclusion that market forces are not 
disciplining the productivity of nonselective institutions.

Some Immediate Takeaways

This brings us to a few takeaways for university leaders, policy makers, 
and researchers.

First, although our fi ndings suggest that economics delivers powerful 
insights about all institutions of higher education, the market forces that 
drive nonselective, selective, and research institutions diff er. It is not that 
these institutions function in disjoint markets. Rather, the market is suf-
fi ciently diff erentiated that, as we move around within it, the circumstances 
that schools face change. Students’ enrollment choices appear to weigh dif-
ferent factors. The sources of revenue diff er. The outputs valued by funders 
diff er. There are changes in the relevant production function—whether it 
includes research, for example. Thus, although we are confi dent that eco-
nomic reasoning is crucial for strong analysis of higher education, we are 
mindful that deep institutional knowledge is required if  we are to apply eco-
nomics well. It would be specious simply to transfer thinking from, say, the 
analysis of for- profi t industries to the analysis of postsecondary education.

Accounting for selection and measuring costs in higher education are seri-
ous problems for analysis. However, there are also serious remedies available 
if  researchers have the right data. We have been repeatedly struck by the fact 
that the remedies employed by the studies in this volume would have been 
impossible without data only recently made available. This suggests that if  
higher education is to learn about itself  and improve, it must allow and even 
expand access to data for well- grounded research.
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We recognize the problems inherent in measuring the outcomes produced 
by higher education, but we do not believe that they are so insurmountable 
that it is better to abandon the eff ort to measure them. Although there is a 
great deal to be learned by studying outcomes not measured by studies in this 
volume, we believe that we gained valuable knowledge from the outcomes 
we were able to evaluate. Moreover, we believe that many of the fi ndings in 
this volume would help policy makers, postsecondary leaders, and students 
make more informed decisions.

Changing the Conversation

We began this introduction by describing a conversation that not only 
really occurred but that is fairly typical of the conversations that take place 
within institutions of higher education. We fi nd that sort of conversation—
in which some (but only some) costs were discussed and no benefi ts were 
discussed—frustrating. If  all the participants in that conversation had read 
this book, would it have been more insightful?

We would argue “yes” in the following sense. Many are the proposals for 
improving the productivity of institutions of higher education. These range 
from proposals to direct most students to community colleges, to proposals 
to funnel students into certain majors, to proposals to move most learn-
ing online, to proposals to put all instructors on one- year contracts, and 
so on. Most of these proposals are based on little more than speculation. 
We believe that studies such as the ones in this volume show how discus-
sions of these proposals could become reasonably grounded in evidence. 
In other words, the purpose of the studies in this book is not to prescribe 
productivity- enhancing policies for institutions. (Such prescribing would, 
in any case, violate the NBER’s mission.) Rather, the studies in this vol-
ume make the case that future conversations can be informed by evidence 
both about benefi ts and about the full array of costs. In medicine, better 
diagnoses lead to better solutions. We believe that similar logic applies to 
higher education.

However, we observe that we still face formidable challenges in chang-
ing some parts—very important parts—of conversations like the one with 
which we began this introduction. In particular, it remains very diffi  cult to 
assess the public benefi ts of  higher education for civil society, the macro 
benefi ts for the economy, and the benefi ts for individuals’ well- being (the 
“nourishment of the soul”). These benefi ts do not lend themselves to mod-
ern empirical research in which experimental methods feature prominently. 
Nevertheless, from the ancients onward, commentators have argued for 
the importance of such benefi ts of higher education. Providing empirical 
grounding so that these considerations can be included in conversations is 
a challenge for the next generation of studies.
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1.1  Parallel Problems, Parallel Lessons

As discussed in the introduction to this volume, any study that attempts 
to measure productivity in higher education faces numerous challenges. 
Knowing these challenges and laden with institutional knowledge, higher 
education experts may be tempted to “go it alone” in studying productivity. 
They may even, feeling that the challenges are insurmountable, refrain from 
studying productivity in higher education at all. However, many of the same 
issues arise when studying productivity in the health care industry, and there 
is a rich history of researchers confronting and overcoming these issues. It 
would be wasteful not to distill the lessons learned in health care and suggest 
how they apply to higher education. Thus, in this chapter, I identify paral-
lels between the health care and higher education sectors. I suggest lessons 
from health care that might translate to the study of productivity in higher 
education.

1.2  Measuring Productivity in Health Care: A Central Example

To help make the discussion that follows concrete, especially for a higher 
education audience less familiar with health care, let us begin with a typical 
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exercise in measuring hospital productivity. To do this, researchers typically 
choose a “target outcome”—the mortality of a patient, say—and compare 
it to the inputs (expenditures) associated with treating a certain condition. 
Figure 1.1 presents what is probably the modal example: one- year mortal-
ity outcomes for patients who suff er an acute myocardial infarction (AMI), 
popularly known as a heart attack. For each US hospital that treated at least 
200 AMI patients aged 65 or older between 2007 and 2009, the fi gure plots 
one- year mortality versus expenditures (Skinner et al. 2013).

There are a few features of this example that are noteworthy and to which 
I return. First, AMI is the condition most studied not only because cardio-
vascular disease is a leading cause of death but also because patients are 
nearly always treated for AMI at the same hospital where they are taken to 
an emergency room. This makes it easy to assign patients—and the costs 
their treatment incurs—to particular hospitals. Patients who suff er from 
other conditions might be treated at multiple hospitals. Second, short- term 
mortality is often the target outcome because data are available, it is very 
accurately measured, and reducing it is clearly a goal of AMI treatment. 
Third, both mortality and expenditures are risk adjusted. This means that 
the researcher has controlled for characteristics of patients that were present 
when they arrived at the hospital. For instance, a patient might be a smoker, 
be obese, or have concurrent diabetes. Since these conditions might make 
treating AMI harder and might aff ect mortality regardless of  AMI, the 

Fig. 1.1 An illustrative example from health care. Risk-  and price- adjusted one- 
year expenditures and mortality by hospital
Note: Sample limited to hospitals with at least 200 AMI patients age 65+; 2007–9. 
Source: Author’s analysis of  Medicare claims data.
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researcher would not want to attribute their eff ects to the hospital. Other-
wise, productivity would be overstated for hospitals that draw upon an 
unusually healthy population and vice versa.

The fi gure shows that there is a large variation in risk- adjusted expenditure 
across hospitals. Hospitals in the highest decile spend more than $50,000 per 
AMI patient, while those in the bottom decile spend only $35,000. There is 
also a large variation in mortality across hospitals. Risk- adjusted one- year 
mortality ranges from below 25 percent to above 35 percent for hospitals 
in the top and bottom decile. Interestingly, mortality and spending are not 
highly correlated, implying substantial diff erences in productivity of  hos-
pitals in treating AMI patients. Some hospitals—those in the lower left 
quadrant—appear to be very productive. Their patients were given low- cost 
treatment but nevertheless have low mortality rates. Other hospitals—those 
in the upper right quadrant—have low productivity, with high costs and 
high mortality. If  the risk adjustments work as intended, these productivity 
diff erences are real and do not simply refl ect the hospitals’ diff erent patient 
populations.

What have policy makers taken away from evidence such as that shown in 
fi gure 1.1? They have become deeply curious about hospital and physician 
practices that might explain such a large variation in productivity. They hope 
that researchers will be able to identify practices that, if  adopted, would 
improve the low- productivity hospitals. The following statement from for-
mer director of the Offi  ce of Management and Budget and Congressional 
Budget Offi  ce Peter Orszag exemplifi es this curiosity: “If  we can move our 
nation toward the proven and successful practices adopted by lower- cost 
areas and hospitals, some economists believe health- care costs could be 
reduced by 30%—or about $700 billion a year—without compromising the 
quality of care” (Orszag 2009).

1.3  Parallels between Health Care and Higher Education

Several of the key challenges to measuring productivity in health care also 
prevail in higher education. These include multiple outcomes, selection, the 
multiproduct nature of health care providers, and the attribution problem.

1.3.1  Multiple Outcomes

In the example, the outcome studied was one- year mortality: the fraction 
of patients treated for AMI who survived the fi rst year after treatment. We 
might easily get health practitioners and policy makers to agree that it was 
reasonable to focus on this outcome rather than on, say, long- term mortality, 
morbidity, functional mobility, or various measures of quality of life. The 
ease of agreement for AMI does not imply, however, that it would generally 
be easy to obtain such widespread agreement. Rather, AMI is the modal 
example in part because agreement is easy. For other conditions, diff erent 
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people would put diff erent weights on the multiple outcomes aff ected by 
treatment.

The key point is that even for AMI, there is no correct target outcome. 
There is also no correct set of weights that we could use to form an index 
based on multiple outcomes. Choosing a target outcome or choosing index 
weights is inherently a value- laden decision: statistics do not help us. Rather, 
the choice is inevitably a refl ection of our preferences and subjective judg-
ments, not an objective truth.

With this in mind, what are some lessons from health care that apply to 
higher education?

First, if  researchers decide to prioritize one outcome as the target or “gold 
standard” outcome, this choice will drive everything. A target outcome sends 
a message to patients, providers, and staff  about institutional mission and 
priority. Hospital leadership will guide providers and staff  to focus on the 
target outcome, often to the exclusion of other objectives. In extreme cases 
or where the target outcome is easily manipulated, there may be unintended 
consequences, such as altering diagnoses (so that only certain patients count 
toward the measured outcome) or cherry- picking patients who are healthier 
than their risk score would suggest (Werner and Asch 2005).

Second, the choice of a target outcome is crucial even if  it is not directly 
used to measure productivity but instead guides how to use other indicators. 
For instance, in health care, indicators other than mortality are often used 
because they are available more quickly and are therefore more useful for 
immediate feedback. These include indicators of hospital use (e.g., patient 
volume), process (use of “best practices”), and proximate outcomes (e.g., 
infection rates and one- month hospital readmission rates). However, indica-
tors are often selected or given weights in a composite index based on how 
highly correlated they are with the target outcome (Staiger et al. 2009). As 
a result, the target outcome remains a driving force.

Thus the fi rst lesson from medicine for higher education is that the choice 
of a target outcome is likely to be highly consequential. Policy leaders and 
researchers ought to think through the decision of  whether to choose a 
target at all. Several chapters in this volume (chapters 2, 3, 4, and 9) demon-
strate that while the multiple obvious outcomes in higher education (gradu-
ation rates, learning, public service, innovation, short- term earnings and 
employment, long- term earnings and employment, etc.) are correlated, they 
are not so correlated that privileging one outcome would not have the eff ect 
of undercutting other objectives.

1.3.2  Selection

Selection poses a signifi cant challenge to estimating hospital productivity 
because the sorting of patients to hospitals is not random. Some hospitals, 
because of their specializations or unusual resources, are destination facili-
ties for patients who are especially ill. The Mayo Clinic and top research 
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university hospitals are examples. Other hospitals receive unusually healthy 
or ill patients simply because of their location. A hospital located in a poor 
area is likely to receive more impoverished patients, for instance.

However, a correlation between mortality and the income or race of the 
population the hospital serves is not necessarily evidence of a diff erence in 
patient selection—it may be that hospitals serving disadvantaged popula-
tions are less likely to follow best practices and are truly low productiv-
ity. Figure 1.2 suggests that hospitals serving low- income populations may 
be less likely to follow best practices. As a proxy for whether a hospital is 
using best practices, the fi gure uses the probability of beta- blocker treatment 
among AMI patients in a state. This is a popular proxy for best practices 
because beta- blockers are widely regarded as a highly eff ective, low- cost 
treatment for all patients (and therefore, unlike mortality, their use should 
not depend on diff erences across hospitals in patient risk). The fi gure shows 
that this best- practice proxy is highly correlated with average income in the 
state, suggesting that hospitals serving low- income populations may in fact 
be low productivity. Therefore, measuring hospitals’ productivity is diffi  cult 
because we need to separate the contribution of hospitals to outcomes from 
the contribution of patients’ own characteristics to their outcomes. Recall 
our motivating AMI example (fi gure 1.1). Do the hospitals in the lower left 
quadrant appear to be especially productive because they use eff ective, inex-

Fig. 1.2 Per capita income and beta- blocker use in the hospital among ideal heart 
attack patients (correlation = 0.59)
Note: Data on beta- blocker use from Cooperative Cardiovascular Project, 1994–95.
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pensive beta- blockers? Or are they in the lower left quadrant because their 
patients have higher incomes? The raw data cannot answer these questions.

Fortunately, in health care, it appears that by applying risk- adjustment 
procedures to raw data, we can remedy much of the potential selection bias. 
In theory, any condition with which a patient arrives at the hospital door 
should be categorized for use in risk adjustment. In fact, the coding of hun-
dreds of risks by the Centers for Medicare and Medicaid Services (CMS) 
is well regarded and widely used. An example of a risk is “F10.20 Alcohol 
Dependence, uncomplicated.” The only obvious risk factors not widely used 
to address selection are the sociodemographics of a hospital’s patient popu-
lation. CMS discourages their use despite evidence that it is harder to treat 
poor and minority patients.

How do we know that risk adjustment largely remedies selection in health 
care? We compare risk- adjusted estimates with those derived from experi-
ments where patients are randomly or quasi- randomly assigned to hospitals 
so that selection is not an issue.1 We compare risk- adjusted estimates with 
direct observation of surgical technical quality.2 We compare risk- adjusted 
estimates with estimates where a researcher is able, owing to especially rich 
and complete data, to control for comprehensive clinical information at the 
patient level.3 In all these cases, standard risk- adjusted estimates of hospital 
performance compare favorably to credibly causal estimates.

Can we extrapolate to higher education the fi nding that risk adjustment 
largely remedies selection in health care? Not obviously. On the one hand, 
in both hospitals and colleges, much of selection arises because of geogra-
phy (people use nearby institutions) or self- selection (better- informed and 
higher- income people may seek out better institutions). Another similarity 
is that selection issues are particularly problematic for the most resource- 
intensive institutions in both health care (the Mayo Clinic, for instance) and 
higher education (Harvard University, for instance). A diff erence, though, 
is in the direction of selection for the most resource- intensive institutions: 
the most- resourced hospitals generally see the least- healthy patients, while 
the best- resourced universities serve the most- able students. Consequently, 
if  we fail to account for nonrandom selection, the most- resourced hospitals 
will appear to be low performing, while the most- resourced universities will 
appear to be high performing. Another diff erence between health care and 
higher education is that hospitals do not explicitly practice selective admis-
sion, while many postsecondary institutions do. However, explicitness seems 
likely to make selection easier to remedy in higher education. A researcher 
may know for certain or at least have a very good idea of the factors a col-

1. See Doyle, Ewer, and Wagner (2010); Doyle (2011); and Doyle et al. (2015).
2. See Birkmeyer et al. (2013).
3. See Dimick and Birkmeyer (2008); Dimick et al. (2010); McClellan and Staiger (2000); 

Morales et al. (2005); and Skinner et al. (2005).
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lege is weighing in the admissions process and can use this information to 
account for the selection generated by the admissions process.

Summing up, the second lesson from medicine for higher education is that 
researchers ought not to assume that selection is so unremediable that it is 
pointless to work on developing the best possible adjustment procedures for 
precollege factors such as high school achievement and family background. 
In health care, research devoted to risk adjustment has borne fruit. To vali-
date their adjustment procedures, higher education researchers should com-
pare their estimates to estimates generated by policy experiments or quasi 
experiments such as discontinuities in admission criteria. While experiments 
and quasi experiments are not common in higher education, they are suf-
fi ciently common for such validation exercises, which have proven so useful 
in health research.

1.3.3  Multiproduct Issues

Hospitals provide multiple service lines delivered by diff erent depart-
ments: oncology, cardiology, infectious disease, and so on. Each department 
also employs an array of procedures: surgery, biopsy, blood testing, radiol-
ogy, and so on. In the language of economics, hospitals are multi product 
organizations. Hospitals also serve multiple populations, most notably 
patient populations whose risk profi les diff er. If  each hospital were equally 
productive in all its departments, procedures, and patient populations, then 
it would not matter which we examined when evaluating a hospital.

But in fact, research suggests that hospitals are not equally productive 
in all their service lines. Consider patients treated in two important service 
lines: AMI and hip fractures. Figure 1.3 plots the risk- adjusted one- year 
mortality rate for AMI patients against the one- year mortality rate for hip 
fracture patients. Both measures are for patients aged 65 or older who were 
treated at hospitals that saw at least 200 such patients and have been normal-
ized to be mean zero. Hospital performance across these two service lines is 
only modestly correlated with a correlation coeffi  cient of 0.30. Additional 
analyses I and coauthors have done using Medicare data indicate that most 
of the variation in productivity within hospitals across departments comes 
from variation in patient outcomes (the numerator) rather than patient costs 
(the denominator). Still further analyses suggest that variation in productiv-
ity is mainly across departments, not mainly (1) within departments across 
procedures or (2) within departments across patients’ risk profi les. In other 
words, departments seem to have integrity as service lines and give high-  or 
low- quality service regardless of their hospital’s cost structure, procedural 
units, and patient risk profi les.

For hospitals, this all suggests a need to measure productivity separately 
by service line (department). It also indicates that evaluating a hospital based 
on a single service line (oncology, say) is likely to be problematic. Narrow 
evaluation might encourage a hospital to reallocate fungible resources 
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(nurses, laboratory time, etc.) from departments that are not evaluated to 
departments that are.

Institutions of higher education are also multiproduct organizations that 
serve multiple populations. The typical institution supports many diff erent 
departments and programs and distributes many diff erent types of degrees. 
Some of the students may be undergraduates of traditional age. Others may 
be graduate students, professional students, or nontraditional undergradu-
ates. Postsecondary schools also have the equivalent of procedural units that 
serve many departments—libraries, for instance.

The third lesson that higher education can learn from health care is there-
fore that there is no reason to assume that the evidence will show that a post-
secondary institution is equally productive across all its service lines (depart-
ments, programs), student populations, and library- like procedural units. 
This may seem like a discouraging lesson because it implies that research-
ers have a formidable task ahead of them: estimating productivity for each 
activity at each postsecondary institution. However, it is worth pointing out 
that health care researchers have made great progress by fi rst focusing their 
attention on service lines that are important and central. By important, 
I mean that the service line is crucial to a hospital’s identity. By central, I 
mean that the service line deals with a broad swath of the patient population 

Fig. 1.3 Correlation across departments
Correlation (0.3) in hospital mortality rates for AMI and hip fracture patients
Note: Sample limited to hospitals with at least 200 AMI and hip fracture patients age 65+; 
2000–2002.
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and uses many procedural units. If  a service line is central, its productiv-
ity is less easily manipulated by the hospital moving resources around (the 
multitasking problem).

For instance, the fact that the most examined department is cardiology 
is not an accident. As emphasized above, cardiovascular disease is a lead-
ing cause of death, so this area is important to most hospitals. Moreover, 
cardiovascular disease is not rarifi ed or confi ned to some minority of the 
potential patient population. The cardiology department also draws upon 
many procedural units. Cardiology is therefore central.

By parallel logic, higher education researchers might fi rst focus on under-
graduate education because it tends to be important and central—that is, the 
quality of its undergraduate program is key to most (though not all) insti-
tutions’ identities, and undergraduates draw upon a wide range of depart-
ments and procedural units (libraries, etc.). Researchers might secondarily 
focus on the high- profi le professional and doctoral programs that defi ne 
research universities.

1.3.4  Attribution

Patients often interact with multiple hospitals as well as other health care 
providers when they are being treated for a condition. Although we know 
which procedures and which costs are attributable to each provider, patients’ 
outcomes (e.g., their one- year mortality) cannot so easily be assigned to 
providers. Their outcomes are presumably due to the entire sequence of care. 
Moreover, it is not obvious that a provider’s responsibility is proportional 
to its share of costs. Changing the quality of even a single procedure could 
be consequential if  other procedures are endogenous to it. For instance, if  
cardiac catheterization were poorly performed, all of a patient’s subsequent 
treatment for heart disease might be less eff ective. Thus, when attempting 
to measure productivity in health care, we often face the question of how 
to attribute patients’ outcomes to individual hospitals or other providers.

Health care researchers have found two ways to deal with this problem. 
First, they often focus on conditions, such as AMI, where the attribution 
problem is minimal for technical reasons. That is, when people suff er heart 
attacks, they are usually taken to the closest hospital with cardiac capacity, 
and they are treated there until released. Second, health care researchers 
often defi ne health “episodes” that begin with a diagnosis or event (such as a 
stroke) and then attribute all or most care within the episode to the hospital 
in which treatment began. The logic is that the initial hospital made choices 
to which all subsequent treatment (in the episode) is endogenous. A person 
may have multiple health episodes in his life.

The fi rst of these solutions, focusing on situations where the attribution 
problem is minimal, does not seem helpful for higher education, where the 
attribution problem occurs because students (1) take classes at various insti-
tutions while pursuing the same degree and (2) engage in degree programs 
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serially, with each degree at a diff erent institution. One- third of students 
transfer institutions at least once within their fi rst six years of college and 
before receiving a bachelor’s degree, and nearly one- sixth transfer more than 
once (National Student Clearinghouse 2015). Or consider people who earn 
an associate’s degree at a community college, a baccalaureate degree at a 
(diff erent) four- year college, a master’s degree at a third institution, and a 
professional degree at yet a fourth institution. To which institution should 
their postprofessional- degree outcomes, such as earnings, be attributed? If  
researchers were to exclude all students whose education spanned multiple 
institutions, the exclusion would be highly nonrandom and introduce bias. 
There is no parallel to AMI.

The second solution is more promising: attribute productivity to the initial 
institution in an educational episode where an episode is defi ned by fairly 
(though not entirely) continuous enrollment. People might still have multiple 
episodes if  they, for instance, attained a baccalaureate degree between age 
18 and age 24 and then, after an interval of more than a decade, enrolled 
in a master’s degree program.4 This approach is exemplifi ed by chapter 2 in 
this volume.

A fourth lesson that higher education can take from health care is there-
fore that attribution issues, while important, can be overcome by treating 
educational episodes that span multiple institutions as the object of inter-
est. It may not be desirable—or feasible—to try to separate the individual 
contribution of a community college from the four- year institution it feeds. 
It should be noted that identifying health episodes spanning multiple pro-
viders requires patient- centric data that track patients across these provid-
ers. Similarly, identifying education episodes spanning multiple institutions 
requires student- centric data.

1.4  Lessons for Measuring and Using Productivity in Higher Education

The experience of measuring productivity in health care off ers four main 
lessons to similar eff orts in higher education. First, the choice of a target 
outcome is likely to be highly consequential. Policy leaders and researchers 

4. A third possibility is suggested by value- added research in elementary and secondary 
education. A few researchers have attempted to identify the long- term value added (to adult 
earnings, say) of each teacher in a succession of teachers who instruct a student. As an econo-
metric matter, such identifi cation is possible so long as students’ teacher successions suffi  ciently 
overlap. Chapter 9 in this volume illustrates this approach that works, in their case, because 
many California students attend overlapping community colleges and California State Uni-
versities. However, this solution is often infeasible in higher education because students are 
not channeled so neatly through a series of institutions as through a series of primary and 
secondary teachers: the teachers available in a school in a grade are much more limited than the 
institutions among which students can choose. Postsecondary students are also not channeled 
so neatly through a series of grades: they can exit, get labor market experience between periods 
of enrollment, choose multiple degree paths, and so on.
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ought to think through the decision of whether to choose a target at all or 
how multiple targets should be combined. Graduation, alumni earnings and 
employment, innovation, student learning—these are all plausible objec-
tives of postsecondary institutions and systems, but giving priority to one 
may generate neglect of the others. Second, although selection issues are 
important, adjusting for selection may be successful if  rich- enough controls 
are available. In addition, selection adjustment should be validated by exper-
imental or quasi- experimental evidence. Third, institutions are unlikely to 
be equally productive across all their service lines and populations. Initial 
productivity measurement should focus on service lines that are important 
and central, such as undergraduate education. Finally, attribution issues can 
be overcome by treating educational episodes that span multiple institutions 
as the object of interest, attributing outcomes to the initial institution.

I conclude with two broad lessons about the use of productivity measures 
in health care that may also inform how they are used in higher education.

First, productivity measures have multiple uses, and there ought to be a 
match between the productivity measure and the use made of it. Productiv-
ity measures in health care have been used to inform patients who are trying 
to choose a provider, make providers accountable for health outcomes and 
costs, and provide timely feedback so that providers continuously improve. 
These diff erent uses require diff erent measures. For instance, patients may 
care about how a provider will aff ect their health and the costs they them-
selves will pay, but they may be uninterested in costs paid by insurers. Patients 
may also care more about, say, the treatment experience as a whole, while 
policy makers care more about mortality or disability. These diff erences may 
explain why patients seem to make little use of hospital “report cards,” while 
insurers make considerable use of them to direct patients toward providers 
that appear to be more productive. If  the productivity measures published 
in the report cards are only those requested by insurers and policy makers, 
it should be no surprise that patients ignore them. As another example, 
hospitals trying to adjust their processes to improve treatments require 
productivity measures that are very timely and will be more interested in 
direct measures of the processes themselves, even though such process mea-
sures are of little direct value to patients. Physicians participating in quality 
improvement may be willing to sacrifi ce accuracy and knowledge of long- 
term benefi ts so that they can observe and adjust processes in real time. 
Patients and policy makers presumably weigh accuracy more and timeli-
ness less. Finally, developing broad performance measures that cannot be 
gamed is most important for high- stakes uses such as pay- for- performance 
and public reporting (think of how the behavior of universities has been 
distorted by the weight placed on various factors by highly infl uential college 
rankings) but less important if  the measures are being used for continuous 
quality improvement. Increasingly in health care, improvement networks are 
forming around narrow clinical departments in order to share data, measure 
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variation across hospitals in patient outcomes, identify best practices, and 
learn from high- productivity hospitals. This approach may be a promising 
way forward in higher education.

Second, stakeholder buy- in is important if  we are to see university leaders 
(especially) but also students and policy makers take productivity measures 
to heart. They will not use them to improve decision making if  they fi nd them 
unconvincing. Buy- in is especially important in hospitals and post secondary 
institutions because they are inherently decentralized organizations where 
much expertise resides in departments or even in individual physicians or 
faculty. Crucial testing, treatment/curriculum, and staffi  ng decisions must 
inevitably be delegated to those with the expertise. Thus productivity mea-
sures will only be used well if  they are truly respected by individuals and units 
throughout the health care / higher education organization. For instance, 
suppose that university leaders think that initial earnings are beyond their 
control but agree that learning (as measured by an exit exam, say) is within 
their control. Suppose furthermore that learning is more correlated with 
long- term earnings and employment outcomes, which university leaders 
care about, than are initial earnings. In such a case, productivity measures 
must include learning- based outcomes if  they are to enjoy actual use by 
leaders. In health care, eff orts to measure productivity and have the measures 
actually inform stakeholders’ decisions were only successful when research-
ers sought input from those same stakeholders. This is a lesson that surely 
applies to higher education.
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2.1  Introduction

This chapter proposes procedures for measuring the productivity of US 
postsecondary institutions. It also implements these procedures for most 
undergraduate programs. The evidence has interesting implications. For 
instance, at least at selective institutions, a dollar spent on a student’s edu-
cation appears to generate multiple dollars of value added based on earnings 
over her lifetime. Productivity is also stable across a wide range of selective 
institutions, suggesting that market forces are suffi  ciently strong to maintain 
regularity in how these institutions’ resources scale up with the capacity of 
their students to convert educational resources into value added. Compared 
to selective institutions, nonselective institutions have productivity that is 
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lower on average but also much more dispersed. This suggests that market 
forces may be too weak to discipline productivity among these schools.

This study also examines institutions’ productivity based on their produc-
ing public service and innovation. Public service productivity varies sub-
stantially even among selective schools. Innovation productivity is distinctly 
higher at very selective schools than all other schools.

The study attempts to cover considerable ground and is in a “glass- half- 
full” mode in the sense that it attempts to answer key questions about pro-
ductivity in higher education while acknowledging that it cannot answer 
them all or answer them perfectly. In the fi rst part of the study, I defi ne what 
is meant by productivity in higher education and explain why measuring it is 
a useful exercise even if  an imperfect one. I outline the key issues that plague 
measurements of productivity: (1) the multiplicity of outcomes that schools 
might aff ect and the diffi  culty of measuring some of them, (2) the fact that 
a student may enroll in several schools before her education is complete (the 
“attribution problem”), and (3) selection.

Since vertical selection (students who diff er in aptitude enrolling at dif-
ferent institutions) and horizontal selection (similarly apt students who dif-
fer on grounds such as geography enrolling at diff erent institutions) are 
arguably the most serious issues for measuring productivity, I especially 
discuss methods for addressing these problems. The proposed remedy for 
the selection problem is based on comparing the outcomes of students who 
are the same on measured incoming achievement (test scores, grades) and 
who also apply to the same postsecondary institutions, thus demonstrating 
similar interests and motivation. This approach employs all the possible 
quasi experiments in which a student “fl ips a coin” between very similar 
schools or in which admission staff  members “fl ip a coin” between very 
similar students. Put another way, schools are compared solely on the basis 
of  students who are in the common support (likely to attend either one) 
and who are quasi- randomly allocated among them. See below for details 
about the method.

Using this method to account for selection, the study computes productiv-
ity for approximately 6,700 undergraduate programs. I show productivity for 
three outcomes: earnings, a measure of public service based on the earnings 
a person forgoes by being employed in the nonprofi t or public sector (think 
of a talented attorney employed as a judicial clerk), and a measure of partici-
pation in innovation. The fi rst measure is intended to refl ect private returns, 
the second social returns, and the third spillovers to economic growth.

In the next section, I defi ne productivity for the purposes of this chapter. 
Section 2.3 explains why productivity measures would be useful to policy 
making but also for numerous other reasons. The key challenges we face in 
measuring productivity are described in section 2.4. Because selection is so 
important, Section 2.5 is dedicated to the method used to address it. Other 
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empirical issues are discussed in sections 2.6–2.8, and section 2.9 presents 
the main productivity results. A discussion of the broad implications of the 
results closes the chapter in section 2.10.

2.2  Defi ning Productivity

For the purposes of this study, the productivity of an institution of higher 
education is the value to society of  its causal eff ect on outcomes (value 
added) divided by the cost to society of educating its students (social invest-
ment). Specifi cally, this is the productivity of the average dollar of social 
investment in a university’s students, and it is this measure of productivity 
that policy makers usually need to make a returns- on- investment argument 
(see below). There are, however, certain questions for which the productiv-
ity of the marginal dollar of social investment is more relevant. This is the 
point I take up below.1

The main causal eff ects of a postsecondary institution are likely to be on 
its own students’ private outcomes, such as earnings. However, some eff ects, 
such as its students’ contributions via public service, may not be refl ected 
in private outcomes. Also, some eff ects, like its students’ contributions to 
innovations that raise economic growth, may spill over onto people who 
were not the students of the institution.

Social investment is the total cost of a student’s education, not just costs 
funded by tuition. For instance, taxpayers fund some social investment 
through government appropriations and tax expenditures. Social investment 
is also funded by current and past donors to postsecondary institutions.

Thus the productivity of an institution is not in general equal to the pri-
vate return on private investment that an individual could expect if  she 
were to enroll in the school. Such private calculations are interesting for 
individuals but less so for policy makers. I employ them in related studies 
(for instance, studies of how students choose colleges), but they are not the 
object of interest in this study. In any case, private calculations are less dif-
ferent from social calculations than they might seem at fi rst glance.2

1. For some economic applications, we might instead be interested in marginal productivity: 
the increase in value added produced by a marginal increase in social investment. Although 
most of the analysis in this study applies equally to average and marginal productivity, I com-
pute only average productivity because to compute the marginal productivity, one would need 
a comprehensive set of policy experiments in which each school’s spending was raised for an 
exogenous reason uncoordinated with other schools’ spending. This is an extremely demand-
ing requirement. We would not merely require “lightning to strike twice” in the same place; we 
would need it to strike many times.

2. For instance, if  taxpayer funding of a student’s education corresponds approximately 
to funding he will have to contribute to others’ education through paying higher future taxes 
(higher as a result of education- driven higher earnings), his private investment may be close to 
social investment. As a result, the productivity of a dollar of social investment may be close 
to the productivity of a dollar of private investment.
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2.3  Why Measuring Productivity Is Useful

Higher education in the United States has survived and even thrived for 
many years without reasonably credible or comprehensive measures of insti-
tutions’ productivity. Why, then, should we attempt to produce measures 
now? There are at least four reasons.

First, as government intervention in higher education has grown, it is 
reasonable for the public to ask for productivity measures. Most govern-
ment interventions are based on returns- on- investment logic that requires 
the education to be productive. Policy makers, for instance, often argue that 
appropriations that support higher education institutions pay for themselves 
by generating benefi ts that are more than equal to the social investment. 
They make a similar argument for tax credits, grants and scholarships, and 
subsidized student loans. Leaders of postsecondary institutions also make 
the returns- on- investment argument: donations to their school will more 
than repay themselves by delivering benefi ts to society.3

Second, the United States contains unusual (by international standards) 
and varied environments for higher education. We cannot know whether 
these environments promote a productive postsecondary sector if  produc-
tivity is never measured. For instance, should institutions compete with 
one another for students and faculty, or should these people be allocated 
through centralized rules as they are in many countries and a few US public 
systems? What autonomy (in wage- setting, admissions, etc.) and governance 
structures (e.g., trustees, legislative budget approval) promote an institu-
tion’s productivity? Does the information available to students when they 
are choosing schools aff ect the productivity of these schools? Is productivity 
aff ected by an institution’s dependence on tuition- paying students versus 
students funded by grants or third parties? While this study does not attempt 
to answer questions such as those posed above, it does attempt to provide 
the dependent variable (productivity) needed for such analyses.4

Third, highly developed economies like that of  the United States have 
a comparative advantage in industries that are intensive in the advanced 
skills produced by postsecondary education. These industries tend to con-
tribute disproportionately to such countries’ economic growth and exports. 
Advanced- skill- intensive industries also have some appealing features, such 
as paying high wages and being relatively nonpolluting. However, economic 
logic indicates that a country cannot maintain a comparative advantage in 
advanced- skill- intensive industries if  it is not unusually productive in gen-
erating those skills. A country cannot maintain a comparative advantage in 

3. In a related paper, I show how the productivity estimates computed in this chapter can 
be used to evaluate policies such as the tax deductibility of gifts to nonprofi t postsecondary 
institutions.

4. Some of these questions are addressed in Hoxby (2016).
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equilibrium simply by generously funding a low- productivity higher educa-
tion sector.

Finally, once we have measures of institutions’ productivity, we may be 
better able to understand how advanced human capital is produced. What 
the “education production function” is is a long- standing and complex 
question. While productivity measures, by themselves, would not answer 
that question, it is hard to make progress on it in the absence of productiv-
ity measures. For instance, some results presented in this chapter strongly 
suggest that the production function for selective higher education exhib-
its single crossing: a higher- aptitude student is likely to derive more value 
from attending an institution with a higher level of social investment than 
a lower- aptitude student would derive. While many economists and higher 
education experts have long suspected the existence of single crossing and 
assumed it in their analyses, evidence for or against single crossing is scanty. 
If  true, single crossing has important implications, a point to which I return 
toward the end of the chapter.

2.4  The Key Issues for Measuring Productivity

2.4.1 Selection

As previously stated, vertical selection (students who diff er in aptitude 
enrolling at diff erent institutions) and horizontal selection (similarly apt 
students who diff er on grounds such as geography enrolling at diff erent insti-
tutions) are probably the most serious issues for measuring productivity. 
A naive comparison of, for instance, earnings diff erences between Harvard 
University’s former students and a nonselective college’s former students 
would be largely uninformative about Harvard’s value added. A naive com-
parison of earnings diff erences of community college students in San Fran-
cisco (where costs of living are high) and rural Mississippi (where costs of 
living are low) would also be largely uninformative about their relative value 
added. Addressing selection is suffi  ciently challenging that I devote the next 
section entirely to it.

2.4.2  The Attribution Problem

The second problem for evaluating a postsecondary institution’s produc-
tivity is attribution. Suppose that we have mastered selection and can cred-
ibly say that we are comparing outcomes and social investment of students at 
schools A and B who are as good as randomly assigned. Even under random 
assignment, we would have the issue that school A might induce students to 
enroll in more classes (a graduate program at school C, for instance) than 
school B induces. When we eventually compare the lifetime outcomes of 
school A students to school B students, therefore, the A students will have 
more education, and not just at school A. There is no way for us to identify 
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the part of the school A students’ outcomes that they would have had if  
they had attended only school A for as long as they would have attended 
school B. Part of  school A’s causal eff ect on outcomes fl ows through its 
inducing students to attend school C.

Another example of the attribution problem arises because even when 
pursuing a single degree, students may take classes at multiple institutions. 
For instance, part of the eff ect of a two- year college fl ows through its induc-
ing students to transfer to four- year colleges. One- third of students transfer 
institutions at least once before receiving a bachelor’s degree and nearly 
one- sixth transfer more than once.5

Consider two examples. Suppose that one two- year college tends to induce 
students to fi nish associates degrees that have a vocational or terminal (not 
leading to a four- year degree) character. Suppose that another two- year 
college tends to induce students to transfer to a four- year college and earn 
their degrees there. If  we were not to credit the second college with the fur-
ther education (and outcomes and social investment) it induced, the second 
college would appear to be very unproductive compared to the fi rst college. 
Much of its actual productivity would be attributed to the four- year col-
leges to which its students transferred. Consider Swarthmore College. It is a 
liberal arts college and, as such, does not train doctoral students. However, 
it tends to induce students to attend PhD programs in academic subjects. If  
they go on to become leading researchers, then Swarthmore is productive in 
generating research and should be credited with this eff ect.

In short, part of the outcomes and thus the productivity of any school 
are due to the educational trajectory it induces. This attribution issue can-
not be evaded: it is a reality with which we must deal. I would argue that 
the best approach is to assess the productivity of  a school using lifetime 
outcomes as the numerator and all the social investments induced by it as 
the denominator.6

5. This is a quotation from Staiger (chapter 1 in this volume), who is quoting from National 
Student Clearinghouse (2015).

6. In theory, one could identify the contribution of each institution to a person’s lifetime 
outcomes. To see this, consider teacher value- added research in elementary and secondary 
education. Some researchers have been able to identify the eff ect on long- term outcomes of 
each teacher whom a student encounters in succession. Identifi cation can occur if  teacher suc-
cessions overlap in a way that generates information about their individual contributions. What 
is ideal is for each possible pair of students to have some teachers in common and some not 
in common. By combining the results of all pairs of students, one can back out each teacher’s 
contribution. Chapter 9 (Carrell and Kurlaender) in this volume has some of this fl avor. Iden-
tifi cation works, in their case, because California students who attend community colleges tend 
to have overlapping experiences as they move into the four- year California State Universities. 
However, identifi cation is often impossible in higher education because students’ experiences do 
not overlap in a manner that generates suffi  cient information. Postsecondary students are not 
channeled neatly through a series of grades: they can exit, get labor market experience between 
periods of enrollment, choose multiple degree paths, take courses in the summer at school A 
and then return each fall to school B, and so on. In other words, there are so many factors that 
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2.4.3  Multiple Outcomes

Postsecondary institutions may causally aff ect many outcomes: earnings, 
public service, civic participation, research, innovation, cultural knowledge, 
tolerance and open- mindedness, marriage, and child- rearing, to name but a 
few.7 These outcomes may aff ect individuals’ utility, sometimes in ways that 
would be invisible to the econometrician. Also, some of  these outcomes 
may have spillover eff ects or general equilibrium eff ects. For instance, higher 
education might generate civic participation, and societies with greater civic 
participation might have institutions that are less corrupt, and less corrupt 
institutions might support a better climate for business. Then higher educa-
tion might aff ect the economy through this indirect channel. Researchers 
encounter severe empirical challenges when trying to evaluate such spillover 
and general equilibrium eff ects.

Even if  we could accurately observe every outcome, there is no correct 
or scientifi c way to sum them into a single index that could be used as the 
universal numerator of productivity. Summing across multiple outcomes 
is an inherently value- laden exercise in which preferences and subjective 
judgments matter.8 It is fundamentally misguided to attach a weight to each 
outcome, compute some weighted average, and thereafter neglect the under-
lying, multiple outcomes. To make matters worse, the choice of weights in 
such exercises is not merely arbitrary but sometimes designed to serve the 
ends of some interest group.

I would argue that researchers ought to make available credible estimates 
of all the outcomes for which there appears to be a demand and for which 
reliable measures can be constructed. This would at least allow an individual 
student or policy maker to evaluate each postsecondary institution on the 
grounds that matter to him or her. Accordingly, in this chapter, I show evi-
dence on multiple outcomes that—though far from comprehensive—are 
intended to represent the three basic types: private (earnings), social (public 
service), and spillover- inducing through nonsocial means (innovation).

This being said, lifetime earnings have a certain priority as an outcome 
because they determine whether social investments in higher education are 
suffi  ciently productive to generate societal earnings that can support social 
investments in higher education for the next generation of students. How-
ever, even if  we accept the priority of earnings, we are left with the problem 
that many of the outcomes listed above aff ect societal earnings, but they do 

can diff er between pairs of students that identifying the contribution of each institution is very 
challenging outside of somewhat special cases like the California Community College example.

7. All the chapters in this volume deal with the multiple outcomes problem, but see especially 
those by Staiger (chapter 1); Minaya and Scott- Clayton (chapter 3); and Riehl, Saavedra, and 
Urquiola (chapter 4).

8. Staiger (chapter 1 in this volume) makes the same point, referring to multiple outcomes 
aff ected by health care providers.
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so in such an indirect way that the earnings could not plausibly be connected 
to the institution that produced them. For instance, consider the problem 
of attributing to specifi c schools the societal earnings that arise through the 
indirect civic participation channel described above.

How bad is it to focus on the private earnings of a school’s own students as 
the basis of productivity measures? The answer depends, to some extent, on 
how the measures are used. If  the data are used to evaluate individual insti-
tutions, the focus is problematic. Certain institutions are at an obvious dis-
advantage because they disproportionately produce outcomes whose eff ects 
on society run disproportionately through externalities or general equilib-
rium channels: seminaries, women’s colleges, schools that induce students to 
become future researchers, and so on. However, if  we are looking not at indi-
vidual schools but at more aggregate statistics (schools grouped by selectivity, 
for instance), these concerns are somewhat reduced. For instance, within the 
group of very selective schools, some may be more research oriented, others 
more public service oriented, and yet others more business oriented.

2.5  Selection

For measuring productivity, the problems associated with selection are 
the “elephant in the room.” Vertical selection occurs when students whose 
ability, preparation, and motivation are stronger enroll in diff erent colleges 
than students whose ability, preparation, and motivation are weaker. If  not 
addressed, vertical selection will cause us to overestimate the value added 
of colleges whose students are positively selected and to underestimate the 
value added of colleges whose students are negatively selected. This leads to 
the legitimate question that plagues college comparisons: Are the outcomes 
of students from very selective colleges strong because the colleges add value 
or because their students are so able that they would attain strong outcomes 
regardless of the college they attended?

However, colleges’ student bodies are not only vertically diff erentiated; 
they are also horizontally diff erentiated—that is, they diff er on dimensions 
like geography and curricular emphasis. For instance, suppose that earnings 
diff er across areas of the country owing, in part, to diff erences in the cost 
of living. Then two colleges that enroll equally able students and generate 
equal value added may have alumni with diff erent earnings. We could easily 
mistake such earning diff erences for diff erences in value added. As another 
example, consider two colleges that are equally selective but whose students, 
despite having the same test scores and grades, diff er in preferring, on the one 
hand, a life replete with inexpensive activities (local hikes) and, on the other 
hand, a life replete with expensive activities (concerts with costly tickets). 
These incoming diff erences in preferences are likely to play out in later career 
and earnings choices regardless of what the colleges do. We do not wish to 
mistake diff erences in preferences for diff erences in value added.
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Vertical selection is probably the more serious problem for two reasons. 
First, social investment at the most-  and least- selective colleges diff ers by 
about an order of magnitude. Second, some nonselective colleges’ median 
students have a level of achievement that is similar to that attained by the 
eighth grade (or even earlier) by the median students at the most- selective 
colleges.9 One cannot give the most- selective colleges credit for the four or so 
additional years of education that their incoming students have. Nor can one 
give them credit for the ability that allowed their students to acquire learning 
more readily than others. (Ability earns its own return, human capital apart.)

Solving selection problems is all about (1) randomization or something 
that mimics it and (2) overlap or “common support.” Randomization solves 
selection problems because with a suffi  cient number of people randomized 
into each treatment, the law of large numbers ensures that they are similar 
on unobservable characteristics as well as observable, measurable ones for 
which we might control.

The point about common support is less obvious and is especially impor-
tant for selection problems in higher education.

2.5.1  Addressing Selection, Part 1: Common Support

The requirement of common support means that it is highly implausible if  
not impossible to use comparisons between the outcomes of Harvard Uni-
versity students and students who would be extremely atypical at Harvard 
to judge Harvard’s productivity. We need students who overlap or who are 
in the common support between Harvard and another institution. There 
are many such students, but most end up attending another very selective 
institution, not a nonselective institution or a modestly selective institution. 
The common support requirement also exists horizontally. Two geographi-
cally proximate institutions that are similarly selective are far more likely to 
have common support than ones located thousands of miles away. Similarly, 
two similarly selective institutions that have the same curricular emphases 
(engineering or music) or campuses with similar amenities (opportunities 
for hiking versus opportunities for concert- going) are more likely to have 
common support.

We can analyze productivity while never moving outside the common 
support. In fact, the problem is almost exactly the same, as a statistical 
matter, as rating tennis players, for example. The top tennis players in the 
world rarely play matches against players who are much lower rated: the 
vertical problem. Also, apart from the top players whose matches are inter-
national, most players play most of their matches against other players from 
the same region: the horizontal problem. In tennis (as in many other sports 
that require ratings), the problem is solved by statistical paired comparison 

9. Author’s calculations based on the National Educational Longitudinal Study, US Depart-
ment of Education (2003).
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methods (PCMs) that rely entirely on players who actually play one another 
(i.e., players in the common support).

Sticking to the tennis analogy, the rating of a top player is built up by 
seeing how his outcomes compare with those of  other fairly top players 
whom he plays often. Then their outcomes are compared to those of other 
slightly less- apt players with whom they play often. And step- by- step, the 
distance in outcomes between most-  and least- apt players is computed even 
if  the most apt never play the least- apt ones. Similarly, the rating of players 
who are geographically distant is built. A Portuguese player might routinely 
play Spanish players who routinely play those from Southwest France, who 
play against Parisians, who play against Belgians, who play against Ger-
mans, who play against Danes. What is key is that PCMs never employ 
mere speculation of how one player would play someone whom in fact he 
or her never plays. Also, PCMs are designed to incorporate the information 
generated when a lower- rated player occasionally beats a much higher- rated 
one. PCMs do not impose any functional form on the rating. There can be 
abrupt discontinuities: for instance, the distance between players 2 and 3 
could be small, but the distance between players 4 and 5 could be very large. 
There can be ties.

If  we compare the outcomes of people who could attend either institu-
tion A or institution B but in fact divide fairly randomly between them, then 
we can measure the relative value added of the two schools. These are the 
direct A- versus- B “tournaments,” but of course there are many other tour-
naments: A versus C, A versus D, B versus D, B versus D, and so on. Using 
the same PCMs that one uses to build up a tennis player’s ranking, one can 
build up a school’s value added. Step- by- step, the diff erence in value added 
between schools with the most-  and least- apt students is computed even 
if  the most apt rarely choose among the same portfolio of schools as the 
least- apt ones. Similarly, the value added of schools that are, say, geographi-
cally distant is built. Again, what is key is that PCMs never employ mere 
speculation of how one student would choose among schools that, in fact, 
he never considers. An institution that has lower value added on average is 
allowed to have higher value added for some students. (This is the equivalent 
of the less- apt player beating the more- apt player sometimes.) PCMs seam-
lessly incorporate the information generated when a student occasionally 
chooses a school that is much less selective than the “top” one to which he 
was admitted. And PCMs do not impose any functional form on how value 
added relates to students’ aptitude. There can be abrupt discontinuities: for 
instance, the distance in value added between similarly selective schools A 
and B could be small, but the distance between similarly selective schools 
B and C could be very large. There can be ties. In short, we derive the same 
benefi ts from common support: the measure of value added is never based 
on mere speculation of how outcomes would compare among students who 
diff er in aptitude or in the colleges they consider. There is no functional form 
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imposed on institutions’ value added: institutions can be tied, very close, or 
very far apart.

Interestingly, PCMs are much easier to apply to value added than to sports 
because outcomes such as earnings are far more continuous than the score 
of a tennis match or other game. Also, small score diff erences that result 
in a win versus a loss matter in sports but not in the outcomes that matter 
for schools’ productivity. No one would care, for instance, if  one school’s 
students earned $50,000 on average and another school’s earned $50,001.

So far, this discussion has emphasized that by applying PCMs, I can esti-
mate diff erences in value added among schools. But all the points just made 
apply equally to diff erences in social investment. Attending school A might 
trigger a social investment of $20,000 in a student, while attending school B 
might trigger a social investment of $22,000. Just as with value added (the 
numerator of productivity), social investment is built through PCMs step- 
by- step so that the diff erence in social investment between schools with the 
most-  and least- apt students is computed even if  the most apt rarely choose 
among the same portfolio of schools as the least- apt ones. Similarly, PCMs 
build, step- by- step, the diff erences in social investment between schools 
that are, say, geographically distant. We derive all the same benefi ts from 
common support: the measure of social investment is never based on mere 
speculation of how educational spending would compare among students 
who diff er in aptitude or in the colleges they consider. There is no functional 
form imposed on the social investment triggered by attending an institution: 
institutions can be tied, very close, or very far apart.

PCMs can be used to build a school’s value added (akin to a tennis player’s 
ranking) or its marginal value added relative to another school (akin to the 
ranking diff erence between two players). Similarly, it can be used to build 
the social investment triggered by attending a school or the marginal social 
investment triggered by attending one school versus another. However, 
important caveats apply. I take them up after discussing the data because 
they can be made more clearly at that point.

2.5.2  Addressing Selection, Part 2: Quasi Randomization

Applying PCMs to measuring productivity without the plague of selec-
tion is straightforward if we can identify students whose attendance at any 
given pair of institutions is quasi random. I do this with two procedures that 
correspond, respectively, to the vertical and horizontal selection problems.

The procedure for the horizontal problem is simpler. In it, we identify 
pairs of students who have equally observable application credentials, who 
apply to the same schools A and B that are equally selective, and who have 
a high probability of admission at schools A and B. For instance, one might 
think of students who choose between equally selective branches of a state’s 
university system. If  the students knew for certain which school had the 
higher value added for them, they might always choose it. But in fact, they 
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have an imperfect understanding and still must make a choice. Thus hori-
zontal college choices are often infl uenced by small factors that only aff ect 
the students’ lifetime outcomes through the channel of which college they 
attend. While few students actually fl ip a coin, they choose among horizon-
tally equal colleges based on the architecture, the weather on the day they 
visited, the off hand suggestion of an acquaintance, and so on. This is quasi 
randomization.

Once we have identifi ed students who choose quasi randomly among hori-
zontally equal and proximate schools A and B, we can identify students who 
choose among horizontally equal and proximate B and C, C and D, and so 
on. Thus we can derive a measure of school A’s productivity relative to D’s 
even if  students do not (or rarely) choose between A and D. The horizontal 
selection problem is solved. While geography is the most obvious source of 
diff erentiation among horizontal equals, the logic applies far more broadly. 
For instance, A and B might both have strong engineering programs, B and 
C might both have strong natural sciences programs, C and D might both 
be strong in the biological sciences, and so on.

Now consider the procedure for the vertical selection problem. Here, we 
identify pairs of students who have equally observable application creden-
tials, who apply to the same schools A and B that are not necessarily equally 
selective, and who are “on the bubble” for admission at school A. I defi ne 
students as being on the bubble if  admissions staff  are essentially fl ipping 
coins among them when making admissions decisions.

That is the defi nition, but why does this range exist, and how can one learn 
where it is? A typical procedure for selective colleges is to group applicants, 
after an initial evaluation, into fairly obvious admits, fairly obvious rejects, 
and students who are on the bubble because they would be perfectly accept-
able admits but are not obvious. The on- the- bubble group might contain two 
or three times as many students as the school has room to admit once the 
obvious admits are accounted for. (For instance, a school that plans to admit 
1,000 students might have 800 obvious admits and put 400 in the on- the- 
bubble group in order to admit 200 more.) The staff  then look at the com-
position of the students whom they intend to admit and note defi ciencies in 
the overall class composition. For instance, the prospective class might be 
missing students from some geographical area or with some curricular inter-
est. Then the staff  conduct a fi nal reevaluation of the on- the- bubble students, 
keeping themselves attuned to these issues. Thus an on- the- bubble student 
may be more likely to be admitted if  she comes from a geographical area or 
plans to major in a fi eld that was initially underrepresented. In another year, 
these same characteristics would not increase her probability of admission. 
Thus admissions offi  cers make decisions that, while not random, are arbi-
trary in the sense that they only make sense in the context of that particular 
school in that year.

How does one fi nd the on- the- bubble range? It is the range where, as a 
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statistical matter, there is a structural break in the relationship between the 
probability of admission and observable credentials. To clarify, the probabil-
ity of admission above the bubble range is fairly high and fairly predictable. 
It increases smoothly and predictably in observable credentials such as test 
scores and grades. The probability of admission below the bubble range is 
low but also increases smoothly and predictably in observable credentials. 
(Students below the bubble range who gain admission usually have, in addi-
tion to their academic qualifi cations, some other observable characteristic, 
such as athletic prowess.) In contrast, the probability of admission in the 
bubble range is very diffi  cult to predict using observable credentials. This is 
because the on- the- bubble students all have perfectly acceptable credentials, 
and the admissions decision, which occurs in the fi nal reevaluation, depends 
not on these credentials but on some characteristic that in another year or 
similar school would not predict a more favorable outcome.

Statistical methods that uncover structural breaks in a relationship are 
made precisely for situations such as this: a relationship is smooth and 
predictable in range A; there is another range B in which the relationship 
is also smooth and predictable. Between ranges A and B, the relationship 
changes suddenly and cannot be predicted using data from either the A or 
B range. This is an issue into which I go into more detail in the companion 
methodological study (Hoxby 2015). The point is, however, that structural 
break methods are a statistical, objective way to fi nd the on- the- bubble 
range. While structural break methods will fi nd a strict credentials cutoff  if  
one exists (for instance, if  a school admits students who score above some 
threshold and rejects those who score below it), the methods will also fi nd 
the on- the- bubble range for schools that practice more holistic admissions. 
It is worth noting that the on- the- bubble range does not typically coincide 
with the admits who have the lowest academic credentials. Rather, it con-
tains students whose credentials usually place them only modestly below 
the median enrollee.10

Once one has located each school’s on- the- bubble range, one can solve the 
vertical selection problem using chains of schools. One can compare schools 
A and B by comparing the outcomes of students who were on the bubble 
at school A. Some of them end up at school A; others end up at school B. 
Schools B and C may be compared using students on the bubble at school B, 
C and D may be compared using students on the bubble at school C, and so 
on. Thus school A ends up being compared to school D through these con-
nections even if  few on- the- bubble students at A actually attend school D.

Summarizing, I identify “horizontal experiments” among students who 
have equal admissions credentials and who apply to the same equally selec-
tive schools where they are obvious admits. They more or less fl ip coins 

10. Note that students who have minimal academic credentials but some off setting observable 
characteristic such as athletic prowess are not on the bubble. Their admission is predictable.
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among the colleges. I identify “vertical experiments” among students who 
are on the bubble at some college and who are therefore admitted based on 
the equivalent of coin fl ips by the admission staff . I combine all these experi-
ments using PCMs. Notably, these measures comply to the maximum extent 
possible with the requirements of  randomization and common support. 
More detail on the procedure can be found in Hoxby (2015).

In this chapter, I show the results of applying this procedure to under-
graduate students. It could also be applied to graduate and professional 
schools where test scores (LSAT, GMAT, etc.) and undergraduate grades 
dominate an admissions process that is run by staff .11

2.6  Data

I use administrative data on college assessment scores, score sending, 
postsecondary enrollment, and 2014 earnings from wages and salaries for 
people in the high school graduating classes of  1999 through 2003 who 
were aged 29 through 34 in 2014. That is, I employ data on students who 
graduated from high school at age 18 and 19, which are the dominant ages at 
high school graduation in the United States. Earnings are from deidentifi ed 
Form W- 2 data, and these data are available for nonfi lers as well as tax fi lers. 
A student with no W- 2 is assumed to have zero wage and salary earnings. 
Enrollment data come not from students’ self- reports but from institutions’ 
reports to the National Student Clearinghouse and through Form 1098- T. 
Further details on this part of the data set are in Hoxby (2015).

The data on social investment come from the US Department of Educa-
tion’s Integrated Postsecondary Education Data System (IPEDS), a source 
derived from institutions’ offi  cial reports. For the purposes of this study, 
social investment is equal to the amount spent on a student’s education. 
This is called “core” spending by the US Department of Education and is 
equal to the per- pupil sum of spending on instruction, academic support12 
(for instance, advising), and student support.13 In IPEDS data, core spend-
ing is the same for all students who attend the same school in the same year 
at the same level (i.e., undergraduate versus graduate). This is a limitation 

11. It would work less well for small doctoral programs where faculty meet with or read con-
siderable material from the students with whom they may choose to work and whose admission 
they greatly infl uence.

12. Academic support includes expenses for activities that support instruction. For instance, 
it includes libraries, audiovisual services, and academic administration. The source is National 
Center for Education Statistics (2015).

13. Student support includes expenses for admissions, registrar activities, and activities whose 
primary purpose is to contribute to students’ emotional and physical well- being and to their 
intellectual, cultural, and social development outside the context of the formal instructional 
program. Examples include student activities, cultural events, student newspapers, intramural 
athletics, student organizations, supplemental instruction outside the normal administration, 
and student records. The source is National Center for Education Statistics (2015).
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of the data. In fact, core spending diff ers among programs and thus among 
students within a school year level. For instance, Altonji and Zimmerman 
(chapter 5 in this volume) demonstrate that some undergraduate majors, 
such as engineering, are actually more expensive than others, such as phi-
losophy. Also, some graduate programs are more expensive than others.

Another limitation of the core spending measure is that it probably con-
tains a type of  error that I call “classifi cation error.” Schools may make 
every eff ort to allocate each expenditure properly to its IPEDS category, but 
inevitably some judgment is required for certain expenditures. For instance, 
an administrative staff  person in a math department might mainly coor-
dinate instruction but occasionally help with an activity that would best 
be classifi ed as “public service.” For instance, the math department might 
have its students tutor in local secondary schools, and she might organize 
that activity. Her salary would probably be classifi ed as core spending, even 
though part of it could really be classifi ed as public service. Another univer-
sity, though, might put all its tutoring programs, regardless of fi eld, under 
one unit with dedicated staff . The salaries of those staff  persons would be 
classifi ed as public service.

Because the classifi cation of many expenditures is unambiguous, classi-
fi cation error is unlikely to dominate the variation in core spending among 
schools. Nevertheless, small diff erences in core spending between two schools 
should be interpreted with caution.

2.7  Three Empirical Issues: A Normalization, Lifetime Measures, and the 
Productivity of the Average Dollar versus the Marginal Dollar

In this section, I discuss three important empirical issues: (1) normalizing 
the value added of some schools to zero, (2) constructing lifetime measures 
of value added and social investment, and (3) measuring the productivity of 
the average dollar of social investment versus measuring the productivity of 
the marginal dollar.

2.7.1  A Normalization

I do not believe that there is a method of accounting for selection between 
no and some postsecondary education that is both credible and broadly 
applicable. There are methods that credibly account for this selection at the 
extensive margin for a particular institution or set of students.14 However, a 
method that works fairly ubiquitously does not exist for the simple reason 
that the decision to attend postsecondary school at all is not a decision that 
most people make lightly or quasi randomly. It is a fairly momentous deci-
sion. Thus it does not lend itself  to selection control methods that require 
quasi randomization and common support.

14. See the recent review by Oreopoulos and Petronijevic (2013).
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Because I cannot fi nd a broadly applicable, credible method of accounting 
for selection between no and some postsecondary education, I normalize the 
value added of some institutions to zero. In practice, these will be the least 
selective institutions, for reasons discussed below. This does not mean that 
these institutions’ value added is actually zero. An institution in the lowest 
selectivity group may have value added near zero, but it might improve earn-
ings or other outcomes substantially relative to no postsecondary education 
at all. It might also worsen outcomes relative to no postsecondary school if  
attending an institution keeps the student away from employment at which 
he would gain valuable skills on the job. In short, I caution readers against 
interpreting the normalized zeros as a true value added of zero: the true 
value added could be positive, zero, or negative for those institutions.

2.7.2  Lifetime Measures

Investments in higher education generally take place over a number of 
years and generate an asset (human capital) that creates benefi ts for poten-
tially an entire career. Thus I need to have lifetime measures of both social 
investment and value added. There are two issues that arise as a result: 
discounting the future and predicting benefi ts at higher ages than I observe 
in the data.

Only the fi rst of these issues, discounting, really applies much to the com-
putation of lifetime social investment. This is because I observe actual social 
investment for people when they are age 18 to age 34, and social investments 
in higher education are in fact very modest for people aged 17 or under or 
people aged 35 and over. Thus I do not attempt to project social investment 
after age 34, and I need only choose a plausible discount rate.15

In my main results, I use a real discount rate of 2.5 percent. In sensitivity 
testing (available from the author), I have considered real rates as low as 
2 percent and as high as 3 percent. Keep in mind that these are real discount 
rates that might correspond to nominal discount rates that cover a wider 
range, depending on the rate of  infl ation. For instance, with an infl ation 
rate of 3.0 percent, a real discount rate of 2.5 percent would be 5.5 percent.

Computing lifetime value added is more complicated because it is neces-
sary not only to discount but also to project outcomes to higher ages.

For earnings through age 34, I simply take observed earnings from the 
data and discount them using the same discount rate applied to social invest-
ment.

But I do not use a person’s actual earnings at ages greater than 34 because 
it would force me to compute value added based on students who attended 

15. More precisely, by age 34, most people have completed the postsecondary education 
that is induced by their initial enrollment. If  people return to college after, say, a decade in the 
labor market, that second enrollment episode is likely triggered by a labor market experience 
and should be evaluated separately.
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postsecondary school too long ago: the results would be unduly dated. For 
instance, a 65- year- old in 2014 would likely have started attending post-
secondary school in 1967 or 1968. On the other hand, I do not attempt to 
project future earnings based on earnings at an age earlier than 34 because 
people tend only to “settle down” on an earnings trajectory in their early 
30s, not their 20s. That is, studies of US workers tend to establish that their 
later earnings are substantially more predictable when one uses their earn-
ings through their early 30s as opposed to earnings through, say, their 20s.

To project earnings, I use empirical earnings dynamics. Specifi cally, I cat-
egorize each 34- year- old by his percentile within the income distribution for 
34- year- olds. Then I compute a transition matrix between 34- year- olds’ and 
35- year- olds’ income percentiles. For instance, a 34- year- old with income 
in the 75th percentile might have a 10 percent probability of moving to the 
76th percentile when aged 35. I repeat this exercise for subsequent pairs of 
ages: 35 and 36, 36 and 37, and so on. In this way, I build up all probable 
income paths, always using observed longitudinal transitions that diff er by 
age. (When a person is younger, she has a higher probability of transition-
ing to a percentile far from her current one. Incomes stabilize with age, so 
off - diagonal transition probabilities fall.) I considered alternative projection 
methods, the more plausible of which generated similar projections.16

Note that this method produces earnings for ages 35 and higher than are 
already in the same dollars of the day as earnings at age 34.

2.7.3  The Productivity of the Average Dollar versus the Marginal Dollar

In a previous section, I described how I build a school’s value added using 
PCMs. This gives me the numerator for a measure of the school’s productiv-
ity of the average dollar of social investment. I also use PCMs to build the 
social investment triggered by a student’s enrolling in a school. This gives 
me the denominator for the school’s productivity of the average dollar of 
social investment.

16. I investigated alternatives to this procedure. The fi rst set of alternatives used empirical 
earnings paths that played out for the same person over a longer time span than one year (i.e., 
the year- to- year transition matrix mentioned in the text). For instance, one could take a time 
span of 10 years. In this case, one would use the longitudinal pattern for each 34- year- old, 
following him through age 43. One would use the longitudinal pattern for each 43- year- old, 
following him through age 52. And so on. The longer the time span, the more one has allowed 
for patterns in earnings that play out of multiple years. However, a longer time span has the 
disadvantage that one is forced to use data from calendar years that are farther away from the 
present (more outdated). For time spans of two to ten years, this set of alternatives produced 
results similar to those shown. An alternative method that I rejected was keeping a person at 
the same percentile in the earnings distribution as he was at age 34. For instance, a person at 
the 99th percentile at age 34 would be assigned 99th percentile earnings for all subsequent ages. 
I rejected this alternative method because it does not allow for a realistic degree of reversion 
toward the mean. Thus despite the method’s producing reasonable lifetime outcomes for mid-
dling percentiles, it produces lifetime earnings distributions that contain too many extremely 
low and extremely high outcomes compared to reality.
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In theory, one could build a measure of school A’s productivity of the 
marginal dollar of social investment by focusing exclusively on the vertical 
and horizontal experiments that involve other schools whose core spending 
is only a little lower than school A’s. However, such calculations—which 
I call the “marginal PCM exercise” hereafter for conciseness—turn out not 
to be reliable in practice, owing to classifi cation error. (I do not give up 
entirely on computing the productivity of the marginal dollar. See below.)

Why does classifi cation error make the marginal PCM exercise described 
in the previous paragraph unreliable? Although classifi cation error probably 
has only a minor eff ect on measures of the level of a school’s core spending, 
it may very plausibly have a major eff ect on measures of the diff erences in 
core spending among schools whose core spending levels are similar. This is a 
familiar result in applied econometrics, where measurement error that causes 
only modest problems in levels regressions often causes dramatic problems 
in diff erenced regressions.17 The problem is, if  anything, exacerbated in this 
application, owing to the fact that IPEDS- based core spending is the same 
for all students who attend the same school at the same level in the same year.

To see this, suppose that schools A and B are similarly selective and have 
similar core spending. Suppose that they often compete with one another 
for the same students so that they generate many horizontal experiments. 
Suppose that true social investment is the same at schools A and B but that 
the two schools classify certain spending diff erently so that school A’s mea-
sured core spending is slightly higher than school B’s. Then the diff erence 
in the two schools’ measured core spending is entirely classifi cation error 
(measurement error).

If  one were to carry out the marginal PCM exercise in an attempt to com-
pute the productivity of the marginal dollar of social investment at school 
A, then A’s horizontal experiments with school B would naturally receive 
considerable weight because it competes often with school B and because 
school B’s measured core spending is only a little lower than school A’s. But 
each of  the A- B horizontal experiments would reveal nothing about the 
productivity of true marginal diff erences in social investment, since the two 
schools truly have identical social investment.

Indeed, the A- B comparisons could easily generate an estimate that sug-
gests (wrongly) that the productivity of a marginal dollar of social invest-
ment at school A is negative. School A would only need to have value added 
that is slightly lower than school B. Its slightly lower value added would be 
associated with slightly higher measured core spending.

17. The seminal demonstration of this point is made in Griliches (1979). He is interested 
in measures of educational attainment where measurement error is a minor problem in levels 
regressions but becomes a dramatic problem in diff erenced regressions—for instance, regres-
sions that depend on diff erences in attainment between siblings. The point applies much more 
broadly, however.
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This problem is exacerbated by the fact that the same classifi cation error 
aff ects every A- B comparison. That is, the classifi cation error does not vary 
among students within a school, as would other types of  measurement 
error—in earnings, say—where error for one student might very plausibly 
off set error for another student.

It might seem at this point that one can only credibly estimate the produc-
tivity of the average, not marginal, dollar at various schools. The reality is 
less disappointing. Although classifi cation errors do not cancel out across 
students within a school, they do tend to cancel out across otherwise similar 
schools. Thus a logical way to proceed is to group schools with others that 
are similar. Then one can estimate the productivity of the marginal dollar 
for each group by carrying out the marginal PCM exercise at the group 
level rather than the school level. One obtains only a group- level estimate 
of the productivity of the marginal dollar, but this is informative for many 
purposes as shown below.

2.8  Why the Results Are Shown with Institutions Grouped in Selectivity- 
Based Bins

2.8.1  Group- Based Results

In the sections that follow, I present the productivity fi ndings for schools 
grouped into “bins,” not for individual schools. This is for several reasons.

First, since there are more than 6,000 postsecondary institutions, it would 
be impractical to show productivity school by school.

Second, small diff erences among similar schools tend to be interpreted 
more strongly than is justifi ed by the nature of the estimates. Even in exer-
cises like those carried out in this chapter, which rely on administrative data 
that are vast and not prone to error, there are reasons why small diff erences 
may be misleading and not robust. For instance, structural break methods 
are a statistically grounded and logical way to identify each school’s on- the- 
bubble region, but they are not a perfect way. Thus some schools’ on-
 the- bubble regions are probably slightly off , and this could aff ect their results 
enough to make small estimated diff erences misleading.

Third, this chapter and other chapters in this volume aim to produce 
evidence about higher education productivity that addresses consequential, 
long- standing questions. It is diffi  cult to see how productivity calculations 
for individual schools would much advance this goal. Indeed, reports on 
individual schools, such as the US News and World Report rankings, seem 
to trigger plenty of gossip but few important analyses.

Fourth, as noted in the previous section, it is necessary to group schools 
in some way to estimate the productivity of the marginal dollar of social 
investment.
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2.8.2  Grouping Postsecondary Institutions by Selectivity

There are a variety of  ways in which one could group postsecondary 
institutions, and several could be interesting. The logical place to start is 
grouping them by selectivity—for a few reasons. First, diff erences in vertical 
selection among institutions are a dominant feature of US higher education 
and a key feature that explains students’ college choices and institutions’ 
roles in the market for higher education (Hoxby 2009). Second, vertical 
selection is the primary threat to accurate calculations of productivity, so 
by grouping schools by selectivity, I allow readers to judge how remedying 
the selection problem (as described above) aff ects the results. Third, produc-
tivity by selectivity is the crucial statistic for understanding the education 
production function, especially for assessing single crossing—the degree 
to which a higher- aptitude student derives more value from attending an 
institution with a higher level of  social investment than a lower- aptitude 
student would derive.

I present the results using fi gures in which each institution is assigned to a 
“selectivity bin” according to the empirical combined math and verbal SAT 
(or translated ACT) score of its average student.18 Note that it is institutions, 
rather than individual students, that are binned, since we are interested in 
showing the productivity of institutions.

Although score- based bins are probably the most objective way to orga-
nize the institutions by selectivity, it may help to provide an informal transla-
tion between the scores and the “competitiveness” language used in Barron’s 
Profi les of American Colleges and Universities, familiar to higher education 
researchers and policy makers. Roughly, institutions with an average com-
bined score of 800 are noncompetitive. Indeed, they often explicitly practice 
“open admission,” which means that they admit anyone with a high school 
diploma or passing score on a high school equivalency test. Institutions with 
an average combined score of 1,000 to 1,050 are “competitive plus”; 1,050 
to 1,150 are “very competitive”; 1,150 to 1,250 are “very competitive plus”; 
1,250 to 1,350 are “highly competitive” or “highly competitive plus”; and 
1,350 and over are “most competitive.” These classifi cations are approxi-
mate, and some schools do not fi t them well. There is an indeterminate area 
between nonselective and selective schools that corresponds roughly to the 
800 to 1,000 range. Toward the top of this range, schools tend to be selective 
but more reliant on high school recommendations and grades and less reliant 
on test scores. Toward the bottom of this range, schools tend to be nonselec-
tive. However, schools in this range can be hard to classify because informa-
tion about them is often only partial. This is a point to which I will return.

18. The empirical average score is not necessarily the same as the SAT/ACT score that appears 
in college guides. Some schools submit scores to the college guides that refl ect “management” 
of the (subpopulation of) students for whom scores are reported.
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2.9  Results

I show productivity for three key outcomes: wage and salary earnings 
(including zero earnings for people who have none), a measure of public 
service, and a measure of  innovation produced. The construction of  the 
two latter measures is discussed below. All of these are lifetime measures in 
which I compute the actual measure for ages 18 through 34 and then project 
the outcome for ages 35 through 65, the ages for which persons’ outcomes 
cannot be linked to their postsecondary institutions. A real discount rate 
of 2.5 percent is used throughout for the results shown here. I consistently 
normalize the productivity of the least- selective institutions to zero.

2.9.1  Productivity Measures Based on Earnings

Figure 2.1 shows lifetime wage and salary earnings and value added for 
institutions of higher education. The earnings are “raw” because no attempt 
has been made to account for the eff ects of selection. Value added, in con-
trast, is computed using the method described above to account for selection.

The fi gure shows that both raw earnings and value added are higher for 
institutions that are more selective. Indeed, both series rise almost mono-
tonically. However, value added rises more slowly than earnings. This is 
particularly obvious as we reach the most- selective institutions, where the 
slope of the relationship implies that about two- thirds of the earnings gains 

Fig. 2.1 Lifetime earnings and value added in dollars, institutions grouped 
by selectivity
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do not represent value added but instead represent what their very apt stu-
dents would have earned if  they had attended less- selective schools. (Because 
of the normalization, only the gain in value added relative to the lowest- 
selectivity schools is meaningful. The level is not.)

Of course, this does not mean that the more selective an institution is, the 
greater its productivity. Value added rises with selectivity but, as fi gure 2.2 
demonstrates, so does social investment in each student’s education. Recall 
that social investment is the increase in educational spending triggered by 
attending one institution rather than another. Like value added, this mea-
sure accounts for selection using the method described above. Also like value 
added, it is a lifetime measure and discounted using a real rate of 2.5 per-
cent.19

Just for comparison, fi gure 2.2 also shows the present discounted value 
of tuition paid. This is always lower than social investment because it does 
not include spending funded by taxpayers, donors, and so on.

Social investment in each student’s education is higher for institutions 
that are more selective. It rises almost monotonically with the institution’s 
average test score. Note also that social investment rises notably more steeply 

19. Recall that I consider social investment only through age 34, since by that age, the vast 
majority of people have completed the postsecondary education induced by their initial enroll-
ment.

Fig. 2.2 Social investment and tuition paid from age 18 to 32 in dollars, institutions 
grouped by selectivity
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than tuition paid. This is partly because more selective institutions spend 
considerably more per curricular unit on each student’s education. But it is 
also partly because students who attend more- selective institutions tend to 
enroll in more curricular units. They are less likely to drop out, more likely 
to attend full time, more likely to continue onto graduate school, and so on. 
This is true even when we have accounted for selection.

Figures 2.1 and 2.2 suggest that the pattern of institutions’ productiv-
ity of an average dollar will be something of a race between value added 
(the numerator), which is rising in selectivity, and social investment (the 
denominator), which is also rising in selectivity. Figure 2.3 shows the results 
of this “race.” The pattern is striking: (1) Within the selective institutions 
(combined SAT scores of 1,000 or above), productivity of the average dol-
lar is quite fl at; it rises slightly but not at all dramatically. (2) Within the 
nonselective institutions, productivity of the average dollar is roughly fl at 
in selectivity. (3) The productivity of the average dollar is lower among non-
selective schools than it is among the selective ones.

The fi rst of these results—that among selective schools, the productivity 
of the average dollar rises only slightly with selectivity—is very striking and 
has potentially important implications. It is striking because social invest-
ment and earnings both rise substantially, not slightly, as selectivity rises. 
Thus the relative fl atness comes from the numerator and denominator rising 
at a suffi  ciently similar rate so that the value added of the average dollar is 

Fig. 2.3 Productivity based on lifetime earnings of a dollar of social investment in 
higher education, institutions grouped by selectivity
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not terribly diff erent between an institution with an average score of 1,000 
and one with an average score of 1,400. An implication of this fi nding is that 
there would be little change in sector- wide productivity if  one were to remove 
the average dollar from more- selective schools (i.e., make a radial reduction 
in core spending) and were to use that dollar to make a radial increase in 
the core spending of less- selective schools.20 Moving the dollar in the other 
direction would also generate little change—that is, social investment is scal-
ing up with student aptitude such that higher- aptitude students get resources 
that are commensurate with their capacity to use them to create value.

This result, with its important implications, seems unlikely to be a mat-
ter of  pure coincidence. Since students are actively choosing among the 
institutions throughout this range, this may be the result of market forces: 
students choosing among schools and schools consequently competing for 
faculty and other resources. In other words, students who can benefi t from 
greater resources may be willing to pay more for them, inducing an alloca-
tion of schools’ resources that corresponds roughly to students’ ability to 
benefi t from them.

That market forces would have this eff ect would not be surprising if  all 
students paid for their own education, the fi nancing of such education was 
effi  cient, and students were well informed about the value they could expect 
to derive from educational resources. But clearly, these idealized conditions 
do not obtain: third- party payers (taxpayers, donors) are the proximate 
funders of a considerable share of selective higher education, student loan 
volumes and interest rates are such that students can be liquidity constrained 
(on the one hand) or off ered unduly generous terms (on the other), and many 
students appear to be poorly informed when they choose a postsecondary 
school. Thus what the result suggests is that even with all these issues, market 
forces are suffi  ciently strong to maintain some regularity in how institutions’ 
resources scale up with the aptitude of their students.

The empirical result does not imply that the educational resources are 
provided effi  ciently. It could be that all the institutions provide resources 
in a similarly ineffi  cient manner. However, unless the productivity of least- 
productive institutions is substantially negative (so that the normalization 
to zero overstates their productivity a lot), a dollar spent on educational 
resources at a selective institution appears to generate multiple dollars of 
value over a person’s lifetime.

The second of these results—that productivity is rather fl at in selectivity 
among nonselective schools—is not terribly surprising. More specifi cally, 

20. A radial change is one that changes all categories within core spending equally. For 
instance, if  70 percent of core spending were on instruction and 30 percent were on academic 
support, a radial reduction of a dollar would reduce instructional spending by 70 cents and 
academic support spending by 30 cents. If  decision making at selective institutions is such 
that spending changes are usually radial, the average and marginal dollar might be spent very 
similarly.
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among institutions whose average student has a combined score of 800 or 
below, productivity is rather fl at. This may be because the institutions do not 
actually diff er much in student aptitude: their average student’s score may 
not be terribly meaningful because some of their students take no college 
assessment or take an assessment but only for low stakes.21 Or it could well 
be that the aptitudes that may matter for their students’ success are poorly 
measured by tests. Finally, being nonselective, these institutions may diff er 
mainly on horizontal grounds (geography, curriculum, how learning is orga-
nized) so that showing them vis- à- vis an axis based on the average student’s 
score is just less informative.

The third of these results—that productivity is distinctly lower at nonse-
lective institutions—is interesting and consistent with several possible expla-
nations. First, nonselective institutions enroll students who have struggled in 
secondary school, and it may simply be harder to turn a dollar of investment 
into human capital for them. Simply put, they may arrive with learning defi -
cits or study habits that make them harder to teach. Second, many students 
who enroll in nonselective schools do not choose among them actively or 
in an informed manner. They simply choose the most proximate or one 
that becomes salient to them for an arbitrary reason (an advertisement, for 
instance). Because these schools infrequently participate in national col-
lege guides, students may have a diffi  cult time comparing them on objective 
grounds. For all these reasons, market forces may fail to discipline these 
institutions’ productivity. Third, nonselective institutions disproportion-
ately enroll students who do not pay for their own education but instead 
have it funded by a government grant, veterans’ benefi ts, or the like. As in 
other third- party- payer situations, this may make the students less sensitive 
to the commensurability between cost and benefi t than they would be if  they 
were paying the bills themselves.

The patterns discussed so far are robust to several alternatives in comput-
ing productivity, such as using discount rates anywhere within the plausible 
range of 2 to 3 percent real. They are robust to removing institutional sup-
port from social investment. (Social investment should certainly include 
instructional spending, academic support, and student support.) They are 
robust to excluding extensive research universities whose accounting of how 
spending is allocated across undergraduates and other uses is most contest-
able.22 All of these alternatives change the magnitudes of productivity, but 

21. Many American students take a college assessment (or preliminary college assessment) 
solely to satisfy their state’s accountability rules or for diagnosis/placement. Thus many stu-
dents who do not apply to any selective postsecondary school nevertheless have scores.

22. The 2000 edition of  the Carnegie Commission on Higher Education classifi ed post-
secondary schools as Extensive Research Universities if  they not only off er a full range of 
baccalaureate programs but also are committed to graduate education through the doctorate, 
give high priority to research, award 50 or more doctoral degrees each year, and annually receive 
tens of millions of dollars in federal research funding.
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they do not change the three key patterns just discussed. They also do not 
change the fact that both earnings and social investment rise fairly mono-
tonically in selectivity.

Among institutions of similar selectivity, is productivity similar? In other 
words, is the average productivity within each bin representative of all insti-
tutions, or does it represent an average among schools whose productivity 
diff ers widely? This question is clearly important for interpretation, and 
fi gure 2.4 provides the answer.

Figure 2.4 shows not just the average productivity in each selectivity bin 
but also the productivity of the 5th and 95th percentile institutions with each 
bin. It is immediately obvious that productivity diff erences among schools 
are wide among nonselective institutions but narrow as schools become 
more selective. Indeed, among the very selective schools, productivity dif-
ferences are relatively small.

Given the results on the average levels of productivity, these results on the 
dispersion of productivity should not be too surprising. The level results 
suggest that market forces might be operative among selective institutions. 
The students who would likely maintain the most market pressure would 
be students who make active choices among schools (not merely choosing 
the most proximate), who are best informed, whose families pay for some 

Fig. 2.4 Average, 10th percentile of and 90th percentile of productivity of a dollar 
of social investment in education, institutions grouped by selectivity
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or most of their education, and who are the least likely to be liquidity con-
strained. Such students will disproportionately be apt. Thus the more selec-
tive an institution is, the more it is probably exposed to market forces that 
discipline its productivity—explaining why we see low dispersion.

If  market forces weaken as students get less apt, then the pressure for 
similarly selective schools to be similarly productive would fall as selectivity 
falls. This would be consistent with the pattern of dispersion in fi gure 2.4. 
Market pressure might be very weak for nonselectives if  the students who 
tend to enroll in them choose only among local schools, are poorly informed, 
and have their tuition paid by third parties. Indeed, for many nonselective 
schools, there is not much information available about students’ outcomes. 
Thus we should not be surprised that low- productivity, nonselective schools 
do not get eliminated even though some nonselective schools have much 
higher productivity.

So far, the discussion in this section has focused on the productivity of 
the average dollar of social investment. But as discussed previously, we can 
potentially learn about the productivity of  the marginal dollar of  social 
investment. One way to do this without imposing much structure is to plot 
the marginal productivity curve implied by the average productivity curve 
shown in fi gure 2.2. (This is analogous to plotting the marginal cost curve 
associated with an average cost curve.) When I do this, I obtain fi gure 2.5. 
It shows that the productivity of the marginal dollar of social investment 

Fig. 2.5 Marginal productivity of a dollar of social investment, institutions 
grouped by selectivity

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



58    Caroline M. Hoxby

is also quite fl at but slightly upward sloping in selectivity over the range of 
selective institutions. In fi gure 2.6, I switch the scale of the horizontal axis to 
dollars of social investments, rather than selectivity, while still grouping insti-
tutions in selectivity- based bins. The resulting marginal productivity curve 
is, in some ways, easier to interpret because it reveals the productivity of 
the marginal dollar and allows us to see what that marginal dollar is. The 
curve is even fl atter.

An implication of this fi nding is that there would be little change in sector- 
wide productivity if  one were to remove the marginal dollar from more- 
selective schools and were to use that dollar to make a marginal increase in 
the core spending of less- selective schools. Moving the marginal dollar in the 
other direction would also generate little change. That is, social investment 
is scaling up with student aptitude such that higher- aptitude students get 
marginal resources that are commensurate with their capacity to use them 
to create marginal value.

2.9.2  Productivity Measures Based on Public Service

Conceptually, one wants to have a measure of public service that picks 
up contributions to society that earnings do not. This suggests that a good 
measure of public service is the percentage diff erence in earnings in a per-
son’s occupation if  he works in the public or nonprofi t sectors versus the 

Fig. 2.6 Marginal productivity of a dollar of social investment, horizontal axis in 
dollars of social investment, institutions grouped by selectivity
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for- profi t sector. This is a measure of his “donation” to society: the earnings 
he foregoes by not being in the for- profi t sector. Two concrete examples 
may be helpful. Highly able lawyers usually work for for- profi t law fi rms, 
but some work as judicial clerks, district attorneys, and public defenders. 
The latter people earn considerably less than they would in the for- profi t 
sector. Similarly, executives and managers of nonprofi t organizations, such 
as foundations, usually earn considerably less than those in the for- profi t 
sector. While a measure of public service based on “pay foregone” is cer-
tainly imperfect (in particular, the diff erent sectors may draw people who 
have diff erent levels of unobserved ability), it is at least an economics- based 
measure, not an ad hoc measure. It is also a continuous measure and one that 
can be specifi c to the schools in each selectivity bin, limiting the unobserved 
ability problems just mentioned.

I classify each school’s former students by their one- digit occupation at 
about age 34. Then I compute, for each selectivity bin, the average earnings by 
occupation for those employed in the for- profi t sector. Next, I compute each 
public or nonprofi t employee’s contribution to public service as the diff er-
ence between his occupation- by- selectivity bin’s for- profi t average earnings 
and his earnings. To make this akin to a lifetime measure, I multiply it by the 
person’s ratio of projected lifetime earnings to his age 34 earnings. (The last 
is simply to make magnitudes analogous to those in the previous sub section.) 
Also, if  the contribution calculated is negative, I set it to zero. (I return to 
this point below.) I assume that the contribution to public service is zero for 
for- profi t employees. Clearly, they may make contributions through volun-
teering or other means, but most such contributions pale in comparison to 
those of someone who foregoes 15 percent of pay, for example.

Once this contribution to public service is computed, it can be used to 
make productivity calculations in a manner that is exactly analogous to how 
earnings are used in the productivity calculations based on earnings. To be 
precise, productivity based on public service is value added through public 
service contributions divided by social investment.

Figure 2.7 shows the results of this exercise. The relationship is fairly noisy 
and nonmonotonic, although, overall, productivity based on public service 
rises with selectivity. The bumpy relationship is the net result of two compet-
ing relationships. The percentage of former students who take up govern-
ment employment falls as selectivity rises. This would tend to make public 
service productivity fall as selectivity rises. However, this fall is off set by the 
rise in earnings foregone as selectivity rises. A concrete example may help. 
For most of the selectivity range (above the nonselectives), the tendency of 
former students to become public school teachers is falling with selectivity. 
However, in the lower selectivity bins, public school teachers are relatively 
well paid compared to for- profi t employees in their occupational category, 
so their foregone earnings are little to none. Relatively few former students 
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from the highest selectivity bins become public school teachers, but those 
who do forego a large share of their for- profi t counterparts’ earnings. Similar 
phenomena hold for other local, state, and federal employees.

Figure 2.8 shows the dispersion of productivity based on public service. 
The pattern shown contrasts strikingly with that of fi gure 2.4, which showed 
that the dispersion of productivity based on earnings fell steady with selec-
tivity. The dispersion of productivity based on public service does not. It is 
noisy, but it rises with selectivity. This indicates that among very selective 
schools, some are much more productive in public service contributions than 
others. Put another way, some very selective schools are much more likely 
to induce their students to enter public service than are other very selective 
schools. One might speculate that some schools have more of a service ethos 
or a greater number of service opportunities available to students on or near 
campus. In any case, there is little indication that market or any other forces 
constrain similarly selective schools to have similar productivity based on 
public service.

2.9.3  Productivity Measures Based on Innovation

Conceptually, one wants to have a measure of contributions to innova-
tion that is broader than, say, a measure based on patenting would be. Many 

Fig. 2.7 Productivity measured in terms of average value added through public ser-
vice of a dollar of social investment, horizontal axis in dollars of social investment, 
institutions grouped by selectivity
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more people contribute to innovation than own patents. Similarly, a mea-
sure based on former students themselves becoming researchers seems too 
narrow. The software industry, for instance, fi ts the defi nition of innovative 
that many economists have in mind, and it is certainly a growing industry in 
which the United States has a comparative advantage.23 Yet it does not have 
many employees who would describe themselves as researchers. For these 
reasons, I computed a measure of  contributions to innovation based on 
the research and development (R&D) spending of each person’s employer. 
Specifi cally, I took each employer’s ratio of R&D spending to total expenses. 
Nonprofi t and public employers, especially universities, were included as 
much as possible. I then multiplied each employee’s earnings at age 34 by 
this R&D ratio. Finally, I multiplied by the person’s ratio of lifetime earn-
ings to her earnings at age 34. (This fi nal multiplication is simply to make 
the magnitude analogous to those in the previous subsections.)

Thus a person who works for a fi rm that spends 10 percent of its budget 
on R&D would have 10 percent of her lifetime pay listed as her contribu-
tion to innovation. Of course, this is not meant to be a measure of her direct 
contributions. Rather, it is a way of forming an index that both refl ects value 

23. See Hecker (2005).

Fig. 2.8 Productivity measured in terms of value added through public service of a 
dollar of social investment, 10th percentile, average, and 90th percentile, horizontal 
axis in dollars of social investment, institutions grouped by selectivity
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(from earnings) and innovation (from the R&D ratio). This index permits 
people to contribute to innovation even if  they do so in a supportive capac-
ity, as most do, rather than as an investigator or patentee. For instance, a 
secretary or market researcher for a software fi rm would be counted because 
she indirectly supports the innovation occurring there.

Once this contribution to innovation is computed, it can be used to make 
productivity calculations in a manner exactly analogous to how earnings 
are used in the productivity calculations based on earnings. To be precise, 
productivity based on innovation is value added through the innovation 
measure divided by social investment.

Figure 2.9 shows the results of this exercise. The pattern is mildly upward 
sloping in selectivity until the most- selective institutions are reached. At that 
point, the relationship becomes steeply upward sloping. This convex rela-
tionship indicates that very selective institutions are much more productive 
in contributions to innovation than all other institutions. There are at least 
two possible explanations. Most obviously, there is no reason to think that 
the relationship should be fl at as it is for productivity based on earnings. 
In the latter case, market forces could plausibly generate a fl at relationship. 
But if  much of the return to innovation spills over onto others or works 
through general equilibrium eff ects, there is no obvious mechanism that 
would ensure that social investment scales up with contributions to inno-

Fig. 2.9 Productivity measured in terms of average value added through innovation 
of a dollar of social investment, horizontal axis in dollars of social investment, insti-
tutions grouped by selectivity
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vation. Alternatively, social investment, the denominator of productivity, 
could be understated in the most- selective schools. Social investment does 
not include these schools’ spending on research, and this research spending 
may have benefi ts for undergraduates. In fact, the channel could be subtle. 
It may be that research spending has no direct benefi ts for undergraduates 
but that it attracts a diff erent type of faculty (research- oriented) who, even 
when they teach undergraduates, teach in a manner oriented toward devel-
oping knowledge at the frontier. Thus the undergraduate program might be 
almost unintentionally research oriented.

I do not show dispersion in productivity based on research because the 
focus would be on such a small number of schools.

2.10  Discussion

At selective institutions, a dollar in social investment appears to generate 
multiple dollars of value added based on earnings over a person’s lifetime. 
This conclusion is only unwarranted if  nonselective schools have substan-
tially negative productivity.

This is a simple but important result with broad implications for many 
government policies. For instance, the estimated productivity of selective 
institutions appears to be suffi  ciently high to justify taxpayer support and 
philanthropic support incentivized by the tax deductibility of gifts. I lay out 
such calculations in a companion chapter that is in process.

For nonselective schools, it is less clear whether a dollar in social invest-
ment generates at least a dollar in value added based on earnings. This is not 
to say that these schools’ productivity is near zero. Rather, it is to say that 
understanding their productivity is diffi  cult because their students tend to 
be at the no- enrollment versus some- nonselective- enrollment margin, where 
it is extremely diffi  cult to account for selection. For instance, this study does 
not attempt to say how the productivity of nonselective schools compares 
to the productivity of on- the- job training.

The results for productivity based on earnings suggest that market forces 
are suffi  ciently strong to maintain some regularity in how institutions’ 
resources scale up with the ability of  their students to convert social invest-
ment into value added. Without market forces as the explanation, the 
stability of  productivity over a wide range of  schools would be too much 
of  a coincidence. This does not necessarily imply that selective institutions 
provide educational resources with maximum effi  ciency: market forces 
might only compel them to provide resources in a similar but ineffi  cient 
manner. However, selective schools’ effi  ciency is at least such that social 
investment channeled through them generates multiple dollars of  value 
added.

Given the strong, even dramatic and convex, increases in the social 
investment that are associated with more and more selective institutions, 

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



64    Caroline M. Hoxby

the result discussed in the foregoing paragraphs are only possible—as a 
logical matter—if single crossing holds. Moreover, single crossing must not 
only hold with regard to its positive sign, but the magnitude of the cross 
partial derivative must be fairly substantial. Put another and less purely 
mathematical way, education production must be such that students with 
greater aptitude derive substantially more value added from any marginal 
dollar of social investment. The implications of this fi nding are fairly pro-
found for the economics of education. Exploring them fully is beyond the 
scope of this chapter, but I take them up in my Alfred Marshall Lectures 
(University of Cambridge).24

Productivity based on earnings is much more dispersed among nonselec-
tive and less- selective schools than among very selective schools. This is a 
hint that market forces weaken as selectivity falls, perhaps because students 
become less informed and/or less responsive to productivity when choosing 
which school to attend. In any case, a student choosing among nonselective 
schools can make a much larger “mistake” on productivity than a student 
choosing among very selective schools.

The results for productivity based on public service suggest that market 
forces do not maintain regularity in how institutions’ resources scale up with 
the ability of their students to convert social investment into public service. 
A plausible explanation is the lack of  market rewards for public service. 
Without such market- based rewards, there may be no mechanism by which 
schools that are that more productive at public service generate more funds 
to support additional investments.

The results for productivity based on innovation suggest that highly selec-
tive schools are much more productive than all other schools. This is not 
surprising if  the rewards for innovation run largely through spillovers or 
general equilibrium eff ects on the economy. In such circumstances, there 
would be no market forces to align social investment with contributions 
from innovation. Alternatively, social investment (the denominator of pro-
ductivity) could be understated because it does not include spending on 
research. Undergraduates may learn to be innovative from research spend-
ing or simply by being taught by faculty who spend part of their time on 
research supported by research spending.

The three outcomes by which productivity is measured in this chapter 
were chosen to represent private returns (earnings), social returns (public 
service), and likely sources of economic spillovers (innovation). But there 
are, of course, many other outcomes by which productivity of postsecond-
ary institutions could be measured.

24. These are currently available in video format online and will, in time, be published in 
written format. See Hoxby (2018).
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3.1  Introduction

The postsecondary accountability movement is motivated by the idea that 
reporting and rewarding measures of institutional performance can gener-
ate both better information and stronger fi nancial incentives to improve the 
decision- making processes of prospective consumers, policy makers, and 
institutions (Dougherty and Reddy 2013). In his 2013 State of the Union 
address, President Obama gave voice to this movement by calling for institu-
tions to be “[held] accountable for cost, value, and quality,” eventually by 
linking measures of institutional performance to federal aid (US Depart-
ment of Education 2013).

This accountability agenda is even more advanced at the state level. As 
of  2015, 32 states were already utilizing some form of  performance or 
“outcomes- based” funding, with another 5 in the process of implementing it 
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(National Council of State Legislatures [NCSL] 2015). While in most states 
the portion of  state funding that is performance based remains small—
typically less than 10 percent—two states (Tennessee and Ohio) now base 
the majority of institutional funding on performance metrics (Snyder 2015).

These accountability eff orts increasingly look beyond just credit and cre-
dential completion to what some view as the most important dimension of 
student outcomes: postcollege labor market success. In September 2015, 
the Obama administration took a major step toward this goal by releasing 
an updated version of its College Scorecard, which for the fi rst time pro-
vided information not just on college costs and graduation rates but also on 
median postcollege earnings for more than 4,000 institutions nationwide. 
Several states now incorporate job placement, employment, and earnings 
data into their performance funding formulae, at least for portions of their 
postsecondary sectors. And the Texas State Technical College System uses 
information on students’ postcollege earnings as the sole criteria for making 
funding recommendations to the Texas legislature (Selingo and Van Der 
Werf 2016; Texas Higher Education Coordinating Board [THECB] 2013).

There is no consensus, however, on how such labor market measures 
should be constructed, nor is there much evidence regarding how the choice 
of measure may aff ect the resulting institutional ratings. While the College 
Scorecard provides earnings for all entrants 10 years after entry, states using 
labor market data in performance funding formulae sometimes examine 
outcomes for graduates less than a year after graduation. Does it matter 
whether employment/earnings are measured 1, 2, or 10 years postgradu-
ation? Moreover, should schools be held accountable for all students or 
just those who graduate? What diff erence does it make whether metrics are 
adjusted to account for the incoming characteristics of the student popula-
tion? And can labor market data be used to examine more than just earnings?

In this chapter, using administrative data from one state that links postsec-
ondary transcripts to in- state quarterly earnings and unemployment records 
over more than a decade, we construct a variety of possible institution- level 
labor market outcome metrics. Our goal is not to identify the “best” metric 
but to explore how sensitive institutional ratings may be to the choice of 
metric, length of follow- up, and inclusion of adjustments for student charac-
teristics, particularly in the context of real- world data limitations. We believe 
we are the fi rst to use a state- level database to assess labor market outcome 
metrics beyond earnings, including full- time, full- year employment rates; 
social service sector employment; and unemployment claims. We also exam-
ine how these metrics compare with the academic- outcome- based metrics 
more commonly incorporated into state accountability systems. This work 
builds on similar eff orts to analyze labor outcome metrics in the postsecond-
ary sector using Internal Revenue Service (IRS) data (Hoxby 2015; also see 
chapter 2 in this volume), the College Scorecard data (Executive Offi  ce of the 
President [EOP] 2015), and data on four- year colleges in Texas and Canada 
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(Betts, Ferrall, and Finnie 2013; Cunha and Miller 2014). It also builds on 
research on institutional performance measurement in sectors with similar 
features, including job training (Heckman, Heinrich, and Smith 2002) and 
health care (Staiger et al. 2013).

We conclude that labor market data, even when imperfect, can pro-
vide valuable information distinct from students’ academic outcomes. As 
has been found in other sectors, however, ratings are highly sensitive to 
the choice of  outcome and length of  follow- up (and, to a lesser extent, 
to the inclusion of compositional adjustments). The most obvious labor 
market outcomes—graduates’ employment and earnings in the year after 
graduation—are unreliable predictors of institutional performance on the 
same metrics measured several years later. Earnings and employment alone 
also fail to capture other aspects of economic well- being that may be valued 
by both policy makers and students themselves. Consistent with Cunha and 
Miller (2014), our fi ndings suggest a cautious approach: while a mix of 
feasible labor market metrics may be better than none, reliance on a single 
unadjusted earnings metric, especially if  measured too early, may undermine 
policy makers’ ongoing eff orts to accurately quantify institutional perfor-
mance.

The remainder of the chapter proceeds as follows. Section 3.2 provides 
policy context around performance accountability eff orts in higher educa-
tion. Section 3.3 provides a conceptual and practical overview of the chal-
lenges of using state- level labor market data for this purpose. Section 3.4 
describes our data and methodology. Section 3.5 presents results, and section 
3.6 provides a concluding discussion.

3.2  Policy Background

Policy goals in higher education traditionally have been measured and 
fi nanced primarily using input metrics—such as student enrollment and 
credit hours—for many decades (SRI International 2012).1 This stands in 
contrast to the job training sector, which has a more established tradition 
of evaluating programs based on participants’ labor market outcomes going 
back at least to the Job Training Partnership Act of  1982 (Barnow and 
Smith 2015). Over the past three decades, however, there has been a push 
to align higher education funding with academic outputs, such as credits 
completed or degrees conferred, rather than inputs. Output- based account-
ability eff orts range from purely informational reporting to higher- stakes 
performance- based funding (Burke 2001; Dougherty and Reddy 2013; 
Umbricht, Fernandez, and Ortagus 2015). The idea behind outcomes- based 

1. A cost- plus approach is a traditional budgeting strategy in which public colleges and uni-
versities primarily base their projected budgetary needs on current costs, student enrollments, 
and infl ationary increases.
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accountability policies is that they generate both better information and 
stronger fi nancial incentives to improve the decision- making processes of 
prospective consumers, policy makers, and institutions (Dougherty et al. 
2014; Heckman, Heinrich, and Smith 2002; Muriel and Smith 2011).

The fi rst wave of performance funding (PF) policies, or PF 1.0, used met-
rics to award bonuses over and above base state funding for higher educa-
tion (Dougherty and Reddy 2013; Snyder 2011; Dougherty, Natow, and 
Vega 2012). These early programs eventually lost support, however, due to 
dis satisfaction with the reliability and validity of the chosen performance 
metrics, the top- down process by which they were determined, and the small 
amount of funding at stake (Burke and Serban 1997; Snyder 2015). More 
than half  of PF 1.0 programs were abandoned in the early 2000s (Dough-
erty, Natow, and Vega 2012).

A new wave of performance funding that “no longer takes the form of a 
bonus but rather is part and parcel of regular state base funding for higher 
education” (Dougherty et al. 2014a) began spreading in the late 2000s. Ohio 
and Indiana both established such PF 2.0 programs in 2009, followed by 
Tennessee in 2010 (Dougherty et al. 2014b; Dougherty and Reddy 2013). By 
2015, 32 states had a policy in place to allocate a portion of funding based 
on performance indicators, with 5 others in the process of  transitioning 
(NCSL 2015). Although many states continue to use performance funding 
to allocate relatively small percentages of higher education funding, some 
states now allocate much larger percentages of funding using performance 
metrics (Dougherty and Reddy 2013). For example, outcomes- based fund-
ing represents about two- thirds of total state support to all higher educa-
tion institutions in Ohio (Snyder 2015). This high proportion of funding 
is one reason why Snyder (2015) classifi es Ohio and Tennessee as the two 
most- advanced/high- stakes funding systems, which some are calling PF 3.0 
(Kelchen and Stedrak 2016).

With respect to the range of  outcomes considered, 28 states currently 
consider the number of degrees awarded by a university, 16 use some form 
of course completion, 12 include retention rates, and 12 incorporate gradu-
ation rates (NCSL 2015). Many states give extra weight to outcomes for 
certain subgroups, such as Pell- eligible students (Burke 2002; Dougherty, 
Hare, and Natow 2009).

Recently, and particularly after the recession, accountability conversa-
tions have increasingly focused on the fi nancial costs and benefi ts of college. 
Ten states now put weight on postgraduation outcomes such as job place-
ment rates or earnings (EOP 2015; NCSL 2015; see appendix table 3A.1 
for additional details). The Texas State Technical College System now uses 
information on students’ postcollege earnings as the sole criteria for making 
funding recommendations to the Texas legislature (THECB 2013). Other 
states—such as California, Virginia, and Ohio—provide interactive online 
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tools that can be used to explore median earnings after graduation by degree 
level, fi eld, and/or institution (Nye et al. 2015).

Rigorous evidence regarding the eff ectiveness of PF policies is limited but 
discouraging. Two recent quasi- experimental studies compare trends over 
time in states adopting new policies to states that did not and fi nd evidence 
of unintended strategic responses. Kelchen and Stedrak (2016) fi nd sugges-
tive evidence that colleges under PF may enroll fewer low- income students 
as a result, while Hillman, Tandberg, and Fryar (2015) fi nd that two- year 
colleges in Washington state increased the production of short- term certifi -
cates, but not associate’s degrees, when completion rates were introduced as 
a performance metric. A broader review of the literature by Hillman (2016) 
identifi es 12 studies, which fi nd mostly null or even negative results of PF 
policies.

As indicated by the failure of many early performance funding programs 
in the late 1990s, the successful design of such programs requires a close 
examination of  the mission of  institutions, the type of  student body it 
serves, and the institution’s capacity for organizational learning and change 
(Dougherty et al. 2014; Li 2014). Alignment with state and social priorities 
for higher education is crucial, as is confi dence in the reliability of the chosen 
metrics. As more states begin to use labor market data for accountability, it 
is essential to understand the implications of alternative metrics as well as 
the potential for unintended consequences in order to avoid repeating the 
mistakes of earlier eff orts at reform.

3.3  Conceptual and Practical Challenges to Using State Labor 
Market Data

As more and more states are able to track students into the labor market 
via state unemployment insurance (UI) databases, it opens the door to use 
this information for institutional accountability. Such use presents a num-
ber of important practical and conceptual challenges, however. Practical 
challenges derive from both mundane data limitations—limited length of 
follow- up, for example, or an inability to track graduates out of state—and 
the fundamental statistical diffi  culty of disentangling diff erences in institu-
tions’ true productivity from mere diff erences in the composition of their 
respective student populations. Even when stakeholders agree on an out-
come they’d like to measure, these challenges can lead to biased estimates 
in practice.

Moreover, stakeholders may not always agree on what should be measured 
and when, even if  ideal data are available. Conceptual challenges derive 
from both the multiple objectives that postsecondary institutions serve (e.g., 
improving not just labor market outcomes but also well- being more broadly; 
promoting degree completion but also access and persistence at other levels) 
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and the multiple purposes and audiences accountability data may be used for 
(e.g., informing enrollment decisions by students, short- term funding deci-
sions by the state, and longer- term strategic planning by institutions). This 
section describes these challenges and helps motivate the variety of metrics 
that we create and compare in the subsequent analysis.

3.3.1  Productivity versus Student Composition

It is one thing to simply measure student outcomes and another thing 
entirely to assign all credit (or blame) for those outcomes to the institution. 
Students at highly selective institutions are likely to have higher graduation 
rates and better labor market outcomes at least in part because these stu-
dents come in with stronger academic preparation, better family supports, 
and greater fi nancial resources. Similarly, student preferences may drive dif-
ferences in outcomes: students at institutions with strong math and science 
programs may have better outcomes because math and science majors have 
better outcomes in general, regardless of  the strength of  the institution. 
Finally, students who attend institutions in strong labor markets may have 
higher earnings than those in weaker labor markets (Hoxby 2015 distin-
guishes these last two types of selection bias as horizontal selection, while 
the fi rst represents vertical selection). Failure to account for selection in a 
PF system can lead to both biased estimates of true productivity as well as 
adverse incentives for institutions to reduce access, as suggested by Kelchen 
and Stedrak (2016).

Assessing and addressing the selection or “cream- skimming” problem 
has been a major focus of performance measurement eff orts in other sec-
tors (Heckman, Heinrich, and Smith 2002; Muriel and Smith 2011; Staiger 
et al. 2013). While randomized control trials (RCTs) have been used to cir-
cumvent selection bias in the evaluation of job training programs, they are 
less feasible in the context of  evaluating schools or hospitals. Still, these 
concerns have motivated a small but growing literature that uses rigorous 
quasi- experimental methods to measure institutions’ true causal eff ects or 
“value added.” In higher education, some studies have relied on admissions 
cutoff  policies at a limited number of institutions (Hoekstra 2009), while 
others have compared students with similar qualifi cations who were admit-
ted to the same set of  selective schools (Dale and Krueger 2002, 2011). 
More recently, Hoxby (2015 and chapter 2 in this volume) uses a vast data 
set combining college admissions test scores, enrollment data, and income 
data from the US Treasury to estimate institutional value added, relying on 
idiosyncrasies both in how schools choose between similar students and 
in how students choose between similar schools to isolate plausibly causal 
institutional eff ects. For a detailed review of the selection challenge and 
related empirical literature in higher education, see Hoxby (2015) and the 
Executive Offi  ce of the President (2015).

Unfortunately, there is no guarantee that state policy makers will have 
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access to both the right data and the right natural experiment to under-
take these types of rigorous causal analysis. The one state system currently 
using a “value- added” approach, the Texas technical college system, simply 
deducts a fi xed minimum amount from observed earnings (corresponding 
to full- time, full- year employment at the minimum wage; see THECB 2013). 
Such a strategy is vulnerable to strategic “cream- skimming” behavior if  col-
leges shift recruitment away from students with the largest potential benefi ts 
and toward those with the highest preexisting earnings potential.

A more generally feasible state strategy would be to compute institu-
tional “fi xed eff ects” that use regression analysis to control for any diff er-
ences in student outcomes that are attributable to observable student char-
acteristics, such as age, race/ethnicity, gender, location of residence at entry, 
and declared major. These regression adjustments may be less transparent 
and require more choices to be made by the analyst than simply present-
ing unadjusted student outcomes. Moreover, diff erences in unobserved stu-
dent characteristics (such as ability or motivation) are likely to remain even 
after observed characteristics are taken into account. This may explain why 
state and federal tools allowing students to browse earnings by institution/
program generally provide simple unadjusted means or medians rather than 
attempting to control for student characteristics.

In the analysis that follows, we present both unadjusted institutional mean 
outcomes and adjusted outcomes using an increasingly rich set of controls. 
Even in our richest model, however, we do not attempt to interpret the 
resulting institutional fi xed eff ects as causal. Nor are we able to identify the 
method that most closely approximates a causal analysis. Our modest goal 
is to evaluate how much these choices actually matter in practice.

3.3.2  Interstate Mobility

A major practical challenge in using state UI databases to measure earn-
ings is that such databases typically include information only for individuals 
who remain in state (though some states do have data- sharing agreements 
with border states).2 Individuals who leave the state are indistinguishable 
from those who are in state but simply not working.

This complicates the analysis of  both employment rates and earnings: 
without any adjustments, institutions that send many graduates out of 
state could be seriously disadvantaged on these outcome measures.3 For 

2. In addition, UI databases do not include those who are self- employed, some student 
employees (e.g., work- study students), railroad workers, some agricultural workers, and federal 
employees. Despite coverage gaps relative to self- reported survey data, prior research has found 
UI data to provide comparable estimates of program impacts (Kornfeld and Bloom 1999).

3. Note that our subsequent analysis will focus on Ohio’s in- state student population, both 
because such home- state students are of particular interest to state policy makers and because 
students who migrate to Ohio for college have a particularly high likelihood of leaving the 
state after college.
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example, using data from the National Longitudinal Survey of Youth 1997 
(NLSY- 97), Scott- Clayton and Wen (2017) show that attending or graduat-
ing from a four- year institution is associated with an increased likelihood of 
living outside of one’s home state after college and that four- year students 
who later live outside their home state earn signifi cantly more than their 
counterparts who remain in their home state. Prior research further indicates 
that the eff ects of education on mobility are causal (Bound and Holzer 2000; 
Malamud and Wozniak 2012; Wozniak 2010). Moreover, as mobility accu-
mulates over time, this problem worsens the longer the follow- up period. 
Grogger (2012) discusses this problem in detail in the context of job training 
program evaluation and fi nds that it can seriously compromise the validity 
of program impact estimates. Out- of- state mobility may be less of a concern 
for evaluating outcomes for two- year colleges, as two- year enrollment and 
graduation are not associated with the likelihood of leaving the state, nor 
do two- year students appear to earn substantially diff erent returns if  they 
leave the state (Scott- Clayton and Wen 2017).4

In part to minimize this bias, the states that provide information on gradu-
ates’ employment and earnings often do so within a relatively short period 
of time postgraduation (e.g., three to six months) and condition earnings 
metrics on at least some level of observed employment. For example, Ohio 
examines in- state retention (a combination of employment and subsequent 
educational enrollment) in the fourth quarter of the year for spring gradu-
ates. Earnings are considered only for those who have earnings above a 
minimum level approximating full- time employment.

Examining earnings conditional on some approximation of  full- time 
employment has the advantage of avoiding confounds not just from out of 
state mobility but also from individual choices regarding labor force partici-
pation (e.g., relating to family formation or continued educational invest-
ments). Scott- Clayton and Wen (2017) show that these conditional earnings 
estimates are much more robust to out- of- state mobility than unconditional 
earnings estimates: the estimated returns to two-  and four- year degrees are 
quite similar whether analysts condition on employment in any state or on 
employment only in the home state. On the other hand, these conditional 
measures will also miss important eff ects institutions may have on the likeli-
hood of fi nding and maintaining stable employment.

Our solution to this is to look at graduates in four subsequent quarters 
in a focal year. If  they show up in the data at all, we make the assumption 
that they are part of the in- state labor force. We then examine our measures 

4. Scott- Clayton and Wen (2017) fi nd no relationship between out- of- state mobility and 
estimated earnings returns to two- year college enrollment. Two- year college graduates who 
leave the state appear if  anything to earn somewhat lower returns than graduates who remain 
in state, but the diff erences are not statistically signifi cant.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



Labor Market Outcomes and Postsecondary Accountability    75

of full- time, full- year employment; social service sector employment; and 
unemployment claims only for those who appear in the data in that year. 
For earnings, we further condition on a proxy measure of full- time, full- year 
employment (described in more detail in the methodology section below).

3.3.3  Timing of Outcomes Measurement

Measures of  employment and earnings from relatively early in the life 
cycle can be not only noisy but also potentially biased measures of lifetime 
earnings. As discussed by Heckman, Heinrich, and Smith (2002), “In [the 
context of human capital programs], the short- run measurements on which 
performance standards are based will likely be perversely related to long- run 
benefi ts” (780). Those with the highest long- term earnings potential may 
have lower- than- expected earnings if  measured soon after graduation if  
they continue to invest in additional skills/education both on and off  the job. 
Moreover, those with the highest earnings potential may optimally spend 
more time after graduation searching for a good job match. Evidence sug-
gests that the optimal time to measure individuals’ earnings is not until their 
early 30s to mid- 40s (Haider and Solon 2006). Outcomes measured mere 
months after graduation may refl ect mostly noise, or worse, they could be 
inversely correlated with outcomes over a longer period of time.

From an accountability perspective, however, long time lags also have 
their own conceptual and practical limitations. To be useful, accountabil-
ity metrics should refl ect institutional performance from a relatively recent 
period. In addition, the longer the lag between graduation and labor mar-
ket observation, the more serious the interstate mobility problem becomes. 
Since the optimal time lag is far from obvious in this context, we measure 
labor market outcomes four years after graduation but also test variations 
from one year to seven years postgraduation.

3.3.4  Measuring Outcomes beyond Earnings

Even with ideal data on earnings, a fundamental critique that has been lev-
eled against the use of earnings data for postsecondary accountability is that 
they fail to capture many other positive impacts of education. For example, 
institutions that send many graduates into teaching or social service jobs will 
perform worse on earnings- based metrics than those that send many gradu-
ates into fi nance. Even within a given industry, individuals make trade- off s 
between wages and other “job amenities” such that wages alone may be a 
poor summary of overall labor market success. In addition, policy makers 
(and individuals) may care more about earnings diff erences at the bottom of 
the income distribution than in the middle or at the top, but neither average 
nor median wage metrics will refl ect this. Finally, ideally, measures of post-
secondary accountability would include not just measures of labor market 
success but also measures of health and well- being.
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State UI databases obviously cannot measure all relevant possible insti-
tutional eff ects. Still, even within UI databases, it is possible to construct a 
more diverse range of metrics to capture dimensions beyond earnings. For 
example, UI data can be used to look at the stability of employment over 
time (such as whether individuals are employed full time for the entire year 
or how many employers they have had in a given period). Information on 
industry of employment can also be used to measure employment in “social 
service” sectors such as teaching or government. Finally, actual unemploy-
ment claims can be examined as a measure of job loss (though in practice, 
UI claims data are typically held separately from quarterly wages and may 
require additional data permissions to merge). We describe the specifi c addi-
tional measures that we create in section 3.4 below.

3.3.5  Outcomes for Whom? Graduates versus Entrants

Most of the state data tools that provide earnings information by institu-
tion and program—such as in California, Florida, Virginia, and Ohio—do 
so for graduates only rather than looking at outcomes for all students who 
enter the institution. The conceptual argument for looking only at graduates 
is twofold: fi rst, institutions may have limited infl uence over the earnings of 
students who drop out, and second, given the vast diff erences in earnings of 
graduates versus nongraduates, averaging across both groups may be a poor 
summary of either group’s typical outcomes. On the other hand, examining 
the earnings only of  graduates may seriously distort institutions’ overall 
productivity if  they graduate only a fraction of entrants. The federal College 
Scorecard is one data source that provides median earnings for all entrants, 
not just those who graduate.

Our resolution to this trade- off  is to examine labor market outcomes for 
graduates only but to examine these metrics alongside graduation metrics 
that are measured for all students. This avoids the problem of interpreting 
labor market metrics that muddle both margins while still holding institu-
tions accountable for both.

One limitation of this strategy is that it will not credit institutions that are 
particularly eff ective or ineff ective at increasing the earnings of nongradu-
ates relative to graduates. This might occur if  an institution has a program 
that is so eff ective that students leave to take good jobs even before they 
graduate or if  an institution’s degrees have a particularly high “sheepskin 
eff ect” component, such that the payoff  to completing 99 percent of  the 
degree is far less than 99 percent of the payoff  to completing the degree. In 
general, however, it seems reasonable to assume that whatever the earnings 
payoff  to graduating from a given institution, the payoff  to attending but 
not graduating may be proportional to the fraction of the degree that was 
completed (indeed, empirical evidence on the returns to credits from Kane 
and Rouse [1995] supports this proportional- payoff  hypothesis).
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3.4  Empirical Methodology

3.4.1  Data and Sample

Deidentifi ed data were provided by the Ohio Education Research Center 
(OERC) under a limited- use, restricted- data agreement. The OERC assem-
bles data from multiple state agencies, including the Ohio Board of Regents 
(OBR) and the Ohio Department of  Job and Family Services (ODFJS), 
into a repository known as the Ohio Longitudinal Data Archive (OLDA).5

From the available data, we requested elements from the Ohio Higher 
Education Information (HEI) system, including students’ demographic 
characteristics, entrance and enrollment records, major choice, and certifi -
cate and degree completion from each of Ohio’s higher education institu-
tions (14 universities with 24 regional branch campuses and 23 community 
colleges, some of which also have multiple campuses). We also requested 
elements from the UI data, including quarterly earnings and unemployment 
claims to enable us to examine students’ labor market outcomes. While the 
OLDA data cover more than a decade, for this project we utilize student data 
from 2000 to 2007 (to enable suffi  cient follow- up of entrants/graduates) and 
labor market data from 2000 to 2012. We describe some additional sample 
restrictions below after providing more detail about our methodology.

The data do not include any measure of students’ academic ability upon 
admission (such as SAT/ACT scores, high school grade point average or test 
scores, or college entrance or placement exam scores), nor do they include fi nan-
cial aid application data or family income information. The data do include 
information on fi nancial aid receipt for some years; however, for this project, 
we chose to prioritize elements that are available for all analytic cohorts. We 
may incorporate this information into subsequent sensitivity analyses.

3.4.2  Methods and Metrics

This section describes the outcome variables we use, the key analysis 
groups, and the process we employ to estimate the resulting metrics. After 

5. The following acknowledgment is required to be stated on any materials produced using 
workforce or higher education data accessed from the OLDA: This workforce solution was 
funded by a grant awarded to the US Department of  Labor’s Employment and Training 
Administration. The solution was created by the Center for Human Resource Research on 
behalf  of the Ohio Department of Job and Family Services and does not necessarily refl ect the 
offi  cial position of the US Department of Labor. The Department of Labor makes no guaran-
tees, warranties, or assurances of any kind, express or implied, with respect to such informa-
tion, including any information on linked sites and including, but not limited to, accuracy of 
the information or its completeness, timeliness, usefulness, adequacy, continued availability, 
or ownership. This solution is copyrighted by the institution that created it. Internal use, by an 
organization and/or personal use by an individual for noncommercial purposes, is permissible. 
All other uses require the prior authorization of the copyright owner.
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computing regression- adjusted “institutional fi xed eff ects” to account for 
compositional diff erences across institutions, we standardize group- level 
means / fi xed eff ects in order to be able to compare metrics that have dif-
ferent natural scales and then assess the resulting metrics using correlation 
matrices and graphical analysis.

Outcomes. We construct four labor market accountability metrics based 
on cohorts of bachelor of arts (BA) / bachelor of science (BS) graduates 
for four- year institutions and cohorts of certifi cate/degree completers and 
transfer students for two- year institutions (i.e., two- year students who trans-
ferred to a public four- year institution are grouped with those who earned a 
credential in the same year/institution). We focus on spring graduates only 
to simplify our analysis and examine outcomes in the fourth full calendar 
year postgraduation (so, for a spring 2002 graduate, this would be calendar 
year 2006). We test sensitivity to examining these outcomes earlier or later, 
from one year to seven years postgraduation.

To avoid contaminating our estimates with out- of- state mobility (those 
who move out of  state are indistinguishable from those in state but not 
working), we limit all labor market measures to individuals who have at least 
some in- state earnings during the focal year. We also limit our labor market 
measures to those who are not enrolled during the focal year.

While our chapter is primarily focused on the potential use of labor mar-
ket outcomes, we also wanted to compare these to academic outcomes that 
are more commonly used for accountability purposes. We created several 
measures, including degree completion and transfer rates, cumulative cred-
its attempted and completed, and the ratio of credits completed to credits 
attempted. But because all of these measures were very highly correlated, 
we chose to focus on degree completion rates (or completion/transfer for 
the two- year sector) as a summary academic measure. Additional details 
on each outcome and its rationale are below:

1. Full- time, full- year employment (proxy). This measure is intended to 
capture the stable employment margin: what percentage of graduates are 
substantially and consistently engaged in the labor market? We do not have 
any measure of full- time status or hours worked, so we approximate this 
as employment in all four quarters of the year, with real earnings in each 
quarter above an amount roughly corresponding to 35 hours per week at 
minimum wage.6 As noted above, this is computed only for individuals who 
show up in the employment data and are not enrolled in the focal year.

2. Annual earnings conditional on full- time, full- year employment. This is 
intended to capture the intensive employment margin. This is the sum of 
real quarterly earnings, adjusted to constant 2013 US dollars. In practice, 

6. The minimum wage for Ohio in 2013 was $7.85 according to the US Department of 
Labor. Therefore, the average quarterly minimum wage for full- time employees in 2013 was 
approximately $4,396.
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since we cannot observe hours of work, this measure captures both variation 
in wages as well as variation in hours. Earnings are top- coded at the 95th 
percentile and only for individuals who are not enrolled in the focal year.7

3. Employment in “social service” sectors. The rationale for this measure 
is to address the critique that earnings are not the only positive outcome of 
education. This measure gives credit for potential positive social externalities 
of public/social sector employment and could also be a way of acknowl-
edging that some sectors off er benefi ts and job protections not captured by 
wages alone. Since we only have industry codes in the employment data, 
this is only a rough proxy: we include those working in educational services 
(NAICS 661, including private, state, and local government schools), and 
the federal, state, and local government excluding state and local schools 
and hospitals (NAICS 999). For those who show up in the employment data 
(and are not enrolled) at some point within the focal year, we count them as 
employed in this sector if  they worked at least one quarter during that year 
in one of these selected industries.

4. Percent ever claiming unemployment since graduating. This is intended 
to capture particularly negative employment outcomes that might carry 
additional weight in policy makers’ social welfare function and might not 
be captured by average earnings. This is computed only for those who show 
up in the employment data at some point within the focal year.8 UI claims 
data are only available from 2004 to 2012; therefore, this metric has only been 
estimated for two cohorts of graduates. As opposed to the other outcomes, 
this is a cumulative metric and thus is not restricted by enrollment status 
within the focal year.

5. Degree completion (or transfer) rates. For four- year fi rst- time degree- 
seeking entrants, we examine BA/BS completion within six years of entry. 
For two- year fi rst- time degree- seeking entrants, we include completion of 
any credential, including short- term certifi cates (less than one year), long- 
term certifi cates (more than one year), and associate’s degrees, as well as stu-
dents who transferred to a four- year institution within three years of entry. 
We count students as completers regardless of whether they completed at 
their entry institution. Note, however, that the data only track students in 

7. We considered using median earnings instead of average earnings to diminish the role 
of outliers. However, medians are more cumbersome to work with in our regression- adjusted 
models. In sensitivity testing not shown, we found that average earnings after top coding are 
very similar to medians, so we stick with averages for simplicity.

8. In addition to helping address concerns about out- of- state mobility, this also helps address 
another concern: individuals cannot claim UI unless they have worked enough in the past year 
to meet minimum eligibility criteria. This could introduce some ambiguity about whether claim-
ing UI might actually be considered a good outcome, particularly among marginally attached 
workers. Our extract of the data do not contain the details necessary to precisely determine UI 
eligibility; however, in our data, about two thirds of those who worked at all during the year 
have earnings suggesting they are likely to be eligible. (In Ohio, individuals must have at least 
20 weeks of work in the past year with average weekly earnings of at least $243.)
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public Ohio institutions, so students who transfer to a private institution or 
out of state will not be counted here.

Key analysis groups. For the labor market metrics, we use six cohorts of 
baccalaureate and subbaccalaureate graduates/transfers who earned their 
fi rst degree or certifi cate (or transferred, for two- year students) between the 
2000 and 2005 school years. We examine baccalaureate and subbaccalaure-
ate institutions separately in all analyses.

For our academic metric, we use eight cohorts of fi rst- time college stu-
dents in 2000–2007, admitted as fi rst- time undergraduates between ages 15 
and 60. Students enrolled in a four- year institution whose academic inten-
tions at fi rst entry were to obtain a certifi cate or associate in arts (AA) / 
associate in science (AS) were excluded from this sample.

Given that in the HEI system, baccalaureate degrees awarded are recorded 
at the institution level and our analysis is at the campus level, we use the last 
campus of enrollment before earning the fi rst BA/BS degree.9 We restrict 
our sample to Ohio residents.10 We further exclude students in the BA/BS 
sample who were enrolled in a two- year institution during their last semester 
of enrolment (this is not many students and simplifi es our analysis).

This sample consists of 172,541 baccalaureate students from 39 four- year 
main and regional branch campuses and 79,255 subbaccalaureate students 
from 32 two- year colleges and campuses (which include community col-
leges, technical colleges, and state community colleges). Finally, however, we 
exclude from our analysis two medical institutions and some small campuses 
that had fewer than 100 students in the analysis sample for all outcomes. 
This brings the number of campuses to 30 at the BA/BS level and 28 for the 
two- year sample.

Computing mean outcomes. The fi rst and simplest thing to do once out-
comes are constructed is to compute mean outcomes by campus. It is also 
straightforward to compute them by program or program- campus; for 
simplicity, we focus on campus. An obvious concern, however, is that dif-
ferences in outcomes across campus will refl ect many factors other than 
institutional performance: they could refl ect diff erences in students’ fi elds 
of study, background characteristics (age, race, gender), or diff erences in 
local labor markets. This suggests the need to adjust these observed means 
for compositional diff erences, a process we describe below.

Computing regression- adjusted institutional fi xed eff ects. The institu-
tional “fi xed eff ect” is simply the estimated contribution of the institution to 
students’ outcomes after accounting for other factors via regression analysis. 
If  no other factors are included in the regression, the fi xed eff ect is equivalent 

9. In the remainder of the analysis, we use institution and campus interchangeably to refer to 
campus- level estimates, unless specifi cally noted.

10. In the event the zip code at entry is missing, we assume individuals are residents as long 
as they are not otherwise identifi ed as international students.
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to the unadjusted institutional mean. Our most complete regression model 
(run separately for two- year and four- year institutions) is the following, 
run on the individual- level data (we run this without a constant in order to 
estimate a full set of institutional fi xed eff ects):

(1) yi = instFE + majorFE + Xi + ZLchrs + c + i ,

where i indexes individuals; yi is a labor market or academic outcome; instFE 
is a vector of  institutional fi xed eff ects (FEs; entered as a set of  dummy 
variables indicating the institution initially attended); majorFE is a vector of 
discipline areas (measured upon college entry) using the two- digit Classifi ca-
tion of Instructional Programs (CIP) major category,11 Xi is a vector of indi-
vidual background characteristics, including gender, race/ethnicity, age, and 
dummy variables for missing values in student characteristics; and ZLchrs is 
a vector of fi ve- digit zip code characteristics taken from the 2007–11 Ameri-
can Community Survey (ACS) fi ve- year estimates that include economic and 
demographic characteristics.12 Cohort fi xed eff ects, γc, are also included to 
ensure that institutions’ graduates (or entrants) are compared against others 
graduating (or entering) in the same year. We add these covariates in groups 
to help understand which appear most important. Because college major is 
not necessarily a fi xed student characteristic but is potentially endogenously 
infl uenced by institutions, we add majors last. We note, however, that majors 
declared at entry are potentially less infl uenced by institutions than degree 
fi elds measured at graduation.

Controlling for zip- code- level characteristics is a way to account for both 
regional diff erences in family wealth / socioeconomic status (SES), which we 
have no other way to capture, as well as diff erences in local labor markets.13 
Note that zip codes are measured at initial enrollment, not the time of actual 
employment. This is preferable because controlling for location at employ-
ment (which we do not have, in any case) could potentially absorb some of 

11. We use the 2010 CIP list to create discipline areas. Based on the CIP list, we have the 
following discipline areas: arts and humanities, business, education, engineering, health, law, 
natural science and mathematics, services, social and behavioral sciences, and other, which 
includes trades and repair technicians and undeclared/interdisciplinary. Note that we exclude 
individuals with missing majors at entry, which are less than 2 percent of the sample.

12. Five- digit zip codes were reported on the admissions application and merged with census 
data. These zip code characteristics include percent unemployment; percent in labor force; 
median household income; per capita income; percent of people below the poverty line; median 
age; percent of white, African American, and other ethnicities; total population of Hispanics; 
total population 18 to 24 years old; total population 25 years and older; percent population 
with less than 9 years of schooling; percent population with 9 to 12 years of schooling; percent 
population with high school education; percent population with some college education; per-
cent population with associate’s degree; percent population with less than 9 years of schooling; 
and percent population with less than 9 years of schooling.

13. Alternatively, we could control for zip code fi xed eff ects (and we did so in a prior version, 
with broadly similar results). A potential concern with zip code fi xed eff ects, however, is that 
this may absorb some of the true institutional eff ects, particularly for institutions that attract 
a predominantly local population.
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the real impacts of a successful education if  graduates migrate to stronger 
labor markets in state.

For fi rst- time college students enrolled in a two- year institution, we also 
add fi xed eff ects for diff erent categories of students’ declared intent at entry 
(e.g., upgrade skills, train for a new career, transfer before completing, obtain 
an AA/AS degree). Note that for the academic metrics, we are using age at 
entry, while for labor market metrics we use age as reported at graduation.

Standardizing institutional means / fi xed eff ects. Once the institutional 
fi xed eff ects are estimated, an entirely separate challenge is what to do with 
them. It can be particularly diffi  cult to detect patterns across metrics when 
the metrics are all in diff erent natural scales. While the simplest solution 
might be to simply rank the institutions on each metric and compare the 
ranks, this is also limiting because the ranks eliminate valuable information 
on how far apart institutions are from each other—a small diff erence in 
ranks could represent a huge diff erence in institutional outcomes for some 
measures but not others or could represent large diff erences in the tails of 
the distribution but not in the middle.

We thus take the middle path of standardizing the institution- level fi xed 
eff ects by subtracting the overall mean and dividing by the standard devia-
tion. The result is a standardized rating metric that expresses how far above 
or below the mean the institution is in standard deviation units for that out-
come. This allows us to more easily compare across our diff erent metrics, but 
note that it produces inherently relative ratings. If  policy makers were to use 
this standardization process in practice, it might make sense to standardize 
using the mean and standard deviation for an earlier cohort so that institu-
tions could show improvement over time. Note that this standardization is 
performed separately for four- year and two- year institutions.

3.5  Results

3.5.1  Baccalaureate Institutions

Role of adjustments. To fi rst explore the role of  compositional adjust-
ments, tables 3.1–3.4 present, for each of our four labor market metrics, 
unadjusted institution means side by side with institution fi xed eff ects mea-
sured with increasingly rich student- level controls. For ease of comparability 
across models and outcomes, the institutional fi xed eff ects are standardized 
to mean zero and a standard deviation of one. Note that since model 1 con-
tains no controls, the standardized fi xed eff ects in this column are identical 
to the standardized raw means. Each table also shows, near the bottom, 
how each set of metrics correlates with our most fully adjusted model. The 
pattern of correlations indicates which analytic choices are particularly con-
sequential for the resulting ratings and which are not.

Several interesting fi ndings emerge from these tables. In general, adjusted 
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Table 3.1 Institutional fi xed eff ects: Conditional earnings, year 4 postgraduation

Baccalaureate institutions

Institution code   

Raw 
mean 

($)  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 2 
plus zip- level 

controls  

Model 4
Adjusted for 3 
plus majors at 

entry

camp_17 52,988 1.03 1.50 1.44 1.97
camp_06 55,183 1.68 2.16 2.19 1.44
camp_04 55,099 1.66 1.83 1.89 1.38
camp_12 52,755 0.96 0.54 0.64 1.34
camp_16 51,642 0.63 0.84 0.84 1.20
camp_14 53,747 1.26 0.24 0.27 0.90
camp_27 53,547 1.20 1.39 1.45 0.87
camp_19 52,127 0.78 1.05 0.99 0.73
camp_07 51,747 0.66 0.73 0.67 0.55
camp_18 50,318 0.24 0.32 0.25 0.52
camp_23 49,489 –0.01 0.26 0.18 0.48
camp_20 49,787 0.08 –0.22 –0.09 0.44
camp_15 51,335 0.54 –0.45 –0.39 0.11
camp_01 51,061 0.46 0.53 0.47 0.08
camp_29 49,699 0.05 0.29 0.30 –0.08
camp_03 50,384 0.26 0.31 0.19 –0.11
camp_10 49,126 –0.12 –0.25 –0.25 –0.27
camp_22 46,913 –0.77 –0.62 –0.65 –0.34
camp_24 44,895 –1.37 –1.34 –1.09 –0.39
camp_02 47,383 –0.63 –0.35 –0.52 –0.44
camp_28 47,174 –0.70 –0.60 –0.73 –0.45
camp_05 49,853 0.10 –0.19 –0.31 –0.53
camp_25 48,159 –0.40 –0.57 –0.47 –0.60
camp_11 47,424 –0.62 –0.34 –0.33 –0.63
camp_26 47,899 –0.48 –0.58 –0.26 –0.83
camp_30 48,056 –0.43 –0.52 –0.51 –0.88
camp_09 48,276 –0.37 –0.96 –1.00 –0.97
camp_21 44,113 –1.60 –1.39 –1.51 –1.32
camp_13 45,029 –1.33 –1.62 –1.67 –1.80
camp_08 40,293 –2.74 –1.98 –1.98 –2.37
Institution- level mean 49,517 0.00 0.00 0.00 0.00
Institution- level SD 3,367 1.00 1.00 1.00 1.00
Correlations between] 

metrics
Model 1 1.00
Model 2 0.92 1.00
Model 3 0.93 0.99 1.00
Model 4 0.91 0.90 0.91 1.00

Observations  66,695  66,695  66,695  66,695  66,695

Notes: Institutions sorted by model 4 eff ects. Earnings are measured for nonenrolled graduates in four 
consecutive quarters in the fourth full year postgraduation and are measured conditional on our proxy 
of full- time, full- year employment (see text for additional details), so the overall average of $49,517 is 
among those employed full- time, full- year in state and not still enrolled in that year. 
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Table 3.2 Institutional fi xed eff ects: Full- time, full- year employment (proxy), year 4 
postgraduation

Baccalaureate institutions

Institution code   
Raw 
mean   

Model 1
No 

adjustments   

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 
2 plus zip- 

level controls  

Model 4
Adjusted for 
3 plus majors 

at entry

camp_12 0.80 1.97 2.01 2.28 2.48
camp_10 0.77 1.25 1.30 1.67 1.47
camp_20 0.76 0.94 1.21 0.95 1.47
camp_18 0.77 1.38 1.41 1.21 1.21
camp_17 0.75 0.76 0.61 0.63 0.73
camp_07 0.73 0.35 0.56 0.63 0.64
camp_29 0.75 0.71 0.76 0.78 0.64
camp_02 0.75 0.74 0.61 0.52 0.53
camp_11 0.73 0.25 0.13 0.52 0.50
camp_28 0.77 1.28 1.38 0.78 0.47
camp_01 0.74 0.61 0.61 0.58 0.47
camp_06 0.73 0.30 0.61 0.66 0.44
camp_15 0.74 0.53 0.18 0.52 0.32
camp_23 0.73 0.17 –0.04 –0.03 0.26
camp_22 0.71 –0.11 0.01 –0.17 0.11
camp_04 0.73 0.40 0.36 0.37 0.11
camp_16 0.72 0.12 –0.04 –0.09 –0.01
camp_19 0.72 –0.09 –0.24 –0.17 –0.09
camp_27 0.73 0.33 0.27 0.29 –0.09
camp_21 0.70 –0.40 –0.39 –0.84 –0.36
camp_25 0.70 –0.52 –0.47 –0.72 –0.45
camp_08 0.64 –2.10 –0.73 –0.61 –0.89
camp_26 0.70 –0.45 –0.61 –0.64 –0.89
camp_13 0.67 –1.17 –1.44 –1.07 –0.92
camp_05 0.69 –0.63 –0.79 –0.92 –1.04
camp_14 0.68 –1.04 –1.18 –0.87 –1.07
camp_24 0.66 –1.40 –1.44 –1.59 –1.25
camp_30 0.68 –0.91 –1.13 –1.15 –1.31
camp_03 0.66 –1.40 –1.36 –1.67 –1.66
camp_09 0.65 –1.89 –2.15 –1.85 –1.81
Institution- level mean 0.72 0.00 0.00 0.00 0.00
Institution- level SD 0.04 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.95 1.00
Model 3 0.93 0.97 1.00
Model 4 0.93 0.96 0.97 1.00

Observations  91,600  91,600  91,600  91,600  91,600

Notes: Full- time, full- year employment is estimated by examining four consecutive quarters in the fourth 
full year postgraduation and requires a graduate to earn above a minimum amount in each quarter cor-
responding to 35 hours per week at minimum wage. The sample is restricted to graduates who are not still 
enrolled and have positive earnings in at least one quarter of  the focal year.
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Table 3.3 Institutional fi xed eff ects: Social sector employment (proxy), year 4 postgraduation

Baccalaureate institutions

Institution code  
 Raw 
mean  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 
2 plus zip- 

level controls  

Model 4
Adjusted for 
3 plus majors 

at entry

camp_20 0.44 1.62 1.60 1.56 1.55
camp_25 0.46 1.82 1.70 1.63 1.47
camp_05 0.35 0.76 0.82 1.05 1.29
camp_24 0.49 2.09 2.07 1.88 1.13
camp_26 0.35 0.77 0.81 0.51 0.97
camp_08 0.36 0.81 0.82 0.90 0.86
camp_22 0.33 0.53 0.43 0.39 0.74
camp_19 0.20 –0.60 –0.40 –0.31 0.45
camp_17 0.27 –0.01 0.22 0.38 0.42
camp_23 0.25 –0.16 0.08 0.13 0.42
camp_21 0.35 0.78 0.63 0.41 0.40
camp_29 0.26 –0.06 0.03 0.04 0.39
camp_07 0.24 –0.28 –0.24 –0.10 0.30
camp_28 0.47 1.91 1.77 1.83 0.06
camp_18 0.35 0.72 0.73 0.85 0.05
camp_01 0.23 –0.38 –0.33 –0.31 0.05
camp_04 0.17 –0.97 –0.84 –0.83 –0.01
camp_02 0.26 –0.07 0.11 0.22 –0.02
camp_11 0.21 –0.51 –0.44 –0.33 –0.07
camp_30 0.25 –0.16 –0.13 –0.24 –0.14
camp_27 0.18 –0.81 –0.65 –0.69 –0.19
camp_06 0.17 –0.94 –1.19 –1.18 –0.32
camp_03 0.29 0.19 –0.08 –0.11 –0.32
camp_13 0.19 –0.75 –0.74 –0.70 –0.43
camp_16 0.20 –0.67 –0.53 –0.53 –0.47
camp_09 0.23 –0.40 –0.61 –0.57 –0.75
camp_10 0.13 –1.28 –1.28 –1.26 –1.06
camp_12 0.11 –1.48 –1.66 –1.80 –1.91
camp_15 0.18 –0.81 –0.76 –0.77 –1.93
camp_14 0.09 –1.65 –1.93 –2.04 –2.93
Institution- level mean 0.27 0.00 0.00 0.00 0.00
Institution- level SD 0.11 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.99 1.00
Model 3 0.98 0.99 1.00
Model 4 0.77 0.82 0.83 1.00

Observations  91,600  91,600  91,600  91,600  91,600

Notes: Social sector employment is estimated by examining four consecutive quarters in the fourth full 
year postgraduation and requires a graduate to have been employed in educational services or govern-
ment in at least one of these quarters. Sample is limited to graduates who are not still enrolled and who 
have positive earnings in at least one quarter of  the focal year.
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Table 3.4 Institutional fi xed eff ects: Cumulative UI receipt, year 4 postgraduation

Baccalaureate institutions

Institution code  
 Raw 
mean  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 
2 plus zip- 

level controls  

Model 4
Adjusted for 
3 plus majors 

at entry

camp_17 0.06 1.03 1.01 1.04 1.09
camp_19 0.08 0.70 0.81 0.83 0.91
camp_23 0.07 0.74 0.72 0.77 0.84
camp_22 0.08 0.57 0.58 0.54 0.68
camp_20 0.09 0.49 0.60 0.65 0.68
camp_26 0.09 0.49 0.56 0.74 0.68
camp_04 0.09 0.42 0.51 0.58 0.66
camp_21 0.08 0.68 0.69 0.56 0.57
camp_28 0.06 1.03 0.96 0.72 0.54
camp_29 0.09 0.44 0.45 0.56 0.54
camp_18 0.08 0.64 0.58 0.58 0.52
camp_13 0.10 0.33 0.36 0.29 0.45
camp_12 0.09 0.42 0.51 0.40 0.41
camp_16 0.10 0.21 0.18 0.20 0.27
camp_24 0.10 0.25 0.22 0.27 0.27
camp_07 0.12 –0.08 0.09 0.20 0.25
camp_01 0.10 0.21 0.22 0.22 0.22
camp_02 0.10 0.33 0.20 0.22 0.13
camp_05 0.10 0.23 0.13 0.18 0.11
camp_09 0.12 –0.05 0.13 0.09 0.09
camp_11 0.10 0.18 0.07 0.02 0.02
camp_27 0.11 0.01 0.00 0.09 0.02
camp_30 0.12 –0.03 0.00 –0.03 –0.12
camp_25 0.11 –0.01 –0.02 –0.05 –0.12
camp_06 0.13 –0.34 –0.49 –0.44 –0.41
camp_15 0.16 –0.87 –0.78 –0.89 –0.89
camp_10 0.16 –0.81 –1.01 –1.09 –1.05
camp_03 0.16 –0.77 –0.92 –1.00 –1.26
camp_08 0.30 –3.49 –3.07 –2.81 –2.67
camp_14 0.27 –2.97 –3.29 –3.45 –3.44
Institution- level mean 0.11 0.00 0.00 0.00 0.00
Institution- level SD 0.05 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.99 1.00
Model 3 0.98 0.99 1.00
Model 4 0.97 0.99 1.00 1.00

Observations  35,317  35,317  35,317  35,317  35,317

Notes: Institutional fi xed eff ects (FE) from models 1–4 are reverse coded so that lower rates of  UI receipt 
correspond to more positive standardized FE. Cumulative UI receipt is measured as the percent ever 
receiving UI or other unemployment compensation by the end of the fourth full year postgraduation. To 
limit bias from out- of- state mobility, sample is limited to those with positive earnings in at least one 
quarter of  the focal year.
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and unadjusted metrics are very highly positively correlated. Across our four 
metrics, the correlation between the unadjusted eff ects and fully adjusted 
eff ects ranges from 0.77 (for our social service employment metric) to 0.97 
(for our full- time, full- year employment proxy and for our UI receipt met-
ric). For earnings, the correlation is 0.91. Zip- code- level controls appear 
the least important controls across all outcomes: the correlations between 
models 2 and 3 are 0.97 or higher across the board. Controlling for fi eld of 
study makes a particularly large diff erence for social sector employment.

Even high correlations, however, can mask substantial movement in insti-
tutions’ ratings and rankings. For our earnings metric, for example, the aver-
age institution swung by about half of a standard deviation across the four 
models (i.e., from its most favorable rating to its least favorable rating), or by 
5 positions in the rankings of these 30 institutions.14 One institution’s rank 
swung by 11 positions depending on which controls were added. Rankings 
and ratings based on social sector employment rates were similarly volatile. 
Adjustments matter less for the full- time, full- year employment proxy and UI 
receipt metric: the average swings were only about 0.39 and 0.20 of a standard 
deviation, respectively (or about 3 positions in the rankings in both cases).

Correlations across metrics. Table 3.5 and fi gure 3.1 examine the relation-
ship among our fi ve diff erent metrics using estimates from the fully adjusted 
model. In fi gure 3.1, each vertically aligned set of points represents an insti-
tution’s rating on one of our fi ve measures (standardized to mean zero and 
SD of one to enable comparisons across metrics). If  a point lies above zero, 
that indicates the institution rates above average on that metric. A point at 
–2, on the other hand, would indicate an institution fell two standard devia-
tions below the institutional mean for that metric. To the extent all points 

14. Even just considering the fi rst three models, which are all correlated at 0.93 or above for 
the earnings outcome, the average institution swung by 0.32 standard deviations or 3 positions 
in the rankings of these 30 institutions.

Table 3.5 Correlations of adjusted institution- level metrics

Baccalaureate institutions

Correlations  ba6yr  
Ftemp 

4yrs  
Earn 
4yrs  

SS sec 
4yrs  

UI 
4yrs

ba6yr 1.000 — — — —
Ftemp 4yrs 0.176 1.000 — — —
Earn 4yrs 0.215 0.497*** 1.000 — —
SS sec 4yrs 0.226 –0.117 –0.277 1.000 —
UI 4yrs 0.325* 0.316* 0.202 0.492*** 1.000

Avg. diff . vs. BA metric (SDs) 0.00 1.01 1.00 0.97 0.93
Avg. diff . vs. earnings metric (SDs) 1.00  0.86  0.00  1.24  0.94

Note: *** p < .01, ** p < .05, * p < .10.
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for a given institution are very tightly clustered, that indicates consistency in 
the institution’s rating across metrics. If  the points are very far apart verti-
cally (i.e., for a given institution), it means that an institution’s rating could 
be dramatically diff erent depending on the measure used. To help reveal 
patterns in the data, the graph is sorted by the degree completion metric, 
with the lowest- ranking institution on this metric on the left and the highest- 
ranking on the right. This makes it easy to identify how top institutions on 
this metric fare on the labor market metrics and vice versa.

Fig. 3.1 Adjusted institution- level metrics (standardized)

Fig. 3.2 Alternative earnings metrics (standardized)
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Most metrics are positively correlated with each other, though not often 
not signifi cantly so; they do seem to capture diff erent information. Degree 
completion rates correlate positively with all other metrics, but the correla-
tion is only signifi cant for our (reverse- coded) UI metric, at 0.33 (the other 
correlations hover around 0.2). Social sector employment is negatively cor-
related with both employment and earnings (though not signifi cantly so). 
Interestingly, the correlation between social sector employment and rates 
of UI receipt is almost as high as the correlation between employment and 
earnings (both around 0.49).

In practice, the average diff erence between an institution’s rating on the 
degree completion metric and its rating on a given labor market metric ranges 
from 0.93 to 1.01 standard deviations; the average swing across all fi ve met-
rics is a full 2 standard deviations (or 17 positions in rank). Even just among 
the four labor market metrics, the average swing is 1.6 standard deviations.

This seemingly large variation in ratings for a single institution is depicted 
visually in fi gure 3.1. Each institution’s ratings (in standard deviation units) 
are plotted along a vertical line, and the institutions are sorted from left 
to right by degree completion rates. The graph illustrates both the general 
positive correlation among the metrics as well as the dispersion for each 
institution. The graph also highlights that the dispersion of the labor market 
metrics is much greater for institutions with low degree completion rates 
than for those with high degree completion rates.15

Correlations of metrics over time. How sensitive are these labor market met-
rics to diff erent lengths of follow- up? Tables 3.6 and 3.7 explore this question 
from diff erent angles. First, we examine the correlation of the same metric 
measured at diff erent points in time. Table 3.6 shows that our adjusted mea-
sures are generally positively and signifi cantly correlated over time, with the 
social sector employment metric having the greatest stability and the full- time 
employment proxy having the least. In the case of the full- time employment 
proxy, the one- year and seven- year metrics are barely signifi cantly correlated 
(ρ = 0.33), suggesting these measures may be quite misleading if measured 
too soon after graduation.16 The full- time employment proxy also may be par-
ticularly sensitive to out- of- state mobility: the sample for which this statistic 
is computed (those present in the earnings data in a given year) shrinks on 
average by about 25 percent between the one- year and seven- year follow- up, 
while in contrast the sample size for our earnings metric (which is conditional 
on the full- time employment proxy) remains fairly stable over time.

Table 3.7 and fi gure 3.3 suggest that at least for the conditional earnings 

15. We also examined versions of table 3.5 and fi gure 3.1 using the raw (unadjusted) versions 
of our fi ve metrics. Overall, whether or not controls are included does not make much diff erence 
to the cross- metric correlations. The exception to this is the social sector employment measure, 
likely because of its sensitivity to fi eld- of- study controls. When no controls are included, this 
measure is signifi cantly negatively correlated with earnings and no longer signifi cantly cor-
related with our UI metric (though the positive direction remains the same).

16. We fi nd broadly similar patterns when we perform the same analysis with the unadjusted 
metrics.
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metric, analysts may be able to choose between performing statistical adjust-
ments and following graduates for a longer period of time, depending on 
which is more feasible. Just between year 1 and year 2, the correlation between 
the adjusted and unadjusted earnings metric grows from 0.78 to 0.83 and then 
to 0.91 by year 4. Figure 3.3 further illustrates this. The fi gure shows that unad-
justed earnings after one year (the most common and feasible way to measure 
earnings) are only modestly correlated (r = 0.38) with a fully adjusted metric 
after seven years (which might be the most preferred measure except for the 
inconvenience of waiting that long). However, adjusting the earnings measure 
after one year is just as good as using an unadjusted measure after two years: 
both improve the correlation with seven- year earnings to 0.54.

Table 3.6 Correlations of adjusted LM metrics over time

    Year 1  Year 2  Year 4  Year 7  

A. Full- time employment proxy
Year 1 1.000  
Year 2 0.713*** 1.000
Year 4 0.592*** 0.730*** 1.000
Year 7 0.331* 0.266 0.337* 1.000

B. Conditional earnings
Year 1 1.000 — — —
Year 2 0.933*** 1.000 — —
Year 4 0.765*** 0.881*** 1.000 —
Year 7 0.553*** 0.672*** 0.874*** 1.000

C. Social sector employment
Year 1 1.000 — — —
Year 2 0.982*** 1.000 — —
Year 4 0.965*** 0.955*** 1.000 —
Year 7 0.957*** 0.948*** 0.963*** 1.000

D. UI receipt (inverse)
Year 1 1.000 — — —
Year 2 0.828*** 1.000 — —
Year 4 0.864*** 0.886*** 1.000 —

 Year 7 0.550*** 0.745*** 0.769*** 1.000  

Note: *** p < 0.01, ** p < 0.05, * p < 0.10.

Table 3.7 Correlations between adjusted and unadjusted metrics

Metric (standardized)  Year 1  Year 2  Year 4  Year 7

Full- time employment proxy 0.920 0.956 0.931 0.941
Conditional earnings 0.778 0.828 0.905 0.905
Social sector employment 0.679 0.701 0.770 0.693
UI receipt  0.989  0.978  0.967  0.965

Note: p < 0.01 for all correlations in this table.
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3.5.2  Subbaccalaureate Institutions

Role of adjustments. We repeat the same set of  analyses, but this time 
for subbaccalaureate institutions. Tables 3.8–3.11 present unadjusted and 
adjusted versions of each of our four labor market metrics, measured four 
years postgraduation. Again, adjusted and unadjusted versions are always 
positively correlated, ranging from 0.84 (for our earnings metric) to 0.95 (for 
our social service employment and UI metrics). The typical ratings swing 
across model adjustments ranges from about one- third of a standard devia-
tion for the full- time employment proxy, UI, and social sector employment 
metrics to about half  of  a standard deviation for the earnings metric. In 
general, this is quite similar to what we found in the four- year sector.

Correlations across metrics. Table 3.12 and fi gure 3.3 examine the relation-
ships among our fi ve metrics using estimates from our fully adjusted model.17 
In notable contrast to the four- year sector, we see here that institution- level 
earnings and employment are both strongly negatively correlated with our 
completion metric (around –0.53 for both metrics), while our measure of 
social sector employment is positively but not signifi cantly correlated (0.18).18 
The average ratings swing across these fi ve metrics is 2.2 standard deviations.

17. We fi nd broadly similar patterns if  we use unadjusted versions of these metrics.
18. Another notable fi nding is that the UI metric is not as strongly correlated with the other 

labor market metrics in the two- year sector as compared with the four- year sector. This may be 
because of the issue raised earlier, that to claim UI, graduates have to have held a job for at least 
20 weeks with average earnings above $243 per week. An institution could thus do “well” on this 
measure either because its graduates are rarely unemployed or because they rarely work long 
enough to qualify for unemployment benefi ts. We thank Lawrence Katz for raising this point. 

Fig. 3.3 Adjusted metrics for sub- BA institutions
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Table 3.8 Institutional fi xed eff ects: Conditional earnings, year 4 postgraduation

Subbaccalaureate institutions

Institution code  

 Raw 
mean 

($)  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 2 
plus zip- level 

controls  

Model 4
Adjusted for 3 
plus majors at 

entry

camp_23 46,940 0.37 0.65 0.92 1.65
camp_08 49,261 1.07 1.02 0.94 1.27
camp_06 49,592 1.17 1.21 1.08 1.26
camp_07 49,985 1.29 1.48 1.52 1.00
camp_21 46,722 0.30 0.61 0.94 0.98
camp_13 49,200 1.05 0.86 0.69 0.97
camp_03 48,919 0.97 0.98 0.89 0.81
camp_20 48,518 0.85 0.80 0.85 0.71
camp_22 48,642 0.88 0.78 0.76 0.64
camp_02 47,651 0.58 0.55 0.62 0.52
camp_04 47,800 0.63 0.93 0.92 0.44
camp_12 47,827 0.64 0.85 0.77 0.42
camp_05 47,354 0.49 0.43 0.20 0.22
camp_19 47,086 0.41 0.22 0.17 0.12
camp_24 42,631 –0.94 –0.90 –0.86 0.02
camp_26 47,103 0.42 0.26 0.27 –0.03
camp_16 46,797 0.32 0.27 0.24 –0.04
camp_14 45,953 0.07 0.24 0.32 –0.13
camp_09 44,329 –0.42 –0.65 –0.73 –0.16
camp_27 45,173 –0.17 –0.81 –0.88 –0.42
camp_25 38,307 –2.25 –1.81 –1.74 –0.54
camp_17 45,554 –0.05 –0.18 –0.13 –0.68
camp_18 42,365 –1.02 –0.97 –1.00 –0.81
camp_10 43,665 –0.63 –0.76 –0.70 –1.08
camp_15 40,392 –1.62 –1.65 –1.65 –1.49
camp_28 40,049 –1.72 –1.58 –1.59 –1.63
camp_01 42,902 –0.86 –1.04 –1.00 –1.77
camp_11 39,743 –1.82 –1.79 –1.84 –2.25
Institution- level mean 45,731 0.00 0.00 0.00 0.00
Institution- level SD 3,297 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.98 1.00
Model 3 0.96 0.99 1.00
Model 4 0.84 0.88 0.89 1.00

Observations  36,596  36,596  36,596  36,596  36,596

Notes: Institutional fi xed eff ects from models 1–4 are standardized to mean 0 and SD 1. Institutions 
sorted by model 4 eff ects. Earnings are measured for four consecutive quarters in the fourth full year 
postgraduation and are measured conditional on our proxy of full- time, full- year employment (see text 
for additional details), so the overall average of $45,731 is among those employed full- time, full- year in 
state in that year. Sample also restricted to those not enrolled within the focal year.
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Table 3.9 Institutional fi xed eff ects: Full- time full- year employment (proxy), year 
4 postgraduation

Subbaccalaureate institutions

Institution code  
Raw 
mean  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 2 
plus zip- level 

controls  

Model 4
Adjusted for 3 
plus majors at 

entry

camp_01 0.53 –2.22 –2.29 –2.36 –2.85
camp_02 0.69 0.26 0.27 0.31 0.27
camp_03 0.72 0.76 0.85 0.96 0.74
camp_04 0.71 0.66 0.69 0.54 0.19
camp_05 0.68 0.13 0.19 0.28 0.20
camp_06 0.67 –0.11 0.33 0.71 0.82
camp_07 0.69 0.21 0.63 0.97 0.71
camp_08 0.70 0.42 0.35 0.53 0.68
camp_09 0.72 0.71 0.55 0.25 0.61
camp_10 0.59 –1.26 –1.41 –1.31 –1.57
camp_11 0.50 –2.77 –2.73 –2.69 –2.70
camp_12 0.71 0.61 0.69 0.71 0.61
camp_13 0.68 0.11 0.00 0.13 0.30
camp_14 0.71 0.58 0.58 0.31 0.02
camp_15 0.65 –0.31 –0.37 –0.45 –0.41
camp_16 0.70 0.40 0.35 0.18 –0.14
camp_17 0.72 0.71 0.62 0.51 0.14
camp_18 0.70 0.39 0.35 0.11 0.25
camp_19 0.74 1.06 0.96 0.65 0.51
camp_20 0.72 0.69 0.66 0.73 0.62
camp_21 0.70 0.39 0.44 0.54 0.61
camp_22 0.73 0.97 0.91 1.09 0.96
camp_23 0.66 –0.23 –0.22 –0.19 0.33
camp_24 0.64 –0.53 –0.56 –0.62 –0.01
camp_25 0.60 –1.10 –0.99 –0.86 –0.03
camp_26 0.74 1.13 1.02 1.02 0.78
camp_27 0.69 0.31 0.03 –0.18 0.11
camp_28 0.55 –1.93 –1.92 –1.87 –1.73
Institution- level mean 0.67 0.00 0.00 0.00 0.00
Institution- level SD 0.06 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.99 1.00
Model 3 0.96 0.98 1.00
Model 4 0.90 0.93 0.95 1.00

Observations  53,353  53,353  53,353  53,353  53,353 

Notes: Institutional fi xed eff ects from models 1–4 are standardized to mean 0 and SD 1. Institutions 
sorted by model 4 eff ects. Full- time, full- year employment is estimated by examining four consecutive 
quarters in the fourth full year postgraduation and requires a graduate to earn above a minimum amount 
in each quarter corresponding to 35 hours per week at minimum wage. The sample is restricted to gradu-
ates who are not still enrolled and have positive earnings in at least one quarter of  the focal year.
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Table 3.10 Institutional fi xed eff ects: Social sector employment (proxy), year 4 postgraduation

Subbaccalaureate institutions

Institution code  
Raw 
mean  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 2 
plus zip- level 

controls  

Model 4
Adjusted for 3 
plus majors at 

entry

camp_01 0.15 0.58 0.59 0.59 0.99
camp_02 0.14 0.47 0.41 0.31 0.18
camp_03 0.11 –0.29 –0.40 –0.51 –0.07
camp_04 0.11 –0.29 –0.17 –0.08 0.31
camp_05 0.18 1.55 1.39 1.34 1.40
camp_06 0.15 0.63 0.04 –0.28 –0.18
camp_07 0.10 –0.64 –1.10 –1.23 –0.89
camp_08 0.11 –0.34 –0.38 –0.31 –0.45
camp_09 0.08 –1.07 –1.03 –0.98 –1.14
camp_10 0.17 1.26 1.26 1.26 0.94
camp_11 0.11 –0.42 –0.27 –0.28 –0.56
camp_12 0.12 –0.04 –0.01 –0.11 –0.02
camp_13 0.11 –0.26 –0.30 –0.23 –0.40
camp_14 0.09 –0.80 –0.66 –0.68 –0.43
camp_15 0.10 –0.72 –0.61 –0.53 –0.92
camp_16 0.12 0.01 0.01 0.11 0.37
camp_17 0.13 0.09 0.07 0.09 0.31
camp_18 0.08 –1.32 –1.13 –1.13 –1.41
camp_19 0.09 –0.91 –0.92 –0.83 –0.75
camp_20 0.11 –0.40 –0.38 –0.46 –0.45
camp_21 0.19 1.72 1.71 1.84 2.09
camp_22 0.13 0.06 –0.04 –0.13 0.07
camp_23 0.11 –0.40 –0.22 –0.13 –0.59
camp_24 0.24 3.02 3.09 3.01 2.80
camp_25 0.14 0.39 0.77 0.91 0.26
camp_26 0.07 –1.51 –1.49 –1.38 –0.86
camp_27 0.09 –1.02 –1.05 –1.06 –1.46
camp_28 0.15 0.63 0.82 0.91 0.86
Institution- level mean 0.12 0.00 0.00 0.00 0.00
Institution- level SD 0.04 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.98 1.00
Model 3 0.96 0.99 1.00
Model 4 0.95 0.95 0.95 1.00

Observations  53,353  53,353  53,353  53,353  53,353 

Notes: Institutional fi xed eff ects from models 1–4 are standardized to mean 0 and SD 1. Institutions 
sorted by model 4 eff ects. Social sector employment is estimated by examining four consecutive quarters 
in the fourth full year postgraduation and requires a graduate to have been employed in educational 
services or government in at least one of these quarters. Sample is limited to graduates who are not still 
enrolled and who have positive earnings in at least one quarter of  the focal year.
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Table 3.11 Institutional fi xed eff ects: Cumulative UI receipt, year 4 postgraduation

Subbaccalaureate institutions

Institution code  
Raw 
mean  

Model 1
No 

adjustments  

Model 2
Adjusted for 

student 
characteristics  

Model 3
Adjusted for 2 
plus zip- level 

controls  

Model 4
Adjusted for 3 
plus majors at 

entry

camp_01 0.21 –0.82 –0.86 –0.78 –1.30
camp_02 0.13 0.99 0.96 0.95 0.80
camp_03 0.15 0.62 1.01 0.88 1.16
camp_04 0.15 0.62 0.40 0.37 0.12
camp_05 0.12 1.28 1.44 1.19 1.34
camp_06 0.17 0.05 0.72 0.60 0.67
camp_07 0.12 1.11 1.55 1.58 1.34
camp_08 0.15 0.45 0.47 0.18 0.20
camp_09 0.20 –0.65 –0.66 –0.73 –0.29
camp_10 0.20 –0.75 –0.62 –0.47 –0.86
camp_11 0.19 –0.33 –0.41 –0.19 –0.37
camp_12 0.11 1.51 1.37 1.30 1.36
camp_13 0.13 0.99 0.94 0.58 0.43
camp_14 0.18 –0.21 –0.34 –0.24 –0.47
camp_15 0.22 –1.05 –1.11 –0.94 –0.68
camp_16 0.18 –0.18 –0.21 –0.22 –0.34
camp_17 0.17 –0.07 –0.14 –0.12 –0.32
camp_18 0.22 –1.13 –1.20 –1.22 –0.91
camp_19 0.21 –0.98 –0.93 –1.01 –0.91
camp_20 0.19 –0.37 –0.25 –0.33 –0.26
camp_21 0.08 2.08 1.82 2.17 2.45
camp_22 0.16 0.22 0.35 0.07 0.15
camp_23 0.18 –0.11 –0.46 –0.22 –0.34
camp_24 0.22 –1.13 –1.32 –1.24 –1.56
camp_25 0.14 0.80 0.38 0.77 0.72
camp_26 0.19 –0.35 –0.30 –0.45 –0.13
camp_27 0.29 –2.68 –2.40 –2.60 –2.13
camp_28 0.17 0.10 –0.19 0.11 0.12
Institution- level mean 0.17 0.00 0.00 0.00 0.00
Institution- level SD 0.04 1.00 1.00 1.00 1.00
Correlations between 

metrics
Model 1 1.00
Model 2 0.97 1.00
Model 3 0.98 0.98 1.00
Model 4 0.95 0.96 0.97 1.00

Observations  22,467  22,467  22,467  22,467  22,467

Notes: Institutional fi xed eff ects from models 1–4 are reverse- coded so that lower rates of  UI receipt 
correspond to more positive standardized FE. Cumulative UI receipt is measured as the percent ever 
receiving UI or other unemployment compensation by the end of the fourth full year postgraduation. To 
limit bias from out- of- state mobility, sample is limited to those with positive earnings in at least one 
quarter of  the focal year.
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This vast diff erence in institutional ratings dependent on the measure is 
refl ected graphically in fi gure 3.3. As shown, institutions with the highest 
completion/transfer rates typically have some of the lowest employment and 
earnings. This striking negative correlation may refl ect two issues. First, our 
completion measure combines certifi cate completion, AA/AS completion, 
and transfer to a four- year institution within three years. If  we separate 
these out (not shown), long certifi cate completion (for programs 1–2 years 
in length) is the most negatively correlated with subsequent employment and 
earnings, though associate’s degree completion is also signifi cantly nega-
tively correlated with earnings. Transfer rates are only slightly positively 
correlated with earnings four years after transfer (though these correlations 
are not signifi cant). Second, although our labor market measures exclude 
students who are currently enrolled in the focal year, these patterns may 
nonetheless refl ect the fact that students who graduate or transfer may still 
have spent signifi cant time engaged in school in the intervening periods and 
thus may have accumulated less work experience than students who drop 
out. Yet we fi nd that these negative correlations are still strong if  we look 
seven years postgraduation (not shown). Overall, the negative correlations 
between subbaccalaureate completion rates and subsequent labor market 
outcomes is puzzling and provides strong motivation for considering mea-
sures beyond graduation/transfer for this sector.

Correlation of metrics over time. Table 3.13 examines the sensitivity of 
these metrics to the length of follow- up. It appears that labor market out-
comes are much less sensitive to the length of follow- up for the two- year 
sector than we found for the four- year sector.19 Reasons for this could 

19. This holds regardless of whether we use adjusted or unadjusted measures.

Table 3.12 Correlations of Adjusted Institution- level Metrics

Subbaccalaureate institutions

Correlations  
Subba 
3yrs  

Ftemp 
4yrs  Earn 4yrs  

SS sec 
4yrs  

UI 
4yrs

Subba 3yrs 1.000  — — — —
AA 3yrs 0.646*** — — — —
LTC 3yrs 0.467** — — — —
STC 3yrs 0.744*** — — — —
Trans 3yrs 0.376** — — — —
Ftemp 4yrs –0.527*** 1.000  — — —
Earn 4yrs –0.533*** 0.818*** 1.000  — —
SS sec 4yrs 0.183  –0.231  –0.026  1.000  —
UI 4yrs –0.330* 0.378** 0.488*** 0.222  1.000  

Avg. diff . vs. BA metric (SDs) 0.00 1.35 1.45 1.06 1.35
Avg. diff . vs. earnings metric (SDs) 1.45  0.47  0.00  1.20  0.80

Note: *** p < 0.01, ** p < 0.05, * p < 0.10.
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include lower rates of out- of- state mobility as well as lower rates of further 
educational enrollment. Table 3.14 further shows that unlike in the four- year 
sector, it is not obvious that the role of statistical adjustments diminishes 
over time for this sector. The correlation between adjusted and unadjusted 
versions of the same metric appears more stable, sometimes even declining 
over time.

3.6  Discussion

While newly accessible state UI databases present great opportunities for 
enhancing states’ ongoing eff orts to measure college student outcomes, it is 
no straightforward task to fi gure out how to use these data most eff ectively. 
We draw the following conclusions from our analyses.

First, state UI databases can provide richer measures of graduates’ labor 
market experiences beyond just earnings. While three of  the four labor 
market metrics are positively correlated (with social sector employment the 
exception), they do appear to capture diff erent aspects of postcollege labor 
market success, and institutions could receive markedly diff erent ratings or 
rankings depending on which measure is used.

Second, metrics based on labor market outcomes result in substantially 

Table 3.13 Correlations of adjusted LM metrics over time

Subbaccalaureate institutions

    Year 1  Year 2  Year 4  Year 7  

A. Full- time employment proxy
Year 1 1.000 — — —
Year 2 0.977*** 1.000 — —
Year 4 0.920*** 0.930*** 1.000 —
Year 7 0.887*** 0.873*** 0.890*** 1.000

B. Conditional earnings
Year 1 1.000 — — —
Year 2 0.971*** 1.000 — —
Year 4 0.960*** 0.975*** 1.000 —
Year 7 0.883*** 0.923*** 0.933*** 1.000

C. Social sector employment
Year 1 1.000 — — —
Year 2 0.937*** 1.000 — —
Year 4 0.918*** 0.955*** 1.000 —
Year 7 0.841*** 0.856*** 0.940*** 1.000

D. UI Receipt (inverse)
Year 1 1.000 — — —
Year 2 0.894*** 1.000 — —
Year 4 0.798*** 0.853*** 1.000 —

 Year 7 0.712*** 0.779*** 0.942*** 1.000  

Note: *** p < .01, ** p < .05, * p < .10.
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diff erent institutional ratings and rankings than those based on degree 
completion (or completion/transfer) alone, particularly in the two- year sec-
tor. Indeed, for two- year institutions, degree completion/transfer rates are 
negatively correlated with three of our four labor market outcome metrics, 
highlighting the risk involved in relying on academic outcomes alone.

Third, statistical adjustments generally have less consequence for ratings/
rankings than the choice of outcome metric and length of follow- up. More-
over, fi eld of study controls appear particularly important. Research in the 
Canadian context by Betts, Ferrall, and Finnie (2013) similarly highlights 
the role of fi eld- of- study controls, and it is worth noting that data on major 
fi eld of study are one of the comparative advantages of state administra-
tive databases compared to alternative national data sources (such as IRS 
data). Still, overall, the eff ect of adjustments appears modest compared to 
other analytic choices. It is possible that even our fully adjusted model omits 
important factors that if  incorporated, could more substantially change 
institutions’ ratings. But our fi nding echoes a similar pattern in hospital per-
formance measurement, in which the choice of outcome generally matters 
more than which patient- level controls are included (Staiger 2016).

Fourth, for earnings- based metrics in the four- year sector, statistical 
adjustments appear more important when outcomes are measured early. 
Compared against seventh- year adjusted earnings, an adjusted one- year 
measure performed about as well as an unadjusted two- year measure. This 
suggests states may be able to choose between using an adjusted measure 
soon after graduation or an unadjusted measure after a longer period of 
time, depending on which is more feasible. This trade- off  is not evident for 
every outcome metric, however, or for the two- year sector.

Finally, when we examine the correlation of our metrics over diff erent 
lengths of follow- up, we fi nd that our conditional earnings metric is much 
less stable over time for the four- year sector than for the two- year sector. 
In the four- year sector, the correlation of seven- year earnings with earn-
ings measured earlier ranges from 0.55 to 0.87, while in the two- year sector, 
the equivalent correlations range from 0.88 to 0.93. The full- time, full- year 
employment metric is even more unstable for four- year graduates: the cor-

Table 3.14 Correlations between adjusted and unadjusted metrics

Subbaccalaureate institutions

Metric (standardized)  Year 1  Year 2  Year 4  Year 7

Full- time employment proxy 0.941 0.931 0.904 0.913
Conditional earnings 0.912 0.898 0.840 0.815
Social sector employment 0.928 0.955 0.947 0.922
UI receipt  0.950  0.947  0.947  0.939

Note: p < 0.01 for all correlations in this table.
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relation between employment measured at one year versus seven years post-
graduation is only 0.331 and only marginally signifi cant.

Limitations. Currently we use several cohorts of  entrants/graduates to 
estimate each institution’s fi xed eff ect. We have not examined what would 
happen if  these eff ects were estimated with only one or two cohorts at a time. 
We have not incorporated any controls for student ability or family income, 
which have been used in other studies of  accountability metrics. Finally, 
we have not examined any input- based measures of institutional quality/
selectivity, such as constructed in Dillon and Smith (2015). It would be very 
valuable to further investigate the correlation between input-  and output- 
based institutional ratings, as done by Betts, Ferrall, and Finnie (2013) in 
the Canadian context.

Conclusion. Overall, our preliminary conclusion is that labor market data, 
even when imperfect, can provide valuable information distinct from stu-
dents’ academic outcomes, particularly for the two- year sector. Institutional 
ratings based on labor market outcomes, however, are quite sensitive to the 
specifi c metric constructed. The simplest labor market metrics at policy mak-
ers’ disposal—unadjusted employment rates and average earnings within a 
year after graduation—both prove to be quite unreliable compared to the 
same outcomes measured later. Moreover, earnings and employment on 
their own may fail to capture other aspects of economic well- being of value 
to both policy makers and students themselves. Consistent with similar types 
of studies conducted in other contexts (such as outcomes- based evaluations 
of hospital quality), the choice of metric and length of follow- up appear to 
matter more than compositional adjustments.

Of course, while Ohio is a large and diverse state, there is no guarantee 
that our results will generalize to other states or contexts. For example, Ohio 
has a relatively low rate of  out- of- state mobility: census data show that 
approximately 86 percent of Ohio’s 26-  to 35- year- olds with at least some 
college education still lived in the state fi ve years later, compared to a median 
of about 80 percent across all states. In states with high rates of out- of- state 
mobility, it’s possible that compositional adjustments might be particularly 
important and that outcome measurements might be more sensitive to the 
timing of follow- up than we estimate here. In addition, it is important to 
note that our entire analysis is limited to public state institutions (a limita-
tion common to most state administrative databases). Overall, our fi ndings 
suggest a cautious approach: while a mix of feasible labor market metrics 
may be better than none, reliance on any one metric—particularly one mea-
sured early—may unintentionally undermine policy makers’ ongoing eff orts 
to accurately quantify institutional performance.
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4.1  Introduction

Colleges produce outputs in various dimensions. Parents and students, 
for instance, care about colleges’ ability to place graduates on good career 
trajectories. As a result, the United States and other countries now provide 
information on the labor market earnings of graduates from various colleges 
and majors.1 A drawback of  such measures is that they typically do not 
adjust for ability; some colleges might perform better, for instance, simply 
because they attract more able students.

The earnings dimension, however, is not the only one that parents, stu-
dents, and especially policy makers care about. A second dimension of 
interest is learning—namely, the ability of colleges to enhance human capi-
tal and skills. System- wide measures of  learning are uncommon, in part 
because most countries lack nationwide college graduation exams. Ques-
tions remain, therefore, about the extent to which these two dimensions of 

1. Other countries, such as Chile and Colombia, have similar initiatives. These are relevant 
in view of evidence that, at least in some cases, college identity can have a causal impact on 
graduates’ earnings (e.g., Hoekstra 2009; Saavedra 2009; Dale and Krueger 2014; and MacLeod 
et al. 2015). This fi nding is not universal; see Stange (2012) for contrasting fi ndings among 
community colleges.
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college productivity relate to each other—whether colleges that improve 
student earning also improve their learning.

This is the fi rst study to simultaneously analyze system- wide measures 
of  the earning and learning productivity of  colleges. We use data from the 
country of  Colombia to arguably improve on the measures in the litera-
ture to date. Our detailed administrative records provide the earnings of 
nearly all graduates in the country upon labor market entry. With these 
data, we can control for a measure of  ability—performance on a national 
standardized admission exam—and for characteristics related to students’ 
socioeconomic backgrounds. Further, the Colombian setting allows us to 
propose and implement measures of  college productivity in the learning 
dimension, as all graduates are required to take a national college exit 
exam. In measuring learning performance, we can similarly control for 
individual characteristics and precollege ability. In particular, some com-
ponents of  the college exit exam are also assessed in the entrance exam, 
enabling us to implement an approach akin to those commonly used in the 
teacher value- added literature.2 In short, our earning and learning mea-
sures may not fully isolate college value added, but they have advantages 
relative to measures previously used in the context of  measuring college 
productivity.

We then show how these measures of college productivity relate to each 
other and to characteristics of colleges’ entering classes. This yields three 
fi ndings. First, we fi nd that measures of college productivity on earning and 
learning are far from perfectly correlated. This implies that college rankings 
based on earnings diff er from those based on learning; in other words, the 
colleges that seem to add most to students’ postgraduation earnings are not 
necessarily the ones that add most to their measured learning.3 For instance, 
we fi nd that on average the top private schools seem to do relatively better 
on earning, whereas the top public institutions perform better on learning.

Second, the measures of  earnings productivity are signifi cantly more 
correlated with students’ socioeconomic status (SES) than the learning 
measures; not surprisingly, earnings are also more correlated with colleges’ 
tuition levels. This leaves open the possibility that learning measures do a 
better job of isolating a college’s contribution to students’ human capital 
even when one focuses on early career earnings, as we do. For example, 
learning may be more easily infl uenced by factors that colleges can control 

2. See, for instance, Chetty, Friedman, and Rockoff  (2014). Our empirical approach is also 
closely related to the one in Saavedra and Saavedra (2011), discussed below.

3. With learning measures, a concern often arises regarding whether these capture anything 
that the market and therefore students actually value. In the Colombian setting, student per-
formance on the fi eld- specifi c component of the exit exam is predictive of student wages, even 
after controlling for students’ performance on the admission exam, college reputation, and 
socioeconomic status.
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directly, such as teaching, as opposed to factors such as parental connec-
tions and signaling. Consistent with this, we show that a college’s measured 
performance can vary substantially depending on whether earnings are mea-
sured right after graduation or later in workers’ careers. This illustrates that 
colleges have only partial control over the earnings paths of their graduates.

Our third fi nding is that a college’s ranking under the earning and learn-
ing measures can diff er depending on its mix of majors. We show that the 
earning measures tend to favor majors related to engineering, business, and 
law; more specialized majors, such as those in fi ne arts, education, and social/
natural sciences, are relatively higher ranked under learning metrics. Thus 
if  measures such as the ones we calculate became salient, they could lead 
colleges to make strategic choices on which majors they off er.

Taken together, our fi ndings imply that the design of accountability sys-
tems may infl uence colleges’ relative performance—and therefore appli-
cants’ school choices—as well as colleges’ responses. Policy makers may 
wish to keep these implications in mind as they begin to release more college 
performance information to the public.

Our study relates to two strands of work on college productivity: those 
related to earning and learning. In terms of learning, a variety of standard-
ized tests exist in the United States that could in principle be used to measure 
student- learning outcomes. These tests include the Measure of Academic 
Profi ciency and Progress (MAPP), the Collegiate Assessment of Academic 
Profi ciency (CAAP), the Collegiate Learning Assessment (CLA), the Cali-
fornia Critical Thinking Skills Test (CCTST), the Watson- Glaser Critical 
Thinking Appraisal, and the Cornell Critical Thinking Tests (Pascarella and 
Terenzini 2005; Sullivan et al. 2012). However, these tests are not systemati-
cally used across the country.

Few studies investigate the extent to which variation in learning value 
added relates to institutional characteristics. In general, these studies fi nd 
little systematic relationship between learning growth and institutional 
characteristics. Arum and Roksa (2011) use longitudinal CLA data from 
students at 23 US colleges and fi nd no systematic relationship between criti-
cal thinking value added and institutional characteristics. The Council for 
Aid to Education (2013) uses cross- sectional CLA data from students at 
158 US colleges to document how colleges exhibit similar growth of criti-
cal thinking skills regardless of ownership status, institution size, Carnegie 
Classifi cations, or selectivity. Hagedorn et al. (1999) use longitudinal data 
from students in 23 US colleges taking the CAAP test and fi nd that peer 
composition modestly infl uences critical thinking in the fi rst year of college 
but that its eff ect fades over an individual’s college career. Saavedra and Saa-
vedra (2011) use cross- sectional data from an administration of Australia’s 
Graduate Skills Assessment (GSA) to estimate educational value added in 
a nationally representative sample of freshmen and seniors at 17 Colombian 
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colleges.4 After controlling for incoming student characteristics, Saavedra 
and Saavedra (2011) fi nd that private ownership is related to value added 
but that measures of  college quality—such as resources, selectivity, and 
reputation—are not.

Our work also relates to a long and growing literature measuring pro-
ductivity in higher education (e.g., Cooke 1910; Sullivan et al. 2012). For 
instance, recent system- wide studies from Norway, the United States, and 
Chile that credibly address selection bias using administrative data fi nd 
mixed evidence on the labor market payoff s to attending more- selective col-
leges (Hoxby and Bulman 2015; Hastings, Neilson, and Zimmerman 2013; 
Kirkeboen, Leuven, and Mogstad 2016). In chapter 2 of this volume, Hoxby 
uses administrative data to estimate the productivity of all postsecondary 
institutions in the United States. However, unlike prior studies that credibly 
address issues of selection bias, Hoxby is able to estimate both per- pupil 
lifetime earnings outcomes and per- pupil costs for each institution. She fi nds 
that more- selective colleges produce higher lifetime earnings but do so at a 
proportionally higher cost. As a result, among the 1,000 most- selective US 
colleges, there is little relationship between earnings value added per unit of 
input and institutional selectivity.

The remainder of the chapter is structured as follows. Section 4.2 pres-
ents background on the Colombian higher education sector, and section 
4.3 describes our data and sample. Section 4.4 discusses the computation 
of our productivity measures, and section 4.5 presents results. Section 4.6 
concludes with broader implications.

4.2  Background

This section provides background on Colombia’s higher education system.

4.2.1  Access to College

In the past decades, Latin American countries have seen a marked expan-
sion in access to secondary and tertiary education. Access to the latter has 
actually risen faster, although from a lower base. As fi gure 4.1 shows, the gap 
between secondary and tertiary enrollment in the region narrowed from 60 
percentage points in 1996 to 50 percentage points by 2013. By 2013, about 
43 percent of the population had enrolled in some type of tertiary educa-
tion. The evolution in Colombia has generally mirrored that in the rest of 
the region, although the gap between both types of enrollment has remained 
stable at about 45 percentage points.5

4. The GSA, which is most similar to the CLA in the United States, measures four general 
skill domains: critical thinking, problem solving, writing, and interpersonal skills.

5. The salient diff erence between Colombia and the rest of  the region is that secondary 
rose faster initially and then stagnated. Tertiary enrollment trends are essentially identical in 
Colombia and the region as a whole.
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Throughout the region, there are constraints for further tertiary expan-
sion. In the case of Colombia, these partially refl ect market structure. Private 
and public providers coexist, and while public colleges are signifi cantly subsi-
dized, their capacity is strained. Table 4.1 shows that public colleges account 
for 23 percent of institutions but 52 percent of total tertiary enrollments.6

There is little regulation on the entry of tuition- charging, unsubsidized 
private providers, and these generally off er few fi nancial aid opportunities.7 
As a result, private colleges represent 77 percent of all institutions but only 
48 percent of total enrollment.

6. Throughout this chapter, we use the term colleges to refer to both universities and technical 
institutions, as depicted in table 4.1.

7. Technically there are no for- profi t colleges in Colombia. It is widely perceived, however, 
that many nonselective private colleges are de facto for- profi t, as their owners are the residual 
claimants of excess revenue typically distributed through wages, rental charges, investments, 
and so on. In this sense, the situation resembles that which has existed during certain periods 
in other countries with large private college sectors, such as Chile.

Fig. 4.1 Enrollment trends in Colombia and Latin America
Notes: The data come from the World Bank indicators (http://databank.worldbank.org, con-
sulted on April 7, 2016). The fi gure plots gross secondary and tertiary enrollment rates for 
Colombia and the corresponding aggregate for Latin America as a whole. Gross secondary 
enrollment rate is the number of individuals enrolled in secondary school as a fraction of the 
total number of individuals 12 to 17 years of  age. Gross tertiary enrollment rate is the number 
of individuals enrolled in tertiary education as a fraction of the total number of individuals 
18 to 24 years of  age.
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Colleges and universities are also geographically concentrated: 50 percent 
are in Colombia’s three largest cities, which account for 26 percent of the 
population. Bogotá, the capital, is home to 31 percent of all colleges. About 
75 percent of tertiary students attend a college in the city of their birth (Saa-
vedra and Saavedra 2011). Furthermore, in our data, roughly 70 percent of 
graduates get their fi rst formal sector job in the same municipality where 
they attended college. This suggests an important role for local labor markets 
in our analysis—part of the benefi t of attending a college in an urban area, 
for example, is that it may increase access to high- wage jobs.8

4.2.2  College Entrance Exam

To apply to college, Colombian students must take a standardized entrance 
exam called the Icfes, which is administered by a government agency.9 The 
Icfes is generally analogous to the SAT in the United States, but it is taken 
by the vast majority of  high school seniors regardless of  whether they 
intend to apply to college.10 The Icfes also plays a larger role in admissions 

8. We also fi nd a positive relationship between college selectivity and the probability that an 
individual stays in the area upon graduation; a one- standard- deviation increase in a college’s 
mean entrance exam score raises the likelihood that a graduate works in the municipality where 
she attended college by six percentage points.

9. Icfes stands for Institute for the Promotion of Higher Education, the former acronym for 
the agency that administers the exam. The Colombian Institute for Educational Evaluation, 
as it is now called, was created in 1968 and is a state agency under the authority of the national 
Ministry of Education. The Icfes exam is now known as Saber 11, refl ecting the fact that stu-
dents usually take it in the 11th grade. We use the name Icfes to match the designation during 
the period covered by our data.

10. Angrist, Bettinger, and Kremer (2006) and our personal communications with the 
Colombian Institute for Educational Evaluation suggest that more than 90 percent of high 
school seniors take the exam. The test- taking rate is high in part because the government uses 
Icfes exam results to evaluate high schools.

Table 4.1 Colombian higher education market structure

Institutions Enrollment

  Public  Private  Total  Public  Private  Total

Universities 47 142 189 495,855 799,673 1,295,528
0.17 0.53 0.70 0.25 0.40 0.65

Technical schools 15 65 80 524,007 163,886 687,893
0.06 0.24 0.30 0.27 0.08 0.35

Total 62 207 269 659,142 601,744 1,983,42 
  0.23  0.77  1.00  0.52  0.48  1.00

Notes: Calculations based on the Colombian national higher education information system 
(SNIES) for 2013, the last year with data available. Enrollment data only include under-
graduate students. The category “universities” combines universities and university institutes. 
“Technical schools” combines technical institutes, technological institutes, and the National 
Job Training Agency (SENA).
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in Colombia than the SAT does in the United States. In addition to using it 
as an application requirement, many schools extend admission off ers based 
solely on students’ entrance exam performance. Others consider additional 
factors such as high school grades while heavily weighting the Icfes, and a 
handful administer their own exams. Applications and admissions are major 
specifi c; students apply to a college/major pair.

The Icfes tests multiple subject areas, including biology, chemistry, Eng-
lish, math, reading/language arts, social science, philosophy, and physics.

4.2.3  College Exit Exam

In 2004, the agency that administers the Icfes introduced, with consider-
able publicity, new fi eld- specifi c college graduation exams. These exit exams 
are standardized and administered at every institution that off ers a related 
program.11 The exams are intended to assess senior students’ competencies 
in fi elds ranging from relatively academic in orientation (e.g., economics and 
physics) to relatively professional (e.g., nursing and occupational therapy).

The creation of the exit exams was a major undertaking, as it required 
coordination among departments in multiple colleges. The stated intent of 
this eff ort was to improve quality, transparency, and accountability in the 
higher education sector. Consistent with this, school- level aggregate scores 
were made available and have been used by news outlets as part of college 
rankings.

Field- specifi c exams became available for most majors in 2004, with sev-
eral majors receiving fi eld exams in subsequent years. A few fi elds, such as 
political science, anthropology, history, and philosophy, never received a 
corresponding fi eld- specifi c exam. In part because of this, for the fi rst few 
years, taking the exit exam was optional, although the majority of students 
in tested fi elds took the exam. This changed in 2009, when the exit exam 
became a graduation requirement for all students. A generic test was intro-
duced for majors that did not previously have a fi eld- specifi c exam. In addi-
tion, from 2009 onward, the exam included several common components in 
subjects such as English and reading comprehension, which were taken by 
all students regardless of their fi eld.

Increasingly, colleges and students use results on the college exit exam as 
a signal of ability. For example, students may report whether they obtained 
a top score nationally or their score in comparison to the university or the 
national average. Some universities use exit exam results in admissions to 
graduate programs, and the Colombian Student Loan Institute off ers a 
postgraduate study credit line (of up to $16,000) exclusively to the best 10 
nationwide scorers. In addition, every year the Colombian president and 
education minister publicly recognize the individuals with the top 10 scores 

11. These tests were initially labeled Ecaes, which stands for Exámenes de Calidad de Edu-
cación Superior—that is, higher education quality exams. They are now called Saber Pro.
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in each fi eld. Anecdotally, the best scorers receive job off ers based on public 
knowledge of their test scores, and MacLeod et al. (2015) provide evidence 
that the exit exams aff ect graduates’ labor market earnings.

4.3  Data and Sample

This section describes our sources of data and the sample we use for our 
analysis.

4.3.1  Data

We use individual- level administrative data sets from three sources:

1. The Colombian Institute for Educational Evaluation, which admin-
isters the college entrance and exit exams, provided records for both tests. 
This includes scores for all high school seniors who took the entrance exam 
between 1998 and 2012 as well as college exit exam scores for all exam takers 
from 2004 to 2011.

2. The Ministry of  Education provided enrollment and graduation 
records for students entering college between 1998 and 2012. These include 
each individual’s college, program of study, and enrollment and gradua-
tion dates. These data cover roughly 90 percent of all college enrollees; the 
ministry omits a number of smaller colleges due to poor and inconsistent 
reporting.

3. The Ministry of Social Protection provided monthly earnings records 
for formal sector workers during 2008–12. These come from data on con-
tributions to pension and health insurance funds.

We link these data sources using student names, birthdates, and national 
ID numbers. The resulting data set includes students from nearly all col-
leges in Colombia with information on their entrance exam scores and, if  
applicable, their exit exam performance and formal labor market earnings.

4.3.2  Sample

We select a sample that allows us to cleanly compare measures of college 
performance on earning and learning. Specifi cally, we restrict our sample 
to graduates who satisfy two important criteria. First, we include only stu-
dents who took the college exit exam in 2009–11. As noted above, the exit 
exam was voluntary prior to 2009, so we exclude pre- 2009 exam takers to 
limit selection into taking the exam. Second, we include only graduates for 
whom we observe initial labor market earnings. Since students typically take 
the exit exam one year before graduating, this means that we include only 
2010–12 graduates with earnings observed in their graduation year.

This restriction sets aside other outcomes of interest to students and pol-
icy makers, such as graduation rates. In Colombia, as in the United States, 
the probability of graduating tends to increase with the selectivity of the 
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college a student attends. To the extent that graduation rates are highly 
correlated with college- level earnings, restricting the sample to graduates is 
unlikely to signifi cantly change our fi ndings.12

In addition to these restrictions, we drop individuals with missing values 
on any of the other variables we use, including entrance exam scores, high 
school of  origin, mother’s education, and previous year’s tuition.13 This 
ensures that all performance measures calculated below are based on the 
same set of individuals. Lastly, to obtain reasonable precision for each of 
our performance measures, we restrict our analysis to colleges that have at 
least 50 graduates satisfying the above criteria.

The resulting sample includes approximately 81,000 graduates from 157 
colleges. This is much larger than samples available in previous studies that 
use longitudinal data to compute college performance measures (e.g., Klein, 
Steedle, and Kugelmas 2010). The last row in table 4.2 presents summary 
statistics on our sample.

4.3.3  College Categorization

Table 4.2 additionally categorizes colleges into six types with the aim of 
providing a useful portrayal of the college market in Colombia. The top 

12. For example, we fi nd that the correlation between mean college earnings in samples with 
and without college dropouts is 0.9.

13. The entrance exam underwent a major overhaul in 2000, so we also exclude the small 
number of students who graduated in 2010–12 but took the entrance exam prior to 2000. Since 
one of our learning outcomes below is a student’s English exit exam score, we additionally drop 
the fewer than 1 percent of students who took the French or German entrance exams, which 
were off ered until 2006, rather than the English exam.

Table 4.2 Sample and college types

College type  
No. of 
colleges  

No. of 
grads  

Admit 
rate  

Annual 
tuition 

($)  

Mother 
went to 
college  

Entrance 
exam 

percentile

Public (most selective) 12 15,642 0.20 369 0.42 0.82
Public (medium selective) 24 13,228 0.55 509 0.29 0.67
Public (least selective) 12 6,063 0.87 535 0.23 0.59
Top private 8 9,653 0.64 2,584 0.90 0.90
Other private (high cost) 51 19,229 0.82 1,696 0.59 0.72
Other private (low cost) 50 17,489 0.86 1,079 0.31 0.63

Total  157  81,304  0.65  1,134  0.46  0.72

Notes: Admission rate data are from Colombian national higher education information sys-
tem (SNIES) and average over 2007–12. Tuition data are from the exit exam records, which 
report each exam taker’s tuition in the previous year in six categories. We compute the average 
across all students using the midpoint of  each category and convert to US dollars using 2012 
exchange rates. Entrance exam percentiles are relative to all exam takers in each year, includ-
ing those who did not attend college.
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three rows separate public colleges into three groups based on quartiles 
of their admission rates. We defi ne the most- selective public colleges as those 
in the quartile with the lowest admission rates and the least- selective colleges 
as those in the highest admission rate quartile. Medium- selective colleges are 
those in the middle two quartiles.14 Table 4.2 shows that the most- selective 
public colleges admit 20 percent of  their applicants on average, while 
the least- selective are essentially open enrollment.15

Selectivity defi ned by admission rates has limited usefulness in categoriz-
ing private colleges in Colombia, as most private colleges admit nearly all 
of  their applicants. Instead, sorting into private colleges is defi ned more 
strongly by the tuition rates they charge. We therefore defi ne “top private” 
colleges as those few that are actually selective—that is, they reject some 
of their applicants—and in which average annual graduate tuition exceeds 
the equivalent of  about $2,500.16 This defi nition picks out eight colleges 
that represent the most elite private schools in the country. We divide the 
remaining private institutions—which we label “other private”—into two 
types based on the average tuition payments reported by their graduates. 
We defi ne high- cost private colleges as those above the median tuition and 
low- cost colleges as those below.17

Average annual tuition varies signifi cantly across private college types, 
with a mean of roughly $1,000 at low- cost private colleges. Average tuition 
is signifi cantly lower at all public college types, as they off er substantial 
discounts to low- SES students.

The last two columns of table 4.2 summarize the socioeconomic and aca-
demic backgrounds of graduates from each college type. Graduates from 
private colleges are much more likely to have mothers with a college edu-
cation; for instance, 90 percent of  students at top private colleges do so. 
Academic preparation, as defi ned by each student’s entrance exam percen-
tile in the full distribution of test takers, also varies starkly across college 
types. Average entrance exam performance is at the 82nd percentile at the 
most- selective public colleges and the 90th percentile at top private schools. 
Graduates from the lowest college types, both public and private, have aver-
age entrance exam scores near the 60th percentile.

14. We use quartiles rather than terciles to defi ne these three groups to provide more detail 
on colleges at the extremes of the distribution.

15. Note that nonselective colleges often have admission rates that are slightly less than one 
in table 4.2. This refl ects that students may fail to follow all application procedures or may 
withdraw their applications before admission.

16. Specifi cally, we use a four million peso cutoff  for top private colleges, and we defi ne 
their selectivity using a 2002 report from the Colombian Institute for Educational Evaluation 
entitled Estadísticas de la Educación Superior. Selective private colleges are those for which the 
number of applicants exceeded the number of off ered slots, according to this report.

17. We note that we do not use an institution’s level of training (university or technical, as 
in table 4.1) to defi ne these six college categories. We fi nd that this distinction provides little 
additional information on average college characteristics conditional on the categories defi ned 
by fi nancing, selectivity, and tuition.
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We use the sample and college categorization in table 4.2 for our analysis 
of college performance measures below.

4.4  Measures

This section describes the outcome variables we use and the measures we 
employ to approximate college earning and learning productivity.

4.4.1  Earning and Learning Variables

Our earnings variable is log average daily formal labor market earnings, 
which we calculate by dividing base monthly earnings for pension contri-
butions by the number of employment days in each month and averaging 
across the year. We use earnings in the year of each student’s graduation 
(2010–12) and demean earnings in each year.

Our learning variables are based on students’ scores on the college exit 
exam. During the exam years we analyze (2009–11), this test included a 
fi eld- specifi c component related to a student’s major (e.g., economics or 
mechanical engineering) as well as several components taken by all students. 
We focus on three of these: (1) the fi eld- specifi c score, (2) a reading common 
component score, and (3) an English common component score.

These components have diff erent strengths and weaknesses in measuring 
college productivity. The fi eld exit score, because it typically refl ects each 
student’s college major, provides arguably the best measure of  the mate-
rial studied in college. However, in general, there is no direct analog on the 
entrance exam. The English component of  the exit and entrance exams 
are very similar and thus well placed to measure progress, but English pro-
fi ciency may be less directly related to college productivity. Since the exit 
and entrance exams include a similar but not identical reading / language 
arts component, the reading component lies arguably in the middle of the 
comparability and relevance spectrums.

Using these three exit exam scores, we calculate each student’s percentile 
relative to all other students in our sample in the same exam fi eld and cohort. 
We use exam score percentiles because the entrance and exit exams are not 
on a common scale and thus cannot measure growth in human capital. As 
a result, our learning measures will capture a college’s relative rather than 
absolute performance. The same caveat applies to our earning measures, 
since we do not observe a precollege measure of earnings.

4.4.2  Calculation of Productivity Measures

We use four procedures to measure learning and earning performance. 
Some of these procedures are simple and require less- detailed information, 
and thus they correspond to measures that may be more commonly reported 
in the media or easier for policy makers to compute. Other procedures use 
comprehensive information on students’ backgrounds and align more 
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closely with “value- added” methods employed in other areas of economic 
research. These four procedures, which we describe in the following sub-
sections, allow us to explore the sensitivity of our results to diff erent data 
requirements and methodologies.

4.4.2.1 Raw Means

Our fi rst performance measure is the average log earnings, or the average 
exit exam percentile, at each college:

(1) c = E{yic | i c},

where yic is either outcome for individual i who graduated from college c. We 
label c the raw means measure, as it implements the simplest and least data 
intensive of our four procedures. Note that it does not adjust for diff erences 
across colleges in incoming student characteristics—that is, in the student 
“inputs” to college production.

4.4.2.2 Entrance Exam Residuals

Our second performance measure adjusts for diff erences in college inputs 
by controlling for students’ entrance exam performance. We do this through 
an individual- level regression of the following form:

(2) yic = ti + c + ic,

where ti is a vector of student i ’s entrance exam percentiles on eight compo-
nents, which include reading/language arts and English.18 We decompose the 
residual from this regression into a school- specifi c term, c , and an idiosyn-
cratic component, ic . Our second college productivity measure, which we 
call entrance exam residuals, is the c coeffi  cient from equation (2).

4.4.2.3 Entrance Exam + SES Residuals

Our third performance measure is closely related to the second, but we 
include additional controls for students’ socioeconomic background in 
regression (3):

(3) yic = ti + xi + ˆ
c + ˆic,

where xi represents dummies for four categories of mother’s education (pri-
mary, secondary, vocational, university), which are fully interacted with 
dummies for each of the approximately 6,000 high schools in our sample. The 
entrance exam + SES residuals measure for each college is the ˆc co effi  cient 
from this regression. This coeffi  cient is identifi ed from variation in college 
attendance across students with the same high school and mother’s educa-

18. The other components are biology, chemistry, math, social sciences, philosophy, and 
physics. As with the exit exam scores, we convert entrance exam scores into percentiles within 
each exit exam fi eld and cohort.
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tion combination. This measure is most analogous to benchmark “value- 
added” models in other work in economics, which control for a broad array 
of initial individual characteristics.

4.4.2.4 College- Level Residuals

Our fourth performance measure controls for college- level characteristics 
in addition to individual- level characteristics. This is motivated by research 
in Altonji and Mansfi eld (2014), which shows that in the estimation of 
group- level treatment eff ects, including group average characteristics can in 
some cases control for between- group sorting on unobservable individual 
traits.

We control for both individual and college characteristics using a two- step 
procedure. First, we estimate equation (3) and calculate residuals yic* from 
the individual characteristics only. That is, we calculate yic* = yic

ˆ ti ˆ xi, 
where ˆ and ˆ  are the estimated coeffi  cients from regression (3).19

Second, we calculate the mean value of yic* for each college, yc* = E{yic*| i c}, 
and estimate the following college- level regression:

(4) yc* = tc + xc + c ,

where tc is the vector of college mean percentiles for each of the eight entrance 
exam components, and xc is the fraction of students with a college- educated 
mother at college c.20 The college- level residuals measure is the residual from 
regression (4), θc. As we discuss below, this measure has properties that 
diff er from those of  measures based on individual residuals because it is 
uncorrelated with college mean entrance scores by construction. Altonji 
and Mans fi eld (2014) note that under certain conditions, the variance in θc 
also serves as a lower bound to the true variance of college treatment eff ects, 
in part because these treatment eff ects are likely correlated with tc and xc.

4.4.3  Correlations of Productivity Measures with Inputs

For our earnings and each of our three learning variables, the above pro-
cedures yield four separate productivity measures—in short, 16 measures for 
each college in our sample. We normalize each of these to have mean zero 
and standard deviation one across the 157 colleges. This normalization is 
convenient because it makes the coeffi  cient from a linear regression of one 
measure on another equal to their pairwise correlation coeffi  cient.

To provide context on these measures, we show how they relate to a college 
characteristic that is, in principle, easily observable to many agents: colleges’ 
mean entrance exam score. We begin with a graphical exposition using only 

19. Note that this fi rst- step regression also includes group- level (i.e., college) fi xed eff ects, as 
is common in the teacher value added literature (Chetty, Friedman, and Rockoff  2014).

20. Observations in regression (4) are weighted by the number of graduates from each college. 
All college- level computations in this chapter use these same weights.
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one learning outcome: the fi eld- specifi c exam score. The four panels of 
fi gure 4.2 depict our four measures for this outcome. The gray circles are 
the 157 colleges in our sample. The vertical axis in each panel represents the 
learning performance under each measure, while the horizontal axis depicts 
the raw mean entrance exam score at each college.21 The solid line depicts the 
linear relationship between these two measures, with the slope indicated on 
the graph.

Panel A shows that the correlation between a college’s raw mean fi eld exit 
score ( c from equation [1]) and its mean entrance exam score is 0.93. Panel 
B shows that controlling for individual entrance exam scores (using c from 
equation [2]) reduces this correlation only slightly. Note that while c ensures 

21. Raw mean entrance score is the average percentile across the same eight components 
included in regressions (2)–(4), also normalized to mean zero and standard deviation one.

A B

C D

Fig. 4.2 Illustration of fi eld- specifi c learning measures
Notes: Small circles represent the 157 colleges in our sample. The solid line depicts the linear 
relationship between the learning measures and college mean entrance scores, with colleges 
weighted by their number of graduates. Asterisks on the slope coeffi  cients indicate statistical 
signifi cance with robust standard errors.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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that individual exit residuals are uncorrelated with individual entrance exam 
scores, it allows college- level exit scores to be correlated with college- level 
entrance exam performance. This can arise if  other individual characteristics 
that aff ect exit exam performance, such as socioeconomic background, also 
aff ect the colleges students choose to attend.

Panel C partially addresses this issue by using the entrance exam + SES 
residual measure (ˆc from equation [3]), which controls for students’ observ-
able background. Panel C shows that these controls have little eff ect on the 
correlation of the exit fi eld score with college mean entrance exam perfor-
mance; in fact, the correlation coeffi  cient increases slightly. This illustrates 
that our individual learning productivity measures may still be correlated 
with unobservable student characteristics that aff ect both college choice and 
exit exam performance.

Panel D illustrates that our last productivity measure, the college- level 
residual (θc from equation [4]), is uncorrelated with college mean entrance 
exam performance by construction.22 This addresses the issue that individual 
characteristics may be correlated with college mean entrance scores (as well 
as college mean mother’s education). However, the college residual measure, 
θc, rules out the possibility that colleges with high mean entrance scores sys-
tematically produce better learning outcomes than colleges with low average 
scores. Rather, this measure is better suited for comparing the performance 
of colleges with similar inputs as defi ned by mean entrance scores.

As stated, we have 16 outcome measures in total (log earnings plus three 
learning measures, each calculated using the procedures in equations [1]–[4]). 
Table 4.3 displays the correlations of each of these measures with college 
mean entrance scores. The top row refers to the fi eld exit score and replicates 

22. The correlation between the two measures in panel D is not strictly zero because the 
horizontal axis is the average of the eight entrance exam components, not any individual com-
ponent from regression (4).

Table 4.3 Correlations with college mean entrance scores

Raw means
Entrance exam 

residuals
Exam + SES 

residuals
College- level 

residuals
  (A)  (B)  (C)  (D)

Field exit score 0.93*** 0.75*** 0.79*** –0.01
Reading exit score 0.90*** 0.59*** 0.65*** –0.03
English exit score 0.88*** 0.73*** 0.71*** –0.04
Log earnings  0.70***  0.63***  0.57***  0.06

Notes: This table displays coeffi  cients from linear regressions of college mean entrance exam 
scores on each of our 16 learning and earning measures. All regressions have 157 observations 
with weights equal to each college’s number of graduates. Asterisks indicate statistical signifi -
cance with robust standard errors.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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the correlation coeffi  cients depicted in fi gure 4.2. The remaining three rows 
cover the other measures. The manner in which the correlation measures 
change as one moves across columns is similar across all rows; in other 
words, the above discussion applies to all of our learning and earning mea-
sures. This provides an additional justifi cation for using multiple methods 
to calculate productivity in examining our key fi ndings below.

4.5  Results

This section presents empirical results related to three questions: (1) How 
are the earning and learning measures related to each other? (2) How are 
they related to other factors that infl uence students’ choice of  colleges? 
(3) How do these measures vary with the majors a college off ers?

4.5.1  Comparing Learning and Earning Measures

Our fi rst empirical task is to explore how the learning and earning mea-
sures relate to each other. Table 4.4 shows the correlation coeffi  cients for 
each of our three learning measures with our earning measure, where each 
has been calculated according to the procedure listed in the column.

A simple but important result is that the learning measures are mostly 
positively related to our earning measure, but far from perfectly so, with 
correlations ranging from –0.09 to 0.71 across the learning outcomes and 
the four procedures. The raw mean learning and earning measures are more 
strongly correlated than those that control for individual characteristics. The 
college- level residual measures are mostly uncorrelated, with only one cor-
relation coeffi  cient that is statistically diff erent from zero. It is also notable 
that the English learning measures are generally more correlated with earn-
ings, which may refl ect a stronger socioeconomic component to English 
education relative to the other subjects.

Figure 4.3 depicts the relation between the earning measures (vertical axis) 
and the fi eld- specifi c learning measures (horizontal axis). The imperfect cor-

Table 4.4 Correlations with earning measure

Raw 
means

Entrance exam 
residuals

Exam + SES 
residuals

College- level 
residuals

  (A)  (B)  (C)  (D)

Field exit score 0.62*** 0.45*** 0.45*** 0.07
Reading exit score 0.58*** 0.29*** 0.41*** 0.16**
English exit score  0.71***  0.62***  0.51***  –0.09

Notes: This table displays coeffi  cients from linear regressions of our earning measures on 
each of our learning measures. All regressions have 157 observations with weights equal 
to each college’s number of graduates. Asterisks indicate statistical signifi cance with robust 
standard errors.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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relations from table 4.4 are evident here in the dispersion of the dots, which is 
most prevalent for the college- level residual method in panel D. Each panel 
also contains a 45- degree line that represents the boundary between whether 
colleges appear more productive on the learning or earning measures. In all 
four panels, the most- selective public colleges (indicated by the triangles) 
typically lie below the diagonal line—these colleges appear in a more favor-
able light when we defi ne productivity by learning. Conversely, top private 
colleges (squares) mostly lie above the 45- degree line; this means that they 
appear in a more favorable light when performance is defi ned in terms of 
earnings. Note that these conclusions hold across all four procedures for 
calculating productivity despite the diff erent properties discussed above. 
We also fi nd that they hold when we measure earnings eight years after 
graduation rather than in the year of graduation. We note, however, that 

A B

C D

Fig. 4.3 Earning vs. fi eld- specifi c learning
Notes: Triangles represent the most- selective public colleges as defi ned in table 4.2. Squares 
represent top private colleges, and small circles depict all other colleges.
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this comparison requires that we calculate earning and learning measures 
using diff erent samples, as we discuss in further detail below.

Table 4.5 elaborates on this point by presenting the average institution 
rank that arises from the use of learning or earning measures. Specifi cally, 
we sort colleges according to each measure and calculate their percentile 
rank among the 157 schools. We then compute the average rank in each of 
the six college types defi ned in table 4.2. We repeat this calculation for the 
fi eld- specifi c learning measures and the earning measures from the entrance 
exam residual method (panel A) and the college- level residual procedure 
(panel B). For instance, using the fi eld exit score and individual entrance 
exam residuals, the most- selective public colleges have an average rank at 
the 88th percentile, while the average rank of a top private college is in the 
89th percentile.

The main conclusion from table 4.5 is that public colleges receive higher 
rankings from the learning measures than from the earning measures. Con-
versely, private colleges are relatively higher ranked using earnings. This 
fi nding holds for all college categories using the individual- level measures. It 
also holds for most categories under the college- level measures, though the 
result is fl ipped for middle- ranked public and private institutions.

The diff erent measures can thus lead to starkly diff erent conclusions about 
colleges’ relative productivity. In panel A, for example, high- cost private col-
leges are ranked higher on average than the most- selective public colleges 
using earnings, but their average rank is 25 percentile points lower using the 
learning measure. As discussed above, comparisons of colleges with diff erent 
mean entrance scores are more complicated under the college- level residual 
method of panel B. Nonetheless, a similar conclusion applies to the rela-
tive rankings of the most- selective public colleges and top private colleges, 
which have similar mean entrance scores (see table 4.2). Top private colleges 
receive higher ranks under the earning measure, while selective public col-
leges appear more favorably when one uses the learning measure.

Table 4.5 Average institution rank by college type

College type   
Field exit 

score  
Log 

earnings   
Field exit 

score  
Log 

earnings  

Panel A: Entrance exam residuals Panel B: College- level residuals
Public (most selective) 0.88 0.58 0.63 0.56
Public (medium selective) 0.54 0.44 0.47 0.57
Public (least selective) 0.26 0.20 0.45 0.48
Top private 0.89 0.95 0.44 0.68
Other private (high cost) 0.63 0.70 0.59 0.51
Other private (low cost)   0.36  0.49   0.42  0.58  

Notes: This table displays percentile ranks of colleges using the measures listed in the column header. We 
sort all colleges according to each measure and then calculate average ranks within the college types 
depicted in table 4.2. Averages are weighted by each college’s number of graduates.
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The ranking diff erences between public and private institutions are consis-
tent with the hypothesis that these colleges add value in diff erent dimensions. 
For example, students at private colleges may benefi t more from peer and 
alumni networks in the labor market. Conversely, public colleges typically 
off er a more diverse set of majors, which could allow for better sorting of stu-
dents into their fi elds of comparative advantage. An alternative hypothesis 
is that these colleges vary in the types of students they attract and that these 
diff erences are correlated with students’ earning and learning potential. We 
consider this possibility in the next section.

4.5.2  Correlations with Other College Characteristics

The fact that the learning and earning measures are not perfectly corre-
lated suggests that they likely have diff erent relationships with other student 
and college characteristics. In this section, we explore how learning and 
earning productivity are related to two other factors that infl uence students’ 
college choice. We fi rst consider socioeconomic status as defi ned by whether 
a student’s mother attended college. We then consider a proxy for student 
demand: each graduate’s annual tuition in the prior year.

For both the SES and tuition variables, we follow the same procedures 
described in section 4.4.2 to compute college averages. This yields measures 
of  college mean SES and college mean tuition corresponding to the raw 
means, entrance exam residuals, entrance exam + SES residuals, and college- 
level residuals methods. Note that we do not present the SES measures from 
equation (3), as this method includes SES controls also defi ned by mother’s 
education. Similarly, we exclude the SES variables (xi and xc) from equation 
(4) when we calculate the college- level residual measures for fi gure 4.4 and 
table 4.6 below; this allows us to compare their correlations with mother’s 
education. As above, we normalize each measure to mean zero and standard 
deviation one across the sample of 157 colleges.

Figure 4.4 displays the correlations of SES with the fi eld- specifi c learning 
measures and the earning measures. In all cases, the earning measures are 
more strongly correlated with SES than the learning measures, though the 
diff erence between the two is not statistically diff erent from zero using raw 
means.23

Table 4.6 presents these correlations for all our learning and earning mea-
sures. The top panel displays the correlation of the measures with college 
mean SES, while the bottom panel displays the diff erence between each 
learning measure and the earning measure. In nearly all cases, the learning 
measures are less correlated with SES than the earning measures, and this 
diff erence is statistically signifi cant using the two residual methods (col-
umns B and C). The only exceptions arise with two of the English learning 

23. The same patterns arise when we measure earnings eight years after graduation rather 
than in the year of graduation.
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measures, which, as noted above, may be more infl uenced by socioeconomic 
background than the fi eld and reading scores.

Table 4.7 is analogous to table 4.6, but it presents the correlations of 
learning and earning measures with tuition rather than with SES. The same 
pattern holds; the learning measures are in all cases substantially less cor-
related with graduates’ average tuition than the earning measures.

Fig. 4.4 Correlations with SES
Notes: White bars depict the correlations of our SES measures with our fi eld- specifi c learning 
measures (the fi rst row in table 4.6). Black bars show the correlation of our SES measures with 
our earning measures (the fourth row in table 4.6). Dashed lines are 90 percent confi dence 
intervals using robust standard errors. We exclude the xi and xc variables in calculating the 
college- level residual measures for this fi gure (see equation [4]).

Table 4.6 Correlations with SES

Raw 
means

Entrance 
exam residuals

College- level 
residuals

    (A)  (B)  (C)

Correlations

Field exit score 0.65*** 0.36*** 0.04
Reading exit score 0.59*** 0.16 0.08
English exit score 0.83*** 0.75*** 0.20***
Log earnings 0.77*** 0.72*** 0.39***

Diff erences from earnings

 

Field exit score –0.12 –0.36** –0.35**
Reading exit score –0.18 –0.56*** –0.31**
English exit score  0.07  0.03  –0.19*

Notes: The top panel displays coeffi  cients from linear regressions of SES (defi ned by mother’s 
education) measures on each of our learning and earning measures. All regressions have 157 
observations with weights equal to each college’s number of graduates. The bottom panel 
shows the diff erence between each of the learning coeffi  cients and the earnings coeffi  cient. We 
exclude the xi and xc variables in calculating the college- level residual measures for this table 
(see equation [4]). Asterisks indicate statistical signifi cance with robust standard errors.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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The results in tables 4.6 and 4.7 are consistent with a college’s earning 
performance being a stronger driver of its demand than its learning perfor-
mance. Though none of our measures may fully isolate college value added, 
these fi ndings suggest that learning measures may be less related to other 
factors that aff ect student outcomes, which may not be observable in all con-
texts. This is particularly relevant if  learning outcomes are ultimately under 
greater control on the part of colleges than earning results. In particular, 
earning measures, unlike those based on learning, have a natural dynamic 
component in the years after students enter the labor market. Throughout 
our analysis, we have used earnings measured in the year of each student’s 
graduation, but there are both conceptual and data- related reasons why 
earnings might be measured later in a worker’s career.

To explore the potential implications of the timing of earning measure-
ment, we use a diff erent sample than in the above analysis that allows us to 
measure earnings later in workers’ careers. Specifi cally, we include 2003–12 
graduates with earnings observed in 2008–12. With this sample, we can 
observe earnings between zero and eight years of  potential experience, 
defi ned as earnings year minus graduation year.24 Note that this analysis 
relies on cross- cohort earning comparisons, meaning that the sample diff ers 
across experience levels.

The earning measures analyzed above normalize measures to have a con-
stant standard deviation. Before computing such measures, we display the 
raw data in fi gure 4.5. This fi gure shows average log earnings at the 128 col-

24. We can actually observe a ninth year of potential experience using 2012 earnings for 
2003 graduates, but these ninth- year measures are noisy because they come from only a single 
cohort and year.

Table 4.7 Correlations with tuition

Raw 
means

Entrance 
exam residuals

Exam + SES 
residuals

College- level 
residuals

    (A)  (B)  (C)  (D)

Field exit score 0.32* 0.16 0.24 0.02

Correlations
Reading exit score 0.24 –0.05 0.10 0.02
English exit score 0.59*** 0.63*** 0.54*** –0.03
Log earnings 0.67*** 0.67*** 0.60*** 0.27***

Field exit score –0.36* –0.52*** –0.36* –0.26*
Diff erences from earnings Reading exit score –0.44** –0.72*** –0.50*** –0.25**
  English exit score  –0.08  –0.04  –0.06  –0.31**

Notes: The top panel displays coeffi  cients from linear regressions of tuition (defi ned as in table 4.2) mea-
sures on each of our learning and earning measures. All regressions have 157 observations with weights 
equal to each college’s number of graduates. The bottom panel shows the diff erence between each of the 
learning coeffi  cients and the earnings coeffi  cient. Asterisks indicate statistical signifi cance with robust 
standard errors.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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leges that we observe at all experience levels, where we demean earnings by 
graduation cohort and year. We group the 128 colleges into three terciles of 
diff erent shadings based on their average earnings at experience zero and 
hold these terciles constant for all experience levels.

Figure 4.5 shows that the variance in average earnings across colleges 
increases with worker experience, a result fi rst documented by MacLeod 
et al. (2015). At experience zero, nearly all colleges have average earnings 
within 30 percent of the mean, while many colleges lie outside this range 
after eight years. Further, there is substantial mixing of  the terciles over 
time such that some colleges with low initial earnings ultimately have mean 
earnings above those of top tercile colleges. These two fi ndings show that 
both the magnitude and the ordering of diff erences in earnings across col-
leges can change substantially depending on when one measures earnings.

Table 4.8 formalizes this point by showing how the correlation of earnings 
with initial measures of college productivity evolves with worker experience. 
For this table, we calculate earnings measures analogous to those above 
using the same students and colleges as in fi gure 4.5. Panel A displays the 
raw mean measures (from equation [1]), and panel B depicts residuals from 
a regression on college mean entrance exam scores (equation [4]).25

25. We do not present individual entrance exam residual measures in table 4.8 because we do 
not observe the full vector of individual exam scores for all 2003–12 graduates. For this reason, 
we also do not use a fi rst- step regression to net out individual characteristics in calculating the 
college- level measures (see section 4.4.2.4).

Fig. 4.5 Log earnings by potential experience
Notes: The sample includes 2003–12 graduates with earnings measured at 0–8 years of poten-
tial experience, defi ned as earnings year minus graduation year. Dots depict average log earn-
ings at the 128 colleges in our sample with at least 10 earning observations for each experience 
level. Log earnings are demeaned by graduation year and experience. We group colleges into 
three terciles based on experience zero earnings and add horizontal spacing to improve visibility.
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The top panel of table 4.8 shows the correlation of earnings measured 
at diff erent experience levels with earnings at experience zero and with our 
fi eld- specifi c earnings measure from above. The bottom panel shows how the 
correlations at each experience level change relative to those at experience 
zero. The results show that the correlation of earning measures with initial 
earnings declines substantially over time and that this holds for both the 
raw and residual methods. By contrast, the earning measures become more 
correlated with the fi eld- specifi c exit scores over time, though the diff erences 
are not signifi cant for the residual measures.

The main takeaway from fi gure 4.5 and table 4.8 is that one can arrive at 
very diff erent conclusions for a college’s earning productivity depending on 
when one measures earnings. This highlights the fact that colleges do not 
have complete control over their graduates’ earnings, which also depend on 
the postschooling actions of workers and employers. This leaves open the 
possibility that learning measures do a better job of  isolating a college’s 
contribution to students’ human capital.

4.5.3  Learning and Earning across Majors

Our fi nal set of results concern one way in which colleges might be able 
to infl uence these productivity measures: their choice of which majors to 
off er. To explore how our measures vary across majors, we repeat the four 
procedures described in section 4.4.2, but instead of calculating productiv-

Table 4.8 Correlations by potential experience

Panel A: Raw means
Panel B: College- level 

residuals

    
Log earnings 

at exp. 0  
Field exit 

score  
Log earnings 

at exp. 0  
Field exit 

score

Log earnings at exp. 0 1.00*** 0.44*** 1.00*** 0.04
Log earnings at exp. 2 0.93*** 0.63*** 0.92*** 0.16*

Correlations Log earnings at exp. 4 0.88*** 0.68*** 0.85*** 0.17*
Log earnings at exp. 6 0.83*** 0.70*** 0.78*** 0.15*
Log earnings at exp. 8 0.76*** 0.69*** 0.67*** 0.10

Log earnings at exp. 2 –0.07* 0.20 –0.08** 0.11
Diff erences from Log earnings at exp. 4 –0.12*** 0.25* –0.15** 0.12

earnings at exp. 0 Log earnings at exp. 6 –0.17*** 0.26** –0.22*** 0.11
  Log earnings at exp. 8 –0.24***  0.26**  –0.33***  0.06

Notes: The top panel displays coeffi  cients from linear regressions of earning measures at diff erent experi-
ence levels on experience zero earning measures and the fi eld- specifi c learning measures. The sample is 
the same as that for fi gure 4.5. All regressions have 128 observations with weights equal to each college’s 
number of graduates. The bottom panel shows the diff erence between each of the experience 2–8 co-
effi  cients and the experience zero earnings coeffi  cient. Asterisks indicate statistical signifi cance with ro-
bust standard errors.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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ity at the institution level, we do so at the institution/major level. In other 
words, we calculate separate learning and earning productivity measures for 
each major off ered by each college.26 We then sort the roughly 1,100 college/
major pairs according to each measure and calculate each college/major’s 
percentile rank. This is analogous to the procedure used to calculate institu-
tion ranks in table 4.5.

Table 4.9 summarizes the resulting ranks using nine broader major 
“areas” defi ned by the Ministry of Education.27 The fi rst column displays 
the proportion of  all graduates in our sample in each major area. More 
than half  of all graduates are in majors related to business and engineer-
ing, which are off ered by almost all colleges in the country. Majors related 
to fi ne arts and natural sciences are less popular and are off ered by only a 
small number of colleges.

The other columns in table 4.9 show the average ranks from the 1,100 
college/major pairs using diff erent learning and earning measures. Panel 
A presents ranks based on the entrance exam residuals method, and panel 
B displays ranks based on the college/major- level residual method. Using 
either method, the results show that some majors—such as those in engi-

26. We include only institution/major pairs that have at least 20 graduates in our sample.
27. The ministry’s categorization actually combines social sciences and law, but we split these 

major groups because they have vastly diff erent properties with respect to our productivity 
measures.

Table 4.9 Average institution/major rank by major area

Panel A: Entrance exam 
residuals

Panel B: College/major- 
level residuals

Major area  
Proportion 

of grads  
Field exit 

score  
Log 

earnings  
Field exit 

score  
Log 

earnings

Business/economics 0.35 0.50 0.53 0.53 0.59
Engineering 0.29 0.51 0.60 0.45 0.59
Law 0.14 0.48 0.81 0.43 0.75
Social sciences 0.14 0.55 0.41 0.51 0.33
Health 0.07 0.52 0.66 0.54 0.68
Education 0.06 0.55 0.27 0.57 0.36
Fine arts 0.05 0.50 0.46 0.41 0.27
Agronomy 0.02 0.52 0.35 0.47 0.37
Natural sciences  0.02  0.75  0.62  0.55  0.50

Notes: This table includes all college/major pairs with at least 20 graduates in our sample, where majors 
are defi ned by the program name at each college. The Ministry of Education records aggregate these 
majors into the nine listed “areas.” The fi rst column shows the proportion of graduates from each major 
area, and the remaining columns display percentile ranks of college/major pairs using the learning and 
earning measures in the column header. For these, we sort college/majors according to each measure and 
then calculate average ranks within the major areas. Averages are weighted by each college/major’s num-
ber of graduates.
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neering, business, and law—receive much higher ranks under the earning 
measures than under the learning measures. Conversely, majors related to 
education, fi ne arts, and social or natural sciences are much lower ranked 
using the earning measures.

Figure 4.6 elaborates on this result using a slightly more granular group-
ing of majors. The horizontal axis displays the average rank in each major 
group using the fi eld- specifi c learning measure from panel A of table 4.9. 
The vertical axis depicts the average rank using the earning measure from the 
same procedure. Major groups that lie below the 45- degree line are ranked 
more highly on learning than on earning; these include many majors in social 
and natural sciences. Major groups above the 45- degree line, including many 
related to engineering and health, appear more favorable when rankings are 
based on earnings.

The results in table 4.9 and fi gure 4.6 suggest that the use of diff erent pro-
ductivity measures may create incentives for colleges to favor some majors 
over others. In particular, if  policy makers primarily use earnings to measure 
performance, this could encourage college administrators to shift resources 
away from more specialized majors. Furthermore, in a separate analysis, 
we fi nd that—holding fi xed the measure of productivity—a college’s rank-
ing in one major is only moderately correlated with its ranking in another 

Fig. 4.6 Earning vs. fi eld- specifi c learning ranks by major group
Notes: This fi gure plots percentile ranks for college/major pairs using the entrance exam, re-
sidual earning, and fi eld- specifi c learning measures. We calculate these ranks as in panel A of 
table 4.9, but we display average ranks within a more granular categorization of majors into 
51 groups defi ned by the Ministry of Education. Averages are weighted by each college’s/
major’s number of graduates.
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major.28 Thus there is substantial scope for colleges to respond to account-
ability schemes by favoring some majors over others.

4.6  Conclusion

Increasingly, policy makers are looking to provide information on the 
outcomes that diff erent colleges produce for their graduates. In many ways, 
this refl ects a desire to extend school accountability to higher education. 
Casual observation suggests this desire is particularly prevalent in countries 
that have seen some combination of signifi cant growth in access to college, 
growth of  a substantial (and often relatively unregulated) private sector, 
and increasing amounts of student debt.29 As with school accountability in 
K–12 education—despite its much longer history—questions remain as to 
the informational content and the ultimate eff ects of initiatives in this area.

Our goal here has been to contribute by calculating, for the country of 
Colombia, system- wide measures of college productivity in terms of earning 
and learning. While we do not claim that our measures isolate causal college 
value added, they allow for analyses beyond those that have been previously 
feasible. Our fi ndings suggest that measures of college productivity on earn-
ing and learning are far from perfectly correlated.

A key implication of this is that the design of accountability systems will 
aff ect how these portray diff erent types of colleges and potentially also how 
these colleges respond. For instance, we fi nd that in the case of Colombia, 
top private colleges generally perform better under our earning measure, 
while selective public colleges appear more favorably under our learning 
measure.

In addition, in the earnings dimension, one can arrive at starkly diff erent 
conclusions regarding colleges’ relative productivity depending on when one 
measures earnings. This is problematic because the more chronologically 
removed the observation is from graduation, the more that factors extrane-
ous to colleges—such as postschooling human capital investment decisions 
made by employers and employees—will have a chance to aff ect wages. This 
leaves open the possibility that learning measures do a better job of isolating 
a college’s contribution to students’ human capital. Of course, trade- off s 
abound, as shifting weight toward learning measures may induce gaming 
similar to that which has been observed around “No Child Left Behind” and 
analogous K–12 accountability initiatives.

Finally, our results illustrate that the use of diff erent productivity mea-
sures may create incentives for colleges to favor some majors over others. 

28. For example, the correlation between a college’s business/economics ranking and its 
engineering ranking is 0.53 using fi eld exit score residuals from equation (2) and 0.54 using log 
earnings residuals.

29. For instance, the United States, Chile, and Colombia fi t some of these criteria.
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For example, our fi ndings suggest that they might encourage institutions to 
shift resources away from more specialized majors and toward areas such 
as business and engineering.
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5.1  Introduction

Both casual observation and detailed survey data indicate that post college 
earnings for graduates vary widely by fi eld of study. Though this is in part 
driven by diff erences in the mix of students majoring in diff erent subjects, 
both regression studies that control in detail for student background and 
studies relying on quasi- experimental variation in student assignment to 
diff erent majors indicate that major choice plays a causal role in earnings 
determination (Altonji, Arcidiacono, and Maurel 2016; Altonji, Blom, 
and Meghir 2012; Hastings, Neilson, and Zimmerman 2013; Kirkeboen, 
Leuven, and Mogstad 2016). State and national policy makers observing 
cross- fi eld wage diff erentials have proposed policies encouraging students 
to pursue degrees in perceived high- return areas such as the STEM (sci-
ence, technology, engineering, and mathematics) fi elds while suggesting 
that students think carefully before pursuing degree programs in liberal arts 
with perceived low returns (Alvarez 2012; Jaschik 2014). The idea is that by 
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choosing higher- earning degree programs, students will help raise the return 
on public and private investments in higher education.

While policy discussions tend to focus on labor market outcomes, pecu-
niary returns on educational investments depend on costs as well as future 
earnings. At least until recently, tuition costs have not varied across fi elds or 
have not varied much (CHERI 2011; Ehrenberg 2012; Stange 2015). How-
ever, the available evidence suggests that the costs of producing graduates 
or credit hours vary substantially by fi eld (Conger, Bell, and Stanley 2010; 
Johnson 2009). Some majors may lead to high earnings but also may be 
costly to produce, off ering lower net returns per graduate or per invested 
dollar than lower- earning but less- costly majors. An understanding of net 
private returns (private returns net of instructional costs) may be valuable 
for policy makers seeking to maximize the effi  cacy of  higher education 
spending.

This chapter brings together evidence on major- specifi c earnings out-
comes and production costs to provide what is to the best of our knowledge 
the fi rst assessment of the net returns to college major. We evaluate earnings 
outcomes using two data sources: administrative records of  educational 
and early career labor market outcomes for a large sample of in- state, fi rst- 
time- in- college students enrolling in the Florida State University System 
(SUS) and nationally representative data from the American Community 
Survey (ACS). Though we lack experimental or quasi- random variation in 
the assignment of students to college major, the Florida data do contain a 
detailed set of control variables, including high school grades and college 
admissions test scores. We evaluate the costs of producing graduates and 
credits in diff erent fi elds using publicly available administrative expenditure 
reports from the SUS Board of Governors (FLBOG). These reports detail 
total and per- credit direct and indirect instructional expenditures within 
institution- major- course- level cells. Majors are defi ned by two- digit Clas-
sifi cation of Instructional Programs (CIP) codes. We link the expenditure 
reports to microdata on student course- taking to compute total instruc-
tional expenditures over college careers for the same graduates and dropouts 
for whom we observe earnings outcomes.

We use these data to construct two measures of net returns. The fi rst is 
the present discounted value (PDV) of net earnings returns per graduate by 
major. These values are potentially relevant for a university or policy maker 
trying to decide whether to open an additional spot in one major versus 
another. The second measure is the PDV of net returns per dollar of incurred 
cost. This is potentially relevant for universities or policy makers with a fi xed 
budget trying to decide which major or majors to expand.

We fi nd that costs per credit and per graduate vary by fi eld and that 
measures of  earnings returns net of  cost are in many cases signifi cantly 
diff erent from returns measured using labor market outcomes only. Engi-
neering majors are the most expensive, with total costs of  $62,297. This 
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compares to a graduate- weighted median degree cost of $36,369 across all 
majors and a cost of $31,482 for business, the second cheapest major. The 
graduate- weighted standard deviation of the distribution of the PDV of 
costs by major is $7,187 (in 2014 USD). This is roughly one quarter the 
size of the standard deviation of the PDV of the earnings eff ects through 
age 32, the oldest age at which we observe earnings in the Florida data, and 
13.5 percent of a standard deviation of the PDV of earnings eff ects if  we 
extrapolate those eff ects out to age 45.1 Measuring returns on a per- graduate 
basis, we fi nd that low- cost but relatively high- earning fi elds such as business 
and computer science off er higher net returns through age 32 than higher- 
earning but higher- cost majors such as engineering. On the whole, however, 
diff erences in per- graduate net returns across degree programs are driven 
primarily by diff erences in earnings. The correlation between per- graduate 
PDVs of earnings net of costs through age 32 and estimates of log earnings 
eff ects is 0.95. The role of earnings diff erences in driving PDVs is even larger 
when we consider earnings through age 45.

Diff erences between net returns and earnings returns are more striking 
when evaluated per dollar of instructional expenditure. High- earning but 
high- cost degree programs in engineering and health off er per- dollar returns 
that are similar to lower- earning but lower- cost programs in fi elds such as 
education and philosophy. High- earning but low- cost degree programs in 
fi elds such as business and computer science have the highest net returns 
by this measure. The graduate- weighted correlation between per- dollar esti-
mates of net PDVs through age 32 and estimates of log earnings eff ects is 0.52.

The last component of  our empirical work considers trends in fi eld- 
specifi c per- credit expenditures over the 1999–2013 period. On average, 
per- credit expenditures dropped by 16 percent in the Florida SUS over this 
period. Rates of decline diff er by fi eld. The largest drops occurred in engi-
neering and health, growing fi elds with high per- graduate returns. Per- credit 
funding in these fi elds fell by more than 40 percent over the period. Overall, 
costs per credit fell more in fi elds with large increases in credit hours. The 
changes have little relationship with average per- credit costs or with earn-
ings eff ects. Our fi ndings suggest that long- run declines in funding at the 
institution level aff ect fi elds diff erentially. This may alter the distribution of 
degree types in addition to reducing overall completion rates, as reported in 
Bound and Turner (2007) and Bound, Lovenheim, and Turner (2010). An 
analysis of staffi  ng data for the University of Florida suggests that changes 
in faculty and staff  inputs per credit can explain about half  of the overall 
decline. Faculty full- time equivalents (FTEs) per credit declined 16 percent 
between 2000 and 2012.

1. The ratio does not account for sampling error in the earnings eff ects estimates, which is 
substantial in the case of the estimates based the Florida administrative data. We fi nd similar 
results using ACS data.
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The chapter proceeds as follows. In section 5.2, we discuss our contribu-
tion to existing work on the topic. In section 5.3, we present a model of the 
trade- off s facing policy makers deciding how to allocate program spots and 
funding across majors. In section 5.4, we describe our data. Sections 5.5 
and 5.6 present our fi ndings, and section 5.7 concludes.

5.2  Related Literature

Our work builds on two strands of  literature. The fi rst is the rapidly 
growing literature on the return to education by fi eld of study, surveyed by 
Altonji, Blom, and Meghir (2012; henceforth ABM) and Altonji, Arcidia-
cono, and Maurel (2016; henceforth AAM). A core challenge in this litera-
ture is to understand how the process by which students choose diff erent 
fi elds aff ects observed earnings outcomes. A small set of studies, including 
those by Arcidiacono (2004) and Beff y, Fougere, and Maurel (2012), use 
structural models of  fi eld choice and wages to address this issue. A few 
other studies use plausibly exogenous variation in access to fi elds of study 
to identify returns. Hastings, Neilson, and Zimmerman (2013; henceforth 
HNZ) and Kirkeboen, Leuven, and Mogstad (2016; henceforth KLM) use 
the fact that Chile and Norway (respectively) determine admission to par-
ticular school / fi eld- of- study combinations using an index of test scores and 
grades. This admissions structure provides the basis for a fuzzy regression 
discontinuity design. Findings from these studies indicate that admission to 
diff erent fi elds of study can have large eff ects on earnings outcomes.

In the absence of quasi- experimental variation, we follow the vast major-
ity of studies that use multivariate regression with controls for student char-
acteristics.2 While omitted variables bias is a concern, we do have access 
to high school transcript information and test scores. Consequently, our 
control set is richer than that of most previous studies. We fi nd large diff er-
ences in the returns across majors that follow the general pattern in previous 
studies (see ABM and AAM). Using the earnings regressions, we compute 
the present discounted value of earnings by fi eld, taking the education major 
as the omitted category. As we discuss in section 5.4, we have some con-
cerns about earnings outcomes measured using our Florida data because 
(a) the data cover early career outcomes only and (b) we do not observe 
earnings outcomes for students who leave Florida. We therefore use the ACS 
to construct alternate measures of earnings eff ects. These are very similar to 
estimates described in ABM, with the key diff erences being that we create 
more aggregated major categories to correspond with what we observe in 
the Florida administrative records and that we use annual earnings rather 
than hourly wage rates as our earnings measure.

2. Examples include Berger (1988), Chevalier (2011), Grogger and Eide (1995), Webber 
(2014), and Hamermesh and Donald (2008).
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We also contribute to a much smaller literature on education production 
costs. Bound and Turner (2007) and Bound, Lovenheim, and Turner (2010) 
show that reductions in per- student resources have played an important 
role in the decline in rates of college graduation since the 1970s. In research 
focusing on cost heterogeneity by major, Middaugh, Graham, and Shahid 
(2003); Johnson (2009); American Institutes for Research (2013); and Con-
ger, Bell, and Stanley (2010) provide evidence that instructional costs vary 
across fi elds and tend to be higher for STEM courses as well as courses in 
instruction- intensive non- STEM fi elds such as education, art, and nursing 
(Middaugh, Graham, and Shahid 2003). Thomas (2015) uses data on course 
selection and instructor costs for particular courses at the University of Cen-
tral Arkansas to estimate a model of how universities decide what courses 
to off er. Our cost- side analysis most closely parallels that of Johnson (2009), 
who also uses data on expenditures and course- taking from the Florida 
State University System. Our fi ndings on the average and major- specifi c per- 
credit and per- graduate costs are similar to his. Though our research focuses 
exclusively on Florida, evidence on costs from Ohio, New York, and Illinois 
suggests that other states exhibit similar patterns of expenditure across fi eld 
and trends over time (Conger, Bell, and Stanley 2010).

Our main contributions are to (a) highlight the importance of consider-
ing costs as well as earnings when evaluating the effi  cacy of fi eld- specifi c 
educational investments and (b) bring earnings and cost estimates together 
to produce what to our knowledge are the fi rst available measures of per- 
person and per- dollar net returns. We interpret our fi ndings cautiously. Our 
estimates of earnings eff ects may be biased. Our measures of costs are based 
on average expenditures, which may diverge from the marginal cost concepts 
that should guide institutional decision making. Still, we believe our results 
represent a jumping- off  point for future research into universities’ produc-
tion functions.

We also provide new evidence on heterogeneity in major- specifi c spend-
ing trends. Much previous work on major- specifi c spending has focused on 
snapshots of spending for particular cohorts of graduates. One exception, 
Conger, Bell, and Stanley (2010), documents trends in major- specifi c spend-
ing in the SUS system over the 2002–7 period, when both our data and theirs 
show little change in per- credit spending. Using a longer time window, we 
document a secular decrease in spending, with timing that coincides with 
economic downturns in 2001 and 2008.

5.3  Private Incentives, Externalities, and Choice of Major

In this section, we motivate our focus on instructional costs using a simple 
model of optimal major choice from the point of view of both the individual 
and the social planner. Our focus is on how labor market returns, instruc-
tional costs, and tuition infl uence choice in an environment where taxation 
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and externalities cause the private and social values of majors to diff er. We 
abstract from the extensive margin choice to attend college as well as from 
the college completion margin.

Students choose majors to maximize utility. The utility from a given major 
depends on earnings returns, tuition, and the nonpecuniary benefi ts associ-
ated with its coursework and the occupations it leads to. Assuming additive 
separability, the utility Ui

f  that student i receives from enrolling in major f is

(1) Ui
f = ui((1 t)Y f f ) + Vi

f ,

where Yf is the present discounted value of earnings for individuals who 
enroll in f, t is the tax rate on earnings, τ f is the tuition in major f, and Vi

f  is 
i’s nonpecuniary utility from major f. We assume for simplicity of exposition 
that earnings and tuition do not vary across individuals within a major and 
that tax rates are constant. We also abstract from general equilibrium eff ects 
on skill prices of large changes in the allocation of students across majors. 
The function ui captures utility from the consumption of goods and services 
fi nanced out of earnings net of tuition costs. Vi

f  depends on preferences over 
subject matter and occupations, academic preparation, and ability.

Students rank fi elds based on their preferences and choose the highest- 
utility fi eld available to them from some set of  F majors, perhaps given 
some capacity constraints. We discuss these in more detail below. Note that 
students consider earnings Yf and tuition τ f but not the costs of providing 
major f.

The social planner’s problem diff ers from the individual’s problem in 
three respects. First, the planner values Y f, not just the after- tax compo-
nent. Second, the planner considers education production costs C f, which 
may vary by major. Third, the planner considers the externalities associated 
with graduates in diff erent fi elds. The value SUi

f  that the planner places on 
a degree in f for student i is

(2) SUi
f = Ui

f + [tY f + f C f ] + EXT f

(3) = ui((1 t)tY f f ) +Vi
f + [tY f + f C f ] + EXT f .

In the above equation, λ is the marginal utility generated by an extra 
dollar of government transfers and expenditures made possible by tax and 
tuition revenue. EXT f is the net social externality associated with an extra 
graduate in fi eld f.3

3. Lange and Topel (2006), Moretti (2004), and McMahon (2009) discuss the social benefi ts 
of higher education in general. Studies such as Currie and Moretti (2003) focus on eff ects on 
political participation and citizenship, on crime, and on parenting. There is much less evidence 
regarding diff erences across fi elds in externalities. Much of the policy discussion of fi eld- specifi c 
externalities centers on STEM education. For a recent example, see Olson and Riordan (2012). 
Note that large changes in the relative supply of majors would alter EXT f in addition to Y f.
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An instructive special case is when utility is linear in consumption so that

ui(Y f (1 t) f ) = i[Y f (1 t) f ].

Assume the marginal utility of income does not vary so that θi = θ. Since 
a benevolent planner would choose taxes and transfers and public expen-
ditures so that the marginal utility generated by expenditures matched the 
marginal benefi t of private consumption, we set θ = λ. Then i’s utility from 
enrolling in f is

Ui
f = [(1 t)Y f f ] +Vi

f ,

and the planner’s valuation simplifi es to

(4) SUi
f = [Yi

f C f ] +Vi
f + EXT f

= Ui
f + [tY f + ( f C f )] + EXT f .

We make two observations based on equation (4). First, the individual’s 
preferences will be identical to the planner’s when Cf – τ f = tYf + EXTf/λ. 
Left unconstrained, individuals will choose the same allocation as the plan-
ner when tuition subsidies Cf – τ f are suffi  cient to (a) off set the wedge between 
individual and planner preferences created by the tax rate and (b) account 
for positive or negative externalities generated by enrollment. In the fi rst part 
of our empirical work, we document diff erences in tuition subsidy levels by 
fi eld of study. Second, the planner’s valuation depends on Yf – Cf—that is, 
earnings net of costs for enrolled students. Our empirical work presents esti-
mates of these quantities, which would determine the planner’s preferences 
in the absence of externalities and nonpecuniary diff erences across majors.

Our empirical work also considers diff erences in per- dollar returns to 
fi elds of study. To understand why this quantity is relevant for policy, con-
sider a case in which student and planner preferences are as above but where 
students cannot sort freely across fi elds.

Specifi cally, assume that at least some fi elds are subsidized in the sense 
that Cf > τ f and have budget limits Bf with corresponding enrollment caps 
of Nf = Bf/ (Cf –  τ f ) . Students are allocated to fi elds in a way that may 
depend on student preferences over fi elds and admissions committee prefer-
ences over students.

The idea of a hard cap on major- specifi c enrollment corresponds closely 
with institutional details in many non- US countries, such as Norway and 
Chile (see HNZ and KLM for more details). It is a reasonable approximation 
of US institutions that, for example, establish minimum grade point average 
(GPA) standards for enrollment in some majors or where lack of available 
seats in required courses leads to de facto limits on enrollment.

The planner has an opportunity to expand the budget in major f to allow 
for increased enrollment. For simplicity, we assume that students who ben-
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efi t from this expansion would otherwise have enrolled in a reference major 
g, where tuition is equal to costs and where the capacity constraint is slack. 
Let Dif be an indicator function equal to 1 if  i enrolls in f, and let

SU =
i f

Dif SUi
f

be the sum of social utility over all students. Then the gain in social utility 
from a marginal increase in Bf is given by

(5) 
dSU
dB f

=
dSU
dN f

dN f

dB f
=

dSU
dN f

1
C f f

=
((Y f C f ) (Y g C g)) + (E f E g) +V fg

C f f
,

where V fg = E [Vi
f Vi

g | i ∈ marginal group]. Diff erences in returns net of 
costs are scaled by the net cost of producing majors in the destination fi eld. 
We consider measures of earnings scaled by costs in section 5.5.5.

In practice, the social returns from marginally relaxing major- specifi c 
budget constraints will depend on the mix of majors from which students 
aff ected by the policy are drawn and on students’ relative skills in and prefer-
ences for those majors. HNZ and KLM explore these issues in detail.

5.4  Data

5.4.1  Cost Data

Our cost data come from administrative expenditure reports compiled by 
the Board of Governors of the Florida State University System (FLBOG 
2000–2014). The data span the 12 universities in the State University Sys-
tem.4 These are four- year public institutions that primarily off er degrees at 
the bachelor’s level or higher. The Florida College System, which includes 
mostly two- year institutions, is excluded. The reports document course- 
taking and expenditures for the state university system as a whole and within 
groups defi ned by the intersection of college major and off ering institution. 
Majors are identifi ed at the two- digit CIP code level. This is a relatively 
high level of aggregation: in 2000, there were 33 distinct major codes, of 
which 30 reported a positive number of undergraduate student credit hours. 
Examples include engineering or English language and literature. A full list 
is provided in table 5.A1. We use data obtained from academic year (AY) 
1999–2000 through AY 2013–14 versions of these reports.

4. Florida A&M, Florida Atlantic University, Florida Gulf Coast University, Florida Inter-
national University, Florida Polytechnic University, Florida State University, the New College 
of Florida, the University of Florida, the University of North Florida, the University of South 
Florida, and the University of West Florida.
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Each report breaks down spending by course level and expenditure type. 
There are four relevant course levels for graduate and undergraduate edu-
cation: lower undergraduate, upper undergraduate, master’s- level courses, 
and doctoral courses.5 Reports describe direct expenditures for instruction, 
research, and public service within institution- major cells. Direct expen-
ditures are primarily for personnel. They also compute indirect costs for 
activities including academic advising, academic administration, fi nancial 
aid, plant maintenance, library costs, and student services. They allocate 
these indirect costs to institution- major cells based on either student credit 
hours (for academic advising and student services) or faculty/staff  person- 
years (for the other listed cost types). See Johnson (2009) for a more detailed 
description of these data.

Table 5.1 describes SUS expenditures by level and type for the 2000–2001 
academic year. Instructional spending totaled just over $2 billion in that 
year, with direct spending accounting for 54 percent and indirect accounting 
for the rest.6 Spending on undergraduate instruction made up 72 percent of 
total instructional spending, and direct expenditures accounted for 49.7 per-
cent of the undergraduate instructional total. Together, these expenditures 
purchased a total of more than 5.7 million student credit hours, equivalent 
to about 190,000 student FTEs at 30 credits per year; 37 percent of student 
credit hours were at the lower undergraduate level, 49 percent at the upper- 
undergraduate level, and the remainder at the graduate level. Average per 
credit spending was $357, with per- credit expenses increasing with course 

5. There are also separate codes for medical school courses and clinical education for medi-
cal residents.

6. All dollar values refl ect 2014 USD defl ated using the CPI- U except where noted.

Table 5.1 Spending by type, AY 2000–2001

Type  Direct  Indirect  Total  
Credit 
hours  

Direct 
PC  

Indirect 
PC  

Total 
PC

A. Instruction 
Lower 232 273 505 2,147 108 127 235
Upper 502 467 969 2,781 181 168 349
Graduate 371 199 570 803 462 248 710
All 1,106 939 2,044 5,731 193 164 357

B. Noninstruction 
Research 282 155 437
Public service  31  15  46         

Spending and credit hours by direct expenditure category in SUS system, AY 2000–2001. 
Units in left three columns are millions of USD. Units in credit hours column are thousands 
of credits. Per- credit (PC) expenditures in dollars. Panel A: instructional expenditures by level 
and type. “Upper” and “Lower” are undergraduate- level expenditures. Panel B: noninstruc-
tional expenditures. See Section 5.4.1 for a discussion of direct and indirect expenditures.
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level. Noninstructional spending on research and public service added up 
to $483 million.

How reliable are these cost measures? Johnson (2009) compares aggregate 
cost measures in the FLBOG expenditure reports to expenditure measures 
reported in US Department of Education’s Integrated Postsecondary Edu-
cation Data System (IPEDS). The main diff erence between the two data 
sources is that the FLBOG reports include only expenditures in out- of- 
state appropriations and student fees. The reports do not include expendi-
tures from other sources, such as grants, contracts, or endowment income. 
Comparisons with IPEDS data indicate that the omission of these revenue 
sources may lead the expenditure reports to understate costs by 15 to 25 per-
cent. It is also worth noting that although expenditure records do include 
operations and maintenance, they do not include the (amortized) costs of 
capital investment.

Our analysis hinges on comparisons of costs across majors. Existing evi-
dence suggests that direct expenditures consist largely of instructor salaries 
(Johnson 2009; Middaugh, Graham, and Shahid 2003). They will there-
fore allow for meaningful cross- major comparisons to the extent that either 
(a) faculty and other instructors allocate their time to teaching in a manner 
consistent with the time breakdowns they report to (or are assigned by) 
universities or (b) diff erences between reported and actual time allocations 
are similar across majors. Comparisons will be uninformative if, for exam-
ple, both engineering and English professors report spending 40 percent of 
their time on teaching and 60 percent on research but in practice English 
professors spend 80 percent of their time on research and only 20 percent 
on teaching while engineering professors stay closer to the nominal allo-
cation. The assumptions required to believe cross- major comparisons in 
indirect expenditures are harder to justify. How to divide costs of building 
maintenance, academic advising, and similar activities across majors is not 
obvious. Allocating expenses based on student credit shares and faculty/staff  
person- year shares is an a priori reasonable strategy, but it will yield faulty 
comparisons if  usage intensity of diff erent resources varies by discipline.

Our analysis of  per- credit expenditures will focus primarily on total 
instructional spending at the lower-  and upper- undergraduate levels. This 
parallels our focus on undergraduate majors in the earnings analysis. When 
we compute costs per graduate, we use data on all courses taken by graduat-
ing students. We focus on total as opposed to direct instructional spending 
because we want our cost measure to come as close as possible to capturing 
cost levels across majors. This choice follows that of Johnson (2009), who 
notes that this is the approach taken by the FLBOG in internal cost calcula-
tions. The trade- off  is that indirect costs may be measured less accurately. 
We note that direct costs are strong predictors of both indirect and total 
costs. In credit- weighted univariate linear regressions, direct costs explain 
95.4 percent of the variation in total costs and 77.9 percent of the variation 
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in indirect costs. Similarly, changes in direct costs explain 91.3 percent of 
changes in total costs and 60 percent of changes in indirect costs. In sum, we 
view our cost measures as reasonable though imperfect fi rst- order approxi-
mations of the production costs of diff erent types of college credits.

We emphasize that our cost data measure average costs, not marginal 
costs. The marginal cost to a university of adding an additional student in 
any particular major may be small if  the university does not have to hire new 
faculty or allocate additional funds to student programming. However, even 
one additional student changes expected costs by altering the probability 
that extra class sections will be required across the set of courses the student 
takes. Our estimates are likely most appropriate in the context of changes 
in major size or class size that are large enough to require at least some new 
investment in faculty and staff . Over the long run, we believe it is these types 
of changes that are most relevant from a policy perspective.

5.4.2  Instructor Data

We use FLBOG data on instructional personnel by fi eld, institution, and 
year as part of our analysis of trends in costs and credits. The data are from 
the FLBOG reports discussed above. They are reported in person- years and 
are broken out into three categories—faculty, support staff , and a combined 
category that includes graduate assistants, house staff , adjunct faculty, and 
other (hereafter GA- AF). We have staffi  ng data for the 2000–2001 through 
2013–14 academic years.

5.4.3  Microdata Extracts

We compute earnings and total spending for graduates using aggregated 
extracts and regression output drawn from administrative student micro-
data collected by the Florida Department of Education. We have data on 
the population of high school graduates from 15 Florida counties over six 
cohorts between 1995 and 2001. There are a total of 351,198 students in 
this sample. These data track students from high school, through any public 
college or university they may attend, and into the labor market. We focus 
on the subset of 57,711 students who enroll in the state university system in 
the year following high school graduation. Labor market data come from 
Florida unemployment insurance (UI) records and include in- state labor 
market outcomes only. In addition to academic and labor market outcomes, 
these data include standard demographic variables like racial/ethnic back-
ground and free lunch status, as well as math and reading SAT scores for 
students who took those exams. See Zimmerman (2014) for a more detailed 
description.

For the purposes of this study, key academic outcomes are course- taking 
behavior while in college and data on degree type, graduation date, and 
major. The microdata on college course- taking contain administrative 
course identifi ers and a set of narrow subject descriptors that divide courses 
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into 483 subject categories. We combine these records with publicly avail-
able administrative data that map course identifi ers to CIP codes (Florida 
Department of  Education [FLDOE] 2011) and course levels (FLDOE 
2015). We then merge on AY 2000–2001 SUS average per credit cost data 
at the course level by two- digit CIP level. We match 96 percent of course 
to CIP codes and 74 percent to both CIP and course level.7 We replace cost 
data for courses with missing level information with CIP- specifi c averages. 
We replace cost data for students with missing CIP codes with average per- 
credit costs across all majors and levels. We then compute total incurred 
direct, indirect, and total costs at the individual level, based on all courses 
each student takes within the state university system.

Our earnings data track students through early 2010, so the oldest stu-
dents in the earnings records are 14 years past high school graduation, or 
approximately age 32. For each individual, we compute mean quarterly earn-
ings over the period eight or more years following high school completion, so 
the youngest individuals in our earnings outcome sample are approximately 
age 26. Our earnings specifi cations take either this variable or its log as the 
outcome of  interest. Our earnings measure has a number of  limitations 
in this application. First, as mentioned above, we do not observe earnings 
for individuals who leave Florida. Because missing values of earnings may 
refl ect both true zeros and students who do have earnings but leave the state, 
we consider only quarters with positive earnings values when computing 
means. We observe no earnings records for about 25 percent of individuals in 
our data. We discuss the relationship between earnings censoring and major 
choice in section 5.5.4. Second, it does not capture diff erential growth in 
earnings across majors over time. Two majors with similar average earnings 
over the immediate postcollege period could have diff erent long- run trajec-
tories. Third, because we cannot diff erentiate between nonemployment and 
out- of- state migration, we cannot compute labor force participation rates, 
which may diff er by major. When computing the present discounted value 
of cross- major earnings diff erences, we scale our estimated level eff ects by 
the number of elapsed quarters times 0.84, the labor force participation rate 
for college graduates aged 25–34 in 2005 (National Center for Education 
Statistics [NCES] 2015, table 501.50).

We consider two samples of students in our earnings and cost analysis. 
The fi rst consists of students who enroll in a state university in their fi rst 
year following high school graduation and go on to complete a bachelor’s 

7. Note that our administrative course records date to the 2010s, while our microdata on 
student course- taking span the early 1990s through late 2000s. Merge rates are less than one 
because some courses off ered in, say, 2000 do not appear in 2015 administrative data. Merge 
rates for CIP code are high because we observe narrow subject classifi cation in both the admin-
istrative records and the course microdata. This allows us to merge CIP classifi cations to micro-
data at the subject level even where we do not observe a direct course match. Merge rates for 
level are relatively low because there is no level classifi cation in the microdata, so we only 
observe level where we can precisely match a course from the late 1990s through mid- 2000s to 
a course off ered in 2011.
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degree program at a state university. We use data on these students for the 
cross- major earnings and cost comparisons. The second consists of students 
who satisfy the initial enrollment criterion but do not graduate. We consider 
earnings and cost outcomes for these students in section 5.5.6.8

Our microdata cover in- state students only. Out- of- state students who 
enroll in Florida public universities are not part of our sample. In- state stu-
dents make up the vast majority of undergraduate enrollees at all Florida 
public universities. As reported in appendix fi gure 5.A1, the average in- state 
student share was 89 percent or higher throughout the late 1990s and early 
2000s. All institutions drew at least 75 percent of their undergraduate stu-
dents from in state in each year over the period. We interpret our main esti-
mates as refl ecting earnings and cost outcomes for the in- state population. 
Out- of- state students pay higher tuition than in- state students. However, dif-
ferences in tuition levels do not aff ect our main analysis of net returns, which 
compares earnings to incurred instructional costs. If  out- of- state students 
take similar classes and earn similar amounts to in- state students in the same 
major, then their net returns will be similar to those for in- state students.9

To address concerns related to censoring and the lack of late-  and midca-
reer data in the Florida earnings data, we supplement our earnings analysis 
with estimates of midcareer earnings from the ACS. We use data from the 
2009 to 2012 ACS surveys and estimate earnings value added specifi cations 
that control for gender, race, and labor market experience within the set 
of individuals aged 24 to 59 who had earnings of at least $2,000 per year. 
These estimates closely parallel those discussed in ABM (2012), except that 
we aggregate majors into coarser categories to correspond with two- digit 
CIP codes. We discuss results obtained using these data in parallel with our 
fi ndings using the Florida data extracts.

5.5  Costs, Returns, and Net PDVs

5.5.1  Methods

Our analysis focuses on earnings and cost “value added” specifi cations 
of the form

(6) yi = f (i)
y + Xi

y + ei
y

and

(7) ci = f (i)
c + Xi

c + ei
c.

8. Due to changes in data access policies, we no longer have access to the microdata used 
to estimate the earnings models and construct the cost estimates. Consequently, for part of 
the analysis, we are limited to using data extracts based on the microdata. We were unable to 
compute summary statistics for our earnings and costs analysis samples.

9. Out- of- state students may be more likely to leave the state following college. This is a 
potential concern for state- level policy makers trying to maximize future state tax revenues. 
We abstract from this concern here.
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Equation (6) estimates the eff ects of college major, indexed by f, on earn-
ings outcome yi. We consider specifi cations with both log earnings and earn-
ings levels as the dependent variable. In the Florida data, Xi is a set of con-
trols for individual and institutional characteristics. It includes race, gender, 
free lunch status while in high school, a dummy variable equal to one for 
students born in the United States, a third- degree polynomial in high school 
GPA, and third- degree polynomials in SAT math and reading scores. It also 
includes sets of dummy variables for high school graduation cohort and the 
university a student attends. We estimate this specifi cation within the sample 
of students who graduated from college. The coeffi  cients of interest here are 
the f (i)

y , which correspond to the eff ect of major on earnings conditional on 
other student observables. Although our control set is fairly rich, students 
may sort into majors in ways that are correlated with unobservable deter-
minants of income levels. Students may also sort into majors on the basis 
of comparative advantage. We therefore interpret our estimates cautiously: 
they may not capture the earnings changes that would occur if  students 
were arbitrarily selected to move from one degree to another. This concern 
is stronger in the case of the ACS earnings regressions, which do not control 
for test scores, high school grades, or free lunch status while in high school.

Equation (7) has a control set identical to the earnings regression but 
takes as the outcome the total costs a student incurs while in college. We 
regression- adjust costs to account for the fact that some students may take 
more-  or less- expensive routes through college regardless of  major. For 
example, students with lower high school grades may take more remedial 
courses. Consequently, our estimates of degree costs by major hold constant 
diff erences across majors in student characteristics.

We use estimates of f
y and f

c  from versions of equations (6) and (7), where 
the dependent variables are earnings and cost levels, to compute present 
discounted values of earnings and cost streams. We compute the present 
discounted value of a stream of earnings by (a) multiplying the estimated 
quarterly earnings eff ects by four to get annual eff ects, (b) scaling annual 
eff ects by 0.84 (the average rate of labor force participation among college 
graduates age 25–34 in 2005) to approximate labor force participation rates, 
and (c) computing the discounted value of a stream of payments of this size 
beginning in the eighth year following high school graduation and continu-
ing until some stop time T. We discount values back to the year before stu-
dents begin college at an interest rate of 5 percent per year. We focus on two 
stop times: age 32 (14 years after high school completion), and age 45. The 
former corresponds to the limit of our support for earnings outcomes in the 
Florida data. We choose the latter to approximate earnings eff ects through 
midcareer. We also present estimates through age 55. To compute the PDVs 
of college costs, we assign estimated total cost eff ects evenly across the fi rst 
four years following high school completion and discount back to the year 
of completion. This discounting will result in values that are too large for 
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students who stay in college longer than four years but too small for students 
who front- weight credits to their fi rst few years of college.

5.5.2  Distribution of Credits and Graduates over Majors

The upper panel of fi gure 5.1 shows the shares of undergraduate credits by 
major for the 2000–2001 school year, sorted from smallest to largest share. 
In total, we observe cost data for 4.9 million student credit hours, or roughly 
164,000 student FTEs. Business courses are the most common, accounting 
for 14.3 percent of all credit hours. The next most popular fi elds are social 
science and education, which make up 11.7 percent and 8.5 percent of credit 
hours, respectively. The most common type of STEM credit is math. Math 
courses make up 7.9 percent of all credit hours. Within the STEM category, 

A

B

Fig. 5.1 Credits and graduates by major
A. Share of undergraduate- level credits by major in AY 2000–2001. Sample includes all  Flor-
ida SUS institutions. Majors are divided by two- digit CIP code.
B. Log share of credits by major AY 2000–2001 on horizontal axis. Log share of graduates by 
major for AY 2000–2001 on vertical axis.
Source: Authors’ calculations from FLBOG expenditure and enrollment reports and graduate 
reports.
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math is followed by engineering, biology, and computer science, which each 
make up between 3.7 percent and 3.8 percent of all credit hours.

The distribution of degree programs for graduating majors is strongly but 
not perfectly correlated with the distribution of credits. The lower panel of 
fi gure 5.1 plots the log share of credits on the horizontal axis against the 
log share of graduates on the vertical axis. Most majors track the 45- degree 
line, which we plot for reference. A handful of majors—math, physical sci-
ence, languages, and philosophy—fall far below the line. Many students take 
courses in these subjects but do not major in them. The most common major, 
business, accounts for nearly one- quarter of all graduates.

5.5.3  Cost Heterogeneity

As shown in panels A and B of fi gure 5.2, spending per credit varies widely 
by fi eld. Table 5.2 presents descriptive statistics about the distribution of 
costs over fi eld, while table 5.3 shows spending for each fi eld individually. 
Per- credit spending on direct instruction in the highest- cost major, engineer-
ing, is $322—272 percent higher than per credit spending in the lowest- cost 
major, parks and recreation. It is 237 percent higher than the fi eld with the 
second- lowest cost, mathematics. Levels of total instructional spending are 
roughly twice as high, but both the ordering of degree programs and rela-
tive magnitudes of diff erences (in percentage terms) are quite similar. For 
example, the total cost per credit of an engineering course is $569, which 
is 209 percent more than the $184 per- credit cost of a mathematics credit. 
Though STEM fi elds such as engineering, health sciences, and engineer-
ing technology are among the highest- cost fi elds, not all high- cost fi elds 
are STEM fi elds. For example, visual art, architecture, and library science 
all have above- average per- credit costs. The (credit- weighted) interquartile 
range (IQR) of the total cost per credit distribution is $120, or 43 percent 
of the median per- credit cost, and the standard deviation of per- credit cost 
distribution is $89.

The cost diff erences we observe suggest that some majors cross subsidize 
others. Under the assumption that levels of institutional aid are consistent 
across majors, we can read off  the relative net costs of credit hours in diff er-
ent majors to the institution by subtracting per- credit tuition from major- 
specifi c per- credit costs. Because the students in our data are in- state stu-
dents, we focus on in- state tuition.10 Per- credit average in- state tuition in the 
State University System was $108 (2014 USD) in the 2000–2001 academic 
year, including mandatory fees (FLBOG 2001). The upper panel in fi gure 
5.2 shows that tuition covers direct instructional costs in only a handful of 

10. Assuming the same cost structure across majors, out- of- state students paying higher 
tuition will have lower subsidy levels overall but identical relative subsidies. Average cross subsi-
dies in each major will depend on the share of in- state and out- of- state students. Unfortunately 
we do not have data on major choice for out- of- state students. 
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Fig. 5.2 Costs by major
A. and B. Total and direct spending per credit by major, AY 2000–2001. Panel uses administra-
tive per- credit data for undergraduate- level credits averaged across SUS system. Tuition per- 
credit line represents (defl ated) 2000–2001 in- state per- credit tuition and mandatory fees. 
“Mean total” and “Mean direct” lines are credit- weighted average of per- credit costs across 
majors.
C. and D. Total and direct spending per graduate. Average total and direct course costs over 
course of study for graduates in microdata extracts. “Mean total” and “Mean direct” lines are 
graduate- weighted cost averages.
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Fig. 5.2 (cont.)
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majors and does not cover total costs in any of them. Relative to tuition, 
the per- credit subsidy in engineering degrees was $461, compared to a $76 
subsidy for mathematics credits. The credit- weighted average subsidy level is 
$191 per credit. Relative to this average, classes in fi elds such as business, psy-
chology, and computer science cross subsidize fi elds in engineering, health, 
education, and the visual arts.

We observe similar patterns across fi elds when assessing the costs on a 

Table 5.2 Spending variation by major, AY 2000–2001

  Direct PC  Total PC  Direct per graduate  Total per graduate

Mean 149 299 14,009 39,184 
SD 54 89 3,013 8,025 
p5 95 209 10,792 31,482 
p10 102 222 11,501 31,482 
p25 109 236 11,501 31,689 
p50 123 280 12,958 36,369 
p75 178 357 15,597 43,200 
p90 205 407 17,600 49,335 
p95  250  461  18,196  58,764 

Distribution of per- credit and per- graduate expenditures by major for SUS system, AY 2000–
2001. N = 28. Graduate data from extract with N = 38,336. The left two columns describe 
credit- weighted per- credit direct and total expenditures for undergraduate credits. The right 
two columns describe graduate- weighted direct and total per- graduate expenditures for grad-
uates in microdata extracts. All values in dollars. p5 is the 5th percentile of  cost distribution, 
p10 the 10th, and so forth.

Table 5.3 Spending per credit and per graduate by major

Per credit Per graduate Per credit Per graduate

Major  Total  Direct  Total  Direct   Major  Total  Direct  Total  Direct

Fitness 184 87 40,775 13,587 Bio 311 154 46,735 14,319 
Math 209 95 42,543 14,077 Nat Res 326 164 39,141 13,137 
Soc Sci 222 102 35,744 12,958 Gen Stud 370 177 35,173 10,743 
Security 223 103 31,689 10,792 Educ 357 178 43,200 15,597 
Phil 245 109 36,899 12,873 Law 325 179 34,338 13,672 
Home Ec 255 112 40,534 16,074 Phys 346 183 53,716 17,736 
Bus 236 119 31,482 11,501 Pub Admin 368 193 40,417 13,823 
Psych 241 121 36,369 12,189 Art 407 205 42,710 16,222 
English 280 123 34,656 12,979 Agri Bus. 437 237 46,765 14,986 
Area 256 123 36,951 12,701 Arch 432 238 58,764 16,599 
Lang 296 132 39,448 14,676 Eng Tech 439 246 45,126 18,196 
CompSci 274 144 37,236 12,572 Health Sci 461 250 49,335 17,600 
Comm 282 147 33,070 12,841 Multi 519 283 50,569 14,950 
Library  376  151  28,223  12,480   Engineer  569  322  62,297  23,937 

Per- credit and per- graduate total and direct expenditures by major. Credit data for SUS system, AY 
2000–2001. Graduate data for microdata extract. Graduate data from sample with N = 38,336. All 
values in dollars. For distribution summary statistics, see table 5.2.
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per- graduate basis. Compared to an average total degree cost of $39,184, 
engineering graduates incur costs of  $62,297 over their schooling career, 
while graduates in business (the third- lowest- cost major) incur costs of 
$31,482. The graduate- weighted interquartile range is $11,511, equal to 
32 percent of the median value. The graduate- weighted correlation between 
total per- credit costs and total incurred costs for graduates is 0.89, while 
the credit- hour weighted correlation is 0.75. The values of total costs we 
compute are very similar to results reported for a subset of degrees in John-
son (2009) based on the 2003–4 graduating cohort from the Florida SUS. 
For example, Johnson reports average total costs for graduates of $40,339 
(after converting to 2014 USD), similar to our estimate of $39,184, and he 
reports average costs for engineering graduates of $60,703, compared to our 
estimate of $62,297.

5.5.4  Earnings Heterogeneity

Earnings outcomes also diff er across majors. Figure 5.3 and table 5.4 show 
mean log earnings and regression- adjusted log earnings diff erences based 
on the Florida data. Values are expressed relative to the omitted education 
major. Without adjusting for student covariates, education majors earn an 
average of $10,279 per quarter that they work, or roughly $41,000 if  they 
work for the entire year. This is 42.6 log points less than students in the 
highest- earning major, engineering technology, and 39.8 log points more 
than the lowest- earning major, art. Value- added measures that control for 
student observable characteristics yield similar patterns. Engineering tech-
nology majors earn 43.5 percent more than education majors with similar 
observable characteristics, while art majors earn 37 percent less. Though 
STEM majors such as engineering technology, engineering, computer sci-
ence, and health science are among the highest- paying majors, non- STEM 
majors such as business are also high paying, while other STEM majors 
such as biology, math, and the physical sciences off er lower returns. Overall, 
the graduate- weighted standard deviation of estimated earnings eff ects is 
0.17 log points, and the diff erence between the lowest-  and highest- earning 
degrees is 80 log points, or 123 percent.

Our fi ndings are qualitatively similar to those reported in ABM (2012) in 
that the gap between the highest-  and lowest- earning majors is comparable 
in size to the college wage premium. However, our fi nding of  fairly low 
returns (relative to education) in math and the physical sciences is inconsis-
tent with results displayed there and in many of the studies they survey. This 
discrepancy may refl ect real diff erences in program quality, labor market 
conditions, or student sorting in our data versus in the nation as a whole.11 

11. It is worth noting the Florida was particularly hard hit by the Great Recession. Oreopou-
los, vonWachter, and Heisz (2012) and Altonji et al. (2016) show that labor market conditions 
have a substantial eff ect on the early career earnings of college graduates that vary across fi elds.
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Fig. 5.3 Log earnings by major
Notes: Raw (top) and regression- adjusted (bottom) means of log earnings estimates for FL 
graduates in microdata extracts. Coeffi  cient estimates expressed relative to omitted education 
category. N = 28,469 in top panel and 26,189 in bottom panel.
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Table 5.4 Earnings by major

Florida administrative records
ACS 2009–12

Age 24–59

ACS Age 26–32
Born and live in 

Florida

Field  Mean  Coeffi  cient  SE  Coeffi  cient  SE  Coeffi  cient  SE

Agri –0.383 –0.342 0.094 0.050 0.007 0.202 0.087 
Nat Res –0.038 –0.108 0.072 0.072 0.008 –0.107 0.091 
Arch –0.049 –0.042 0.058 0.139 0.010 0.079 0.107 
Area –0.227 –0.164 0.078 0.163 0.016 0.045 0.132 
Comm –0.055 –0.053 0.023 0.171 0.004 0.099 0.047 
CompSci 0.272 0.260 0.032 0.379 0.004 0.148 0.074 
Educ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 
Engineer 0.324 0.295 0.026 0.428 0.003 0.238 0.048 
Eng Tech 0.426 0.435 0.043 0.218 0.008 0.341 0.211 
Lang –0.357 –0.366 0.090 0.077 0.008 0.148 0.205 
Home Ec –0.155 –0.145 0.038 0.032 0.009 0.130 0.097 
Law –0.050 –0.003 0.072 0.120 0.020 0.073 0.133 
Lit –0.159 –0.137 0.026 0.092 0.005 –0.051 0.067 
Gen Stud –0.345 –0.289 0.042 0.085 0.007 –0.046 0.067 
Library 0.289 0.135 0.214 –0.044 0.030 0.055 0.026 
Bio –0.263 –0.261 0.034 0.239 0.004 0.184 0.059 
Math –0.210 –0.259 0.096 0.328 0.006 0.205 0.225 
Multi –0.175 –0.081 0.083 0.141 0.008 0.313 0.073 
Parks/Rec –0.182 –0.180 0.047 0.057 0.008 0.260 0.095 
Phil –0.424 –0.372 0.089 –0.018 0.011 0.006 0.168 
Phys –0.173 –0.205 0.065 0.258 0.005 –0.150 0.115 
Psych –0.210 –0.193 0.023 0.283 0.031 –0.063 0.056 
Security –0.037 –0.017 0.026 0.088 0.004 –0.050 0.079 
Pub Admin –0.069 –0.044 0.033 0.125 0.005 –0.047 0.058 
Soc Sci –0.120 –0.089 0.021 0.012 0.006 0.108 0.045 
Art –0.398 –0.369 0.036 0.244 0.004 –0.077 0.062 
Health Sci 0.096 0.106 0.023 0.004 0.005 0.232 0.047 
Bus  0.153  0.137  0.017  0.330  0.003  0.140  0.036 

Notes: Column 1 reports the mean of log earnings by major based on the Florida administra-
tive records. Columns 2 and 3 report regression- adjusted estimates and standard errors (SEs). 
Estimates are relative to the education major. Controls include indicators for ever having 
graduated from high school; gender; Spanish language; US born; black, Hispanic, and other 
race; ever having received free or reduced lunch; cohort indicators; district indicators; univer-
sity indicators; a cubic in high school GPA; and cubics in reading and math tests scores. 
Standard deviation/IQR of log means: 0.189/0.312. Standard deviation/IQR of VA estimates: 
0.174/0.274. Unadjusted means from regression sample with N = 28,469, adjusted from 
sample with N = 26,189. Columns 4 and 5 report regression- adjusted estimates and standard 
errors using the ACS data for 2009–12. The ACS sample is restricted to workers between the 
ages of 24–59 inclusive of those who earned at least $2,000/year. It includes controls for race/
ethnicity interacted with gender, a cubic in age interacted with gender, and dummies for mas-
ter’s, professional, and PhD degrees. The fi nal two columns report estimates after restricting 
the ACS sample to persons born in and living in Florida.
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The availability of a richer set of controls in the Florida data probably plays 
a role, and one should be mindful of the fact that the standard errors are 
quite large for some of the Florida parameters. It is also possible that our 
fi ndings are aff ected by diff erential censoring across majors or our focus on 
early career outcomes. Table 5.A2 describes the diff erence in rates of earn-
ings censoring by major.

To supplement our coeffi  cient estimates, we present parallel estimates of 
equation (6) using nationally representative ACS data for college gradu-
ates aged 24 to 59. These estimates control for gender, race, a third- degree 
polynomial in age, and interactions among these variables. Table 5.4 reports 
coeffi  cient estimates and standard errors. The graduate- weighted correlation 
between the Florida and ACS estimates is 0.678. The most salient diff erence 
between the Florida estimates and the ACS estimates is that in the ACS data, 
education is a relatively low- earning degree program, while in the Florida 
data, it falls in the middle of the earnings eff ect distribution. Physical sci-
ence, life science, and math majors also perform well in the ACS data relative 
to the Florida data. The ACS estimates of the eff ects of physical sciences, 
math, and life sciences and most other majors are lower relative to educa-
tion even when we restrict the ACS sample to persons who were born in and 
living in Florida at the time of the survey and between the ages of 26 and 32 
(roughly the age range of the Florida data), though we note that the Florida- 
only ACS estimates are noisy. We will continue the comparison of Florida 
and ACS earnings estimates when comparing earnings to costs. Estimates 
are based on the Florida administrative earnings data unless stated other-
wise. Appendix fi gure 5.A2 plots the estimated coeffi  cients from the Florida 
data on the horizontal axis against ACS coeffi  cients on the vertical axis.

5.5.5  Net Returns

Table 5.5 and fi gure 5.4 compare regression- adjusted earnings and costs 
for graduates from diff erent majors and compute present discounted values 
of net eff ects for graduates. We focus on levels specifi cations to facilitate 
simple comparisons between earnings and costs. We fi nd that (a) diff erences 
across major in net PDVs are primarily driven by earnings outcomes but that 
(b) diff erences in costs have a suffi  ciently large eff ect on PDVs to make an 
economically signifi cant diff erence in relative returns.

Figure 5.4 compares value- added measures of earnings eff ects (measured 
in levels) on the horizontal axis to returns net of costs through age 32 on the 
vertical axis. As with the earnings estimates above, we measure earnings- level 
eff ects and net PDVs relative to the values observed for education, which we 
normalize to zero. Because the PDVs of earnings and costs are weakly cor-
related (the graduate- weighted correlation between these variables is 0.21), 
PDVs net of costs on average rise one to one with PDVs of earnings, closely 
tracking the 45- degree line, which we plot for reference. The highest- earning 
degrees, such as engineering technology, engineering, and computer science, 
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have the highest PDVs net of costs, while the lowest- earning degrees have 
the lowest net PDVs.

Deviations from the 45- degree line are driven by cost diff erences across 
degrees. One way to quantify the importance of  these diff erences is to 
compare variation in costs to variation in the distribution of  earnings. 
The graduate- weighted standard deviation of  the cost PDV distribution 
is $7,187, roughly one quarter the size of the graduate- weighted standard 

Table 5.5 Per- graduate PDVs of costs, earnings, and earnings net of costs by major

Florida admin earnings data ACS

Major  Costs  Earn 32  NetPDV 32  NetPDV 45  NetPDV 55  NetPDV 45  NetPDV 55

Parks/Rec –3.4 –18.7 –15.3 –31.2 –38.2 23.8 27.9 
Math –2.8 –25.7 –23.0 –44.9 –54.5 120.5 144.0 
Soc Sci –8.2 –3.3 4.9 2.0 0.8 95.6 113.1 
Security –10.6 5.1 15.6 19.9 21.8 55.5 64.5 
Bus –11.6 35.9 47.6 78.2 91.6 114.5 135.2 
Psych –7.2 –20.9 –13.7 –31.5 –39.2 38.5 44.8 
Phil –6.9 –38.6 –31.7 –64.6 –78.9 0.3 –1.0 
Home Ec –3.9 –15.6 –11.7 –25.0 –30.8 15.2 17.5 
Area –6.6 –25.8 –19.2 –41.2 –50.8 64.9 76.6 
CompSci –6.8 52.5 59.3 104.0 123.5 142.8 170.1 
Lit –8.7 –13.9 –5.3 –17.2 –22.3 41.6 48.3 
Comm –10.4 –0.4 10.0 9.7 9.6 71.8 84.1 
Lang –5.8 –35.6 –29.8 –60.2 –73.4 33.3 38.9 
Bio 1.8 –16.0 –17.8 –31.4 –37.3 83.8 101.0 
Law –7.1 11.9 19.1 29.2 33.6 50.0 58.6 
Nat Res –4.7 –25.0 –20.3 –41.6 –50.9 30.6 35.8 
Phys 7.4 –17.3 –24.7 –39.5 –45.9 85.0 103.5 
Educ 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
Pub Admin –2.5 –6.9 –4.4 –10.3 –12.8 6.8 7.7 
Gen Stud –6.5 –29.7 –23.2 –48.4 –59.5 37.1 43.2 
Library –12.0 32.2 44.2 71.6 83.5 –3.8 –7.0 
Art –1.3 –42.1 –40.8 –76.7 –92.3 2.6 2.9 
Arch 12.7 –5.7 –18.4 –23.2 –25.3 37.0 47.0 
Agri 0.2 –18.6 –18.8 –34.7 –41.6 17.8 21.4 
Eng Tech 1.1 88.2 87.1 162.2 195.0 77.2 92.9 
Health Sci 4.8 35.2 30.4 60.4 73.4 113.6 137.3 
Multi 4.5 4.8 0.3 4.3 6.1 46.0 56.2 
Engineer  15.5  68.6  53.1  111.5  137.0  137.9  168.7 

Notes: Columns 1 and 2 report PDVs of costs and earnings (to age 32) by major. The remaining columns 
report PDV of earning net of  costs by major. Units are thousands of 2014 USD. Column headings indi-
cate the age through which earnings are considered. Columns 2–5 are based on the Florida administra-
tive earnings records. Columns 6 and 7 are based on the ACS. All estimates expressed relative to educa-
tion major, which is normalized to have earnings and cost PDVs of zero. See section 5.5.1 for details on 
NPV calculation. For the Florida date, SD/IQR of cost PDV: 7.19/10.58. SD/IQR of earning 32 PDV: 
28.85/49.88. SD/IQR of net PDV is 28.4/52.84 through age 32, 52.7/95.27 through age 45, and 63.40/113.88 
through age 55. For the ACS data, the SD/IQR of net PDV is 45.9/71.6 through age 45 and 54.87/90.33 
through age 55.
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deviation of the earnings PDV distribution ($28,845). It is 13.5 percent of 
a standard deviation of  the graduate- weighted PDV of earnings eff ects 
extrapolated out to age 45. It is 15.6 percent and 15.7 percent using the 
PDV through age 45 and age 55 (respectively) of earnings eff ects based on 
the ACS data. The graduate- weighted interquartile range of the cost PDV 
distribution is $10,582, and the diff erence between the highest-  and lowest- 
cost degree is $27,184. The former value is somewhat larger than the diff er-
ence between the 10th and the 25th percentile of the distribution of earnings 
PDVs through age 32 ($6,940) and somewhat smaller than the diff erence 
between the 25th and 50th percentile ($13,934).

It is also helpful to draw concrete comparisons between earnings and 
cost rankings of specifi c degree programs. For example, the PDV of early 
career earnings is more than $32,000 higher for engineering majors than for 
business majors. However, higher costs for engineers lead these two majors 
to have net PDVs that are close to equal. Similarly, business and health 
majors have earnings PDVs that are essentially the same, but lower costs for 
business degrees lead to a higher net present value (NPV). Shifting focus to 
the lower- earning degree programs, we can make similar comparisons. For 
example, English degrees have a higher NPV than physical science despite 
fairly similar earnings because costs are much lower. Broadly speaking, we 
observe a relatively small number of degree programs where earnings are 
substantially higher than in education. Using a diff erence of 10 log points as 
a cutoff , these degrees are in the fi elds of health, business, computer science, 
engineering, engineering technology, and (somewhat surprisingly) library 
science. Cost diff erences are suffi  cient to reorder these programs relative to 

Fig. 5.4 Earnings vs. per- graduate net value by major
Notes: Horizontal axis: PDV of earnings eff ects through age 32 by major. Vertical axis: net 
PDV (earnings less costs) through age 32. Earnings and cost estimates come from equations 
(6) and (7) with quarterly earnings and total costs as dependent variables. Earnings and costs 
normalized to zero for education major. See section 5.5.1 for a discussion of the PDV calcula-
tion in more detail.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



158    Joseph G. Altonji and Seth D. Zimmerman

one another based on early career earnings but not to shift them to lower 
values than the set of lower- return programs. When we consider PDVs of 
earnings to age 45 or beyond, rank reversals are rare, but the cost diff eren-
tials are still substantial.

5.5.5.1 Returns per Instructional Dollar

If  we believe that estimates of earnings and cost eff ects are causal, that 
earnings eff ects are not heterogeneous across individuals, and that our cost 
estimates are representative of diff erences in marginal costs, then the above 
discussion identifi es the earnings return net of costs of adding an additional 
graduate in a given fi eld. The eff ects of additional spending on a per- dollar 
basis are also of interest. While the net earnings returns on a per- degree basis 
are relevant for individuals who face the true costs of degree provision or for 
policy makers maximizing the sum of net earnings returns who must choose 
how to allocate an additional graduate, net earnings returns on a per- dollar 
basis are relevant for policy makers trying to fi gure out how to get the most 
net value given a fi xed budget for additional students.

To consider per- dollar eff ects, we fi rst fi x earnings and cost intercepts 
by conditioning on a specifi c set of covariates. We consider the case of a 
Hispanic, female, US- born student from the Miami- Dade school district in 
the 2000 high school graduating cohort who attends Florida State, had an 
unweighted high school GPA of 3.5, and scored 500 on the math and verbal 
sections of her SATs. We compute predicted PDVs of earnings and costs 
for this individual based on estimated eff ects from table 5.5 and divide the 
earnings PDV by the cost PDV to get a per- dollar measure of the return to 
spending in each major. Figure 5.5 plots estimates of per- dollar returns by 
major through age 32 as a fraction of the per- dollar return to education on 
the vertical axis versus estimated log earnings eff ects on the horizontal axis. 
We normalize the return for the education major to zero. We report estimates 
for each major in table 5.6.

The graduate- weighted correlation between per- dollar spending eff ects 
and estimated earnings eff ects is 0.52. Health and engineering majors, where 
earnings returns are large on a per graduate basis, have per- dollar returns 
similar to those observed in education, math, philosophy, and language 
degrees, where earnings are much lower. The degrees that fare best on a per- 
dollar basis are business and computer science, which are both high earning 
and relatively cheap. These majors have per- dollar earnings returns that are 
60 percent to 80 percent higher than in education degrees. The degrees that 
fare worst are architecture, art, and the physical sciences, which are fairly 
expensive and have relatively low earnings; these majors have per- dollar 
earnings returns that are 20 percent to 30 percent below that for education.

We also consider measures of per- dollar returns computed using ACS 
earnings data. Paralleling fi gure 5.5, appendix fi gure 5.A3 plots ACS esti-
mates of log earnings eff ects on the horizontal axis and earnings PDV per 
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spending dollar on the vertical axis. We obtain per- dollar earnings PDV 
estimates using the procedure described above but substituting ACS earn-
ings estimates for Florida earnings estimates and use earnings through age 
45. A similar pattern emerges in the sense that high- earning, low- cost degrees 
such business and computer science have the highest per- dollar PDVs. As 
in the Florida analysis, health and engineering degrees have fairly similar 

Fig. 5.5 Earnings vs. per- instructional- dollar net value by major
Notes: Horizontal axis: estimated log earnings eff ects from equation (6) relative to omitted 
major—education. Vertical axis: ratio of earnings to cost PDVs relative to ratio for education, 
conditional on Xi = x, i.e., (EARNPDVj(x) /COSTPDVj(x)) /(EARNPDVeduc(x) /COSTPDVeduc(x)) 
– 1. See section 5.5.5 for more details on per- dollar eff ect calculations.

Table 5.6 PDVs by major per instructional dollar

Major  Earn PDV per dollar   Major  Earn PDV per dollar

Fitness 0.003 Law 0.342 
Math –0.056 Nat Res. 0.009 
Soc Sci 0.294 Phys Sci –0.252 
Security 0.486 Educ. 0 
Bu 0.799 Pub Admin 0.04 
Psych. 0.129 Gen Stud 0.047 
Phil 0.004 Library 0.801 
Home Ec 0.038 Art –0.185 
Area Stud 0.074 Arch –0.292 
CompSci 0.59 Agri –0.101 
English 0.243 Eng Tech 0.411 
Comm 0.434 Health Sci 0.037 
Lang –0.018 Multi –0.095 
Bio  –0.129   Engine  –0.069 

The table reports the ratio of the PDV of earnings (through age 32) to instructional costs 
relative to the ratio for the reference education category conditional on Xi = x, i.e., 
(EARNPDVj (x) /COSTPDVj (x))/(EARNPDVeduc(x) /COSTPDVeduc(x)) – 1. The value is zero for 
education. See section 5.5.5 for more details on the earnings per dollar of  cost calculations.
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per- dollar PDVs to education despite much higher earnings. Most degrees, 
including math, life sciences, and social science, have higher per- dollar PDVs 
relative to education in the ACS data than in the Florida analysis. This pat-
tern refl ects the diff erence in estimates of earnings eff ects that we discussed 
earlier, particularly the lower return to the education major in ACS data.

5.5.6  Dropouts

The analysis above focuses on college graduates. Students who attend 
college but do not graduate incur costs as well but may have very diff erent 
labor market outcomes. Unfortunately, we do not observe declared major 
prior to graduation. Nor do we observe specifi c patterns of course- taking 
for nongraduates that might allow us to divide students by major prior to 
graduation. However, we are able to observe the total costs incurred by stu-
dents who obtain varying amounts of course credits. Specifi cally, we observe 
results from specifi cations of the form

(8) ci = t(i)
c + Xi

c + ei
c

and

(9) yi = t(i)
y + Xi

y + ei
y

in the sample of students who enroll in a state university but do not com-
plete their degrees. Here yi is earnings, again measured between 8 and 14 
years following high school completion; ci is total spending on courses taken 
by student i; θt(i) is a set of  dummy variables corresponding to amounts 
of  total completed credits; and Xi are the same set of  individual covari-
ates described in section 5.5.1. The categories indexed by t are divided into 
24- credit bins. This is the minimum number of credits required to maintain 
full- time enrollment for two semesters, so we describe persistence in college 
for noncompleters in terms of years. We focus on earnings eff ects in levels to 
make the comparison with costs more straightforward. Recall that earnings 
are measured on a quarterly basis.

Table 5.7 shows estimates of earnings and cost eff ects of the θt for students 
who persist through their second, third, fourth, or more years relative to 
those who drop out within the fi rst year. Costs increase rapidly with addi-
tional years of attendance, rising by $5,419 in the second year to $11,915 in 
the third year and to $28,276 for students who stay for three or more years 
but do not graduate. In contrast, earnings for noncompleters do not rise 
much with additional years of attendance. We cannot reject the null hypoth-
esis that noncompleters who remain in college for two or three years have 
earnings equal to those who remain in college for only one year. Students 
who remain in college for three or more years earn $261 more per quarter 
than those who complete at most one year’s worth of credits. However, the 
PDV of these earnings gains is $4,812 through age 32, which is 18.3 percent 
of the PDV of the additional costs these students incur.

One possible explanation for our fi nding of limited earnings gains per 
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additional year of  schooling in the dropout sample is that students who 
persist in an SUS institution but do not complete are likely to move out 
of state (e.g., to complete college at a diff erent institution). We note that 
(a) this would not mechanically reduce estimated earnings eff ects, which 
are computed using earnings for stayers only, and (b) rates of earnings cen-
soring decline with additional schooling in the dropout sample. We display 
estimates of  equation (9) with an indicator variable for missing earnings 
outcomes as the dependent variable in the third column of table 5.7.

Dropouts account for a substantial share of  overall costs in our data. 
Within our sample of students who enroll in college in the year following 
high school graduation, 38,336 students go on to graduate and are included 
in our analysis of college major returns, while 19,375, or one- third of the 
total sample, do not receive a bachelor of arts (BA) degree from any institu-
tion in the SUS. Based on average per- graduate expenditures of $39,184 and 
average per- dropout expenditures of $16,101, dropouts account for 17.2 per-
cent of total expenditures in our sample. This estimate is similar to internal 
calculations conducted by the FLDOE and reported in Johnson (2009). The 
FLDOE calculations indicate that 19.6 percent of costs for entering fi rst- 
time- in- college students in the 2001–2 school year accrued to students who 
had not graduated from any SUS institution by 2006–7. Due to data limita-
tions, allocating dropouts in a way that would allow the costs of dropouts to 
be attributed to specifi c majors is a topic we leave for future work.

5.6  Trends in Costs per Credit

5.6.1  Overall Trends in Spending

Our analysis thus far captures a snapshot of instructional expenditures at 
a point in time. Results indicate that average earnings returns per graduate 

Table 5.7 Earnings and costs for noncompleters

 Spell length  Earnings  Costs  Censoring  

1–2 years –21 5,419 –0.016 
(127) (54) (0.010) 

2–3 years 141 11,915 –0.033 
(143) (72) (0.011) 

3+ years 261 28,276 –0.084 
   (130)  (161)  (0.010)  

Earnings and costs for noncompleters in extract data. Rows correspond to approximate 
lengths of enrollment before dropout. Earnings and cost columns present estimates of equa-
tions 8 and 9, respectively. Coeffi  cients are expressed relative to omitted category of one or 
fewer enrollment years (within sample of students who enroll in university in year after high 
school completion).
Earnings are quarterly earnings. Costs are total incurred costs. “Censoring” outcome is a 
dummy equal to one if  we do not observe mean earnings for a student. N = 12,301 in earnings 
regression and 16,651 in cost and censoring regression.
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and per dollar diff er substantially across majors. This implies that a given 
increase (or decrease) in instructional expenditures may have very diff erent 
implications for total income depending on how it is allocated across fi elds 
of study. In this section, we analyze changes in expenditures and course- 
taking over the 1999–2013 pattern through the lens of our fi ndings on dif-
ferential returns and subsidies across majors. Our goal is to understand 
how the allocation of resources and subsidies across majors changed over 
this period. Under the strong assumption that per- person and per- dollar 
returns to major did not change over the period and that our estimates of 
average returns and costs are predictive of marginal returns and costs, this 
exercise can provide insight into the overall return to instructional spend-
ing. We note, however, that changes in spending may also refl ect changes in 
production technology. For example, expenditures may decline without any 
change in student earnings if  professors become able to teach more students 
in the same time span without a reduction in quality. We return to this point 
in section 5.7.

We begin by documenting overall trends in course- taking and spending. 
Figure 5.6 shows how total credits, total instructional spending, and average 
spending per student credit hour changed over the 1999–2013 period. Total 
undergraduate credit hours rose by roughly 50 percent over the period, from 
approximately 4.6 million in 1999 to 7 million by 2013. This represents a rise 
from 150,000 FTEs to 233,000. Expenditures, shown in the middle panel, 
also rose, though less steadily and by a lower percentage. Total expenditures 
on undergraduate instruction rose roughly 25 percent from 1999 to 2013, 
from $1.4 billion to $1.7 billion. The result of these simultaneous trends was 
a 16 percent fall in per- credit spending over the period. It is worth noting 

Fig. 5.6 Trends in credits and spending
Notes: Trends in total credits, total expenditures, and per- credit expenditures over time. 
Undergraduate- level credits only. Statistics computed over all SUS campuses. Credit hours 
reported in 1,000s; total costs in millions of 2014 USD. 
Source: FLBOG expenditure reports.
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that per- credit spending patterns correspond to the business cycle, with large 
drops in spending during downturns in 2001 and 2007–10.

5.6.2  Major Specifi c Trends in Credits and Spending

The allocation of  student credit hours and expenditures also shifted 
between 1999 and 2013. Figure 5.7 breaks down enrollment and spending 
trends by major for the 12 largest majors. Together, these 12 majors account 
for 75 percent of credits over the period. The upper panel of fi gure 5.7 shows 
the ratio of each major’s share of total credits in a given year to its credit 
share in 1999, which we normalize to one. The middle panel shows shares of 
total within- year spending over the same period, again normalizing the 1999 
spending share to one. The lower panel shows total per- credit expenditures 
by major relative to the 1999 per- credit spending level. Within each panel, 
we split the majors into high- , middle- , and low- cost groups using terciles 
of average per- credit cost over the period.

Course enrollment trends vary by major within each cost category and are 
not strongly related to the earnings or net PDVs we observe in our analysis of 
microdata. The degrees with the greatest increase in credit share over the period 
were, in order, biology, health science, psychology, and engineering. Recall 
from table 5.5 that health science and engineering were among the majors 
with the highest NPVs, while biology and psychology were near the middle 
of the PDV distribution. The degrees with the largest losses over the period 
were, in order, education, computer science, and English. Computer science 
was among the highest- return degree programs in our data by any measure, 
while English and education were near the middle of the PDV distribution.

Changes in cost shares bear a limited relationship to changes in credit 
shares for many degree programs. Focusing on the middle panel of fi gure 5.7, 
we see that while the 52 percent increase in credit share for biology courses 
was nearly matched by a 41 percent increase in cost share, the 42 percent 
increase in health science credits did not correspond to any rise in cost share 
(in fact, there was a 3 percent decline in cost share over the period), while 
the 17 percent rise in engineering credit share corresponded with a 17 per-
cent decrease in cost share. Overall, a 10 percent within- major increase in 
credit hour share between 1999 and 2013 corresponded to a 5.8 percent 
increase in relative cost share, meaning that spending per credit share tended 
to decline in degrees with growing credit shares. On average, a 10 percent 
shift in enrollment share between 1999 and 2013 was met by a 3.5 percent 
decline in average costs per credit. The lower panel of fi gure 5.7 explores this 
relationship in more detail. Some of the highest- growth fi elds saw the largest 
declines in spending per credit. Average spending per credit in engineering 
and health science fi elds fell by more than 40 percent between 1999 and 2013. 
Conversely, the only fi eld of the 12 considered here that had higher average 
spending per credit in 2013 than in 1999 was English literature, which saw 
one of the biggest declines in credit share.
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Within- year share of credits by year, with 1999 share normalized to one for each major.

Within- year share of total costs by year, with 1999 share normalized to one for each major.

Average costs in each major relative to costs in 1999.

Fig. 5.7 Enrollment and spending trends by major
Notes: Enrollment and spending trends by major. Only 12 majors with the highest number of 
credits are included in graphs. Within each panel, graphs split majors by average per- credit 
costs over the period.
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To explore the relationship between spending per credit and number of 
credits, we regressed log spending per credit by course level, fi eld, institu-
tion, and year on log credits, including course level, fi eld, institution, and 
year indicators as controls (not reported). The coeffi  cient on log credits is 
–0.167 (0.030) for direct costs and –0.115 (0.027) for total costs. Appendix 
table 5.A3 allows for dynamics by adding the fi rst and second lags to the 
regressions. The coeffi  cients relating log total spending per credit to the cur-
rent value, fi rst lag, and second lag of log credits are –0.263 (0.044), –0.010 
(0.019), and 0.171 (0.044), respectively.

The sign pattern suggests that resources respond with a lag to changes in 
course demand, and we obtain similar results using the log of direct costs 
and the log of faculty FTEs as the dependent variable. We also looked for 
evidence that, at least in the short run, cost per credit responds asymmetri-
cally to increases and decreases in enrollment in a given subject area. One 
might expect this if  some staff  inputs (particularly tenure- track faculty) and 
classroom facilities are fi xed in the short run. In appendix table 5.A4, we 
regress one- year changes in log total spending per credit (by fi eld, level, and 
institution) on one- year changes in the log of  total credits, allowing the 
coeffi  cient to depend on the sign of the change in credits. The coeffi  cient 
estimates do not vary much with the sign of  the change. The change in 
faculty inputs is less responsive to increases in credits than decreases. The 
analysis of how schools adjust resource allocation in response to changes in 
the demand for credits is an interesting topic for future research.

5.6.3  Staff  Inputs and Spending per Credit

In this subsection, we explore the degree to which trends in spending per 
credit refl ect changes in faculty and staff  inputs. The association refl ects the 
extent to which educational inputs are adjusted as demand for credits varies 
and will also depend on policy choices about class size and instructor type. 
Some caution is called for in interpreting the relationship between credits 
and inputs because causality may also run in the other direction—from 
education inputs to supply of credits for the student to take. For concrete-
ness, we focus our analysis on the University of Florida.

Figure 5.8 reports the trend in costs per credit for the same groups of 
high- , middle- , and low- cost majors at the University of  Florida for the 
years 1999–2000 to 2012–13.12 The fi gure shows a substantial decline in 
spending per credit and is broadly similar to that in fi gure 5.7 for all uni-
versities. Figure 5.9 reports the trends in faculty FTEs per credit hour for 
the University of Florida by cost grouping. Faculty inputs in the high-  and 
middle- cost majors show a decline, with the exception of computer science 
and literature. All low- cost majors show a decline.

12. We report data through 2012–13 rather than 2013–14 as in the previous fi gures for com-
parability with staffi  ng data, which is available through 2012–13.
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Figure 5.10 aggregates across all undergraduate majors. The upper panel 
of the fi gure shows that faculty per credit drops by about 16 percent between 
2000 and 2012. This decline parallels the drop in the number of faculty FTEs 
devoted to instruction, displayed in the lower panel. Graduate assistant- 
adjunct faculty (GA- AF) per credit rose by about 21 percent during the 
period, particularly between 2009 and 2012. GA- AF FTEs rose by a similar 
amount. Support staff  per credit and in total rose by about 13 percent over 
the period. Use of GA- AF and support staff  rose prior to the Great Reces-
sion, dropped during the Great Recession, and then recovered.

Fig. 5.8 Major specifi c per- credit costs at University of Florida
Note: This fi gure reports average costs in each major relative to costs in 1999 for the University 
of Florida only. Only the 12 majors with the highest number of credits are included in graphs. 
Panels split majors by average per- credit costs over the period.

Fig. 5.9 University of Florida faculty and staff  inputs per credit hour
Notes: This fi gure reports staff  personnel years per credit hour relative to 2000–2001 by staff  
type. “Faculty” refers to regular faculty. “Graduate” (GA- AF) refers to graduate assistants, 
adjunct faculty, and house staff . The fi nal category is support staff . Only the 12 majors with 
the highest number of credits are included in graphs. Panels split majors by average per- credit 
costs over the period.
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We decompose the change in log total spending per credit over the 2000–
2012 period into a component driven by changes in instructional inputs 
and a component unexplained by instructional inputs. The decomposition 
is based on coeffi  cient estimates from a regression of spending per credit by 
course level, fi eld, and year on the three instructional input measures and 
year indicators. The regression also controls for course level and fi eld of 
study. We weight using the course shares of each fi eld of study in a given 
year. Consequently, more- popular fi elds get more weight. The coeffi  cient on 

Fig. 5.10 Trends in faculty inputs for all undergraduate courses at University 
of Florida
Notes: Figures report trends in instructional personnel years per credit and in instructional 
personnel years. The values are for all undergraduate courses at the University of Florida for 
the 2000–2001 to 2012–13 academic years. The values are relative to 2000–2001, which is 
normalized to 1. “Graduate” refers to graduate assistants, adjunct faculty, house staff , and 
other (referred to as GA- AF in the text). “Support” refers to support staff .
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log faculty per credit is 0.317. The coeffi  cients on log GA- AF per credit and 
log support staff  per credit are 0.156 and 0.188, respectively.

We use the coeffi  cients on the instructional inputs along with the weighted 
means of the input measures to compute an index for each year summariz-
ing the eff ect of inputs on costs. Figure 5.11 displays the trend in the actual 
value of log spending per credit and the trend holding inputs per credit at 
the 2000 level. Spending per credit drops by 0.08 log points between 2000 
and 2001 and then steadily rises between 2001 and 2006 to about 0.06 above 
the 2000 level. This increase is followed by a decline during the Great Reces-
sion. Overall, costs per credit fall by 0.21 log points between 2000 and 2012. 
About half  of the decline is accounted for by instructor inputs and about 
half  is a decline holding instructor inputs constant. Many factors, includ-
ing changes in compensation, a shift toward lower- paid instructors within 
the three instructor categories, and more intense utilization of other inputs 
may have contributed to the share not determined by changes in counts of 
faculty, GA- AF, and support staff  per credit. A full analysis of this issue is 
an interesting topic for future research.

5.7  Conclusion

This chapter studies the diff erences in the costs of producing course cred-
its and graduates across majors and compares them to diff erences in earn-
ings outcomes. We have two main fi ndings. First, costs per credit and per 

Fig. 5.11 University of Florida spending per credit on undergraduate instruction
Notes: The fi gure reports observed log spending per credit and log spending per credit, holding 
instructional inputs constant at their 2000–2001 values. See section 5.6.3 for a description of 
the adjustment procedure. The data are for all undergraduate courses at the University of 
Florida.
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graduate vary widely by major. The average cost per graduate across all 
fi elds is $39,184; the standard deviation of costs is $7,187. This is equal to 
one- quarter of the standard deviation of cross- major diff erences in earn-
ings PDVs through age 32 and 13.5 percent of a standard deviation of the 
graduate- weighted PDV of earnings eff ects extrapolated out to age 45. While 
major- specifi c earnings estimates diff er somewhat across data sets, they show 
that diff erences in costs are suffi  ciently large to have an economically sig-
nifi cant eff ect on the relative net returns to various majors. The importance 
of costs as a determinant of relative returns is even more striking on a per- 
dollar basis. For example, the mean PDV of earnings for an engineering 
major is similar to that for a much lower- earning education major per dollar 
of instructional cost. Earnings returns are highest per dollar of instructional 
expenditure for inexpensive but high- earning majors such as computer sci-
ence and business.

An important question for public policy is whether higher education insti-
tutions could become more productive by shifting the allocation of resources 
across majors given some fi xed budget constraint. If  one is willing to make 
the assumption that our estimates of earnings eff ects and average costs cap-
ture returns and costs for marginal students under such a policy, then one 
way to view our fi ndings is as describing what would need to be true about 
major- specifi c externalities and nonpecuniary utilities for current tuition 
setting and enrollment policies to yield an optimal outcome. Specifi cally, at 
a utility- maximizing allocation, the marginal dollar spent should have equal 
value in any fi eld of study. This means that observed per- dollar diff erences 
in earnings net of costs must be balanced out by per- dollar diff erences in 
nonpecuniary utility and utility from externalities. Our fi ndings indicate 
that if  schools are currently allocating funding optimally across majors, it 
must be the case that degrees in fi elds with low per- dollar returns such as 
art, architecture, and even engineering and the physical sciences must off er 
larger nonpecuniary and public benefi ts than programs in fi elds such as 
computer science, business, or law. It is not impossible that universities are 
fi nding this balance, but it does seem a priori unlikely. Given some set of 
beliefs about nonpecuniary and public returns by fi eld, possible levers for 
equalizing marginal returns across degree programs are changes in tuition 
or shifts in supply large enough to change skill prices.

Our second main fi nding is that recent trends in per- credit spending dif-
fer by major. Per- credit spending fell 16 percent between 1999 and 2013, 
with especially rapid declines in majors with an increasing number of credit 
hours. These include high- return majors such as engineering and health sci-
ence, where per- credit funding fell by more than 40 percent over the period. 
Though we cannot rule out that these declines refl ect increased pedagogical 
effi  ciency on a per- dollar basis as opposed to any reduction in program 
quality, other research suggests that reduced expenditures at the level of the 
institution lead to declines in student outcomes. Bound and Turner (2007) 
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and Bound, Lovenheim, and Turner (2010) highlight the extent to which 
reductions in per- student resources at two- year colleges and less- selective 
four- year public universities depress college completion rates in the aggre-
gate. The declines in median per- student expenditures they observe are on 
the order of 5 percent to 15 percent depending on institution type. Our fi nd-
ings suggest that these average declines may mask larger declines in some 
majors than others and that these large declines may occur in high- return 
areas. Overall declines in graduation rate may understate the degree to which 
declining investment reduces human capital accumulation because the mix 
of graduates across fi elds may also be shifting. The eff ects of  changes in 
major- specifi c educational expenditures on the majors students choose and 
earnings outcomes conditional on major choice are a topic for future study.

Finally, our results highlight how policies that fi x tuition across majors cre-
ate systems of cross- fi eld cross subsidies. A natural question is how changes 
to this cross- subsidy system would aff ect the private and public returns to 
higher education. One approach would be to shift to major- specifi c tuition 
while keeping spending fi xed (or not altering projected spending paths). 
As discussed in Stange (2015), Ehrenberg (2012), and CHERI (2011), an 
increasing number of  universities allow tuition to vary for at least some 
majors. While some universities use these policies to more closely match 
tuition to instructional costs in majors such as nursing and engineering, 
others reduce tuition to encourage students to enroll in “high- need” majors 
regardless of costs. The majors labeled “high need” are often STEM majors 
with fairly high costs as well. Our results suggest that measures of  need 
based on private labor market outcomes should take into account diff er-
ences in production costs. We also emphasize that earnings returns may not 
refl ect public returns. An alternate approach is to reallocate spending across 
majors while keeping tuition as it is. The eff ects of such a policy depend on 
the relative returns to a dollar of spending across majors. Further research 
on the marginal eff ects of additional subject- specifi c dollars would be valu-
able here.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



Appendix

Fig. 5A.1 Share of in- state students at Florida public universities, 1999–2013
Note: Institution- level shares of in- state students by year. “Avg. share” is average across all 
institutions (student- weighted). “Min. share” is the lowest in- state share in a given year across 
institutions. “Max. share” is the highest in- state share in a given year. No statistics reported 
for 2004 and 2006. 
Source: BOGfactbook, “Undergraduate Headcount Enrollment by Fee Classifi cation.”

Fig. 5A.2 ACS vs. FL major eff ect estimates
Note: Estimated coeffi  cients for ACS (vertical axis) versus FL (horizontal axis). Dependent 
variable is log earnings. ACS controls described in section 5.5.4. FL controls described in sec-
tion 5.4.1. FL N = 38,336. ACS N = 1,272,597. Degree- weighted correlation between ACS 
and FL estimates is 0.678.
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Table 5.A1 Major classifi cations used in this chapter

 CIP code Full name  Abbreviation 

1 Agribusiness and agricultural production Agri 
3 Natural resources and conservation Nat Res
4 Architecture and environmental design Arch 
5 Area and ethnic studies Area 
9 Communications Comm 
11 Computer and information sciences CompSci 
13 Education Educ 
14 Engineering Engineer 
15 Engineering technologies Eng Tech 
16 Foreign languages Lang 
19 Home economics Home Ec 
22 Law Law 
23 English language/literature/letters Lit 
24 Liberal general studies Gen Stud 
25 Library and archival science Library 
26 Life sciences Bio 
27 Mathematics Math 
30 Multi- /interdisciplinary study Multi 
31 Parks/recreation/leisure/fi tness studies Parks/Rec 
38 Philosophy and religion Phil 
40 Physical sciences Phys 
42 Psychology Psych 
43 Protective services Security 
44 Public administration and services Pub Admin 
45 Social sciences Soc Sci 
50 Visual arts Art 
51 Health sciences Health Sci 

 52  Business and management  Bus  

Fig. 5A.3 Earnings PDVs per instructional dollar using ACS earnings estimates
Note: Horizontal axis: estimated log earnings eff ects from equation (6) in ACS data relative to 
omitted education category. Vertical axis: ratio of earnings to cost PDVs relative to ratio for 
reference education category, conditional on Xi = x—i.e., (EARNPDVj(x) /COSTPDVj(x))/
(EARNPDVeduc(x) /COSTPDVeduc(x)) – 1. See section 5.5.5 for more details on per- dollar eff ect 
calculations.
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Table 5.A2 Censoring by fi elds

 Major  Censoring rate  Major  Censoring rate  

Fitness 0.076 Law 0.081 
Math 0.1 Nat Res 0.113 
Soc Sci 0.103 Phys 0.234 
Security 0.076 Educ 0 
Bus 0.054 Pub Admin 0.069 
Psych 0.1 Gen Stud. 0.108 
Phil 0.226 Library 0.228 
Home Ec 0.103 Art 0.185 
Area 0.185 Arch 0.115 
CompSci 0.053 Agri 0.125 
English 0.088 Eng Tech –0.01 
Comm 0.1 Health Sci 0.035 
Lang 0.171 Multi 0.252 

 Bio  0.217  Engineer  0.127  

Estimates of regressions of the form given in equation 6 with a dummy variable for presence 
in earnings data as the outcome. Estimates expressed relative to omitted education category. 
Censoring rate in education programs is 0.128. Estimates from regressions with N = 38,336.

Table 5.A3 Regressions of costs and faculty on current and lagged credits

  ln(Total Costs)  ln(Direct Costs)  ln(Faculty)

ln(Credit) –0.263*** –0.346*** –0.348***
(0.0444) (0.0665) (0.0368) 

1 year lag ln(Credit) –0.0108 –0.0202 –0.107** 
(0.0188) (0.0339) (0.0432) 

2 year lag ln(Credit) 0.171*** 0.208*** 0.261***
(0.0436) (0.0599) (0.0342) 

Year fi xed eff ect (FE) Yes Yes Yes
Level FE Yes Yes Yes
Institution FE Yes Yes Yes
Major FE Yes Yes Yes
Observations  5,056  5,054  5,027 

* p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses. Regressions of log costs 
on the log of current student credit hours and its fi rst two lags. Observations are defi ned by 
institution- major- course level- year. The sample is restricted to observations of greater than 
100 credit hours. The regressions are weighted by the share of credits for a major at the lower 
or upper level over total credits in institution at the lower or upper level. These shares are 
constant over time for each institution/major/level by construction.
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Table 5.A4 Regressions of changes in costs and staff  on changes in log credits

  ∆ Faculty  ∆ Support staff  ∆ Total staff  ∆ Direct costs

Indicator for 
credit increase

–0.0399** –0.0566* –0.00955* –0.0178 
(0.0157) (0.0252) (0.00518) (0.00996) 

Positive change 
in ln(Credits) 

0.559*** 0.904*** 0.650*** 0.576***
(0.0681) (0.123) (0.0307) (0.0626) 

Negative change 
in ln(Credits) 

0.778*** 1.207*** 0.673*** 0.609***
(0.0674) (0.130) (0.0575) (0.0934) 

Year FE Yes Yes Yes Yes
Level FE Yes Yes Yes Yes
Institution FE Yes Yes Yes Yes
Major FE Yes Yes Yes Yes
Observations  5,016  4,820  5,068  5,065 

* p < 0.1, ** p < 0.05, *** p < 0.01. Standard errors in parentheses. Regressions of changes in 
staffi  ng and costs on changes in student credit hours. Observations are defi ned by institution- 
major- course level- year cells. Dependent variables (in columns) are log year- over- year changes 
in faculty, support staff , total staff , and direct costs, respectively, within institution- major- 
level cell. The sample is restricted to observations of greater than 100 credit hours. Observa-
tions are excluded if  credit hours increase or decrease by more than a factor of 4. The regres-
sions are weighted by the share of credits for a major at the lower or upper level over total 
credits in institution at the lower or upper level. These shares are constant over time for each 
institution/major/level by construction.
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It is sometimes asserted that higher education institutions are ineffi  cient 
and wasteful. Perhaps they are.1 Whatever else is going on, however, faculty 
continue to be a major source of cost and account for more than two- thirds 
of instructional expenditures at public universities. Deploying faculty effi  -
ciently (or more effi  ciently) should surely be part of any optimizing strategy 
on the part of a college or university. The principal issue addressed in this 
chapter is the extent to which faculty in research universities are deployed 
effi  ciently in the context of an environment in which their institutions are 
called on to produce instruction and research.

Basic microeconomics about the theory of the fi rm provides some insight 
as to how a university would achieve productive effi  ciency in deploying fac-
ulty and other resources across and within departments given market wages 

1. Critics of rising tuition levels in higher education commonly refer to growth in administra-
tive and support services as evidence of “bureaucratic bloat” (see, e.g., Campos 2015), while 
increased amenities that would appear to be unrelated to student learning are cited as examples 
of wasteful expenditures (see, e.g., Jacob, McCall, and Stange 2018 and popular press articles 
that followed).
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by discipline. Still, the case of  the allocation of  faculty time to teaching 
responsibilities in academe is distinct for at least three reasons. First, mov-
ing resources between academic departments is cumbersome. One cannot 
generally redeploy faculty across fi elds of expertise. Increasing the size of the 
philosophy department while reducing that of chemistry generally cannot 
be accomplished by moving a chemist’s research from her lab to the library 
and her teaching from inorganic chemistry to epistemology. Rather, a deci-
sion to grow philosophy and shrink chemistry can only be fully implemented 
when a chemist (and not just any chemist; it depends on the confi guration 
of expertise and the desirability of the same within the department) retires 
or leaves the department for other reasons. In eff ect, there is little (or no) 
short- run opportunity for substitution of faculty across disciplines, and the 
length of time required to make long- run adjustments can be long indeed. 
In contrast, within departments, faculty eff ort can be reallocated between 
teaching and research directly, and indeed there is a good deal of variation 
in faculty teaching loads and research expectations. Tenure- track faculty are 
often employed in the production of multiple outputs, including research 
and teaching students of diff erent levels. Finally, the “technology of learn-
ing” as well as physical space limitations of universities may limit the extent 
to which universities can change class sizes in response to the diff erential 
cost of faculty.

The salaries of  faculty exhibit substantial variation across disciplines, 
within disciplines, and over time. Yet particularly in undergraduate educa-
tion and doctorate education in the arts and sciences, universities rarely 
engage in diff erential pricing (Stange 2015). Nevertheless, there are surely 
large diff erences in the cost of production for courses across departments 
and within departments at a university, and these diff erences derive in large 
part from diff erences in faculty salaries, class size, and teaching loads. These 
observations raise fundamental questions about whether and how diff er-
ences in the cost of faculty aff ect resource allocation at research universities. 
In an eff ort to understand the production function of the research univer-
sity, we examine how teaching allocations and costs vary both between and 
within departments.

The allocation of  faculty to diff erent activities is complicated because 
teaching and research are jointly produced by universities while they are 
also substitutes at some margin in faculty time allocation. It follows that the 
allocation of faculty time to teaching—determined by how many courses a 
faculty member teaches and how much eff ort is expended in the teaching—
may bear little relationship to how many students a faculty member enrolls 
and, in turn, how much tuition revenue is generated. Recognizing diff erent 
research productivity among faculty and diff erent market prices for research 
across disciplines suggests a model in which university-  and department- 
level decision- making incorporates input prices to approach effi  ciency in 
the deployment of faculty to teaching and research.
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These issues are brought into sharp focus by the fairly dramatic changes 
in faculty salaries across fi elds in recent decades at research universities. 
Overall, a rise in faculty salaries should be relatively unsurprising in an 
overall labor market where returns to education are increasing. At the same 
time, there has also been considerable heterogeneity across fi elds. Disciplines 
such as economics have seen dramatic increases in faculty compensation, 
while salaries have increased only modestly in many fi elds in the humanities. 
Signifi cantly, the salary increases seen at research universities are not shared 
across all sectors of higher education.

It is in research universities (in the United States, members of the Associa-
tion of American Universities [AAU] and, to a substantial degree, members 
of the larger Association of Public and Land- grant Universities) where the 
same personnel (tenure- track faculty) do much of both the teaching and the 
research that are the focus of our analysis. These research- intensive pub-
lic universities award a substantial share of  graduate and undergraduate 
degrees, accounting for 36.5 percent of doctorate degrees and 16.7 percent 
of bachelor of arts (BA) degrees awarded by US institutions in 2015.2 The 
university has two important margins as it allocates faculty resources. It can 
move resources between departments and schools—growing, say, computer 
science while shrinking, say, comparative literature3—and it can also move 
resources between teaching and research within departments. To set the 
stage for our analysis of instructional production in the research university, 
we begin with a brief  overview of the trends in the faculty labor market, 
where supply generated by doctorate programs and demand from universi-
ties and the nonacademic market determine price. We focus our analysis 
on the public universities where data are generally available in the public 
domain. Section 6.3 sets forth the theoretical framework, where we outline 
a model of how universities allocate faculty to teaching across and within 
departments. Section 6.4 investigates the link between departmental com-
pensation (payroll) and students and courses taught, leading to measures of 
the distribution of class sizes and “cost per seat.” A simple and important 
takeaway is that faculty compensation per student varies less across depart-
ments than do salary levels. In turn, changes over time in relative salaries by 
discipline are much larger than changes in faculty compensation per student 
as universities adjust to these pricing pressures by increasing class size and 
increasing teaching inputs from other sources.

2. Authors’ tabulations from the IPEDS survey, focusing on those classifi ed as “Research I” 
under the Carnegie Classifi cation.

3. In some places, these are in diff erent colleges or schools within the university. We are ignor-
ing the complications created by professional schools but supposing that there is some authority 
that can reallocate across broad lines of academic activity. For that matter, a university can 
grow the football team while shrinking the library, a margin that we will also ignore, sticking 
here to academic departments and, for reasons that will become clear, a subset of academic 
departments.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



180    Paul N. Courant and Sarah Turner

We fi nd that within departments the highest- paid faculty teach fewer 
undergraduates and fewer undergraduate courses than their lower- paid 
colleagues. Following the logic of our theoretical discussion in Section 6.3, 
this fi nding confi rms our view that salaries are determined principally by 
research output and associated reputation and that universities respond 
rationally to relative prices in deploying faculty.

Our fi nding that research universities respond rationally to diff erences in 
prices and opportunity costs of faculty deployment suggests, although it 
does not prove, that universities endeavor to be effi  cient in the classic eco-
nomic sense of minimizing the cost of producing output. That university 
leadership recognizes and acts on opportunities to increase productivity in 
the important domain of allocating faculty to teaching and research sug-
gests that we are likely to fi nd similar eff orts in other domains.

We end with a brief  conclusion that summarizes our results and their 
implications and suggests further work.

6.1  Faculty Labor Markets: Trends and Compensation by Discipline

6.1.1  Faculty Salaries

Faculty salaries represent the price of  the primary input in the higher 
education production function. The relative increase in the earnings of 
college- educated workers has been widely noted (see, e.g., Autor 2014), and 
one might think this premium is particularly concentrated among doctor-
ate recipients, who are at the top of the distribution of years of educational 
attainment. Over the course of the last quarter century, faculty salaries have 
risen (fi gure 6.1), and these increases are somewhat larger than the earnings 
changes for college- educated workers more generally.4 Since 1990, constant- 
dollar faculty salaries have increased by 14 percent at the level of full profes-
sors and by 10 to 11 percent for associate and assistant professors. For col-
leges and universities, an increase in the price of faculty, the most signifi cant 
input in the university budget, aff ects costs of production. Yet as discussed 
in more detail below, the rising tide has not lifted all boats, and the increase 
in faculty salaries has been concentrated among universities in the research 
sector and faculty in a subset of academic disciplines.

Even as the faculty salary bill continues to dominate university expendi-
tures on instruction, there has been little—if any—substitution of capital 
and technology for doctorate- level instructors in the university production 
for, quite literally, centuries. What some have labeled the “cost disease” 
would seem to be a signifi cant force in explaining the long trend of rising 

4. Data from the Current Population Survey P- 20 series show an increase in the constant- 
dollar earnings of workers with at least a BA degree between 1991 and 2014 of 3.4 percent for 
men and 11 percent for women.
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costs in higher education.5 Over the last two decades, there have been few 
changes in staffi  ng ratios in aggregate, with the student- faculty ratio drop-
ping only slightly at public degree- granting universities (16.6 to 16.1 from 
1993 to 2013), while student- faculty ratios have dropped appreciably at pri-
vate nonprofi t colleges and universities (dropping from 12.4 to 10.6 over this 
interval), which would point broadly toward increasing labor costs absent 
changes in the composition of faculty.6 These fi ndings are generally incon-
sistent with substitution away from increasingly expensive faculty.

5. The original insight derives from the Baumol- Bowen analysis of the performing arts in 
the 1960s and has been broadly applied to higher education, including in an early study of the 
economics of private research universities Bowen. Essentially, because higher education is labor 
intensive and there are few opportunities for substituting capital for labor, unit labor costs in 
sectors such as higher education and the performing arts will increase more rapidly than in 
the economy overall (a contemporary discussion can be found in Bowen 2012). Recognizing 
that technology is not entirely absent from modern classrooms and characteristics of faculty 
(including research knowledge) may have adjusted, Bowen (2012) notes that any changes in the 
quality of teaching are not captured in unit output measures.

6. See Digest of Education Statistics 2014 (table 314.10). Note that for public universities, there 
is a substantial cyclical component in student- faculty ratios, with student- faculty ratios rising 
during recessionary periods (Turner 2015). What is more, as discussed below, there is substan-
tial evidence of increased stratifi cation or variance in student- faculty ratios over time. Bound, 
Lovenheim, and Turner (2010) show that the most selective institutions experienced declines in 
student- faculty ratios, while student- faculty ratios have risen at many less selective institutions.

Fig. 6.1 Overall trends in faculty salaries by rank, constant (2015) dollars
Source: US Department of Education, National Center for Education Statistics, Higher Edu-
cation General Information Survey (HEGIS), “Faculty Salaries, Tenure, and Fringe Benefi ts” 
surveys, 1970–71 through 1985–86; Integrated Postsecondary Education Data System 
(IPEDS), “Salaries, Tenure, and Fringe Benefi ts of  Full- Time Instructional Faculty Survey” 
1987–2015. See Table 316.10 from 2015 Digest of  Education Statistics.
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The national increase in faculty salaries misses two dimensions of 
increased stratifi cation—discipline and research intensity. First, faculty 
salaries have not risen proportionately across all sectors of higher educa-
tion, and in table 6.1, we distinguish colleges and universities by public con-
trol and research intensity, along with faculty rank. Indeed, constant- dollar 
salaries of faculty at community colleges and nondoctorate- granting public 
colleges have actually lost ground at all ranks since the early 1970s, with 
only modest gains at non- PhD institutions since 2000.7 In contrast, faculty 
at research- intensive universities (“Research I” in the Carnegie Classifi ca-

7. Turner (2013) provides a detailed discussion of the divergence between the private and 
public sectors in student- faculty ratios and hiring during the recessionary period beginning in 
2008, along with the widening of diff erences between research universities and open- access 
institutions in the public sector.

Table 6.1 Faculty salaries by type of institution, selected years, constant dollar 
(2015 USD)

   1971  1980  1990  2000  2015

Assistant professor
Research 1 public 84,336 57,222 70,783 72,739 83,801
Research 1 private 73,741 54,417 73,088 84,895 101,244
Research 2 public 69,565 53,191 63,012 66,126 75,930
Other 4- year public 66,251 51,484 59,807 60,746 65,810
Other 4- year private 60,355 47,508 54,007 57,812 64,160
Private liberal arts 1 62,144 45,808 56,401 59,976 64,555
2- year public 67,875 52,778 59,766 58,990 57,912

Top 7 private universities 74,416 54,489 73,876 86,053 113,781
Top 5 public universities 70,742  56,459  74,575  80,973  95,053

Full professor
Research 1 public 120,131 96,491 114,427 123,811 141,205
Research 1 private 127,120 101,796 129,787 149,459 186,582
Research 2 public 111,328 86,409 101,954 109,547 125,028
Other 4 year public 102,313 82,779 93,081 95,076 99,348
Other 4 year private 89,032 76,390 84,731 90,721 100,941
Private liberal arts 1 95,940 71,853 89,804 99,558 106,659
2- year public 90,788 87,329 91,645 80,683 75,507

Top 7 private universities 131,690 107,058 141,430 166,396 213,495
Top 5 public universities  125,591  102,229  128,886  144,801  168,710

Source: Authors’ tabulations using US Department of Education, National Center for Educa-
tion Statistics, Higher Education General Information Survey (HEGIS), “Faculty Salaries, 
Tenure, and Fringe Benefi ts” surveys, 1970–71 through 1985–86; Integrated Postsecondary 
Education Data System (IPEDS), “Salaries, Tenure, and Fringe Benefi ts of  Full- Time In-
structional Faculty Survey,” 1987–2015. The top 7 private universities are coded as Princeton, 
Harvard, Yale, Columbia, Stanford, Chicago, and MIT. The top 5 public universities are 
coded as UC- Berkeley, UCLA, University of Virginia, University of Michigan, and UNC- 
Chapel Hill.
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tions), most notably in the private sector, have made substantial real gains in 
compensation over the last quarter century. Between 1990 and 2015, salaries 
of full professors increased, on average, by 23 percent at public universi-
ties and nearly 44 percent at private universities in constant dollar terms. 
The increased stratifi cation and competition in the market for research fac-
ulty is yet more evident when we compare faculty at top- ranked research 
institutions to the broader set of research universities (also shown in table 
6.1), where the increase in full professor salaries was about 51 percent at 
the top privates and 31 percent at the top publics between 1990 and 2015. 
Salary increases have been concentrated at the universities where faculty 
are expected to produce both scholarly research and teaching, and it is the 
research contributions that are most broadly priced in the national market-
place. An implication is that the price of research has increased at a greater 
rate than the price of instruction.

The diff erential changes in faculty salaries across type of institution mir-
ror the well- established pattern of increased input stratifi cation across higher 
education, which is also a refl ection of the increased “quality competition” 
in higher education (Hoxby 2009). Eff ectively, just as colleges and universi-
ties compete for students, they are also competing for top- tier faculty, and 
greater availability of resources increases an institution’s capacity to attract 
these top- tier faculty.

Faculty salaries are also increasingly diff erentiated by discipline. 
Doctorate- level faculty are one of the most specialized educational clas-
sifi cations in the labor market. Because the fi eld (and, indeed, subfi eld) of a 
PhD determines employment options, there are few opportunities for “sub-
stitution” across disciplines—a unique feature of the academic labor market 
that we return to shortly. What we see in the available aggregate data8 is the 
increased divergence among fi elds in compensation: fi elds such as econom-
ics, engineering, and the physical sciences have higher salaries than those in 
the humanities and some social sciences, such as sociology and anthropol-
ogy. The fi rst columns of table 6.2 present data for public universities that 
are in the AAU (and participate in a central data exchange) for 2002–3 and 
2014–15. While salaries have been fairly stagnant or have increased at single- 
digit rates in a number of fi elds, including English and sociology, the disci-
pline of economics defi nes the other tail, with increases of about 30 percent 
across the ranks over this interval. To see faculty salaries over the longer time 
horizon of nearly four decades, we turn to data assembled on faculty salaries 
at the broader group of public land- grant universities in fi gure 6.2. Over 
time, the variance in real salaries across disciplines has increased markedly, 
moving from an era in which the better- compensated fi elds received only a 

8. Note that faculty salaries by discipline are not collected as part of the standard IPEDS 
reporting process, and it is thus very diffi  cult to assemble a long time series for a well- defi ned 
set of universities.
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modest premium to the current period, in which salaries diff er by orders of 
magnitude across fi elds. As probably more than one exasperated dean has 
noted, a rookie PhD economist commands a salary almost twice that of a 
starting doctorate in English.

Our interest is in how the structure of these diff erences in salaries across 
disciplines within research universities links to the organization of instruc-
tional activities. At the same time, salaries for faculty within discipline and 
rank also vary markedly, which leads to the question of how faculty with 
diff erent skill and salary levels are allocated to diff erent instructional and 
research tasks within the university.

6.1.2  Market Forces and Faculty Salaries

As with any labor market, the determination of “price,” or salary, in aca-
demics is a function of supply and demand. Thus for entry- level faculty, 

Table 6.2 Faculty salaries by discipline and rank, Association of American 
Universities Data Exchange (AAUDE) public universities, the University 
of Michigan, and the University of Virginia (2015 $)

 Department  

AAU public aggregate
University 
of Virginia  

 University 
of Michigan2002–3  2014–15  % Change  

Full professors
Chemistry 139,450 148,698 6.6 149,832 154,673 
Computer science 146,690 154,647 5.4 183,127 170,329 
Economics 156,965 202,347 28.9 186,250 241,464 
English 116,228 123,480 6.2 125,578 139,149 
History 121,106 126,459 4.4 130,594 144,650 
Mathematics 125,957 134,605 6.9 141,877 147,399 
Philosophy 127,274 138,665 8.9 115,260 163,305 
Physics 129,609 137,162 5.8 129,117 140,172 
Political science 133,944 148,812 11.1 149,147 192,633 
Psychology 132,491 138,617 4.6 151,530 167,564 
Sociology 127,758  137,473  7.6  136,213  185,634 

 Assistant professors
Chemistry 76,330 83,527 9.4 78,400 84,792 
Computer science 103,438 98,563 –4.7 126,567 100,974 
Economics 94,614 119,563 26.4 123,538 124,948 
English 64,891 69,153 6.6 69,267 71,149 
History 65,513 70,146 7.1 69,280 74,478 
Mathematics 72,471 84,659 16.8 85,500 60,298 
Philosophy 65,631 71,825 9.4 66,000 108,981 
Physics 79,831 85,613 7.2 85,733 90,140 
Political science 73,701 82,838 12.4 87,100 89,417 
Psychology 72,190 78,906 9.3 96,700 87,124 
Sociology  71,077  77,203  8.6  66,388  90,524 

Source: Authors’ tabulations from AAUDE institutional data from public universities and 
institutional public- release fi les for the University of Virginia and the University of Michigan.
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the only avenue for supply is new doctorate production, while the supply 
of more- senior faculty is constrained by past production.9 A noteworthy 

9. A long research literature, with a particular focus on science and engineering fi elds, has 
assessed the particular challenges of projections in doctorate labor markets where the long 
period for degree attainment creates a substantial lag between program entry and degree receipt. 
Changes in market demand may then magnify any mismatch between supply and demand of 
new doctorates in the presence of  myopic expectations (see Breneman and Freeman 1974; 

A

B

Fig. 6.2 Faculty salaries by rank and discipline, public universities, constant 
(2015) dollars
Source: Faculty salary survey of institutions belonging to the National Association of State 
Universities and Land- Grant Colleges (NASULGC, now the Association of Public and 
Land- grant Universities; Oklahoma State University, various years).
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point is that the fl ow of new doctorates varies in ways that only tangentially 
mirror the fl ow of new positions. Figure 6.3 shows the relative change in the 
number of new doctorates over the last quarter century by discipline. While 
computer science and mathematics, which may have considerable nonaca-
demic labor markets,10 are distinguished by the growth in the number of 
PhDs awarded, the relatively fl at trajectories for the humanities and social 
sciences are also notable because they occur in the presence of a long- term 
excess of doctorates relative to academic positions. Considering the contrast 
between English and economics, the mismatch between new doctorates and 
new positions would explain much of the recent trend in salaries. Figure 6.4 
shows the divergent trends in new job postings: whereas there is more than 
one position for each new PhDs in economics, the situation is reversed in 
English, where the number of  jobs relative to PhDs is less than one and 
declining.

The decisions of  colleges and universities to add faculty follow from 
demands for teaching and research, with the latter only a signifi cant factor 
for a small set of doctorate- granting universities. Behind the job postings 
are basic demand determinants that can be expected to aff ect how universi-
ties choose to allocate hiring across fi elds. As the labor market and student 
preferences (both undergraduate and graduate) change, students will choose 

Freeman 1976; National Academy of Sciences 2000). The result is that doctorates entering 
the labor market during weak job markets are likely to receive relatively low starting salaries.

10. Data from the 2013 Survey of  Doctorate Recipients show that about 38 percent of 
computer science doctorates and 43 percent of chemistry doctorates are at colleges or universi-
ties, while about 73 percent of sociology doctorates and 67 percent of politics doctorates are 
employed at colleges and universities.

C

Fig. 6.2 (cont.)
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Fig. 6.3 Trends in doctorates conferred by discipline
Source: Survey of earned doctorates, various years.

Fig. 6.4 New job postings by fi eld relative to new doctorates awarded, 2001–12
Sources: Authors’ tabulations from the American Economics Association and the MLA, with 
new PhDs by discipline from the Survey of Earned Doctorates.
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to pursue diff erent specializations to the extent aff orded by the curriculum. 
Over time, fi elds like computer science that are known to have large changes 
in market demand demonstrate substantial cyclical patterns in undergradu-
ate degree receipt. Still, universities may—wisely—be reluctant to address 
sharp changes in student demand generated by short- term factors with per-
manent tenure- track hiring.11

University goals to increase research output also place upward pressure 
on the demand for faculty. Fields in which external research funding is rela-
tively plentiful will also experience relative booms in hiring and salaries as 
universities aim to compete for federal funds, which not only are inputs 
into rankings but also generate substantial opportunities for cost recovery. 
Research funding shocks in the last half- century have been large and diff er-
entiated across specifi c science disciplines. For the physical sciences, defense 
investments and federal funding spiked in the 1980s before reversing in the 
1990s and then rebounding somewhat. For the life sciences, the doubling 
of the budget of the National Institutes of Health between 1998 and 2003 
contributed to an increase in demand for faculty and salaries of research- 
active faculty.

Salary increases and reductions (at least in real terms) do not provide 
the only margin of  adjustment to changes in demand in academic labor 
markets. For faculty at research universities, nonwage compensation often 
takes the form of benefi ts intended to increase research productivity. Addi-
tional benefi ts may include funded graduate students and access to money 
to purchase equipment, travel, and data, as well as lighter teaching loads and 
more frequent sabbatical leaves. When these latter forms of compensation 
are used to compete for faculty, they necessarily aff ect a university’s resource 
allocation in the teaching domain.12

6.2  Faculty Deployment and Faculty Salaries: Sketching a 
Theoretical Framework

The market for academic labor just described determines the general 
pattern of salaries across fi elds and subfi elds. Individual universities, their 
departments, and their faculty have no infl uence on these general patterns. 
They are, for the most part, price takers in the conventional sense, although 
there may sometimes be cases where the fi t between an individual university 

11. Johnson and Turner (2009) explore some of the reasons beyond diff erences in faculty 
compensation that may limit adjustment to student demand, including the need to maintain a 
minimum scale in small departments, administrative constraints, and curricular requirements 
intended to temper demand in popular majors.

12. Writing more than two decades ago, Bowen and Sosa (1989) identify decreasing teach-
ing loads as an avenue for adjustment and suggest that direct increases in salary would be a 
more effi  cient pathway to labor market clearing. Yet to the extent that universities may share 
the benefi ts of increased research productivity aff orded by reduced teaching, incentives may 
be aligned in compensation arrangements providing the in- kind benefi t of reduced teaching.
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and faculty member is unusually good (in which case, there is some rent to 
be divided) or unusually bad (in which case, there is unlikely to be a long- 
lasting match).

We assume that the university maximizes an objective function13 that 
depends positively on the quantity and quality of students taught and the 
quantity and quality of research. As noted above, we look only at arts and 
sciences departments, broadly defi ned to include computer science. In prac-
tice, the university has a complicated budget constraint because it has the 
possibility of engaging in a variety of activities that can generate revenue 
in excess of cost (or vice versa). Here we assume that in the background, 
the university has a well- defi ned budget constraint and understands the 
relationships among changes in research and teaching activity, revenue and 
cost, and the elements of the objective function.

Faculty members each have a utility function defi ned on salary, leisure, 
the quality of the work environment, time spent in various activities (e.g., 
teaching and research), quality of teaching, and research and reputation. 
Faculty tastes vary both within and across fi elds of expertise, as does faculty 
skill—that is, within departments, some faculty members are able to produce 
more or better research and teaching than others for the same measured 
input. At a given allocation of time to research and teaching, some faculty 
would prefer to increase teaching eff ort, and others would prefer to increase 
research, holding salaries constant.

The university’s problem is to deploy its faculty (including both tenure-  
and nontenure- track) in a way that maximizes the value of the objective 
function. To keep the discussion simple, we adopt the conventional rubrics 
of teaching and research, subscripted by fi eld, and we focus on the deploy-
ment of tenure- track faculty. Tenure- track faculty are especially interesting 
because, as a general matter, they can (and do) both teach and do research. 
A key margin regarding deployment of such faculty is the intradepartmental 
division between teaching and research, which will depend in part on the 
intradepartmental distribution of skills and tastes. This reasoning directly 
implies that within a department, we should observe that the best research-
ers should, on average, teach less than the best teachers (unless the best 
researchers have suffi  ciently—and surprisingly—strong preferences for 
teaching), where teaching less can be accomplished via course reduction 
(fewer courses) or less- onerous assignments (fewer students or students who 
are easier to teach per course).

The trick to evaluating this hypothesis is to measure research quality. In 
the absence of direct measures of research output, we can use our assump-

13. Universities are notorious for their complicated mechanisms of decision- making. Here 
we assume that the leadership nexus of president, provost, and dean has solved all the agency 
problems at those levels and has consistent preferences regarding what it would like chairs, 
faculty members, and everyone else to do, conditional on budget and so on, although that lead-
ership nexus is not assumed to understand, say, the best way to teach physics or decode papyri.
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tion that the university as a decision- maker is rational and cares about 
research reputation. The university values scholarly reputation and schol-
arly output. It doesn’t know how to produce those things, but it is good at 
fi nding experts who do know how to produce those things in specifi c fi elds. 
Those experts are tenure- track faculty, organized into departments. The 
university tells the departments to hire great faculty, and by and large, it 
trusts the departments’ judgments, in part because the university’s goal of 
having an excellent scholarly reputation is aligned with departmental goals 
to advance departmental reputation.

Left to their own devices, the departments will hire the best research fac-
ulty that they can with the money that they are given, subject (probably) to 
meeting some minimum requirement for undergraduate teaching quality 
imposed by the preferences of members of the department and (almost cer-
tainly) by some set of constraints on quality and quantity of undergraduate 
education imposed by the university.14 In particular, the university will often 
agree to supplement the department’s salary and slot budgets in exchange 
for the department’s teaching suffi  ciently more undergraduates in order to 
cover any increase in cost.

Scholarly reputation and output are produced, department by depart-
ment, via technologies that are black boxes from the perspective of  the 
university. In this setup, it is fairly straightforward to construct a model 
in which faculty salaries (and the net of other perks, such as graduate vs. 
undergraduate teaching) within a department should be a good indicator of 
quality- weighted research output. The marketplace in which fi eld- specifi c 
faculty salaries are determined is driven almost entirely by research. Except 
for the fact that salaries are never reduced in nominal terms, the labor market 
should produce a set of salaries for tenure- track faculty in each department 
that give us a ranking (in the happy extreme, an exact measure of  value 
marginal product) of faculty research production.

If  salary levels (intradepartmentally only) are good measures of research 
quality/quantity and research skill isn’t strongly positively correlated with 
a preference for allocating time to teaching, we should observe that highly 
paid faculty within a department do relatively little teaching on average 
and that the teaching they do has relatively high consumption value, either 

14. Marc Nerlove (1972) constructs a model in which, at suffi  ciently low levels of teaching 
quantity and quality, teaching and research are complements. He draws a production pos-
sibility frontier for teaching and research (he includes graduate education as part of research) 
that has regions near the axes that slope up. In this formulation, even a department that cared 
only about research would do some teaching. Meanwhile, former Cornell University president 
Frank Rhodes (1998) asserts that the frontier slopes upward at low amounts of research. He 
quotes John Slaughter: “Research is to teaching as sin is to confession. If  you don’t participate 
in the former you have very little to say in the latter” (11). That these complementarities are 
evident to university leaders does not necessarily imply that they are evident to individuals or 
departments. In any case, departments in research universities generally act as if  they live in 
the region where research and teaching are substitutes in production.
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directly or as an input into research. This is exactly what we fi nd in the 
empirical work below.15

A second margin of  choice for faculty deployment is interdepartmen-
tal. Noting that undergraduate tuition within the arts and sciences hardly 
varies by fi eld (Stange 2015), the university has an interest in economiz-
ing on the cost of instruction, which in turn would suggest that it would 
want to have larger class sizes in fi elds where faculty are highly paid. But 
it’s not that simple. The technology of teaching varies by fi eld. Literature 
and other humanities are often taught in ways that require a high level of 
faculty- student interaction, including the provision of extended comments 
on multiple drafts of papers. Courses in science, math, and some social sci-
ences, meanwhile, can often be organized without expressive writing and 
associated communication. Thus it’s common to see introductory courses in 
quantitative fi elds that have hundreds of students, while courses at the same 
level in the humanities will have 30 students or fewer. The eff ect of such dif-
ferences on the instructional cost per student seat can be much larger than 
the eff ect of diff erences (even by factors of two to one) in the average salaries 
of faculty in diff erent fi elds.16

The technology of eff ective teaching and learning aff ects the nature of the 
game between the university and its departments. In all cases, the depart-
ment would like to be generously supported in its research ambitions, while 
the university will generally undertake actions designed to lead the depart-
ment to take into account the eff ects the volume and technology of its teach-
ing have on the revenues available to the institution. Thus the total salary 
pool available to the department will generally depend positively on the 
number of students taught. To hire better research faculty (which is to say, 
more expensive faculty) the department must agree to teach more students. 
This is easier in some fi elds than in others. Indeed, where small classes are 
essential to eff ective teaching, there may be no feasible bargain to be struck 
that would increase the department’s tuition- generated resources.

We note that in some universities, there are formal budget models that 

15. Ron Ehrenberg has pointed out to us that there will be some cases where faculty stars 
with excellent research reputations can contribute to departmental and university reputations 
(and perhaps tuition levels) by teaching large undergraduate courses and allowing the institu-
tion to claim that undergraduates get to learn from, for example, Nobel Prize winners. This 
phenomenon is very much in the spirit of the optimizing framework we have sketched here. 
Where it occurs, it would weaken the negative relationship between research productivity and 
numbers of undergraduate students taught. Exploring the teaching deployment of “superstars” 
would be a useful exercise that we leave for future work.

16. It is also possible that faculty members in lower- paid fi elds, refl ecting the relatively low 
opportunity cost of their time, are eff ective in infl uencing the administration and faculty gov-
ernance to increase the number of slots in their departments. This hypothesis was suggested by 
Johnson and Turner (2009), who note the parallel with the fi nding from the corporate fi nance 
literature that weak divisions within fi rms are known to hold more than their optimal alloca-
tion of cash (from the perspective of shareholders), as the return to internal lobbying may be 
greater for executives in these units.
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allocate tuition revenue to academic units, and in others, all or most such 
revenue is distributed centrally. For our purposes, what matters is that the 
university leadership can see and act upon the connection between teaching 
activities and tuition revenue, enabling it to negotiate (either directly or via 
manipulating budgeting formulas) with academic departments regarding 
faculty salaries, size, and workloads.17

6.3  Empirical Strategy and Data

Our model of faculty allocation and compensation in university produc-
tion functions references the circumstances of research universities and, in 
particular, those disciplines in the arts and sciences, broadly defi ned. We 
do not look at professional schools in areas such as medicine and law. The 
assignments of faculty in professional schools to teaching and research are 
often separated from central university resource allocation because pro-
fessional schools often have substantial autonomy with regard to pricing, 
admissions, and hiring decisions.18

6.3.1  Institutional Microdata

To examine how variation in compensation aff ects the allocation of fac-
ulty resources in the university context, we look at microdata from two pub-
lic research universities—the University of Michigan and the University of 
Virginia. These institutions are broadly representative of AAU universities, 
which are intensive in research while also producing a signifi cant number 
of undergraduate and graduate degree recipients. The University of Vir-
ginia and the University of Michigan share very competitive undergraduate 
degree programs that are generally ranked among the top 25 universities 
nationally and the top 2 or 3 public universities. The University of Michigan 
is somewhat larger than the University of Virginia,19 generates considerably 
more research funding, and is generally regarded as having a greater number 
of highly ranked graduate programs. We believe it is reasonable to expect the 

17. See Courant and Knepp (2002) for a discussion of activity- based budgeting. The kind of 
bargaining that we are talking about here would be facilitated by a system that allocated tuition 
revenue at the level of the school or college (or the department, although the latter confi guration 
would be unusual and does not apply at either Michigan or Virginia). For the period we are 
analyzing in this chapter, Michigan allocated tuition revenue to deans such that the arts and 
sciences dean was empowered to engage in bargaining with departments, whereas at Virginia, 
the bargain was generally undertaken at a higher level of administration, with teaching activity 
only weakly aligned with school- level resources. Beginning in 2015, Virginia adopted a new 
budget model with a resource allocation broadly similar to the Michigan model.

18. It is also the case that the compensation of faculty in business schools and medical schools 
is determined diff erently in professional schools than in arts and sciences and, especially in 
medical schools, is much more complicated. So the exclusion of professional schools helps 
improve the tractability of the analysis.

19. In fall 2014, total enrollment was 43,625, with 28,395 undergraduates at the University of 
Michigan relative to 23,732 with 16,483 undergraduates at the University of Virginia.
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fi ndings from these universities to apply directly to peer public and private 
institutions in the AAU, even as there is surely some institution- specifi c 
variation. It is useful to underscore the observation that individual- level data 
on faculty salaries at private universities are nearly impossible to obtain, 
while public universities make such information available regularly.

In an eff ort to focus the analysis on a fi nite number of well- defi ned dis-
ciplines, we look at 11 disciplines that constitute separate administrative 
departments at nearly every research university and draw from the humani-
ties (English, history, philosophy), the social sciences (economics, politics, 
sociology, psychology), and the natural and computational sciences (math, 
physics, chemistry, and computer science). These disciplines are intended to 
span broad diff erences in types of instruction, such as the emphasis on writ-
ten expression, lab experiences, and quantitative analysis. In addition, there 
are notable diff erences among these disciplines in faculty compensation as 
well as student demand.

For both the University of Virginia and the University of Michigan, we 
have combined data on faculty compensation and course- level records of 
enrollment, which also identify the instructor of record.20 For both universi-
ties, we are able to record salaries for all regular instructional faculty, which 
proves to cover the great majority of courses off ered. The course- level data 
include the instructor, course title, course type, enrollment level, and course 
number, which allows for the distinction between graduate and undergradu-
ate courses. For consistency, we focus on traditional “group instruction” 
courses and do not analyze independent study listings or speaker series 
(workshops). For the University of  Michigan, courses and salary data 
extend from 2002 to 2015. For the University of Virginia, course off ering 
data extend from the present to 1990, while the faculty salary data are avail-
able for only the three most recent years. There are 52,556 diff erent records 
from our focal departments from the 1990–91 academic year to 2014–15 for 
the University of Virginia alone.

The empirical strategy proceeds in two related parts. The fi rst set of ques-
tions focuses on department- level variation, where we assess diff erences by 
discipline and changes over time in teaching allocations in relation to salary 
levels. The second piece of the analysis examines within- department varia-
tion in compensation and teaching.

6.3.2  Descriptive Measures

For the purpose of this analysis, discipline- level variation in faculty sala-
ries is assumed to be exogenous. In turn, we assume that individual faculty 

20. Data from the University of Michigan were obtained from the Learning Analytics Task 
Force and from public records of  salaries; data for the University of  Virginia combine the 
publicly available faculty salary fi le with comprehensive “web scraping” of the course- off ering 
directory, which was originally conducted by Lou Bloomfi eld.
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salaries are determined on the national market by competitive forces.21 To 
provide a baseline, columns in the right- hand panel of table 6.2 show faculty 
salaries by rank for the disciplines that are the focus of our analysis for the 
University of Virginia and the University of Michigan. One broad point is 
the notable correlation in salaries across fi elds—economics is the most highly 
paid fi eld, while English is consistently at or near the bottom. Second, salary 
diff erences between the universities are much smaller at the assistant level 
than the full level, likely refl ecting the greater reward for (highly variable) 
research productivity among the full professors. Overall, between- university 
diff erences in compensation refl ect, in part, diff erences in the “ranking” or 
research productivity of departments. While faculty in English and history 
receive broadly similar compensation, faculty in sociology are far better 
compensated at the University of Michigan than at the University of Vir-
ginia, refl ecting both the higher research ranking and greater quantitative 
focus of the Michigan department.22 Table 6.3 illustrates some of the diff er-
ences between the universities in rankings and research measures.

In terms of the program off erings, our focal departments all award both 
undergraduate and doctorate degrees. Again, there are some diff erences 
refl ective of the overall institutional scale (the University of Michigan is 
larger than the University of Virginia), but there are similarities in terms 
of variations across disciplines in scale and the relative representation of 
graduate and undergraduate students.

6.4  Empirical Evidence

6.4.1  Between- Department Analysis

Teaching students is, perhaps, the most easily recognized “output” of an 
academic unit, with this coin of the realm often captured in measures of 
student enrollment or student credit hours.23 Our interest is in the alignment 
between the faculty inputs and the courses taught between departments 
within universities. Table 6.4 shows the distribution of course seats in total 
and relative to the overall faculty counts. The provision of course seats rela-
tive to the faculty head count varies markedly across departments for both 
universities. Still, the “tails” of the distributions are quite similar between 
the two institutions: English has the lowest ratio of student course enroll-

21. Beyond faculty productivity, some diff erences in compensation between the University of 
Michigan and the University of Virginia may refl ect diff erential program quality or compensat-
ing diff erences associated with the diff erent geographic regions.

22. Indeed, the fi nding that between- institution variation in faculty compensation within 
disciplines is linked to variation in faculty research productivity between institutions follows 
the more general result from Ehrenberg, McGraw, and Mrdjenovic (2006).

23. While many universities have adopted budget models that tie revenue fl ows to enrollment 
(RCM), few such models allow for decentralization and incentives at the level of the individual 
department; instead, they limit incentives to the school level.
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ment to faculty at 35.2 for Virginia and 30.5 for Michigan, while chemistry 
and economics are disciplines near the top, with ratios of student course 
enrollment to faculty 4 to 5 times higher at both institutions. Were faculty 
similarly priced across disciplines, such diff erences in the concentration of 
faculty relative to enrollments would create enormous variation in the cost 
of instruction across fi elds.

When we shift to thinking about expenditures on faculty relative to courses 
and students taught, the picture shifts dramatically. A rudimentary indicator 
of the average cost of a course off ering in a department is the total faculty 
salary bill relative to course seats taught.24 Table 6.5 shows two measures that 
portray similar evidence: the fi rst column includes all faculty, including those 

24. Of course, faculty are compensated for research as well as teaching. This metric is appro-
priate to the extent that the research share of faculty compensation is the same across depart-
ments. To the extent that research shares are larger in the most highly compensated departments, 
these measures will overstate the teaching costs in relatively research- intensive departments.

Table 6.4 Student course enrollment relative to faculty staffi  ng, 2014–15

Enrollment Student- course/faculty ratio

Field  Total  Undergraduate  Graduate  Total  Undergraduate  Graduate

University of Virginia
Chemistry 4,990 4,580 410 161.0 147.7 13.2
Computer science 5,688 5,278 410 172.4 159.9 12.4
Economics 6,533 6,237 296 186.7 178.2 8.5
English 1,727 1,608 119 35.2 32.8 2.4
History 3,869 3,811 58 77.4 76.2 1.2
Math 2,656 2,088 568 83.0 65.3 17.8
Philosophy 1,852 1,572 15 108.9 92.5 0.9
Physics 2,749 2,509 240 91.6 83.6 8.0
Political science 4,529 4,425 104 122.4 119.6 2.8
Psychology 5,352 5,187 165 133.8 129.7 4.1
Sociology 2,131 2,082 49 106.6 104.1 2.5

University of Michigan
Chemistry 10,067 9,672 395 193.6 186.0 7.6
Computer science 8,125 6,430 1,695 71.9 56.9 15.0
Economics 7,320 6,429 891 120.0 105.4 14.6
English 3,325 2,998 327 30.5 27.5 3.0
History 5,112 5,031 81 56.8 55.9 0.9
Math 10,123 8,967 1,156 82.3 72.9 9.4
Philosophy 1,786 1,722 64 63.8 61.5 2.3
Physics 4,290 4,026 264 71.5 67.1 4.4
Political science 3,691 3,416 275 67.1 62.1 5.0
Psychology 11,848 11,423 425 108.7 104.8 3.9
Sociology  2,758  2,522  237  86.2  78.8  7.4

Source: Authors’ tabulations.
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on leave, while the second only includes those actively teaching in 2014–15. 
What we see is a very dramatic narrowing—and in some cases, a reversal—
of the relative diff erences among departments in the cost per student, while 
departments with the highest salary levels are not those with the greatest cost 
of educational delivery. Two disciplines merit a particular focus. English is 
an outlier on the high end for both Virginia ($2,837) and Michigan ($2,393). 
In contrast, economics—which has the highest average salaries—is near the 
bottom of the distribution of the cost of course- seat provision.

Figure 6.5 illustrates the central fi nding that overall salary levels are nega-
tively correlated with the cost of providing a course seat across disciplines. 
This fi nding is consistent with our theoretical prediction that universities 
adjust to variations in input costs by altering the organization of teaching. 
A corollary to this point is that we would expect faculty costs per seat to 
change by less than discipline- specifi c changes in faculty salaries over time.

It is worth noting that the consequences for educational quality of com-

Table 6.5 Estimated faculty cost per seat, University of Michigan and University of 
Virginia, 2014–15

Cost per enrolled student

 Field  All faculty ($)  Currently teaching ($)  

University of Virginia
Chemistry 760 741
Computer science 764 673
Economics 847 777
English 2,837 2,217
History 1,335 1,092
Mathematics 1,229 1,229
Philosophy 938 898
Physics 1,193 1,058
Political science 945 718
Psychology 921 736
Sociology 962 890
Total 985  854

University of Michigan
Chemistry 554 528
Computer science 1,848 1,780
Economics 1,312 1,296
English 2,393 2,111
History 1,548 1,548
Mathematics 1,095 1,057
Philosophy 1,883 1,883
Physics 1,535 1,320
Political science 1,694 1,570
Psychology 1,121 800

 Sociology  1,677  1,369  

Source: Authors’ tabulations.
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Fig. 6.5 Faculty salaries and cost per seat at University of Virginia and University 
of Michigan, 2014–15
Source: Authors’ tabulations. This version of the table presents the average salary of full pro-
fessors on the x axis; the next version will use the average salary of all faculty, which produces 
a qualitatively similar presentation.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



Faculty Deployment in Research Universities    199

pensating for higher salaries via larger class sizes will vary as a function of 
the way in which disciplines produce and share knowledge. In humanities 
fi elds, it is often the case that being able to express knowledge is inextricably 
bound up with the knowledge itself, in which case good pedagogy requires 
substantial writing (or fi lming, or podcast creating) with careful evaluating 
and editing on the part of the instructor. In contrast, many more quantita-
tive fi elds can be taught and assessed without close interaction among the 
material, the student, and the instructor. We expect that in all cases it is 
possible to increase class sizes at the cost of reducing educational quality. 
However, the terms of the trade- off  may diff er greatly by fi eld.

To test the hypothesis that the technology of teaching diff ers across dis-
ciplines in ways that may limit class size expansion and the organization of 
classroom activities, we coded syllabi from six fi elds (English, economics, 
history, philosophy, physics, and psychology) at the University of Virginia 
and the University of  Michigan. Our sample is eff ectively one of  conve-
nience, as we chose randomly conditional on the availability of syllabi with 
the aim of coding one course each at the introductory, intermediate, and 
upper levels. We present some examples in table 6.6, and some basic intuitive 
points are clear: introductory courses are generally larger than upper- level 
courses, and some disciplines (particularly economics and psychology) have 
relatively large courses. Other points suggestive of diff erences in “technol-
ogy” are apparent in the grading and writing requirements. In economics 
and physics, the majority of the evaluation is based on examination, while 
writing is minimal. In English, history, and philosophy, writing and partici-
pation components of evaluation are the norm. We summarize this informa-
tion in the regressions results shown in table 6.7: both discipline and course 
scale have an appreciable eff ect on outcomes, such as the percent of the grade 
determined by examination and whether writing or participation is part of 
the evaluation. Our favored interpretation is that variation in the nature of 
the material and the nature of learning across disciplines drives these results.

6.4.2  Intradepartmental Analysis

In section 6.3, we hypothesized that within departments, research pro-
ductivity should be negatively correlated with faculty teaching eff ort and 
that we could use salary as a measure of  research productivity. That is, 
controlling for rank and recognizing that the market for faculty at this level 
is determined largely by research reputation, we would expect a negative 
relationship between salary and teaching activity within a department.

We controlled for rank by running the regression on full professors only. 
Variation in the salaries of assistant professors generally derives from acci-
dents of  history. The starting salary in the year of  hire is determined in 
the relevant marketplace, and salaries then move according to budgetary 
circumstances. In our experience, it’s unusual for diff erences in assistant 
professors’ salaries to refl ect much else. Associate professors come in two 
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fl avors. Some are progressing nicely toward a second promotion, and if  we 
could identify these, it would be sensible to include them in the model with 
a control for their rank. Unfortunately, the other fl avor of associate profes-
sor is progressing slowly if  at all, and a model that describes their salary 
behavior well does not fi t the fi rst fl avor of associate professor. Based on 
these considerations and our theoretical discussion of the expected power 
of salary as an indicator of research quality, we limit our empirical analysis 
to full professors, whose salaries are likely to refl ect current or recent market 
circumstances.

Table 6.8 reports the eff ects of salary (in 2014 USD) and departmental 
fi xed eff ects (the omitted department is history) on the numbers of courses 
and students taught using University of Michigan data from 2002 to 2014.25 
The regression also included fi xed eff ects for each year (except 2002). The 
regression confi rms quite powerfully our prediction regarding salary and 
teaching. The magnitudes are not trivial. The coeffi  cients on salary reported 
in the table are in thousands of dollars, implying that an increase in salary 
of $10k leads to a reduction in the number of undergraduate courses of 

25. Results for the University of  Virginia are qualitatively similar though somewhat less 
precisely estimated given a shorter panel of salary data.

Table 6.7 Association between course requirements and class size and department

Explanatory 
vars.  

Exam pct
(1)  

Writing pct
(2)  

Writing (1/0)
(3)  

Participate/present (1/0)
(4)

Enrollment 0.000668*** –0.000230 –0.000964* –0.000858
  (0.000211) (0.000152) (0.000489) (0.000596)
Economics 0.366*** –0.437*** –0.609*** –0.377
  (0.0937) (0.0946) (0.168) (0.227)
English –0.317*** 0.144 0.130 0.0852
  (0.0742) (0.0949) (0.0826) (0.178)
History –0.0169 –0.164* 0.0114 0.260*
  (0.0884) (0.0928) (0.113) (0.136)
Physics 0.181 –0.410*** –0.732*** –0.725***
  (0.111) (0.109) (0.124) (0.136)
Psychology 0.213* –0.311*** –0.233 –0.0614
  (0.111) (0.116) (0.205) (0.215)
University of 

Michigan
0.0151 –0.00936 –0.217** 0.183*

(0.0524) (0.0524) (0.0835) (0.0970)
Constant 0.369*** 0.517*** 1.067*** 0.634***
  (0.0703) (0.0799) (0.0680) (0.173)

Observations 68 68 68 68
R- squared  0.722  0.630  0.648  0.531

Note: Philosophy is the omitted department. Convenience sample of 68 courses in 6 disci-
plines at the University of Virginia and the University of Michigan. *** p < 0.01, ** p < 0.05, 
* p < 0.1.
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about 5 percent of a course per year and a reduction in the number of under-
graduate students by about 3.5 per year. The results suggest that superstars 
whose salary is $100k more than the mean teach half  an undergrad course 
less and about 35 fewer undergraduate students. For some departments, 35 
undergraduates per full professor per year is more than the average load. 
Additionally, the coeffi  cients for graduate students and graduate courses are 
positive and signifi cant, consistent with the idea that graduate teaching has 
amenity value for faculty, or is part of the production of research, or most 
likely, both in some combination.

The regression reported on in table 6.8 and the preceding paragraph looks 
at all faculty and controls for departmental diff erences via departmental 
fi xed eff ects. In table 6.9, we organize the analysis somewhat diff erently, 
running separate regressions for each department at Michigan (with year 
fi xed eff ects, as in table 6.9). As before, there is a consistent and generally sig-
nifi cant negative relationship between full professors’ salaries within depart-
ments and the number of undergraduate students and courses taught in that 
department. In this formulation, we also see clearly that there is substantial 
variation in the slope of the relationship. In psychology, economics, and 
chemistry, $10,000 in annual salary is associated with a reduction of about 
six students per year. In philosophy and history, our estimate is about a third 
the size, and in English and sociology, $10,000 in pay is associated with a 
reduction of fewer than 1.5 students per year. As in our earlier specifi cation, 
the numbers of undergrads taught falls with full professors’ salaries, while 
the number of graduate students taught rises. These patterns are also evident 
in fi gure 6.6, which multiplies the estimates by 50, showing the changes in 
students taught associated with a $50,000 diff erence in salary.

6.5  Conclusion and Thoughts Ahead

Tenure- track faculty in research universities teach and do research. 
Over the past several decades, the relative prices—in terms of wages paid 
to faculty—of those two activities have changed markedly. The price of 
research has gone up way more than the price of teaching. Salaries have 
risen much more in elite research universities than in universities generally. 
This is quite consistent with models in which compensation depends on 
tournaments and rankings, and the most successful workers can command 
a substantial premium relative to those who are merely successful (Lazear 
and Rosen 1981; Rosen 1981, 1986).

Departments in research universities (the more so the more elite) must pay 
high salaries in order to employ research- productive faculty. These faculty, 
in turn, contribute most to the universities’ goals (which include teaching 
as well as research) by following their comparative advantage and teaching 
less often and also teaching in ways that are complementary with research—
notably graduate courses. The university pays these faculty well because 
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they are especially good at research. It makes perfect sense that they would 
also have relatively low teaching loads (along with relatively high research 
expectations, which we don’t observe directly).

In addition to deploying faculty productively within departments, the 
university has an interest in providing its curriculum effi  ciently—which is 
to say, at the lowest cost consistent with other desiderata, including quality 
and the ability to produce tuition revenue. The two most important features 
that relate to faculty deployment across departments are faculty salaries 
and class sizes. We observe large diff erences in both, with the faculty in the 
highest- paid departments tending to have the largest average class sizes, 
resulting in “cost per seat” being essentially uncorrelated with salaries for 
the departments we have studied at Michigan and Virginia.

A striking fi nding at both institutions is that the cost per seat is much 
higher in English than in any other department, notwithstanding the fact 
that salaries in English are at the low end of the distribution. As a matter 
of arithmetic, this is the result of relatively small class sizes in English. Why 
are class sizes there so small? We expect that it’s because the technology 
of teaching and learning in English (and, plausibly, in other fi elds where 
detailed interpretation of text is an essential part of what is to be learned) 
is such that it is diffi  cult or impossible to teach eff ectively in large classes. 
This is in contrast to, say, economics or chemistry, where learning what is 
in the textbook and working on relatively well- defi ned problems are much 
easier to scale up.

To be sure, economists would also like to teach small classes, both intro-

Fig. 6.6 Change in students taught within departments per $50,000 in salary
Source: See table 6.9. Estimates based on within- department regressions of the eff ect of  indi-
vidual faculty salary on teaching assignment.
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ductory and advanced, but they also like to have strong colleagues across 
the discipline. The loss in teaching quality and the amenity value of teaching 
associated with teaching large introductory sections (and large advanced 
courses) are easily worth the gain of paying (and being paid) what the market 
requires for good faculty.26 Based on our analysis in table 6.9, that trade- off  
is on average less salutary in the humanities. Our analysis shows that depart-
ments in which close engagement with the text is likely to be an essential part 
of teaching and evaluation relies on interpretation (writing, presentation) 
face fewer trade- off s between increases in salary and reductions in students 
taught.

If  we accept that the value placed on research in an elite research univer-
sity is warranted, we conclude that the deployment of faculty is generally 
consistent with rational behavior on the part of those universities. Faculty 
salaries vary for a variety of reasons, and the universities respond to that 
variation by economizing on the most expensive faculty while attending to 
diff erences in teaching technologies across fi elds.

References

Autor, David. 2014. “Skills, Education, and the Rise of Earnings Inequality among 
the ‘Other 99 Percent.’” Science 344 (6186): 843–51.

Bound, John, Michael Lovenheim, and Sarah Turner. 2010. “Why Have College 
Completion Rates Declined? An Analysis of Changing Student Preparation and 
Collegiate Resources.” American Economic Journal: Applied Economics 2 (3): 
129–57.

Bowen, William. 2012. “Cost Trends, the ‘Cost Disease,’ and Productivity in Higher 
Education.” Tanner Lectures, Stanford University. http://www.ithaka.org/sites 
/default /fi les/fi les/ITHAKA- TheCostDiseaseinHigherEducation.pdf.

———. 2013. “Academia Online: Musings (Some Unconventional).” ITHAKA. 
http://ithaka.org/sites/default/fi les/fi les/ithaka- staff ord- lecture- fi nal.pdf.

Bowen, William, and Julie Ann Sosa. 1989. Prospects for Faculty in the Arts and 
Sciences. Princeton: Princeton University Press.

Breneman, David, and Richard Freeman. 1974. Forecasting the Ph.D. Labor Market: 
Pitfalls for Policy. Technical report no. 2. National Board on Graduate Education. 
Washington, DC: National Academy of Sciences Press.

Campos, Paul. 2015. “The Real Reason College Tuition Costs So Much.” New York 
Times, April 4. http://www.nytimes.com/2015/04/05/opinion/sunday/the- real 
-  reason - college- tuition- costs- so- much.html?_r=0.

Courant, Paul N., and Marilyn Knepp. 2002. “Activity Based Budgeting at the Uni-
versity of Michigan.” In Incentive- Based Budgeting Systems in Public Universities, 
edited by Douglas Priest et al., 137–60. Cheltenham: Edward Elgar.

26. A related adjustment that may be adopted by departments with high salaries combined 
with teaching demands is further division of labor between faculty conducting research and 
those teaching to include the appointment of “master teachers” to teach core and introductory 
classes (Figlio, Schapiro, and Soter 2015).

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



208    Paul N. Courant and Sarah Turner

Ehrenberg, Ronald, Marquise McGraw, and Jesenka Mrdjenovic. 2006. “Why Do 
Field Diff erentials in Average Faculty Salaries Vary across Universities?” Econom-
ics of Education Review 25 (3): 241–48.

Figlio, David, Morton Schapiro, and Kevin Soter. 2015. “Are Tenure Track Profes-
sors Better Teachers?” Review of Economics and Statistics 97 (4): 715–24.

Freeman, Richard. 1976. “A Cobweb Model of the Supply and Starting Salary of 
New Engineers.” Industrial and Labor Relations Review 29:236–48.

Hoxby, Caroline. 2009. “The Changing Selectivity of American Colleges.” Journal 
of Economic Perspectives 23 (4): 95–118. doi: 10.1257/jep.23.4.95.

Jacob, Brian, Brian McCall, and Kevin Stange. 2018. “College as Country Club: 
Do Colleges Cater to Students’ Preferences for Consumption?” Journal of Labor 
Economics 36 (2): 309–48.

Johnson, William, and Sarah Turner. 2009. “Faculty without Students: Resource 
Allocation in Higher Education.” Journal of Economic Perspectives 23 (2): 169–89.

Lazear, Edward, and Sherwin Rosen. 1981. “Rank- Order Tournaments as Optimum 
Labor Contracts.” Journal of Political Economy 89 (5): 841–64.

National Academy of Science. 2000. Forecasting Demand and Supply of Doctoral 
Scientists and Engineers: Report of a Workshop on Methodology. Washington, DC: 
The National Academies Press. https://doi.org/10.17226/9865. 

Nerlove, Marc. 1972. “On Tuition and the Costs of Higher Education: Prolegomena 
to a Conceptual Framework.” Journal of Political Economy 80 (3, part 2: Invest-
ment in Education: The Equity- Effi  ciency Quandary): S178–S218.

Rhodes, Frank. 1998. “The University and Its Critics.” In Universities and Their 
Leadership, edited by William G. Bowen and Harold T. Shapiro, 3–14. Princeton: 
Princeton University Press.

Rosen, Sherwin. 1981. “The Economics of Superstars.” American Economic Review 
71 (5): 845–58.

———. 1986. “Prizes and Incentives in Elimination Tournaments.” American Eco-
nomic Review 76 (4): 701–15.

Sallee, James M., Alexandra M. Resch, and Paul N. Courant. 2008. “On the Optimal 
Allocation of Students and Resources in a System of Higher Education.” B.E. 
Journal of Economic Analysis and Policy 8 (1): 1–26.

Stange, Kevin. 2015. “Diff erential Pricing in Undergraduate Education: Eff ects on 
Degree Production by Field.” Journal of Policy Analysis and Management 34 (1): 
107–35.

Turner, Sarah. 2015. “The Impact of the Financial Crisis on Faculty Labor Markets.” 
In How the Financial Crisis and Great Recession Aff ected Higher Education, edited 
by Jeff rey R. Brown and Caroline M. Hoxby, 175–207. Chicago: University of 
Chicago Press.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use



209

7.1  Introduction

Professors and instructors are a chief  input into the higher education 
production process, yet we know very little about their role in promoting 
student success. There is growing evidence that teacher quality is an impor-
tant determinant of student achievement in K–12, with some school districts 
identifying and rewarding teachers with high value added. Yet relatively 
little is known about the importance of  or correlates of  instructor eff ec-
tiveness in postsecondary education. Such information may be particularly 
important at the postsecondary level, in which administrators often have 
substantial discretion to reallocate teaching assignments not only within a 
specifi c class of instructors (e.g., tenured faculty) but across instructor types 
(e.g., adjuncts vs. tenured faculty).

There are a number of challenges to measuring eff ectiveness in the con-
text of higher education. Unlike in K–12, there are rarely standardized test 
scores to use as an outcome. Furthermore, to the extent that college courses 
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and majors intend to teach a very wide variety of knowledge and skills, it is 
harder to imagine an appropriate outcome as a conceptual matter. The issue 
of nonrandom student sorting across instructors is arguably more serious in 
the context of higher education because students have a great deal of fl exibil-
ity in the choice of classes and the timing of these classes. Finally, one might 
have serious concerns about the attribution of a particular skill to a specifi c 
instructor given the degree to which knowledge spills over across courses 
in college (the importance of calculus in intermediate microeconomics or 
introductory physics, the value of English composition in a history class 
where the grade is based almost entirely on a term paper, etc.). For many 
reasons, the challenge of evaluating college instructors is more akin to the 
problem of rating physicians (see chapter 1 in this volume).

This chapter tackles these challenges to answer two main questions. First, 
is there variation in instructor eff ectiveness in higher education? We exam-
ine this in a highly standardized setting where one would expect minimal 
variation in what instructors actually do. Second, how does eff ectiveness 
correlate with teaching experience and salary? This informs whether teach-
ing assignment and personnel policies could be used to increase eff ectiveness 
and institutional productivity. We examine these questions using detailed 
administrative data from the University of Phoenix (UPX), the largest uni-
versity in the world, which off ers both online and in- person courses in a 
wide array of fi elds and degree programs. We focus on instructors in the 
college algebra course that is required for all students in bachelor of arts 
(BA) degree programs and that often is a roadblock to student attainment.

This context provides several advantages. Our sample includes more than 
two thousand instructors over more than a decade in campuses all across 
the United States. This allows us to generate extremely precise estimates and 
to generalize to a much larger population than has been the case in previ-
ous studies. Most students in these courses take a common, standardized 
assessment that provides an objective outcome by which to measure instruc-
tor eff ectiveness. And as we describe below, student enrollment and course 
assignment are such that we believe the issue of sorting is either nonexistent 
(in the case of the online course) or extremely small (in the case of face- to- 
face [FTF] courses).

These institutional advantages possibly come at some cost, however, to 
generalizability. The UPX does not match the “traditional” model of higher 
education, in which tenured professors at selective institutions teach courses 
they develop themselves and have noninstructional responsibilities (such as 
research). The UPX is a for- profi t institution with a contingent (i.e., nonten-
ured, mostly part- time) faculty focused solely on instruction, and the courses 
are highly standardized, with centrally prepared curriculum materials and 
assessments (both online and FTF sections). While our fi ndings may not 
generalize to all sectors of higher education, we believe they are relevant for 
the growing for- profi t sector and possibly less- selective four- year and com-
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munity colleges that also have many contingent instructors. A limitation of 
prior research is that it focuses on selective nonprofi t or public institutions, 
which are quite diff erent from the nonselective or for- profi t sectors. It is in 
these settings with many contingent faculty and institutions whose primary 
purpose is instruction (rather than, say, research) where productivity- driven 
personnel policies could theoretically be adapted.

We fi nd substantial variation in student performance across instructors. 
A 1.00 SD increase in instructor quality is associated with 0.30 SD increase 
in grades in the current course and a 0.20 SD increase in grades in the sub-
sequent course in the math sequence. Unlike some prior work (Carrell and 
West 2010), we fi nd a positive correlation between instructor eff ectiveness 
measured by current and subsequent course performance overall and in 
face- to- face courses. The variation in instructor eff ectiveness is larger for 
in- person courses but still substantial for online courses. These broad pat-
terns and magnitudes are robust to extensive controls to address any possible 
nonrandom student sorting, using test scores that are less likely to be under 
the control of instructors, and other specifi cation checks. These magnitudes 
are substantially larger than those found in the K–12 literature and in the 
Carrell and West’s (2010) study of the Air Force Academy but comparable 
to recent estimates from DeVry University (Bettinger et al. 2014). Further-
more, instructor eff ects on future course performance have little correlation 
with student end- of- course evaluations, the primary metric through which 
instructor eff ectiveness is currently judged.

Salary is primarily determined by tenure (time since hire) but is mostly 
uncorrelated with measured eff ectiveness or course- specifi c teaching experi-
ence, both in the cross section and for individual teachers over time. However, 
eff ectiveness grows modestly with course- specifi c teaching experience but is 
otherwise unrelated to time since hire. Given the disconnect between pay and 
eff ectiveness, the performance diff erences we uncover translate directly to 
diff erences in productivity from the university’s perspective. These large pro-
ductivity diff erences imply that personnel decisions and policies that attract, 
develop, allocate, motivate, and retain faculty are a potentially important 
tool for improving student success and productivity at the UPX. Our study 
institution—like almost all others—measures faculty eff ectiveness through 
student end- of- course evaluations, despite only minimal correlation between 
evaluation scores and our measures of eff ectiveness. Thus current practices 
do not appear to identify or support eff ective instructors. Though policy 
makers and practitioners have recently paid a lot of attention to the impor-
tance of teachers in elementary and secondary school, there is surprisingly 
little attention paid to the importance of instructors or instructor- related 
policies and practices at the postsecondary level.

The remainder of this chapter proceeds as follows. We discuss prior evi-
dence on college instructor eff ectiveness and our institutional context in 
section 7.2. Section 7.3 introduces our administrative data sources and our 
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analysis sample. Section 7.4 presents our empirical approach and examines 
the validity of our proposed method. Our main results quantifying instruc-
tor eff ectiveness are presented in section 7.5. Section 7.6 examines how 
instructor eff ectiveness correlates with experience. Section 7.7 concludes by 
discussing the implications of our work for institutional performance and 
productivity.

7.2  Prior Evidence and Institutional Context

7.2.1  Prior Evidence

There is substantial evidence that teacher quality is an important determi-
nant of student achievement in elementary and secondary education (Chetty, 
Friedman, Rockoff  2014; Rivkin, Hanushek, and Kain 2005; Rockoff  2004; 
Rothstein 2010). Many states and school districts now incorporate measures 
of teacher eff ectiveness into personnel policies in order to select and retain 
better teachers (Jackson, Rockoff , Staiger 2014). Yet little is known about 
instructor eff ectiveness in postsecondary education, in part due to diffi  culties 
with outcome measurement and self- selection. Standardized assessments 
are rare, and grading subjectivity across professors makes outcome measure-
ment diffi  cult. In addition, students often choose professors and courses, so 
it is diffi  cult to separate instructors’ contribution to student outcomes from 
student sorting. As a consequence of these two challenges, only a handful 
of existing studies examine diff erences in professor eff ectiveness.

Several prior studies have found that the variance of college instructor 
eff ectiveness is small compared to what has been estimated for elementary 
school teachers. Focusing on large, introductory courses at a Canadian 
research university, Hoff mann and Oreopoulos (2009a) fi nd the standard 
deviation of professor eff ectiveness in terms of course grades is no larger 
than 0.08. Carrell and West (2010) examine students at the US Air Force 
Academy, where grading is standardized and students have no choice over 
coursework or instructors. They fi nd sizeable diff erences in student achieve-
ment across professors teaching the same courses—roughly 0.05 SD, which 
is about half  as large as in the K–12 sector. Interestingly, instructors who 
were better at improving contemporary performance received higher teacher 
evaluations but were less successful at promoting “deep learning,” as indi-
cated by student performance in subsequent courses. Braga, Paccagnella, 
and Pellizzari (2014) estimate teacher eff ects on both student academic 
achievement and labor market outcomes at Bocconi University. They also 
fi nd signifi cant variation in teacher eff ectiveness—roughly 0.05 SD for both 
academic and labor market outcomes. They fi nd only a modest correlation 
of instructor eff ectiveness in academic and labor market outcomes.

Two recent studies have concluded that instructors play a larger role in 
student success. Bettinger et al. (2015) examine instructor eff ectiveness using 
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data from DeVry University, a large, for- profi t institution in which the aver-
age student takes two- thirds of her courses online. They fi nd a variance of 
instructor eff ectiveness that is substantially larger than that seen in prior 
studies in higher education. Specifi cally, they fi nd that being taught by an 
instructor who is 1.00 SD more eff ective improves student course grades 
by about 0.18 to 0.24 SD. The estimated variation is 15 percent lower when 
courses are online, even among instructors who teach in both formats. 
Among instructors of economics, statistics, and computer science at an elite 
French public university, Brodaty and Gurgand (2016) fi nd that a 1.00 SD 
increase in teacher quality is associated with a 0.14 or 0.25 SD increase in 
student test scores, depending on the subject.

A few studies have also examined whether specifi c professor character-
istics correlate with student success, though the results are quite mixed.1 
Using institutional- level data from a sample of US universities, Ehrenberg 
and Zhang (2005) fi nd a negative relationship between the use of adjuncts 
and student persistence, though they acknowledge that this could be due to 
nonrandom sorting of students across schools. Hoff mann and Oreopou-
los (2009a) fi nd no relationship between faculty rank (including adjuncts 
and tenure- track faculty) and subsequent course enrollment. Two other 
studies fi nd positive eff ects of adjuncts. Studying course- taking among stu-
dents in public four- year institutions in Ohio, Bettinger and Long (2010) 
fi nd adjuncts are more likely to induce students to take further courses in 
the same subject. Using a sample of large introductory courses taken by 
fi rst- term students at Northwestern University, Figlio, Schapiro, and Soter 
(2015) fi nd that adjuncts are positively associated with subsequent course- 
taking in the subject as well as performance in these subsequent courses. 
In their study of the US Air Force Academy, Carrell and West (2010) fi nd 
that academic rank, teaching experience, and terminal degree are positively 
correlated with follow- on course performance, though negatively related to 
contemporary student performance.

There is also evidence that gender and racial match between students 
and instructors infl uence students’ interest and performance (Bettinger and 
Long 2005; Fairlie, Hoff mann, Oreopoulos 2014; Hoff mann and Oreopou-
los 2009b). Finally, Hoff mann and Oreopoulos (2009a) fi nd that students’ 
subjective evaluations of professors are a much better predictor of student 
academic performance than objective professor characteristics such as rank. 
This echoes the fi nding of Jacob and Lefgren (2008) that elementary school 
principals can identify eff ective teachers but that observed teacher charac-
teristics tend to explain little about teacher eff ectiveness.

A limitation of this prior research is that it focuses largely on selective 
nonprofi t or public institutions, which are quite diff erent from the nonse-
lective or for- profi t sectors that constitute a large and growing share of the 

1. Much of this evidence is reviewed in Ehrenberg (2012).
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postsecondary sector. It is in these settings with many contingent faculty 
and institutions whose primary purpose is instruction (rather than, say, 
research) where productivity- driven personnel policies could theoretically 
be adapted. Students at these types of institutions also have lower rates of 
degree completion, so facilitating these students’ success is thus a particu-
larly important policy goal. The one prior study examining a setting similar 
to ours (Bettinger et al.’s 2014 study of DeVry University) focuses on diff er-
ences in student performance between online and in- person formats, with 
very little attention paid to instructors. The simultaneous consideration of 
multiple outcomes and the exploration of how eff ectiveness varies with sal-
ary and teaching experience is also novel in the postsecondary literature.

7.2.2  Context: College Algebra at the University of Phoenix

We study teacher eff ectiveness in the context of the University of Phoenix, 
a large for- profi t university that off ers both online and face- to- face (FTF) 
courses. The UPX off ers a range of programs, including associate in arts 
(AA), BA, and graduate degrees, while also off ering à la carte courses. We 
focus on core mathematics courses, MTH208 and MTH209 (College Math-
ematics I and II), which are a requirement for most BA programs.

Below we describe these courses, the process through which instructors 
are hired and evaluated, and the mechanism through which students are 
allocated to instructors.2 As highlighted above, the context of both the insti-
tution and the coursework does not translate to all sectors of higher educa-
tion: the faculty body is largely contingent and employed part time, and 
admissions are nonselective.

7.2.2.1 MTH208 and MTH209

BA- level courses at UPX are typically fi ve weeks in duration, and students 
take one course at a time (sequentially), in contrast to the typical structure 
at most universities. The MTH208 curriculum focuses on setting up alge-
braic equations and solving single and two- variable linear equations and 
inequalities. Additionally, the coursework focuses on relating equations to 
real- world applications, generating graphs, and using exponents. MTH209 
is considered a logical follow- up course, focusing on more complicated non-
linear equations and functions. Students in our sample take MTH208 after 
completing about eight other courses, so enrollment in the math course 
sequence does signify a higher level of commitment to the degree program 
than students in the most entry- level courses. However, many students strug-
gle in these introductory math courses, and the courses are regarded by UPX 
staff  as an important obstacle to obtaining a BA for many students.

Students can take these courses online or in person. In the FTF sections, 

2. This description draws on numerous conversations between the research team and indi-
viduals at the University of Phoenix.
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students attend 4 hours of standard in- class lectures per week, typically held 
on a single day in the evening. In addition, students are required to work 
with peers roughly 4 hours per week on what is known as “learning team” 
modules. Students are then expected to spend 16 additional hours per week 
outside of  class reading material, working on assignments, and studying 
for exams.3

Online courses are asynchronous, which means that a set of course mate-
rials is provided through the online learning platform, and instructors pro-
vide guidance and feedback through online discussion forums and redirect 
students to relevant materials when necessary. There is no synchronous or 
face- to- face interaction with faculty in the traditional sense, but students 
are required to actively participate in online discussions by substantively 
posting six to eight times per week over three to four days. One instructor 
defi ned a substantive post as having substantial math content: “Substantial 
math content means you are discussing math concepts and problems. A sub-
stantive math post will have at least one math problem in it. Simply talking 
‘around’ the topic (such as, ‘I have trouble with the negative signs’ or ‘I need 
to remember to switch the signs when I divide by a negative coeffi  cient’) will 
not be considered substantive” (Morris 2016). Online participation is the 
equivalent of 4 hours of classes for the FTF sections.4

There are diff erences between the two course modes in terms of curricu-
lum and grading fl exibility. Both courses have standardized course curricula, 
assignments, and tests that are made available to the instructors. Grading for 
these components is performed automatically through the course software. 
However, FTF instructors sometimes provide students with their own learn-
ing tools, administer extra exams and homework, or add other components 
that are not part of the standard curriculum. In contrast, online instructors 
mainly take the course materials and software as given, and interaction with 
students for these teachers is mainly limited to the online discussion forum. 
In both online and FTF courses, teachers are able to choose the weights 
they assign to specifi c course components for the fi nal grade. As discussed 
below, for this reason, we also use student performance on the fi nal exam 
as an outcome measure.

7.2.2.2 Hiring and Allocation of Instructors

The hiring and onboarding process of  teachers is managed and con-
trolled by a central hiring committee hosted at the Phoenix, Arizona, cam-
pus, though much input comes from local staff  at ground campuses. First, 

3. There have been recent reductions in the use of learning team interactions in the past two 
years, but these changes occurred after our analysis sample.

4. The posting requirements actually changed over time. For the majority of the time of 
the study, the requirement was four days a week with two substantive posts per day (i.e., eight 
posts). In the past several years, it went to six times per week on at least three days (eff ectively 
allowing for two single post days).
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this committee checks whether a new candidate has an appropriate degree.5 
Second, qualifi ed candidates must pass a fi ve- week standardized training 
course. This includes a mock lecture for FTF instructors and a mock online 
session for online instructors. Finally, an evaluator sits in on the fi rst class 
or follows the online course to ensure the instructor performs according to 
university standards. Salaries are relatively fi xed but do vary somewhat with 
respect to degree and tenure.6 We should note that the actual hiring process 
for instructors may deviate from this description for certain campuses or in 
time periods when positions are particularly diffi  cult to fi ll.

The allocation of instructors to classes is essentially random for online 
classes. About 60 MTH208 sections are started weekly, and the roster is 
only made available to students two or three days before the course starts, at 
which point students are typically enrolled. The only way to sidestep these 
teacher assignments is by dropping the course altogether and enrolling in 
a subsequent week. This diff ers from most settings in other higher educa-
tion institutions, where students have more discretion over what section to 
attend. For FTF sections, the assignment works diff erently, since most cam-
puses are too small to have diff erent sections concurrently, and students may 
need to wait for a few months if  they decide to take the next MTH208 section 
at that campus. While this limits the ability of students to shop around for 
a better teacher, the assignment of students to these sections is likely to be 
less random than for online sections. For this reason, we rely on value- added 
models that control for a host of student- specifi c characteristics that may 
correlate with both instructor and student course performance.

7.2.2.3 Evaluation and Retention of Instructors

The UPX has in place three main evaluation tools to keep track of the 
performance of instructors. First, instructors need to take a yearly refresher 
course on teaching methods, and an evaluator will typically sit in or fol-
low an online section every year to ensure the quality of the instructor still 
meets the university’s requirements. Second, there is an in- house data ana-
lytics team that tracks key performance parameters. These include average 
response time to questions asked through the online platform or indicators 
that students in sections are systematically getting too high (or too low) 
overall grades. For instance, if  instructors consistently give every student in a 
section high grades, this will raise a fl ag, and the validity of these grades will 

5. For MTH208 sections, for instance, a minimum requirement might be having a master’s 
degree in mathematics or a master’s degree in biology, engineering, or similar coursework along 
with a minimum number of credits in advanced mathematics courses and teaching experience 
in mathematics.

6. For instance, all else being equal, an instructor with a PhD can expect a higher salary than 
an instructor with a master’s degree. Additionally, tenure in this context refers to the date of 
fi rst hire at the University of Phoenix. Salary diff erences are larger among new instructors and 
tend to diminish at higher levels of experience.
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be verifi ed. Finally, additional evaluations can be triggered if  students fi le 
complaints about instructor performance. If  these evaluation channels show 
the instructor has not met the standards of the university, the instructor 
receives a warning. Instructors who have received a warning are followed up 
more closely in subsequent courses. If  the instructor’s performance does not 
improve, the university will not hire the person back for subsequent courses.

7.3  Data

We investigate variation in instructor eff ectiveness using data drawn from 
administrative UPX records. This section describes these records, the sample 
selection, and descriptive statistics. While the data we analyze has very rich 
information about the experiences of students and instructors while at the 
UPX, information on outside activities is limited.

7.3.1  Data Sources

We analyze university administrative records covering all students and 
teachers who have taken or taught MTH208 at least once between July 
2000 and July 2014. The raw data contain information on 2,343 instructors 
who taught 34,725 sections of MTH208 with a total of 396,038 student- 
section observations. For all of these instructors and students, we obtain the 
full teaching and course- taking history back to 2000.7 Our analysis spans 
84 campuses (plus the online campus). There is typically one campus per 
city, but some larger metropolitan areas have multiple physical locations 
(branches) at which courses are off ered.8

7.3.1.1 Instructors

We draw on three information sources for instructor- level characteristics. 
A fi rst data set provides the full teaching history of instructors who have ever 
taught MTH208, covering 190,066 class sections. Information includes the 
campus and location of instruction, subject, number of credits, and start 
date and end date of the section.

For each instructor-section observation, we calculate the instructor’s 
teaching load for the current year as well as the number of sections he or 
she had taught in the past separately for MTH208 and other courses. This 
allows us to construct a variety of diff erent experience measures, which we 
use in the analysis below. As the teaching history is censored before the year 
2000, we only calculate the cumulative experience profi le for instructors 
hired in the year 2000 or later.

7. The administrative records are not available before 2000 because of information infra-
structure diff erences, leading to incomplete teaching and course- taking spells for professors 
and students, respectively.

8. There are more than 200 physical locations (branches) corresponding to these 84 campuses.
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The second data set contains self- reported information on ethnicity and 
gender of the instructor, along with complete information on the date of 
fi rst hire, the type of employment (full time or part time), and the zip code 
of residence.9 A unique instructor identifi er allows us to merge this infor-
mation onto the MTH208 sections.10 A third data set contains the salary 
information for the instructor of each section, which can be merged onto 
the MTH208 sections using the unique section identifi er.

7.3.1.2 Students

Student- level information combines four data sources: demographics, 
transcript, assessment, and student end- of- course evaluations. The demo-
graphics data set provides information on the zip code of residence, gender, 
age of the student, program the student is enrolled in, and program start 
and end dates.11 A unique student identifi er number allows us to merge this 
information onto the course- taking history of the student.

Transcript data contains complete course- taking history, including the 
start and end dates of the section, campus of instruction, grade, and number 
of credits. Every section has a unique section identifi er that allows for match-
ing students to instructors. Additionally, student- level information includes 
course completion, course grade, earned credits, and a unique student identi-
fi er that allows for merging onto the student demographics.

For sections from July 2010 to March 2014, or roughly 30 percent of the 
full sample, we have detailed information on student performance sepa-
rately by course assignment or assessment, which includes everything from 
individual homework assignments to group exercises to exams. We use these 
data to obtain a fi nal exam score for each student when available. Because 
the data do not have a single, clear code for fi nal exam component across 
all sections and instructors have the discretion to add additional fi nal exam 
components, we use a decision rule to identify the “best” exam score for each 
student based on the text description of the assessment object. Approxi-
mately 11 percent of  observations have a single score clearly tied to the 
common computer- administered fi nal assessment, 77 percent have a single 
assessment for a fi nal exam (but we cannot be certain it is from the standard-
ized online system), and the remainder have fi nal exam assessments that are 
a little more ambiguous. Discussions with UPX personnel indicated that the 
vast majority of instructors use the online standardized assessment tool with 

9. This instructor data set also contains information on birth year and military affi  liation, 
though these variables have high nonresponse rates and are therefore not used for the analysis.

10. The instructor identifi er is, in principle, unique. It is possible, however, that an instructor 
shows up under two diff erent identifi ers if  the instructor leaves the university and then returns 
after a long time. While this is a possibility, UPX administrators considered this unlikely to be 
a pervasive issue in their records.

11. Similar to the instructor data set, demographic data are self- reported. While information 
on gender and age is missing for less than 1 percent of the sample, information on ethnicity, 
veteran status, and transfer credits exhibit much larger nonresponse rates and are therefore 
not used for the analysis.
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no customization, but unfortunately this is not recorded in the administra-
tive data. Nonetheless, results excluding this latter group are quite similar 
to analysis with the full sample. Our approach is outlined in Appendix B.

While the analysis focuses on course grades and fi nal test scores, it also 
considers future performance measures, such as grades and cumulative grade 
point average earned in the 180 or 365 days following the MTH208 section 
of interest. Given the linear, one- by- one nature of the coursework, these 
measures capture the eff ect instructors have on moving students toward 
obtaining a fi nal degree.

Finally, for sections taught between March 2010 and July 2014, we 
obtained student end- of- course evaluations. Students are asked whether 
they would recommend the instructor on a 10- point scale. Recommenda-
tion scores of 8 or above are considered “good” and are the primary way the 
evaluations are used by the University of Phoenix administration. We follow 
this practice and use a binary indicator for whether the recommendation 
score is at least 8 as our primary evaluation measure. End- of- course evalu-
ations are optional for students, so they have a relatively low response rate. 
Only 37 percent of students provide a course evaluation score for MTH208, 
which is less than half  of the students who have a fi nal exam test score for 
MTH208. While nonrandom missing evaluations could create bias in our 
estimates of teacher eff ectiveness, this bias is also present in the evaluations 
as used by the institution. Our goal is to see how evaluations as currently used 
in practice correlate with more objective measures of teacher eff ectiveness.

7.3.1.3 Census Data

In addition to the UPX administrative school records, we use several cen-
sus data resources to get additional variables capturing the characteristics 
of students’ residential neighborhoods. In particular, we obtain the unem-
ployment rate, the median family income, the percentage of family below 
the poverty line, and the percentage with a bachelor degree or higher of 
students’ home zip code from the 2004–7 fi ve- year American Community 
Survey (ACS) fi les.

7.3.2  Sample Selection

Starting from the raw data, we apply several restrictions to obtain the 
primary analysis sample. We restrict our analysis to the 33,200 MTH208 
sections that started between January 2001 and July 2014. We then drop all 
students with missing data for the fi nal grade or unusual grades (0.1 percent 
of students) as well as students who do not show up in the student demo-
graphics fi le (0.3 percent of remaining students).12 We then drop all canceled 
sections (0.02 percent of the sections), sections with fewer than fi ve enrolled 

12. We keep students with grades A–F, I/A–I/F (incomplete A–F), or W (withdraw). Roughly 
0.1 percent of scores are missing or not A–F or I/A–I/F (incomplete), and we drop these. These 
grades include AU (audit), I (incomplete), IP, IX, OC, ON, P, QC, and missing values.
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students who had nonmissing fi nal grades and did not withdraw from the 
course (11.4 percent of the remaining sections), and sections for which the 
instructor is paid less than $300 (5.2 percent of  remaining sections). We 
believe the fi nal two restrictions exclude sections that were not actual courses 
but rather independent studies of some sort. We also drop sections for which 
the instructor does not show up in the teacher demographics fi le, which is 
3.5 percent of the remaining sections.

To calculate instructor experience, we use an instructor- section panel that 
drops observations where there is no salary information (about 3 percent of 
sections), where the section was canceled (0.04 percent), with fewer than fi ve 
students (21.7 percent of the remaining sections), or for which the instructor 
is paid less than $300 (8.6 percent of the remaining sections). As above, these 
fi nal two restrictions are meant to exclude independent- study- type courses 
or other unusual courses that may enter diff erently into the teacher- human 
capital function.13 We then calculate several experience measures based on 
this sample. We calculate measures of experience, such as the number of 
courses taught in the previous calendar year and total cumulative experience 
in MTH208 specifi cally and in other categories of  classes. The complete 
cumulative experience measures are only fully available for instructors who 
were hired after 2000, since the teaching history is not available in prior 
years.

Finally, we drop data from nine campuses because none of the instruc-
tors we observe in these campuses ever taught in another physical campus 
or online. As discussed below, in order to separately identify campus and 
instructor fi xed eff ects, each campus must have at least one instructor who 
has taught in a diff erent location. Fortunately, these nine campuses repre-
sent only 2 percent of the remaining sections and 4 percent of remaining 
instructors.

The fi nal analysis sample consists of 339,844 students in 26,384 sections 
taught by 2,243 unique instructors. The subsample for which fi nal exam data 
are available includes 94,745 students in 7,232 MTH208 sections taught by 
1,198 unique instructors. We calculate various student characteristics from 
the transcript data, including cumulative grade point average and cumulative 
credits earned prior to enrolling in MTH208, as well as future performance 
measures. In the rare case of missing single- student demographic variables, 
we set missing to zero and include an indicator variable for missing.

7.3.3  Descriptive Statistics

We report key descriptive statistics for the fi nal analysis sample, span-
ning January 2001 to July 2014, in table 7.1. We report these statistics for 

13. There are three instructors who are fi rst employed part- time and then employed full- time. 
As the part- time spells are longer than the full- time spells, we use the part- time demograph-
ics only. This restriction only impacts the employment type and date of fi rst hire, as the other 
demographics are the same for the two employment spells for all three instructors.
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all sections and for FTF and online sections separately. Table 7.1a reports 
section and instructor characteristics for the 26,384 MTH208 sections, while 
table 7.1b reports student background characteristics and student perfor-
mance measures. About half  of all sections are taught online, and instruc-
tors are paid about $950 for teaching a course, regardless of the instruction 
mode.14 Instructors are majority white and male and have been at the uni-
versity just under fi ve years.15 They typically have taught more than 40 total 
course sections since joining the faculty, of which 15 were MTH208 and 10 
were MTH209. Instructors teaching online sections tend to specialize more 
in teaching MTH208 compared to their counterparts teaching FTF sections. 
Class size is about 13 students and is slightly larger for FTF than online sec-
tions. Tables 7.A1a and 7.A1b in Appendix A report descriptive statistics for 
the sample for which test scores are available (July 2010–March 2014). The 

14. The earnings measures are defl ated using the national CPI. For each year, the CPI in 
April was used, with April 2001 as the base.

15. Though omitted from the table, nearly 100 percent of instructors are part time.

Table 7.1a Descriptive statistics for sections and instructors (full sample)

All sections 
(n = 26,384)

Face- to- face 
sections 

(n = 13,791)
Online sections 

(n = 12,593)

   Mean  SD  Mean  SD  Mean  SD

Online section 0.477 0.499 0.000 0.000 1.000 0.000
Male 0.735 0.441 0.755 0.430 0.714 0.452
White 0.649 0.477 0.633 0.482 0.664 0.472
Instructor compensation per section ($) 955.14 181.61 949.39 211.45 961.45 141.86
Section- average student age 34.89 3.25 34.33 3.38 35.50 3.00
Section- average share male 0.36 0.17 0.37 0.17 0.35 0.17
Section- average incoming GPA 3.35 0.23 3.34 0.24 3.36 0.21
Section- average incoming credits 22.87 8.39 25.56 8.82 19.93 6.77
Section- average repeat 208 0.11 0.11 0.08 0.10 0.14 0.11
Section- average number times taken 208 1.11 0.13 1.09 0.11 1.14 0.14
Section- average time since program start 

(years) 1.15 0.50 1.20 0.52 1.09 0.47
Section enrollment 12.88 4.40 13.98 5.38 11.68 2.48
Years since fi rst hire 4.783 4.281 5.005 4.811 4.539 3.597
Years since fi rst hire > 1 0.830 0.376 0.804 0.397 0.858 0.349
Total MTH208 sections taught prior to 

this section 15.310 16.792 11.038 13.132 19.988 18.975
Ever taught MTH208 prior to this section 0.920 0.272 0.888 0.316 0.955 0.208
Total sections instructor taught prior to 

this section 43.213 51.854 46.501 61.163 39.611 38.886
Total MTH209 sections taught prior to 

this section 9.871 12.915 10.690 13.170 8.975 12.569
Ever taught MTH209 prior to this section 0.776  0.417  0.873  0.333  0.670  0.470
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Table 7.1b Descriptive statistics for students (full sample)

All sections 
(n = 339,844)

Face- to- face 
sections 

(n = 192,747)
Online sections 
(n = 147,097)

   Mean  SD  Mean  SD  Mean  SD

Male 0.359 0.480 0.373 0.484 0.341 0.474
Age 34.816 9.097 34.264 9.127 35.538 9.008
Baseline GPA (0–4) 3.348 0.538 3.348 0.518 3.347 0.563
Credits earned prior to start of MTH208 23.386 18.363 25.714 18.451 20.337 17.791
Took MTH208 before 0.104 0.306 0.077 0.267 0.140 0.347
Number of times MTH208 taken 1.109 0.385 1.084 0.325 1.142 0.448
BS (general studies) 0.211 0.408 0.208 0.406 0.214 0.410
BS in nursing 0.050 0.217 0.026 0.159 0.081 0.272
BS in accounting 0.003 0.057 0.002 0.045 0.005 0.069
BS in business 0.503 0.500 0.587 0.492 0.393 0.488
BS in criminal justice administration 0.035 0.183 0.047 0.213 0.018 0.133
BS in education 0.022 0.145 0.013 0.112 0.033 0.179
BS in health administration 0.034 0.182 0.034 0.181 0.034 0.182
BS in human services 0.033 0.179 0.023 0.150 0.046 0.210
BS in information technology 0.028 0.166 0.027 0.162 0.030 0.172
BS in management 0.041 0.199 0.022 0.148 0.066 0.248
Nondegree program 0.014 0.117 0.002 0.042 0.030 0.169
BS in other program 0.015 0.122 0.009 0.092 0.024 0.152
Time since program start date (years) 1.160 1.399 1.203 1.334 1.105 1.478
Grade in Math 208 2.457 1.395 2.534 1.333 2.355 1.467
A / A– 0.319 0.466 0.323 0.468 0.314 0.464
B+ / B / B– 0.268 0.443 0.275 0.446 0.258 0.438
C+ / C / C– 0.174 0.379 0.192 0.394 0.151 0.358
D+ / D / D– 0.073 0.260 0.077 0.267 0.066 0.249
F 0.045 0.207 0.038 0.191 0.054 0.226
Withdrawn 0.122 0.327 0.095 0.293 0.156 0.363
Passed MTH208 0.834 0.372 0.867 0.340 0.790 0.407
MTH208 fi nal exam score available 0.243 0.429 0.282 0.450 0.191 0.393
MTH208 fi nal exam % correct (if  available) 0.708 0.241 0.697 0.246 0.729 0.230
Took MTH209 0.755 0.430 0.824 0.380 0.664 0.472
Grade in MTH209 (if  took it) 2.620 1.246 2.714 1.160 2.464 1.363
A / A– 0.318 0.466 0.328 0.470 0.300 0.458
B+ / B / B– 0.294 0.456 0.304 0.460 0.279 0.449
C+ / C / C– 0.201 0.401 0.217 0.412 0.174 0.379
D+ / D / D– 0.074 0.261 0.074 0.262 0.073 0.260
F 0.032 0.176 0.021 0.145 0.049 0.215
Withdrawn 0.068 0.251 0.046 0.209 0.104 0.305
MTH209 fi nal exam score available 0.200 0.400 0.249 0.433 0.136 0.342
MTH209 fi nal exam % correct (if  available) 0.691 0.246 0.690 0.245 0.693 0.250
Credits earned in following 6 months 10.461 5.315 11.401 5.053 9.230 5.397
Have course evaluation 0.117 0.321 0.118 0.323 0.115 0.320
Course evaluation: Recommend instructor 

(if  available)  0.658  0.474  0.693  0.461  0.610  0.488
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test score sample is quite similar to the full sample, though the instructors 
are typically more experienced.

Table 7.1b provides an overview of student characteristics and perfor-
mance. The students enrolled in these sections tend to be female and are 
around 35 years old, and they typically have taken 23 credits with a grade 
point average (GPA) of 3.35 prior to beginning MTH208. Students in online 
sections tend to have earned somewhat fewer credits than their counterparts 
in FTF sections and are more likely to have taken MTH208 before. Most 
students, in both FTF and online sections, are enrolled in a business or 
general studies program.

Students across both modes of  instruction are equally likely to earn a 
grade of A (about 32 percent) or B (about 27 percent) and have similar fi nal 
exam scores (70 percent) when available. Consistent with prior work, online 
students are more likely to withdraw from and less likely to pass MTH208 
than students in FTF sections. In terms of student performance after tak-
ing MTH208, we fi nd that FTF students are more likely to go on and take 
MTH209.16 Students earn about 10.5 credits in the six months following 
the MTH208 section, with a 2- credit gap between FTF and online students. 
Participation in end- of- course evaluations is similar across formats, though 
FTF students generally report a greater level of instructor satisfaction.

7.4  Empirical Approach

Our main aim is to characterize the variation in student performance 
across instructors teaching the same courses. Consider the standard “value- 
added” model of student achievement given in equation (1):

(1) Yijkt = 1Xi + 2Zjkt + t + c + k + eijkt,

where Yijkt is the outcome of student i in section j taught by instructor k 
during term t. The set of parameters θk quantify the contribution of instruc-
tor k to the performance of their students above and beyond what could 
be predicted by observed characteristics of the student (Xi), course section 
(Zjkt), campus (δc), or time period ( t). The variance of θk across instructors 
measures the dispersion of instructor quality and is our primary param-
eter of interest. We are particularly interested in how the distribution of θk 
varies across outcomes and formats and how eff ectiveness covaries across 
outcomes.

Estimation of the standard value- added model in equation (1) must con-
front three key issues. First, nonrandom assignment of students to instruc-
tors or instructors to course sections could bias value- added models. In the 
presence of nonrandom sorting, diff erences in performance across sections 

16. Conditional on taking MTH209, both online and FTF students typically take this class 
about a week after the MTH208 section.
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could be driven by diff erences in student characteristics rather than dif-
ferences in instructor eff ectiveness per se. Second, outcomes should refl ect 
student learning rather than grading leniency or “teaching to the test” of 
instructors. Furthermore, missing outcomes may bias instructor eff ects if  
follow- up information availability is not random. Third, our ability to make 
performance comparisons among instructors across campuses while also 
controlling for cross- campus diff erences in unobserved factors relies on the 
presence of instructors who teach at multiple campuses. We address each 
of these in turn below.

7.4.1  Course and Instructor Assignment

In many education settings, we worry about the nonrandom assignment 
of instructors to sections (and students) creating bias in value- added mea-
sures (Chetty, Friedman, and Rockoff  2014; Rothstein 2009). In general, we 
believe that there is relatively little scope for sorting in our setting. Students 
do not know much about the instructor when they enroll, and instructors 
are only assigned to specifi c sections about two days before the start of the 
course for online sections. Students who have a strong preference with regard 
to the instructor can choose to drop the course once they learn the instruc-
tor’s identity, but this would mean that they would likely have to wait until 
the start of the next session to take the course, at which point they would be 
randomly assigned to a section again. According to UPX administrators, 
there is no sorting at all in online courses, which is plausible given the very 
limited interaction students will have with instructors in the initial meetings 
of the course. UPX administrators admit the possibility of some sorting in 
FTF courses but believe this is likely minimal.

To explore the extent of sorting, we conduct two types of tests. First, we 
test whether observable instructor characteristics correlate with the observ-
able characteristics of students in a section. To do so, we regress mean stu-
dent characteristics on instructor characteristics, where each observation 
is a course section.17 Table 7.2 reports the estimates from three regression 
models that diff er in terms of the type of fi xed eff ects that are included. Once 
we include campus fi xed eff ects, there are very few systematic correlations 
between student and instructor characteristics, and any signifi cant relation-
ships are economically insignifi cant. To take one example, consider incom-
ing student GPA, which is the single biggest predictor of student success in 
MTH208. Whether the instructor was hired in the last year is statistically 
signifi cantly related to incoming student GPA once campus fi xed eff ects are 
included, yet this diff erence is only 0.012 grade points, or 0.3 percent of the 

17. An alternate approach would be to regress each student characteristic on a full set of 
course section dummies along with campus (or campus- year) fi xed eff ects and test whether the 
dummies are jointly equal to zero. This is equivalent to jointly testing the equality of the means 
of the characteristics across class sections.
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sample mean. Similar patterns are seen for all other observable student and 
instructor characteristics we examine. Furthermore, this pattern attenuates 
further when campus- year fi xed eff ects are included. In results not reported 
here but available upon request, we continue to fi nd no signifi cant relation-
ship between instructor and student characteristics for subsamples limited 
to only online sections and to sections with fi nal exam scores.

In addition, we follow the procedure utilized by Carrell and West (2010) to 
test whether the distribution of student characteristics across sections is similar 
to what you would get from random assignment within campus and time. In a 
fi rst step, we take the pool of students in a campus- year cell, randomly draw 
sections of diff erent sizes (based on the actual distribution), and compute the 
statistic of interest for these random sections. Similar to test 1, the statistics 
of interest are average age, fraction male, average prior credits, and average 
prior GPA. By construction, the resulting distribution of these section- level 
characteristics is obtained under random assignment of students to sections. 
In a second step, we take each actual section and compare the actual stu-
dent average of each baseline characteristic to the counterfactual distribu-
tion for the relevant campus- year combination by calculating the p- value. For 
instance, we take a section, compute the average age, and compute the fraction 
of counterfactual sections with values smaller than the actual value. For each 
campus- year combination, we therefore obtain a number of p- values equal 
to the number of sections held at that campus- year combination. In a fi nal 
step, we test for random assignment by testing the null hypothesis that these 
p- values are uniformly distributed. Intuitively, we are equally likely to draw 
any percentile under random assignment, which should result in these p- values 
having a uniform distribution. If, for instance, we have systematic sorting of 
students according to age, we would fi nd we are more likely to fi nd low and 
high percentiles, and the p- values would not exhibit a uniform distribution.

Similar to Carrell and West (2010), we test the uniformity of these p- values 
using the chi- square goodness- of- fi t test and a Kolmogorov- Smirnov test 
with a 5 percent signifi cance level. We draw counterfactual distributions 
at the campus- year level, leading to 763 tests of the null hypothesis of uni-
formity of the p- values. We fi nd that the null hypothesis is rejected in 56 
cases using the chi- square goodness- of- fi t test and in 51 cases using the 
Kolmogorov- Smirnov test, which is about 6 to 7 percent. Given that the 
signifi cance level of these tests was 5 percent, we conclude that these tests do 
not reject the null hypothesis of random assignment of students to sections 
for these specifi c observables.

7.4.2  Outcomes

Unlike the elementary and secondary setting, in which teacher eff ective-
ness has been studied extensively using standardized test scores, appropriate 
outcomes are more diffi  cult to identify in the higher education context. Our 
unique setting, however, allows us to use a standardized testing framework 
in a higher education institution. Following prior studies in the literature, 
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we examine not only contemporaneous course performance as measured by 
students’ course grades but also enrollment and performance (measured by 
grades) in subsequent courses in the same subject.

An important limitation of grades as a measure of course performance is 
that they refl ect, at least in part, diff erent grading practices. This may be par-
ticularly worrisome in the context of FTF courses at the UPX because many 
students have the same instructor for MTH208 and MTH209. Thus lenient 
or subjective grading practices in MTH208 may be correlated with the same 
practices in MTH209, meaning that the MTH209 grade is not an objective 
measure of long- run learning from MTH208. For a subset of our sample, 
we are able to examine student performance on the fi nal examination for 
MTH208 and/or MTH209. It also is informative to compare test- based 
measures to grade- based measures simply because the grade- based measures 
are easier for the universities to implement. It is informative to know how far 
using course grades deviates from the more “objective” measures. In order to 
maximize sample coverage, we fi rst look at course grades and credits earned 
but then also look at fi nal exam scores (for a smaller sample).

A practical challenge with both grade and test- score outcomes is that 
they may not be observed for students who do not persist to the fi nal exam 
in MTH208 or who do not enroll in MTH209. Our main analysis imputes 
values for these outcomes where missing, though we also assess the conse-
quences of this imputation. Our preferred method assumes that students 
who chose not to enroll in MTH209 would have received a failing grade, and 
those without test scores would have received a score at the 10th percentile 
of the test score distribution from their MTH208 class. Generally, results 
are not sensitive to the imputation method used. We also look directly at 
the likelihood of enrolling in MTH209 or of having nonmissing fi nal exam 
scores as outcomes.

Persistence is less susceptible to these concerns. Given that roughly one- 
quarter of the sample either withdraw or fail MTH208 and an equal fraction 
fails to take MTH209 at any point, it is interesting to look at whether students 
eventually take MTH209 as an outcome. The number of credits accumulated 
in the six months following MTH208 is another outcome we examine that 
is also less susceptible to instructor leniency and missing value concerns.

7.4.3  Cross- campus Comparisons

A third challenge in estimating instructor eff ectiveness is that unobserv-
able diff erences among students across campuses may confound instruc-
tor diff erences. This is the rationale for controlling for campus fi xed eff ects 
in equation (1). But separately identifying campus and instructor eff ects 
requires that a set of instructors teach at multiple campuses.18 For example, 

18. Including fi xed eff ects for each of the 200 physical locations requires instructors who 
teach at multiple locations within each campus. Within- campus switching is more common 
than cross- campus switching, and thus location fi xed eff ects are only slightly more challenging 
to implement than campus fi xed eff ects.
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if  an instructor’s students do particularly well, it is impossible to say whether 
this refl ects the contribution of the instructor herself  or unobserved campus 
phenomena, such as the campus- specifi c facilities or student peers. Observ-
ing instructors across multiple campuses permits the separation of these 
two phenomena and permits instructors across campuses to be ranked on 
a common scale. This is analogous to the concern in studies that attempt 
to simultaneously estimate fi rm and worker eff ects as well as the literature 
that measures teacher value added at the K–12 level. Most prior work on 
postsecondary instructors has focused on single campus locations and thus 
has not confronted the cross- campus comparison problem.

The existence of the online courses and the fact that a sizeable fraction 
of  instructors teach both online and at a physical campus, provides the 
“connectedness” that allows us to separately identify campus and instructor 
eff ects. Appendix table 7.A2 reports the degree of “switching” that exists 
across campuses in our data. About 8 percent of the exclusively FTF instruc-
tors teach at more than one campus, and about 21 percent of the online 
instructors also teach at an FTF campus.

7.4.4  Implementation

We implement our analysis with a two- step procedure. In the fi rst step, 
we estimate the standard value- added model in (1) with ordinary least 
squares including a host of student characteristics, campus fi xed eff ects, and 
instructor fi xed eff ects (θk). Including θk’s as fi xed eff ects permits correlation 
between θk’s and X characteristics (including campus fi xed eff ects [FEs]), 
generating estimates of 1, 2 , t , and c that are purged of any nonrandom 
sorting by instructors (Chetty, Friedman, and Rockoff  2014). However, the 
estimated k’s are noisy, so their variance would be an inaccurate estimate of 
the true variance of the instructor eff ects. We then construct mean section- 
level residuals for each outcome:

(2) Yjkt = i j(Yijkt 1Xi 2Zjkt t c)

The section- level residuals Yjkt combine the instructor eff ects (θk) with any 
non- mean- zero unobserved determinants of student performance at the stu-
dent or section levels. Our fully controlled fi rst- stage model includes student 
characteristics (gender, age, incoming GPA, incoming credits, indicator for 
repeat of MTH208, number of times taking MTH208, 12 program dummies, 
years since started program), section averages of these individual character-
istics, student zip code characteristics (unemployment rate, median family 
income, percent of families below poverty line, percent of adults with BA 
degree in zip code, missing zip), and total section enrollment. We control for 
aggregate temporal changes in unobserved student characteristics or grad-
ing standards by including calendar year and month fi xed eff ects. Campus 
fi xed eff ects control for any unobserved diff erences in student characteristics 
across campuses. Since the campus includes several physical locations for 
very large metro areas, as a robustness we replace campus fi xed eff ects with 
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eff ects for the specifi c physical location at which the class is taught. Finally, 
we also examine models with various subsets of these control variables and 
large sets of interactions between them.

In the second step, we use the mean residuals to estimate the variance 
of the instructor eff ects θk as random eff ects with maximum likelihood.19 
For a single outcome, not distinguishing by mode, the model is simply 
Yjkt = k + ejkt . The error term ejkt includes any section- specifi c shocks and 
also any non- mean- zero student- level unobserved characteristics, both of 
which are assumed to be independent across instructors and time. Our pre-
ferred approach stacks outcomes and lets eff ectiveness vary by outcome with 
an unrestricted covariance matrix. For instance, for two outcomes (o = grade 
in MTH208, grade in MTH209), we estimate

(3) Yjkt
o = k

M208(M208ojkt) + k
M209(M209ojkt) + eojkt ,

where M208ojkt and M209ojkt are indicators for MTH208 and MTH209 
outcomes, respectively.20 The key parameters of  interest are SD( k

M208), 
SD( k

M209), and Corr( k
M208, k

M209). The benefi t of  stacking outcomes and 
estimating multiple outcomes simultaneously is that the correlation across 
outcomes is estimated directly. As noted by Carrell and West (2010), the 
estimate of Corr( k

M208, k
M209) from equation (3) will be biased in the presence 

of shocks common to all students in a given MTH208 section if  those shocks 
have a positive correlation across outcomes. For instance, groups of students 
who are high performing in MTH208 (relative to that predicted by covari-
ates) are also likely to do well in MTH209, independent of the MTH208 
instructors’ ability to infl uence MTH209 performance. For this reason, our 
preferred specifi cation also includes section- specifi c shocks (random eff ects 

jkt
M208 and jkt

M209) with an unrestricted covariance matrix:

(4) Yjkt = k
M208(M208ojkt) + k

M209(M209ojkt) + jkt
M208(M208ojkt)

+ jkt
M209(M209ojkt) + ejkt

.

The Corr( jkt
M208, jkt

M209) captures any common shocks in MTH208 that 
carry over into MTH209 performance (regardless of  instructor), such as 
unobserved student characteristics or similarities of environment between 
the classes (such as the same peers). The distribution of k

M208 and k
M209 is still 

estimated by systematic diff erences in student performance across sections 
taught by the same instructor, but now the correlation between these two 
eff ects nets out what would be expected simply due to the fact that individual 

19. Second- stage models are estimated with maximum likelihood using Stata’s “mixed” com-
mand. To ensure that estimated variances are positive, this routine estimates the log of the stan-
dard deviation of random eff ects as the unknown parameter during maximization. Standard 
errors of this transformed parameter are computed using the inverse of the numerical Hessian 
and then converted back to standard deviation units.

20. All models also include a constant and an indicator for one of the outcomes to adjust 
for mean diff erences in residuals across outcomes, which is most relevant when we estimate the 
model separately by mode of instruction.
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students’ performance in the two courses is likely to be correlated. Note 
that since the instructor and section eff ects are random eff ects (rather than 
fi xed), their distributions are separately identifi ed. Including section- specifi c 
random eff ects has no bearing on the instructor eff ects but does impact the 
estimated correlation between contemporary and follow- up course eff ective-
ness. Analogous models are estimated separately by mode of instruction.

7.5  Results on Instructor Eff ectiveness

7.5.1  Main Results for Course Grades and Final Exam Scores

Table 7.3 reports our main estimates of the variances and correlations of 
MTH208 instructor eff ects for both grade and test score outcomes overall 
and separately by mode of instruction. This base model includes our full set 
of student and section controls in the fi rst stage in addition to campus fi xed 
eff ects. The odd columns report results without correlated section eff ects.

For the full sample, a one- standard- deviation increase in MTH208 
instructor quality is associated with a 0.30 and 0.20 standard deviation 
increase in student course grades in MTH208 and MTH209, respectively. 
In course grade points, this is a little larger than one grade step (going from 
a B to a B+). Thus MTH208 instructors substantially aff ect student achieve-
ment in both the introductory and follow- on math courses. These estimates 
are statistically signifi cant and quite a bit larger than eff ects found in prior 
research in postsecondary (e.g., Carrell and West 2010) and elementary 
schools (Kane, Rockoff , and Staiger 2008). In section 7.7, we return to the 
institutional and contextual diff erences between our study and these that 
may explain these diff erences.

We also fi nd that instructor eff ects in MTH208 and MTH209 are highly 
positively correlated (correlation coeffi  cient = 0.70). Including section- 
specifi c shocks that correlate across outcomes reduces (to 0.60) but does 
not eliminate this positive correlation. This tells us that MTH208 instructors 
who successfully raise student performance in MTH208 also raise perfor-
mance in follow- on courses. Thus we do not observe the same negative trade- 
off  between contemporaneous student performance and “deep learning” 
highlighted by Carrell and West (2010).

Columns (4) and (6) split the full sample by whether the MTH208 section 
was held at a ground campus (face- to- face) or the online campus. Though 
slightly more than half  of the sections are held at ground campuses, they 
make up three- quarters of the instructors in the full sample. The assignment 
of students to online sections is de facto randomized, while results from 
ground sections are more generalizable to nonselective two-  and four- year 
institutions and community colleges. Instructor quality is slightly more vari-
able at ground campuses than online (0.31 SD vs. 0.24 SD for MTH208) 
but with a much larger diff erence by format when measuring follow- on 
course performance (0.24 SD vs. 0.04 SD). There are a number of reasons 
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that online instructors may have less variation in quality than face- to- face 
instructors. First, ground instructors have more discretion over course deliv-
ery and are more likely to modify the curriculum. Ground instructors also 
have more direct interaction with students. Both of these factors may mag-
nify diff erences in their eff ectiveness in a ground setting. Second, personnel 
management is centralized for online sections, while many aspects of hiring, 
evaluation, and instructor training are done by individual campuses for 
ground sections. Finally, since faculty are not randomly assigned to section 
formats (FTF vs. online), variance diff erences across formats could refl ect 
diff erences in instructor characteristics. For instance, if  teaching experience 
relates to eff ectiveness and ground campuses have a greater variance of 
instructor experience, then this will be refl ected in the variance of instruc-
tor quality. Furthermore, if  there is less nonrandom sorting of students to 
instructors (conditional on our extensive control variables) in online sections 
than in ground sections, this will infl ate the estimated variance of instructors 
at ground campuses. Interestingly, instructor quality in contemporaneous 
and follow- on course performance is more positively correlated for face- to- 
face sections than for online sections, though estimates for the latter are quite 
imprecise and not terribly robust across specifi cations.

Course grades are problematic as a measure of student achievement to 
the extent that systematic diff erences across instructors refl ect diff erent grad-
ing policies or standards rather than student learning. We address this by 
examining student performance on normalized fi nal course exams.21 Panel 
B of  table 7.3 restricts analysis to sections that start between June 2010 
and March 2014, for which we have such exam scores.22 For FTF sections, 
the variance of instructor eff ects is actually larger when using fi nal exam 
scores rather than course grades: 0.49 compared with 0.31. This is con-
sistent with less- eff ective teachers grading more easily than more- eff ective 
teachers. In contrast, in online sections, the variance of instructor eff ects is 
smaller when using fi nal exam scores, consistent with less- eff ective teach-
ers grading more harshly. Eff ectiveness is also highly positively correlated 
(correlation = 0.61) between contemporaneous and follow- on course exam 
performance. The weak correlation between contemporaneous and follow-
 on course performance for online MTH208 sections is also observed with 
fi nal exam scores (in fact, the point estimate of the correlation is negative), 
though it is imprecisely estimated and generally not robust (in magnitude 
or sign) across alternative specifi cations.

One way to interpret the magnitudes is to compare them to outcome dif-

21. Since exams diff er in maximum point values across sections and for MTH208 and 
MTH209, the outcome is the fraction of points earned (out of the maximum). This fraction 
is then standardized to mean zero and standard deviation one for the individuals with scores 
across the entire sample.

22. Though not shown in the table, estimates for grade outcomes on the restricted sample of 
sections with exam scores are nearly identical to those for the full sample in panel A. Thus any dif-
ferences between panels A and B are due to the outcome diff erences, not the diff erence in sample.
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ferences by student characteristics. On the standardized fi nal exam score, 
for instance, students who are 10 years older score 0.15 SD lower, and a 
one- grade- point diff erence in GPA coming into the class is associated with a 
0.46 SD diff erence in exam scores. So having an instructor who is 1 SD more 
eff ective produces a test score change that is larger than the gap between 
25-  and 35- year- olds and comparable to the performance gap between stu-
dents entering the class with a 3.0 versus a 2.0 GPA. So at least compared 
to these other factors that we know are important—age and prior academic 
success—instructors seem to be a quite important factor in student success.

One candidate explanation for the high positive correlation between instruc-
tor eff ects in contemporaneous and follow- on courses in the FTF setting is 
that many students have the same instructors for MTH208 and MTH209 at 
ground campuses. Fully 81 percent of students in ground sections have the 
same instructor for MTH208 and MTH209, while fewer than 1 percent of 
students taking MTH208 online do. This diff erence in the likelihood of having 
repeat instructors could also possibly explain diff erences between online and 
face- to- face formats. Having the same instructor for both courses could gener-
ate a positive correlation through several diff erent channels. First, instructor- 
specifi c grading practices or tendencies to “teach to the test” that are similar 
in MTH208 and 209 will generate correlated performances across classes that 
do not refl ect true learning gains. Alternatively, instructors teaching both 
courses may do a better job of preparing students for the follow- on course.

To examine this issue, table 7.4 repeats our analysis on the subset of 
MTH208 face- to- face sections where students have little chance of having 
the same instructor for MTH209. We focus on situations where the instructor 
was not teaching any classes or MTH208 again in the next three months and 
where few (< 25 percent) or no students take MTH209 from the same instruc-
tor. While instructor quality may infl uence some students’ choice of MTH209 
instructor, it is unlikely to trump other considerations (such as schedule and 
timing) for all students. Thus we view these subsamples as identifying situa-
tions where students had little ability to have a repeat instructor for other rea-
sons. Though the number of sections is reduced considerably and the included 
instructors are disproportionately low tenure, the estimated instructor eff ects 
exhibit a similar variation as the full sample, for both course grades and exam 
scores. The correlation between MTH208 and MTH209 instructor eff ects 
is reduced substantially for grades and modestly for test scores but remains 
positive and signifi cant for both, even with the most restricted sample.23

7.5.2  Robustness of Grade and Test Score Outcomes

Table 7.5 examines the robustness of our test score results compared to 
diff erent fi rst- stage models. Our preferred fi rst- stage model includes numer-

23. These specifi cations all include correlated section shocks across outcomes, though they 
are not reported in the table. Excluding section shocks makes the instructor eff ects more posi-
tively correlated across outcomes.
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ous student characteristics, section averages of these individual character-
istics, total section enrollment, campus fi xed eff ects, instructor fi xed eff ects, 
calendar year fi xed eff ects, and month fi xed eff ects. Even models with only 
time controls (column 1) exhibit patterns that are qualitatively similar to 
our base model, with substantial instructor quality variation, particularly 
for face- to- face sections. In fact, the extensive controls have little impact on 
estimates of instructor quality, suggesting minimal systematic nonrandom 
sorting of students to instructors based on observed characteristics (and 
possibly unobserved characteristics too). Even including incredibly fl exible 
student- level controls (5) or fi xed eff ects for each physical location of the 
class (6) has minimal impact on our estimates.24 The only consequential 
controls we include are campus fi xed eff ects when combined with instructor 
fi xed eff ects, which increase the estimated variance of instructor eff ects on 
MTH208 and MTH209 exam scores and reduce their correlation. For online 
sections, estimates of instructor eff ects do not change at all across fi rst stage 
specifi cations, but the estimated correlation across current and future course 
outcomes is not robust and is very imprecisely estimated.

Table 7.6 addresses sample selection by assessing the robustness of our 
estimates compared to diff erent ways of imputing missing outcomes, over-
all and separately by instructional mode. For grade outcomes, estimated 
instructor eff ects are quite similar regardless of whether MTH209 grades 
are imputed if  a student does not take MTH209. Our preferred method for 
test scores assumes that students without test scores would have received a 
score at the 10th percentile of the test score distribution from their MTH208 
class. The results are generally quite similar, qualitatively and quantita-
tively, across imputation methods (including no imputation by only using 
test scores for the select sample of students with test scores). These results 
suggest that the substantial diff erences across instructors and the positive 
(overall and for FTF sections) correlation across contemporary and follow-
 up course outcomes is not driven by nonrandom selection of students into 
test score and follow- up course outcomes.

7.5.3  Student Evaluations and Other Outcomes

Though course grades and fi nal exam performance are two objective 
measures of student learning that can be used to assess instructor quality, 
end- of- course student evaluations are the primary mechanism for assessing 
instructor quality at the UPX and most other institutions. At the UPX, 
end- of- course evaluations are optional; fewer than 50 percent of students 
who have an MTH208 fi nal exam score (our proxy for being engaged in the 
course at the end of the class) also have a completed evaluation. Students 
are asked how much they would recommend the instructor to another stu-

24. There are approximately 200 physical locations included in the sample, in contrast to 
the 75 campuses.
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dent on a 1 to 10 scale. Scores equal to 8 or above are considered “good” 
by the university, and we adopt this convention as well, constructing an 
indicator for whether the student rated the instructor at least an 8 on the 
10- point scale. Table 7.7 presents estimates of model 4 with this evaluation 
score included pair- wise along with four diff erent learning outcomes. We 
also include section- specifi c shocks that are permitted to correlate between 
learning and evaluation outcomes. The variance of  these section shocks 
captures section- to- section variability that is not explained by instructors. 
We do not impute evaluation scores when missing, as our goal is to assess 
how well the course evaluation system—as it is currently used—captures 
our more objective measures of instructor eff ectiveness.25

As with learning outcomes, there is substantial variability across instruc-
tors: a one- standard- deviation increase in instructor quality is associated 
with a 0.219 percentage point increase in the fraction of positive student 
evaluations. This variability is smaller, though still large, among online 
instructors and is also comparable to the section- to- section variability 
(0.233). Interestingly, evaluation scores are most positively correlated 
with grades in the current course, suggesting that instructors are rewarded 
(through higher evaluations) for high course grades or that students expe-
riencing temporary positive grade shocks attribute this to their instruc-
tor. Correlations with subsequent course performance and test scores are 
much weaker (and even negative for MTH209 test scores). Collectively, this 
suggests that end- of- course evaluations by students are unlikely to capture 
much of the variation in instructor quality, especially for more distant or 
objective outcomes.

Table 7.8 presents estimates of instructor eff ects for several diff erent out-
comes, for both the full sample and the restricted sample for which test 
scores are available. There is substantial instructor variability in students’ 
likelihood of taking MTH209 and in the number of credits earned in the six 
months following MTH208. Both of these are important indicators of stu-
dents’ longer- term success at the UPX. A one- standard- deviation increase in 
MTH208 instructor quality is associated with a 5 percentage point increase 
in the likelihood a student enrolls in MTH209 (on a base of 76 percent), 
with the variability twice as large for face- to- face MTH208 sections as it is 
for online ones. A similar increase in instructor quality is associated with a 
0.13 SD increase in the number of credits earned in the six months follow-
ing MTH208, again with face- to- face instructors demonstrating more than 
twice as much variability as those teaching online sections. Total credits 
earned after MTH208 is an important outcome for students and the univer-

25. There is the additional complication that it is not entirely clear how missing evaluations 
should be imputed. In contrast, we are comfortable assuming that students with missing fi nal 
exam scores (because they dropped out) are likely to have received low exam scores had they 
taken the exam.
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sity that is unlikely to be manipulated by individual instructors. In appen-
dix table 7.A3, we report correlations between predicted instructor eff ects 
measured with these diff erent outcomes for the test score sample, overall 
and separately by format.26 Most of the outcomes are positively correlated 
overall and for face- to- face sections. Interestingly, value added measured by 
the likelihood of taking MTH209 after MTH208 is only weakly correlated 
with value added measured by fi nal exam scores. Thus instructors who excel 
in improving student test scores are unlikely to excel at getting their students 
to enroll in the follow- up course.

26. These correlation matrices are formed by predicting the BLUP instructor eff ects for dif-
ferent outcomes one at a time and correlating these using section- level data. It would be more 
effi  cient to estimate all the eff ects and the correlations simultaneously as we did for pairs of 
outcomes (e.g., grades in MTH208 and MTH209 in table 7.3), but these models did not con-
verge. Consequently, these models do not include section- specifi c shocks that correlate across 
outcomes. Thus the correlations reported in table 7.A3 diff er from those in table 7.3. Correla-
tions are quite similar for the full sample.

Table 7.8 Instructor eff ects for alternative outcomes

First- stage model with full controls

Outcome

   Pass MTH208  Take MTH209  Credits earned 6 mos.

Panel A: Full sample
SD (instructor eff ect) overall 0.073 0.051 0.126
(n = 26,384) (.002) (.002) (.004)
SD instructor eff ect FTF 0.080 0.062 0.154
(n = 13,791) (.002) (.002) (.005)
SD instructor eff ect online 0.059 0.031 0.059
(n = 12,593) (.002) (.002) (.004)

Panel B: Test score sample
SD (instructor eff ect) overall 0.072 0.059 0.130
(n = 7,267) (.002) (.003) (.006)
SD instructor eff ect FTF 0.077 0.069 0.150
(n = 4,707) (.003) (.003) (.007)
SD instructor eff ect online 0.056 0.032 0.040
(n = 2,560)  (.004)  (.004)  (.011)

Notes: Random eff ects models are estimated on section- level residuals. First- stage models 
include instructor, campus, year, and month fi xed eff ects in addition to individual controls, 
section average controls, and zip code controls. Residuals are taken with respect to all these 
variables other than instructor fi xed eff ects. Individual controls include male, age, incoming 
GPA, incoming credits, indicator for repeat MTH208, number of times taking MTH208, 12 
program dummies, and years since started program. Section average controls include section 
averages of these same characteristics plus total enrollment in section. Zip controls include the 
unemployment rate, median family income, percent of families below poverty line, and per-
cent of adults with BA degree in zip code from 2004–7 ACS (plus missing zip). Robust stan-
dard errors clustered by instructor in parentheses.

 EBSCOhost - printed on 2/8/2023 8:05 PM via . All use subject to https://www.ebsco.com/terms-of-use
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7.6  Does Eff ectiveness Correlate with Experience and Pay?

Having demonstrated substantial variation in instructor eff ectiveness 
along several dimensions of student success, particularly for face- to- face 
sections, we now consider how teaching experience and pay correlate with 
eff ectiveness. Are more experienced instructors more eff ective? Are more 
eff ective instructors paid more highly? While we do not attempt an exhaus-
tive analysis of these questions, the answers have implications for whether 
instructional resources are used productively and how overall eff ective-
ness could be improved. Teaching experience—both course specifi c and 
general—may be an important factor in instructor performance given 
results found in other contexts (e.g., Cook and Mansfi eld 2014; Ost 2014; 
Papay and Kraft 2015).

For this analysis, we focus on instructors hired since 2002 so that we can 
construct a full history of courses taught across all courses and in MTH208 
specifi cally, not censored by data availability. This results in 18,409 sections 
(5,970 in the test score sample). Our main approach is to regress section- 
level residuals Yjkt on observed instructor experience at the time the section 
was taught:

(5) Yjkt = f (ExpMTH208,t) + k + ejkt,

where f(.) is a fl exible function of experience teaching MTH208. Our pre-
ferred model includes instructor fi xed eff ects, θk, isolating changes in eff ec-
tiveness as individual instructors gain experience. This model controls for 
selection into experience levels based on fi xed instructor characteristics but 
does not control for time- varying factors related to experience and eff ective-
ness. For instance, if  instructors tend to accumulate teaching experience 
when other work commitments are slack, the experience eff ect may be con-
founded with any eff ects of these other work commitments. We also include 
other dimensions of experience, such as the number of sections of MTH209 
and other courses taught. Papay and Kraft (2015) discuss the challenges in 
estimating equation (5) in the traditional K–12 setting given the near collin-
earity between experience and calendar year for almost all teachers. Many of 
these issues are not present in our setting, since the timing of when courses 
are taught and experience is accumulated diff ers dramatically across instruc-
tors. The nonstandard calendar of the UPX thus facilitates the separation 
of experience from time eff ects.

Figures 7.1 and 7.2 present estimates of  equation (5) for a nonpara-
metric version of  f(.), regressing section mean residuals on a full set of 
MTH208 experience dummies (capped at 20) along with year, month, and 
(when noted) instructor fi xed eff ects.27 Figure 7.1 depicts the results for 

27. Approximately one quarter of the sections are taught by instructors who have taught 
MTH208 more than 20 times previously. Nine percent have not previously taught MTH208.
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244    Pieter De Vlieger, Brian Jacob, and Kevin Stange

course grade outcomes. Eff ectiveness increases very modestly the fi rst few 
times instructors teach MTH208, as measured by MTH208 and MTH209 
course grades. Interestingly, including instructor fi xed eff ects stabilizes the 
eff ectiveness- experience profi le, suggesting that less- eff ective instructors are 
more likely to select into having more MTH208 teaching experience. Figure 
7.2 repeats this analysis, but for fi nal exam test scores on the restricted test 
score sample. Estimates are quite imprecise but do suggest modest growth in 

Fig. 7.1 Relationship between instructor eff ectiveness (grades) and 
teaching experience
Notes: Dashed lines denote 95 percent confi dence interval (CI) with standard errors clustered 
by instructor. Section mean residuals are regressed on MTH208 teaching experience (capped 
at 20), instructor fi xed eff ects (bottom row), and year and month fi xed eff ects. Sample re-
stricted to 18,418 sections taught by instructors hired since 2002. First- stage model includes 
full controls (see text).
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MTH208 exam scores as instructors gain experience. Improvement with 
experience is not as clear- cut for MTH209 test score performance.

To gain precision, table 7.9 presents estimates from parametric specifi ca-
tions for f(.) while also including teaching experience in other courses and 
time since hire (in panel C). We fi nd that teaching MTH208 at least one 
time previously is associated with a 0.03 to 0.04 SD increase in eff ectiveness 
(measured by MTH208 grade), but that additional experience improves this 
outcome very little. This holds even after controlling for additional experi-
ence in other subjects. The impact of instructors’ experience on follow- on 
course grades is more modest and gradual. Test score results are much less 
precise but do suggest that instructor eff ectiveness increases with experi-

Fig. 7.1 (cont.)
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ence for fi nal exams in contemporaneous courses and (very modestly) in 
follow- on courses. We fi nd that general experience in other subjects has 
little association with eff ectiveness in MTH208 (not shown). Finally, we 
fi nd no systematic relationship between teaching experience and instructors’ 
impact on the number of credits their students earn subsequent to MTH208. 
Whether the instructor was hired in the past year and the number of years 
since fi rst hire date have no association with most measures of instructor 

Fig. 7.2 Relationship between instructor eff ectiveness (test scores) and teaching ex-
perience
Notes: Dashed lines denote 95 percent CI with standard errors clustered by instructor. Section 
mean residuals are regressed on MTH208 teaching experience (capped at 20), instructor fi xed 
eff ects (bottom row), and year and month fi xed eff ects. Sample restricted to 5,860 sections 
taught by instructors hired since 2002. First- stage model includes full controls (see text).
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eff ectiveness (after controlling for MTH208 experience) but are associated 
with MTH208 test scores.

If pay was commensurate with eff ectiveness, then the substantial variation 
in measured eff ectiveness across instructors would not necessarily translate 
to productivity or effi  ciency diff erences (at least from the institution’s per-
spective). Our discussions with leaders at the UPX suggest that pay is not 
linked to classroom performance in any direct way but rather is tied primar-
ily to tenure and experience. We directly examine correlates of instructor 
salary quantitatively in table 7.10. Consistent with this practice, eff ective-
ness (as measured by section- level mean residuals in MTH209 grades) is 
uncorrelated with pay, both in the cross section and within instructors over 

Fig. 7.2 (cont.)
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Table 7.9 Correlates of instructor eff ectiveness

First- stage model with full controls. All sections, faculty hired since 2002.

Outcome: Section- level mean residual for

MTH208 
grade

MTH209 
grade

MTH208 
test

MTH209 
test

Credits earned 
6 months

   (1)  (2)  (3)  (4)  (5)

A. Linear, only MTH208 experience, instructor FEs
Taught MTH208 

previously
0.0384*** 0.00635 0.0690** 0.0192 –0.0162

(0.0108) (0.0107) (0.0340) (0.0382) (0.0104)
Times taught 

MTH208
0.00004 0.000127 –0.00333 –0.0034 0.00054

(0.0008) (0.0006) (0.0045) (0.0044) (0.0006)

B. Piecewise, only MTH208 experience, instructor FEs
Times taught 

MTH208 = 1
0.0313*** –0.00153 0.0669* 0.0198 0.00050

(0.0121) (0.0123) (0.0363) (0.0424) (0.0121)
Times taught 

MTH208 = 2 to 5
0.0409*** 0.00804 0.0777* 0.045 –0.0195*

(0.0121) (0.0121) (0.0398) (0.0440) (0.0114)
Times taught 

MTH208 = 6 to 10
0.0403*** 0.00798 0.137** –0.000604 –0.005

(0.0156) (0.0145) (0.0541) (0.0563) (0.0140)
Times taught 

MTH208 = 11 to 15
0.0412** 0.00129 0.169** 0.0432 –0.00106

(0.0200) (0.0176) (0.0656) (0.0682) (0.0170)
Times taught 

MTH208 = 16 to 20
0.0397* –0.0087 0.159** 0.0765 0.0171

(0.0235) (0.0195) (0.0792) (0.0810) (0.0191)
Times taught 

MTH208 > 20
0.0348 –0.00467 0.131 0.113 0.0428*

(0.0278) (0.0231) (0.0893) (0.0964) (0.0225)

C. Linear, control for MTH209 experience, other math, nonmath experience linearly, time since hire, 
instructor FEs

Taught MTH208 
previously

0.0277** –0.00529 0.0588 –0.0449 –0.0248**
(0.0135) (0.0127) (0.0484) (0.0547) (0.0118)

Times taught 
MTH208

0.000248 0.00004 –0.00819 –0.00256 0.00084
(0.0009) (0.0006) (0.0051) (0.0048) (0.0006)

Taught MTH209 
previously

0.0146 0.0144 –0.0135 0.0809* 0.0154
(0.0154) (0.0130) (0.0536) (0.0487) (0.0117)

Times taught 
MTH209

0.0015 0.000885 0.00104 0.00904** –0.00003
(0.0010) (0.0008) (0.0047) (0.0044) (0.0008)

Years since fi rst hire 
date

0.0023 –0.00468 0.0192 0.0382 0.0227
(0.0158) (0.0160) (0.0475) (0.0564) (0.0161)

First hire more than 
one year ago

0.0167 0.0167 0.0844*** –0.0012 0.0014
(0.0121)  (0.0115)  (0.0320)  (0.0329)  (0.0107)

Notes: Section mean residuals are regressed on teaching experience, instructor fi xed eff ects, and year 
and month fi xed eff ects. Sample restricted to 18,409 sections (5,970 for test scores) taught by instructors 
hired since 2002. First- stage model includes instructor, campus, year, and month fi xed eff ects in addition 
to individual controls, section average controls, and zip code controls. Residuals are taken with respect 
to all of  these variables other than instructor fi xed eff ects. Individual controls include male, age, incom-
ing GPA, incoming credits, indicator for repeat MTH208, number of  times taking MTH208, 12 pro-
gram dummies, and years since started program. Section average controls include section averages of 
these same characteristics plus total enrollment in section. Zip controls include the unemployment rate, 
median family income, percent of  families below poverty line, and percent of  adults with BA degree in 
zip code from 2004–7 ACS (plus missing zip). Students who did not enroll in MTH209 were assigned a 
zero (failing), and students who did not possess a test score for 208 or 209 were assigned the 10th per-
centile of  the test score from their 208 section. Robust standard errors clustered by instructor in paren-
theses.
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time.28 However, the number of years since fi rst hire is the one consistent 
predictor of the salary instructors are paid for MTH208 courses. Instructors 
receive approximately $44 more per course for each year of tenure (approxi-
mately 4 percent higher pay) after fi xed instructor diff erences are accounted 
for. Overall and course- specifi c teaching experience have no association with 
instructor salary.

7.7  Conclusion and Discussion

In this study, we document substantial diff erences in eff ectiveness across 
instructors of required college algebra courses at the UPX. A 1 SD increase 

28. It is possible that noise in our estimates of section- specifi c eff ectiveness attenuates our 
estimate of the relationship between eff ectiveness and pay. We are currently examining this 
issue, though we note that a fi nding of no relationship is consistent with the institution’s stated 
pay policy.

Table 7.10 Correlates of instructor salary, all sections, faculty hired since 2002

Total salary paid for MTH208 section ($1,000) (mean = 1.077)

   (1)  (2)  (3)  (4)  (5)

Section- level mean residual 
for MTH209 grade

–0.00521 0.00331 0.00642 0.00654 0.00648
(0.00567) (0.00475) (0.00460) (0.00437) (0.00437)

Years since fi rst hire date 0.02950*** 0.02737*** 0.04439*** 0.04592***
(0.00139) (0.00137) (0.00432) (0.00442)

First hire more than one 
year ago

0.01049*** 0.00768** 0.00599 0.00537
(0.00368) (0.00352) (0.00368) (0.00379)

Total sections taught 
previously

0.00051*** 0.00047*** 0.00006
(0.00012) (0.00011) (0.00015)

Taught MTH208 
previously

0.00221
(0.00353)

Times taught MTH208 –0.00056**
(0.00026)

Times taught MTH209 0.00014
(0.00028)

Times taught other math 
courses

–0.00014
(0.00030)

Times taught nonmath 
courses

0.00015
(0.00020)

Constant 1.03775 0.91904 0.90719 0.95343 0.95072
(0.00351) (0.00734) (0.00719) (0.01255) (0.01273)

R- squared 0.26521 0.53594 0.56478 0.71340 0.71372
Fixed eff ects  None  None  Campus  Instructor  Instructor

Notes: Sample restricted to 18,080 sections taught by instructors hired since 2002. All specifi cations also 
include year and month fi xed eff ects. Section- level residuals include the full set of  individual and section 
controls and campus fi xed eff ects, imputing zero MTH209 grades for students who did not enroll. Robust 
standard errors clustered by instructor in parentheses.
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in instructor quality is associated with a 0.20 SD increase in course grades 
and a 0.41 SD increase in fi nal exam scores in the follow- on course, as well 
as a 0.13 SD increase in the number of credits earned within six months. 
Variation is much smaller for online sections yet still measurable and larger 
than that found in other contexts. Putting these magnitudes in context, hav-
ing an instructor who is 1 SD more eff ective produces a test score change 
that is larger than the performance gap between 25-  and 35- year- olds and 
comparable to the performance gap between students entering the class with 
a 3.0 versus a 2.0 GPA. Instructors are clearly quite an important factor in 
student success.

It is worth considering what institutional factors may contribute to such 
large diff erences across instructors, particularly in contrast to other set-
tings. Prior work in postsecondary education has focused on selective and 
research- oriented public and nonprofi t universities, courses taught by per-
manent or tenure- track faculty, institutions operating in a single geographic 
location, and institutions serving “traditional” students. Our setting focuses 
on a nonselective for- profi t institution where the teaching force is contingent 
and employed part- time, the student body is diverse, the performance of the 
teaching force is solely based on teaching and instruction, and courses and 
testing procedures are highly standardized. It is possible that instructors are 
a more important factor in the success of “nontraditional” students or that 
there is more variation in instructor quality among contingent and adjunct 
faculty than among permanent or tenure- track faculty. The one prior study 
that fi nds instructor variation comparable to ours (Bettinger et al. 2015) 
shares all of these traits with our study institution. Having a better under-
standing of the importance of faculty at less- selective institutions and in 
settings where most faculty are contingent is important, as these institutions 
serve a very large (and growing) share of  postsecondary students in the 
United States. Finally, it is possible that the fast course pace—fi ve weeks—
could magnify the consequences of behavioral diff erences across instructors. 
A delay in providing student feedback—even just a few days—could be 
devastating to students in a fi ve- week course.

This substantial variation across instructors suggests the potential to 
improve student and institutional performance via changes in how faculty 
are hired, developed, motivated, and retained. Institutions like the UPX 
refl ect the sector- wide trend toward contingent faculty (e.g., adjuncts and 
lecturers), which aims to save costs and create fl exibility (Ehrenberg 2012). 
The debate about whether adjuncts are better or worse for instruction than 
permanent faculty obfuscates the feature that contingent arrangements cre-
ate opportunities for improving student performance via personnel poli-
cies that are not available when faculty are permanent. However, instructor 
evaluation and compensation systems have not kept up with these changes; 
our study institution has an evaluation system (student course evaluations) 
that is similar to that at elite research universities and a salary schedule that 
varies only with tenure and credentials. Of course, the potential for improve-
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ment through changes in personnel policies—and how these policies should 
be designed—depends critically on the supply of instructors available (e.g., 
Rothstein 2015). Online and ground campuses likely face quite diff erent 
labor markets for instructors, the former drawing on instructors across the 
country, suggesting that personnel policies should diff er between them. A 
better understanding of the labor market for postsecondary faculty—par-
ticularly at less- selective institutions—is an important area for future atten-
tion.

Finally, we have focused on the role of individual faculty in promoting 
the success of  students. In fact, diff erences in instructor eff ectiveness are 
one potential explanation for cross- institution diff erences in institutional 
performance and productivity that has yet to be explored. Our study sug-
gests it should be.

Appendix A: Additional Data

 Table 7.A1a Descriptive statistics for sections and instructors (test score sample)

All sections 
(n = 7,267)

Face- to- face 
sections 

(n = 4,707)
Online sections 

(n = 2,560)

   Mean  SD  Mean  SD  Mean  SD

Online section 0.352 0.478 0.000 0.000 1.000 0.000
Male 0.683 0.465 0.699 0.459 0.656 0.475
White 0.641 0.480 0.633 0.482 0.652 0.476
Section- average student age 34.37 3.35 33.70 3.48 35.60 2.72
Section- average share male 0.38 0.18 0.41 0.19 0.32 0.14
Section- average incoming GPA 3.20 0.21 3.18 0.22 3.23 0.17
Section- average incoming credits 24.53 7.15 25.20 7.77 23.30 5.65
Section- average repeat 208 0.11 0.11 0.09 0.10 0.15 0.10
Section- average number times taken 1.12 0.13 1.10 0.12 1.16 0.13
Section- average time since program 

start (years) 1.23 0.52 1.20 0.51 1.30 0.53
Section enrollment 13.04 4.28 12.70 5.16 13.66 1.60
Years since fi rst hire 6.271 5.008 5.908 5.450 6.939 3.987
Years since fi rst hire > 1 0.832 0.374 0.802 0.399 0.887 0.317
Total MTH208 sections taught 

prior to this section 19.661 20.900 13.704 15.689 30.615 24.542
Ever taught MTH208 prior to this 

section 0.937 0.244 0.911 0.285 0.984 0.126
Total sections instructor taught 

prior to this section 59.854 66.590 58.833 75.495 61.733 45.869
Total MTH209 sections taught 

prior to this section 14.014 16.765 13.139 15.680 15.621 18.490
Ever taught MTH209 prior to this 

section  0.805  0.396  0.896  0.306  0.639  0.480
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Table 7.A1b Descriptive statistics for students (test score sample)

All sections 
(n = 94,745)

Face- to- face 
sections 

(n = 59,787)
Online sections 

(n = 34,958)

   Mean  SD  Mean  SD  Mean  SD

Male 0.384 0.486 0.419 0.493 0.323 0.468
Age 34.319 9.411 33.570 9.300 35.601 9.460
Baseline GPA (0–4) 3.206 0.576 3.195 0.565 3.227 0.594
Credits earned prior to start of MTH208 24.533 17.534 25.256 16.690 23.296 18.827
Took MTH208 before 0.112 0.316 0.089 0.285 0.152 0.359
Number of times MTH208 taken 1.124 0.407 1.103 0.360 1.160 0.475
BS (general studies) 0.164 0.371 0.159 0.366 0.173 0.378
BS in nursing 0.044 0.206 0.017 0.131 0.090 0.287
BS in accounting 0.009 0.094 0.005 0.071 0.015 0.123
BS in business 0.382 0.486 0.467 0.499 0.236 0.425
BS in criminal justice administration 0.100 0.300 0.124 0.330 0.058 0.234
BS in education 0.028 0.166 0.013 0.115 0.054 0.226
BS in health administration 0.091 0.288 0.092 0.288 0.090 0.287
BS in human services 0.044 0.204 0.036 0.186 0.057 0.232
BS in information technology 0.043 0.203 0.046 0.210 0.038 0.191
BS in management 0.055 0.228 0.027 0.162 0.103 0.304
Nondegree program 0.013 0.114 0.003 0.056 0.031 0.172
BS in other program 0.025 0.155 0.009 0.095 0.051 0.221
Time since program start date (years) 1.234 1.596 1.197 1.425 1.297 1.850
Grade in MTH208 2.385 1.361 2.405 1.324 2.352 1.422
A / A– 0.283 0.451 0.275 0.447 0.296 0.457
B+ / B / B– 0.277 0.448 0.283 0.451 0.267 0.442
C+ / C / C– 0.189 0.392 0.203 0.402 0.167 0.373
D+ / D / D– 0.092 0.289 0.099 0.299 0.080 0.272
F 0.052 0.221 0.050 0.217 0.055 0.227
Withdrawn 0.106 0.308 0.090 0.286 0.135 0.342
Passed MTH208 0.842 0.365 0.861 0.346 0.810 0.392
MTH208 fi nal exam score available 0.854 0.354 0.894 0.308 0.785 0.411
MTH208 fi nal exam % correct (if  available) 0.707 0.241 0.696 0.246 0.728 0.230
Took MTH209 0.779 0.415 0.833 0.373 0.686 0.464
Grade in MTH209 (if  took it) 2.467 1.249 2.524 1.187 2.347 1.361
A / A– 0.265 0.442 0.265 0.442 0.265 0.441
B+ / B / B– 0.296 0.457 0.307 0.461 0.273 0.445
C+ / C / C– 0.220 0.414 0.233 0.423 0.192 0.394
D+ / D / D– 0.102 0.302 0.107 0.309 0.091 0.288
F 0.040 0.195 0.031 0.174 0.057 0.232
Withdrawn 0.067 0.250 0.049 0.215 0.105 0.306
MTH209 fi nal exam score available 0.670 0.470 0.758 0.428 0.518 0.500
MTH209 fi nal exam % correct (if  available) 0.690 0.245 0.691 0.243 0.688 0.251
Credits earned in following year 10.947 5.348 11.561 5.078 9.897 5.628
Have course evaluation 0.369 0.483 0.342 0.474 0.416 0.493
Course evaluation: Recommend instructor  0.661  0.473  0.694  0.461  0.614  0.487
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Table 7.A2 How much switching is there between online and FTF campuses?

Number of MTH208 faculty by online and FTF participation

Total FTF campuses taught at

  0  1  2  3  4  Total

Never online 0 1,498 110 10 1 1,619
Taught online 534 126 14 3 0 677
Total  534  1,624  124  13  1  2,296
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Appendix B: Final Exam Score Determination

For sections from July 2010 to March 2014, we have detailed information 
on student performance separately by course assignment or assessment, 
which includes everything from individual homework assignments to group 
exercises to exams. We use these data to obtain a fi nal exam score for each 
student when available. Because the data do not have a single, clear code 
for the fi nal exam component across all sections and instructors have the 
discretion to add additional fi nal exam components, we use a decision rule 
to identify the “best” exam score for each student based on the text descrip-
tion of the assessment object.

Ideally, this measure would capture computer- administered tests, since 
instructors do not have discretion over these. We therefore defi ne a quality 
measure, ranging from 1 (best) to 4 (worst), that indicates how clean we 
believe the identifi cation of these test scores to be. Once a student in a certain 
section is assigned a test score, it is marked and not considered in later steps, 
so students are assigned a single quality measure and the assigned test score 
is of the highest quality available.

Group 1 consists of  the computer- administered common assessments 
available to all UPX instructors. To identify these assessments, we fl ag strings 
that contain words or phrases associated with the computer testing regime 
(e.g., “Aleks,” “MyMathLab,” or “MML”) as well as words or phrases indi-
cating a fi nal exam (e.g., “fi nal exam,” “fi nal examination,” “fi nal test”). If  
a student has an assessment that meets these criteria, we use the score from 
this assessment as the student’s fi nal exam score.29 Specifi cally, we use the 
fraction of test items answered correctly as our measure of student perfor-
mance. Roughly 11 percent of student sections in our test score subsample 
have a fi nal exam score with this highest level of quality for both MTH208 
and MTH209 test scores.

Some students have a single assessment with a word or phrase indicating 
a fi nal exam (e.g., “fi nal exam,” “fi nal examination,” “fi nal test”) but no 
explicit indication that the exam was from the standardized online system. If  
the assessment does not contain any additional words or phrases indicating 
that the test was developed by the instructor (e.g., “in class,” “instructor gen-
erated”), we are reasonably confi dent that it refers to the standardized online 
system. Hence we use this assessment score as the student’s fi nal exam, but 
we consider these assessments as part of group 2 for the purpose of exam 

29. In extremely rare cases (less than 4 percent of the sample), students will have more than 
one assessment that meets these criteria, in which case we sum the attained and maximal score 
for these components and calculate the percentage score. This is, in part, because for many cases, 
there was no grade component that could be clearly identifi ed as the test score (e.g., a student 
may have “Aleks fi nal exam: part 1” and “Aleks fi nal exam: part 2”). About 3.75 percent of 
these cases have two assessments that meet the criteria. The maximum number of components 
for a student is fi ve.
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quality. Another 77 percent of student sections fall into this category for the 
MTH208 and MTH209 sections.

The third group looks at strings such as “test,” “quiz,” and “course exam.” 
While quizzes and tests may sometimes refer to weekly refresher assessments, 
these strings identify fi nal test scores reasonably well after having considered 
decision rules 1 and 2. About 9 percent of the student sections fall into this 
category for both section types. The fourth and fi nal group selects a grade 
component as a fi nal test score if  the title includes both “class” and “fi nal.” 
Another 2 percent of the sample is assigned a test score of this quality for 
both the MTH208 and MTH209 sections.
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Online education is an increasingly important component of the US higher 
education landscape. In 2014, one in three college students attending degree- 
granting US institutions took at least one course online (Allen and Seaman 
2015). Millions of  students from all over the world also have enrolled in 
massive open online courses (MOOCs) off ered in partnership with major 
research universities such as Harvard, MIT, and Stanford (Ho et al. 2014; 
McPherson and Bacow 2015; Waldrop 2014). By 2012, more than 6 percent 
of all US bachelor’s degrees were awarded online (Deming et al. 2016). The 
rapid rise of online course off erings and degrees has led to predictions that 
competition from MOOCs and other online course off erings will lead to 
“disruptive innovation” in higher education (e.g., Christensen and Eyring 
2011; Cowen and Tabarrok 2014). While there is a growing body of research 
examining student outcomes among those enrolling in online degree pro-
grams or courses (Bettinger et al. 2017; Deming et al. 2016), no prior work 
has estimated the impact of  this change in higher education markets on 
brick- and- mortar schools.

The exuberance over MOOCs and other high- profi le online off erings 
obscures the fact that most of the growth in online higher education has been 
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among the least selective institutions, especially for- profi t colleges (Dem-
ing, Goldin, and Katz 2012). In 2013, selective institutions accounted for 
only about 2 percent of enrollment in fully online programs, compared to 
33 percent in the for- profi t sector (Deming et al. 2015).1 Online for- profi ts 
spend very little per student and are viewed less favorably by employers than 
nonselective brick- and- mortar schools of all types (Deming et al. 2016).

For public institutions, the allure of online education lies in its potential to 
cut costs in a time of declining state support and tightening budgets (Bowen 
et al. 2014). Yet cost savings from larger classes and less student- faculty 
contact may cause instructional quality to suff er, and high- quality online 
courses are—at least at the time of writing—equally or even more expensive 
to develop and staff  than in- person courses (McPherson and Bacow 2015).2

In this chapter, we ask whether online degree programs can improve edu-
cational productivity by exerting competitive pressure on traditional brick- 
and- mortar institutions. How might competition from online providers 
aff ect the market for higher education? In a well- functioning marketplace, 
the new availability of a cost- saving technology should increase effi  ciency, 
because colleges compete with each other to provide the highest quality 
education at the lowest price. The market for selective colleges is increasingly 
geographically integrated, and these colleges compete fi ercely on the quality 
margin (Clotfelter 1999; Hoxby 1997, 2009). In contrast, the vast majority 
of students in nonselective colleges attend school close to their homes and in 
their home states. In 2013, 39.3 percent of students at selective colleges were 
from out of state, compared to just 13.8 percent of students in less- selective 
four- year schools and only 5.6 percent in community colleges.

In principle, local education markets can still be competitive. However, 
there are a few reasons to suspect that many are not. First, public colleges 
and universities are heavily subsidized by state and local governments and 
face political pressure to keep tuition low. Prices at public institutions are 
often set below marginal cost, which drives out private competitors who are 
not receiving such subsidies. Second, for political and historical reasons, 
public institutions are often located in communities that are not populous 
enough to support private competitors.

As a result of the uneven geographic dispersion of postsecondary schools 
and the high probability that students enrolling in nonselective schools 
attend close to home, nonselective public institutions in less- dense areas 
either are local monopoly providers of  education or have considerable 

1. We defi ne selective institutions as those that received a rating of Most Competitive, Highly 
Competitive, or Very Competitive according to the 2009 Barron’s Profi le of American Colleges.

2. Several recent studies conducted by a wide variety of institutions fi nd that online course- 
taking reduces student learning and lowers persistence through college (Figlio, Rush, and Yin 
2013; Xu and Jaggars 2013; Hart, Friedmann, and Hill 2014; Streich 2014; Bettinger et al. 
2017). Bowen et al. (2014) compare student performance in a fully online statistics course to a 
hybrid version across six diff erent public research universities and fi nd no diff erence in learning.
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market power. Online education has the potential to disrupt these local 
monopolies by introducing competition from alternative providers that do 
not require students to leave home to attend. The impact of competition 
from online providers will depend on the degree of monopoly power held by 
incumbents as well as the extent to which students are willing to substitute 
online and in- person programs.

We analyze the impact of increases in prevalence and market share of 
online institutions on student outcomes and institutional behavior at tradi-
tional brick- and- mortar schools. Studying the impact of competitive pres-
sure from online institutions on local education markets is inherently dif-
fi cult for two reasons. First, competitive pressure is challenging to measure 
directly, especially since there are sparse data on online degree programs 
off ered by traditional brick- and- mortar schools. Second, it is diffi  cult to iso-
late the impact of competition from online institutions from other changes 
aff ecting the market for higher education, because online degree programs 
by their nature are available everywhere at the same time.

We address these challenges by exploiting a 2006 change in the federal 
regulation of online education called the 50 percent rule. As we discuss later, 
this regulatory change allowed institutions to specialize in the provision of 
online degrees and dramatically lowered barriers to entry into online educa-
tion. Deming et al. (2015) show that the median price of an online degree 
dropped by 34 percent between 2006 and 2013, suggesting that online degree 
providers were competing with each other for students. While the regulatory 
change was national, we argue that it should aff ect local education markets 
diff erently depending on their level of competitiveness prior to 2006.

We measure competitiveness using the Herfi ndahl index, a standard mea-
sure of  market concentration. High values of  the Herfi ndahl index indi-
cate that postsecondary enrollment is concentrated in a small number of 
institutions that are likely to enjoy monopoly power. We compare changes 
before and after 2006 in enrollment, prices, and other outcomes in markets 
with more or less market concentration using a generalized diff erences- in- 
diff erences framework. We defi ne education “markets” as the metropolitan 
statistical areas (MSAs) or as counties if  an area is not in an MSA. Finally, 
we calculate a Herfi ndahl index as of  the year 2000, which predates the 
spread of online education.

Our results generally align with theoretical predictions of how schools 
should react to increased competition. We fi nd that the impact of online 
competition on enrollment, prices, and educational resources is greater in 
markets where enrollment was more highly concentrated prior to 2006. A 
one- standard- deviation increase in the Herfi ndahl index is associated with 
a post- 2006 enrollment decline of about 2 percent and an increase in per- 
student instructional expenditures of  about 1.8 percent. The impacts on 
enrollment are largest among not- for- profi t and for- profi t private institu-
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tions. Finally, we show that the impacts of online competition are larger 
in smaller markets and are concentrated among less- selective institutions.

Online competition shifts resources toward instructional expenditures. 
Overall, a one- standard- deviation increase in the Herfi ndahl index post- 
2006 raises per- student instructional expenditures by 1.8 percent. This eff ect 
is largest in the public sector and among four- year schools. In the private and 
two- year sectors, there is no increase in per- student instructional spending, 
but these institutions do experience a decline in revenues per student. These 
declines likely are driven by enrollment decreases from increased online 
competition. Thus, two- year and private colleges experience a relative shift 
toward instructional expenditures, which are held constant in the face of 
declining overall resources.

Taken together, our results suggest that public and private institutions 
respond diff erently to online competition. We fi nd little change in enroll-
ment or resources for public institutions, but both enrollment and total 
resources decline in private institutions that compete with online degree pro-
grams. Schools in both sectors spend relatively more on instruction due to 
competition from online schools. The shifting of resources toward instruc-
tion may be a competitive response intended to stave off  further enrollment 
losses. While we are unable to directly test why public and private institutions 
respond diff erently to competition, one possibility is that students perceive 
online options as closer substitutes for less- selective private schools than 
for public schools. The fact that public schools respond to online competi-
tion even when their enrollments do not substantially decline suggests an 
important role for competitive pressure in driving responses to online degree 
programs.

We examine the eff ect of online competition on tuition prices as well. Our 
tuition analysis is restricted to private schools because public school tuition 
is heavily subsidized and is unlikely to refl ect market forces. Somewhat 
contrary to expectations, we fi nd that online competition increases average 
tuition, particularly in the private four- year sector, and that it is associated 
with increased tuition dispersion, especially in the private two- year sector. 
One possible explanation is that tuition increases are a response to revenue 
losses associated with enrollment reductions from online competition. Addi-
tionally, most online institutions are for- profi ts that charge high prices and 
serve students who are heavily subsidized by federal Title IV fi nancial aid. If  
students do not face the full cost of their education when making enrollment 
decisions, quality competition may be more salient than price competition.

A second approach we take to identifying the competitive eff ects of online 
education programs is to use the diff erential spread of internet availabil-
ity across states (Goolsbee, Lovenheim, and Slemrod 2010). Since online 
enrollment requires access to the internet, competitive pressures from online 
schools should be greater in areas with more internet access. A drawback of 
this approach is that we only have comprehensive internet penetration data 
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at the state level, which necessitates defi ning education markets in a more 
aggregated manner.3

Similar to the market concentration analysis, we adopt a diff erence- in- 
diff erences strategy to examine how postsecondary outcomes change in 
states with diff erent post- 2006 rates of internet penetration. Our fi ndings 
are broadly consistent with those from the market power analysis: internet 
penetration growth post- 2006 is associated with decreased log enrollment 
and higher per- student instructional expenditures.

Overall, our results suggest that there may be important general equilib-
rium eff ects of online degree programs on the market for higher education. 
Hoxby (1997) studies how declining transportation costs and increased shar-
ing of information and standardized testing led to geographic integration of 
the market for higher education over the last several decades. Those changes 
were most consequential for elite colleges, which increasingly compete in a 
national market for students. This chapter fi ts into the broader literature on 
the industrial organization of higher education by studying the impact of 
a technological change—online education—on less- selective, mostly open- 
access postsecondary institutions. Like Hoxby (1997), our results suggest 
that the geographic integration of higher education markets may lead to effi  -
ciency gains as institutions compete with each other for students. However, 
these gains accrue predominantly to students attending traditional post-
secondary institutions and need to be balanced with the worse outcomes 
associated with online educational options.

8.1  A Brief History of Online Education in the United States

Long before the internet, distance education took the form of correspon-
dence courses that delivered lessons by mail, radio, and television. US col-
leges and universities such as University of Maryland University College 
(UMUC) and the University of  Wisconsin- Extension have been off ering 
correspondence courses in some form for nearly a hundred years.

Fully online degrees were developed in the mid- 1990s, when dial- up inter-
net started to become available for commercial use. Early examples of such 
programs include CALCampus and Western Governors University. The fi rst 
postsecondary institution to open an online campus was the University of 
Phoenix, which enrolled more than 1,200 students in the 1994–95 academic 
year, according to data from the US Department of Education Integrated 
Postsecondary Education Data System (IPEDS).

3. Dettling, Goodman, and Smith (2018) examine the eff ect of high- speed internet on col-
lege application behavior using Federal Communications Commission data on the number of 
county- level broadband internet service providers. These data are only available through 2008 
but allow substate variation. We have analyzed our models using these data, but with only two 
years of post- 2006 observations, the estimates are imprecise. Furthermore, we show below that 
most of our results are driven by the 2009–13 period, which is missed by these data.
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The for- profi t sector moved relatively slowly into online education. By 
2000, only a handful of for- profi ts had online degree programs at all. One 
reason was technological—in 2000 only 37 percent of Americans had inter-
net connections at home, and only 3 percent had high- speed broadband 
access (Pew Charitable Trusts 2016). By 2005, more than 60 percent of 
Americans had internet access, and broadband access grew 11- fold to 33 
percent.

Regulatory restrictions also played an important role in the growth of 
online degree programs. The Higher Education Act (HEA) of 1992 required 
that schools distributing federal Title IV aid have no more than 50 percent of 
total student course time spent in distance education (the 50 percent rule). 
The rule was interpreted broadly to include mail- in correspondence courses 
as well as online degree programs.

The 50 percent rule did not prevent schools from off ering online degrees, 
but it did limit market entry by eff ectively requiring all institutions to enroll 
one student in person for every student enrolled online. Specialized online 
schools could not exist under the 50 percent rule. The 1998 HEA created the 
Distance Education Demonstration Program (DEDP), a pilot program that 
allowed waivers of the 50 percent rule for selected institutions. Notable par-
ticipants included the University of Phoenix, Capella University, and West-
ern Governors University. Online enrollment grew rapidly among DEDP 
participants between 1998 and 2005, and in February 2006, the Higher Edu-
cation Reconciliation Act (HERA) eliminated the 50 percent rule.

These regulatory changes had a large impact on enrollments in online 
programs. IPEDS only began tracking online enrollment directly in 2013, 
but the data are collected at the campus branch level. This makes it possible 
to measure enrollment at individual branches of “chain” institutions with 
multiple campuses, such as the University of Phoenix. We estimate online 
enrollment using the method outlined in Deming, Goldin, and Katz (2012), 
which classifi es a school campus as online if  it has the word online in its 
name or if  no more than 33 percent of the school’s students are from one 
US state. This is a conservative measure of online enrollment because many 
schools off er online degree programs through their in- person branches (see 
Deming, Goldin, and Katz 2012 for more details). Figure 8.1 plots estimated 
yearly enrollment in online degree programs using this method and shows 
the signifi cant rise in these types of programs in the early to mid- 2000s.

Figure 8.1 further divides online enrollment into two categories: (1) cam-
puses with a signifi cant but not complete online presence and (2) campuses 
or entire institutions that are online only.4 Between 2000 and 2006, online 

4. The fi rst category includes central branches of “chain” for- profi t institutions where online 
students from across the country are likely to be assigned. For example, in 2009 DeVry Uni-
versity operated 26 campus branches across the United States. The Illinois branch had an 
enrollment of 24,624, which was more than three times larger than the next largest branch and 
about 40 percent of total enrollment in DeVry. While some of these students were enrolled in 
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institutions grew from essentially zero to about 1.75 percent of all US post-
secondary enrollments. This growth was modestly larger for specialized 
online campuses.

In the four years following the end of the 50 percent rule, online schools 
grew from 1.75 to 4.5 percent of all US enrollment. Online- only campuses 
and institutions accounted for about 2.1 percentage points of this increase, 
or about 75 percent of the growth in online enrollment over the 2006–10 
period. Moreover, the number of institutions satisfying our defi nition of 
online grew from 13 in 2004 to 24 in 2006 to 39 in 2010. These trends suggest 
that the market for online education grew rapidly and became signifi cantly 
more competitive after 2006.

8.2  How Might Online Degrees Aff ect Higher Education Markets?

Online institutions aff ect local education markets by increasing competi-
tive pressure. Students who previously had only a limited set of choices (or 
perhaps no choice at all) now can choose to enroll in online institutions 
instead. This increase in the number of options available to students means 
that local colleges and universities no longer have monopoly power and 
must compete for students. Thus, the impact of online institutions should be 
proportional both to the amount of prior market power of local institutions 

the in- person Illinois branch, most were enrolled online. In contrast, University of Phoenix 
has a separate online campus that enrolled more than 300,000 students—about 77 percent of 
total University of Phoenix enrollment—in 2009. Other schools, such as Ashford University 
and Capella University, have only a single campus branch at which nearly everyone is enrolled 
online.

Fig. 8.1 Increasing specialization of online degree programs: Share of total US en-
rollment in online degree programs by year
Source: Integrated Postsecondary Education Data System (IPEDS).
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and to the substitutability between local nonselective schools and online 
degree programs.

We focus on the impact of increased competitive pressure from online 
schools on enrollment and resource allocation among traditional post-
secondary institutions. While no prior work has examined this question, 
the topic relates closely to existing research on the competitive eff ects of 
K–12 school choice. A sizable body of research examines how school choice 
policies aff ect resource levels and distribution in traditional public schools 
(Cook 2018; Hoxby 2000, 2003; Jackson 2012). While these chapters fi nd 
that elementary and secondary schools respond to competitive pressures by 
changing educational inputs, the direction and magnitude of eff ects tend 
to vary.

Competition in the postsecondary market has many similarities to com-
petition in the elementary and secondary markets, although it is diff erent 
in three important ways. First, postsecondary schools charge tuition. Thus, 
unlike with K–12 school choice, there is a price mechanism that can act 
to clear the market. Of course, most colleges and universities receive sub-
stantial state subsidies, and fi nancial aid weakens the relationship between 
posted tuition and what students actually pay, but the fact that postsecond-
ary schools—and in particular, private schools—can compete over prices 
diff erentiates this setting from choice in K–12 markets.

Second, institutions of  higher education have broader purposes than 
K–12 schools. An elementary or secondary school’s main objective is to 
increase student learning in a small set of academic subjects. Colleges and 
universities also aim to increase student learning, but they focus on a wider 
variety of subjects. Moreover, they aim to produce knowledge in the form 
of research. Higher education markets therefore are more horizontally dif-
ferentiated than their K–12 counterparts. Colleges with diff erent objectives 
and diff erent student bodies are unlikely to compete with each other. This 
is a key reason we focus on nonselective schools, which off er a relatively 
homogenous product in a standard fee- for- service model (Hoxby 2014).

Third, nonattendance is usually not an option in the K–12 setting. In 
contrast, since people are not required to attend college, market entry of 
online degree programs might increase total postsecondary enrollment. This 
could happen through a direct eff ect of increasing access to college but also 
indirectly: if  competition increases the quality of education off erings, more 
students might be pulled into higher education.

The structure of higher education markets gives rise to several predictions, 
which we test empirically below. Our fi rst prediction is that the impact of 
competition from online degree programs on enrollment will be greater in 
markets where enrollment is more concentrated in a small number of institu-
tions. This is because in the absence of outside competitors, local institutions 
with monopoly power will generally be providing a lower- quality education 
for the price.
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Our second prediction is that online degree programs should increase 
price competition and reduce economic rents for schools with monopoly 
power. Given that prices at public institutions are only weakly market driven 
at best, we might expect price competition to be most important for private 
institutions. If  institutions compete primarily over price, then the introduc-
tion of a common (online) option should lead to a decline in the variance 
of tuition prices across local education markets. Again, this eff ect should be 
larger for private institutions.

Finally, we might also expect competitive pressure to lead to changes 
in institutional resource allocation, such as increased spending on instruc-
tion and/or student support services. The predicted eff ects for tuition and 
resources are linked: schools can compete on both prices and quality, but 
they might not do so equally. If  competition is mainly over quality, the level 
and variance of tuition prices actually could increase. This might occur in an 
environment where tuition is subsidized by fi nancial aid, making the actual 
prices faced by prospective students less salient. Thus, how postsecondary 
schools will respond to heightened competition is determined in part by the 
factors over which they compete.

8.3  Data

8.3.1  Main Analysis Data

Our main source of  institutional data for this study is IPEDS, which 
contains institution- level information on enrollment, posted tuition prices, 
revenues, expenditures, and educational resources for all US postsecondary 
institutions that distribute federal Title IV fi nancial aid (Pell Grants and 
Staff ord Loans). We collected IPEDS data at the institution- year level for 
years 1990–2013.5 Our analysis is mostly restricted to the years 2000–2013, 
which provides several years in which online degree program prevalence 
was low and also insulates us from biases related to many changes in how 
IPEDS measures core variables of interest in the 1990s. Using 2000 as our 
base year allows us to obtain market concentrations that are not aff ected 
by online degree programs but that are recent enough to accurately refl ect 
market power in later years.

It is important to distinguish selective from nonselective institutions in 
our context because selective schools are much more geographically inte-
grated, which means they have considerably less geographic market power 
(Hoxby 2009, 2014). In 2000, 44.3 percent of fi rst- time freshmen in selective 
four- year institutions were from out of state, compared to only 15.2 percent 
in less- selective four- year public schools and 7.5 percent in community col-

5. We refer to school years by the calendar year of the spring term. For example, we refer to 
school year 2012–13 as 2013.
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leges. Additionally, most online programs are open enrollment—very few 
practice selective admissions.6 As a result, schools that have selective admis-
sions policies are unlikely to be in direct competition with online degree 
programs. We therefore focus on less selective and nonselective institutions 
that serve highly local markets, which we defi ne as any institution that has 
a rating of  Most Competitive, Highly Competitive, or Very Competitive 
according to the 2009 Barron’s Profi le of American Colleges.

The main variables of interest in this study are enrollment, in- state tuition 
charges, per- student revenues, total expenditures per student, and instruc-
tional expenditures per student. The IPEDS revenue and expenditure data 
contain outliers that are likely to refl ect measurement error and that can 
cause undue infl uence on mean estimates. We therefore winsorize these vari-
ables by cutting the top and bottom 1 percent of revenues, expenditures, and 
instructional expenditures per student.7 Table 8.1 shows means and standard 
deviations of the outcome variables we employ in this study, both overall 
and by institution type. The means generally conform to expectations, with 
four- year and private institutions having higher per- student revenues and 
expenditures than their public and two- year counterparts. Furthermore, 
public institutions are much larger and charge lower tuition than private 
colleges and universities. Because we focus on nonselective institutions, our 
sample is composed of 8,782 schools, about one- third of which are public 
and a little over half  of which are four- year.

8.3.2  Measuring Market Concentration

There is little reason to expect that the distribution of public institutions 
across metropolitan areas refl ects a competitive equilibrium. While private 
colleges may enter markets endogenously in response to potential profi t 
opportunities, the location of public institutions largely refl ects historical 
and political factors. There has been almost no new entry of public colleges 
or universities in the United States over the last 25 years. Many public insti-
tutions are located in nonurban areas that would not otherwise support a 
market for higher education—for example, in 2013, 18 percent of nonselec-
tive public enrollment was in nonurban areas, compared to only 8 percent 
for private nonselective institutions.

The uneven distribution of colleges and universities across areas in the 
United States drives heterogeneity in the competitive eff ects of online post-
secondary programs. To measure local market power, we fi rst defi ne a post-
secondary market as the MSA in which a school is located. If  a school is 
not located in an MSA, we defi ne the market as the county. This defi nition 

6. In our data, only one online- only institution reports practicing selective admissions—
Grand Canyon University.

7. Winsorizing the data in this way has little impact on the log estimates but does aff ect the 
level estimates as expected. Results using the full sample are available from the authors upon 
request.
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presumes that students have more options in cities and can easily move 
across counties within the city to enroll. In less- urban areas, the local school-
ing option is typically the community college or the nonselective four- year 
school located in one’s county.

As stated earlier in the chapter, our measure of market concentration is 
the Herfi ndahl index of enrollment shares. The Herfi ndahl index is a mea-
sure of the extent to which enrollment is spread out evenly among many 
postsecondary schools or whether it is concentrated in one or only a couple 
of schools. It is preferable to raw counts of the number of diff erent types 
of schools because it takes into account the size of enrollment at each local 
college; a small school aff ects local competition less than a larger one. For-
mally, the Herfi ndahl index is the sum of squared enrollment shares across 
colleges within a market:

Table 8.1 Descriptive statistics of analysis variables

Variable  
Full 

sample  
Public 

institutions  
Private 

institutions  
Four- year 

institutions  
Two- year 

institutions

Nonselective Herfi ndahl 
index

0.312 0.453 0.249 0.284 0.327
(0.309) (0.363) (0.257) (0.292) (0.316)

Public Herfi ndahl index 0.404 0.539 0.342 0.370 0.423
(0.322) (0.355) (0.286) (0.308) (0.329)

Private Herfi ndahl index 0.290 0.376 0.261 0.285 0.293
(0.294) (0.332) (0.274) (0.298) (0.292)

No public Herfi ndahl index 0.013 0.019 0.023 0.008
(0.115) (0.137) (0.151) (0.087)

No private Herfi ndahl index 0.024 0.078 0.014 0.030
(0.154) (0.268) (0.119) (0.170)

Total enrollment 2,337 5,769 816 3,292 1,799
(5,669) (7,465) (3,763) (7,170) (4,528)

Log total enrollment 6.218 7.719 5.553 6.994 5.782
(1.847) (1.728) (1.470) (1.583) (1.842)

In- state tuition 11,064 4,161 14,384 13,959 9,694
(7,658) (2,848) (7,001) (8,318) (6,915)

Log in- state tuition 9.018 8.094 9.463 9.342 8.865
(0.866) (0.742) (0.487) (0.680) (0.902)

Revenues per student 18,058 15,227 19,332 23,126 15,057
(19,167) (20,347) (18,470) (21,834) (16,686)

Expenditures per student 16,359 13,302 17,737 21,132 13,516
(16,469) (17,204) (15,936) (18,531) (14,373)

Instructional expenditures 
per student

6,062 5,512 6,310 7,112 5,437
(5,933) (6,146) (5,818) (6,326) (5,593)

Number of institutions 8,782 2,176 6,606 3,077 5,705
Number of observations  88,249  27,090  61,159  28,679  50,788

Source: 2000–2013 IPEDS data as described in the text. All Herfi ndahl indices are for nonselective 
schools, which are those with an admissions profi le below “Very Competitive” in the 2009 Barron’s Pro-
fi le of  American Colleges. Each cell shows the mean for each variable with the standard deviation directly 
following in parentheses. 
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Hj =
i=1

Nj

Eij
2,

where Eij is the enrollment share in institution i in market j and Nj is the total 
number of postsecondary institutions in market j ; H ∈ [0,1], with values 
closer to 1 indicating less competition (i.e., more concentrated enrollment).

We calculate Herfi ndahl indices using 2000 enrollment data for all nons-
elective schools in a market as well as separately by level (two- year, four- 
year) and control (public, private). Thus Hj is a fi xed characteristic of the 
market that does not change over time. Table 8.1 provides means of Her-
fi ndahl indices. The mean Herfi ndahl index value is about 0.31. However, 
the standard deviation is also about 0.31, suggesting that there is signifi cant 
variation in college concentration across markets.8 Private schools on aver-
age have less market power, with a mean Herfi ndahl index of 0.29. Table 8.1 
also shows that for a small number of local markets, sector- specifi c Herfi n-
dahl indices cannot be calculated because there was no school of that type 
in the market in 2000.

Table 8.1 includes tabulations separately for public and private institu-
tions as well as for two- year and four- year schools. Public institutions and 
community colleges tend to be located in markets in which there is more 
market power.9 Across school types, there is in general much less competi-
tion from public institutions than from private institutions. This probably 
refl ects endogenous decisions by private institutions to enter markets based 
on the supply of potential students. We examine below whether there are 
heterogeneous eff ects of  online competition across the diff erent types of 
sector- specifi c market concentration.

Figures 8.2 and 8.3 show the geographic distribution of nonselective mar-
ket shares by MSA and by county, respectively. In the cases where the coun-
ties in fi gure 8.3 overlap with an MSA in fi gure 8.2, the MSA is the relevant 
market. The diff erent shading in fi gure 8.2 corresponds to quartiles of the 
Herfi ndahl index. For counties, more than 40 percent have a Herfi ndahl 
index of one. We therefore split counties into terciles of the distribution with 
an index value less than one and then a category with only single- school 
counties. As expected, there is much higher market concentration when mar-
kets are defi ned as counties rather than MSAs. The main conclusions from 
these fi gures are that there is considerable variation in local market power 

8. The US Department of Justice considers a market to be highly concentrated when the 
Herfi ndahl index is higher than 0.26, which illustrates the high level of market power in the 
nonselective higher education market. Appendix fi gure 8.A1 contains Herfi ndahl index dis-
tributions and highlights the large amount of variation across areas in the amount of market 
concentration: many areas have a Herfi ndahl index below 0.1, while a substantial number have 
an index above 0.25.

9. Appendix fi gure 8.A1 shows the distribution of  the nonselective Herfi ndahl index for 
public and private institutions. While the modes of the distributions are similar, there is a much 
larger mass of public institutions with considerable market power.
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across space and that there is little geographic clustering of market power. 
Thus our market power measures are not simply picking up unobserved 
aspects of  higher education markets that are correlated with geographic 
region or state.

Figures 8.2 and 8.3 also demonstrate that many areas of the country are 
characterized by a high degree of nonselective market power. Among MSAs, 
the top quartile has a Herfi ndahl index above 0.68, and among counties, it 
is 0.94. In contrast, the bottom quartile of the distribution has little market 
power, especially among MSAs. Thus, there is much geographic variation 
in the scope for online postsecondary options to have competitive eff ects on 
local higher education markets.

8.3.3  Measuring Internet Penetration Rates

Internet penetration rates are calculated at the state- year level using the 
Current Population Survey (CPS). Beginning in 1989, the CPS has included 

Fig. 8.2 Herfi ndahl indices of nonselective school market share by city
Source: Authors’ calculations from 2000 IPEDS. Nonselective schools are those with an ad-
missions profi le below “Very Competitive” in the 2009 Barron’s Profi le of  American Colleges.

Fig. 8.3 Herfi ndahl indices of nonselective school market share by county
Source: Authors’ calculations from 2000 IPEDS. Nonselective schools are those with an ad-
missions profi le below “Very Competitive” in the 2009 Barron’s Profi le of  American Colleges.
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questions in various forms about internet access and usage. These questions 
were asked in 1989, 1993, 1997, 1998, 2000, 2001, 2003, 2007, 2009, 2010, 
and 2012. We follow the approach developed in Goolsbee, Lovenheim, and 
Slemrod (2010) to construct a state- year panel of internet access rates that 
accounts for the fact that the wording of the questions changes over time. 
In 1989 and 1993, a respondent is defi ned as having internet access if  he or 
she reports having email or a computer with a modem. In the 1997–2003 
surveys, we code respondents as having internet access if  they respond that 
they have access to the internet at home, school, or work. Post- 2003, the 
CPS directly asks if  respondents have internet access. Between survey years, 
state- level internet penetration rates are linearly interpolated.

Figure 8.4 contains trends in internet penetration rates between 1989 and 
2012 for the highest and lowest internet penetration states in each year. The 
maximum and minimum states change over time, so the fi gure also shows 
which state constitutes each observation. Internet access generally trends 
upward strongly over this period, but it does so unevenly across states. 
There hence is signifi cant cross- state variation in the time pattern of internet 
access. Below, we explore whether this time pattern is related to postsecond-
ary outcomes among nonselective institutions in a state and in particular 
whether changes in internet penetration rates have diff erential impacts after 
2006, when the supply of online enrollment options increased.

8.4  Empirical Strategy

We fi rst examine how postsecondary outcomes change after 2006 as a 
function of 2000 market concentrations in a diff erence- in- diff erence setting. 

Fig. 8.4 Internet penetration rates
Source: 1989, 1993, 1997, 1998, 2000, 2001, 2003, 2007, 2009, 2010 CPS data as described in 
the text. The state listed next to each data point shows the state with the highest (diamond) 
and lowest (square) internet penetration rate in that year.
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In particular, we estimate the following regressions at the institution- year 
level:

(1) Yismt = + 1(Hm POSTt
2006) + 2Ximt + i + st + ismt,

where i indexes institutions, s indexes state, m indexes market (county or 
MSA) and t indexes year. The variable Hm is the nonselective market Herfi n-
dahl index in 2000. We control for time- varying characteristics of markets, 
such as the market- year unemployment rate, total population, poverty rate, 
proportion that is black, proportion that is Hispanic, proportion that are 
veterans, and proportion that is male, and our models also include institu-
tion fi xed eff ects (δi) and state- by- year fi xed eff ects (θst). Note that the main 
eff ect of Hm is absorbed by the institution fi xed eff ects, since institutions do 
not move across markets. Standard errors are clustered at the market level 
throughout.

The coeffi  cient of  interest in this equation is β1, which shows how the 
relationship between market power (as measured by the Herfi ndahl index) 
and postsecondary outcomes changes in 2006 when online programs became 
more prevalent. Similar to any diff erence- in- diff erence design, this approach 
embeds two main assumptions: (1) schools in markets with diff erent levels of 
market power would have exhibited similar trends absent the rise of online 
programs and (2) there are no shocks or policies that occur after 2006 that 
diff erentially aff ect markets with diff erent values of Hm.

We provide evidence of the validity of the fi rst assumption by estimating 
event studies of the following form:

(2)  Yismt = +
j=2000

2013

j Hm I(t = j ) + 2Ximt + i + st + ismt.

This model estimates a separate coeffi  cient on Hm in every year, and the 
coeffi  cients γ2000 – γ2005 provide evidence of whether there are diff erential 
pre- 2006 trends as a function of 2000 market share. Note that our model 
does not necessarily predict a sharp break in 2006, since online schools were 
growing in prevalence prior to 2006. However, the 2006 regulatory change 
sped up the rate of entry of online programs. We therefore expect a shift 
in how 2000 market shares relate to postsecondary outcomes after 2006, 
although the exact timing is unclear. Furthermore, there are likely to be some 
“pretreatment” trends that refl ect the rise of online programs prior to 2006.

The second assumption is much more diffi  cult to test. We control for 
market- year- level observable characteristics to account for any composi-
tional changes across areas that may be correlated with 2000 market shares. 
Our estimates also include state- by- year fi xed eff ects that account for any 
state- specifi c postsecondary policies or state- specifi c shocks. Additionally, 
we estimate models using selective colleges and universities, as they may face 
similar unobserved shocks but should not be aff ected by online competition. 
Because we cannot perfectly test the assumptions underlying our preferred 
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approach, we implement a second empirical strategy that uses diff erences in 
internet penetration rate changes across states. While this approach relies on 
assumptions about the exogeneity of internet penetration rate changes, these 
assumptions diff er substantially from those needed to justify our preferred 
approach. To the extent that the estimates from both methods are similar, 
this alternate approach provides support for our results.

We estimate diff erence- in- diff erence models that examine how the rela-
tionship between internet penetration rates in state s and year t (Ist) changes 
in 2006:

(3) Yismt = + 1(Ist POSTt
2006) + 2Ximt + 3Ist + i + t + imt .

Note that Ist varies over time within states. The identifying variation in this 
model thus comes both from changes in the relationship between internet 
penetration rates and postsecondary outcomes in 2006 and from changes 
in internet penetration rates within states. The main assumption underly-
ing this model is that the only reason the relationship between Ist and the 
outcomes changes in 2006 is because of the growth of online education. We 
also need to assume that there are no shocks or other policies that occur 
in 2006 that are correlated with Ist. Because Ist and Hm are not highly cor-
related—the correlation coeffi  cient between the Herfi ndahl index and the 
growth in internet penetration between 2000 and 2012 is −0.05—it is highly 
unlikely that any unobserved shock that would bias the fi rst approach would 
also bias the second approach in the same direction.

8.5  Results

8.5.1  Enrollment

Table 8.2 shows estimates from equation (1) of the impact of post- 2006 
online competition on enrollment. Panel A presents results in levels, and 
panel B shows the natural log of enrollment. Because of the large variance 
in enrollment, we prefer the log estimates. However, we present both for 
completeness. Column 1 presents pooled results for all nonselective colleges. 
Columns 2 and 3 present results for public and private enrollment (including 
both not- for- profi t and for- profi t institutions), while columns 4 and 5 split 
by four- year and two- year colleges, respectively.

We fi nd consistent evidence across specifi cations that less- competitive 
markets experienced relative declines in enrollment after the expansion of 
online degree programs. A one- standard- deviation increase in market con-
centration (0.31, as measured by the Herfi ndahl index) leads to a decline 
in post- 2006 enrollment of about 2 percent. We fi nd larger impacts for pri-
vate institutions; a one- standard- deviation increase in market concentra-
tion reduces post- 2006 enrollment by 2.5 percent. Public schools in panel A 
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show evidence of a sizable and statistically signifi cant decline in enrollment, 
but the results in panel B indicate these results are not robust to measuring 
enrollment in logs. This is likely because of the existence of some very large 
public schools, which have an undue infl uence on the estimates in panel A. 
We thus conclude that enrollment in public schools does not respond to com-
petitive pressures overall. The last two columns show that eff ects are similar 
in percentage terms for four- year and two- year schools; a one- standard- 
deviation increase in the Herfi ndahl index leads to an enrollment reduction 
of about 2 percent after 2006.

Figure 8.5 presents estimates of equation (2) graphically, following the 
less- restrictive specifi cation in equation (2). Note that we have excluded 2005 
in these results, which essentially normalizes all estimates to be relative to 
this pretreatment year. All event study estimates that follow use this conven-
tion. When we allow the impacts of market concentration to vary by year, we 
fi nd a borderline signifi cant decline of about 4 percent in log enrollment for 
private institutions in 2007, exactly one year after the end of the 50 percent 
rule. The coeffi  cients remain negative in nearly every year from 2007 to 2013. 
In contrast, we fi nd no statistically signifi cant impact on log enrollment at 
public institutions for any year after 2006, which is consistent with the evi-
dence in panel B of table 8.2.

Table 8.2 The eff ect of online competition on traditional school enrollment

Independent variable  
All 

nonselective  Public  Private  4- year  2- year

Panel A: Total enrollment
Nonselective H- index 

× Post- 2006
–356.0*** –730.4*** –489.3*** –467.0* –185.6***

(113.0) (121.7) (179.3) (258.2) (45.2)

Observations 88,169 27,075 61,094 31,747 56,422
R2 0.048 0.276 0.036 0.075 0.103

Panel B: Log Total Enrollment
Nonselective H- index 

× Post- 2006
–0.064*** –0.002 –0.080*** –0.062** –0.059***

(0.017) (0.019) (0.031) (0.027) (0.020)

Observations 88,169 27,075 61,094 31,747 56,422
R2  0.130  0.232  0.130  0.144  0.137

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. Each 
column in each panel comes from a separate regression that controls for market- year unem-
ployment rate, total population, poverty rate, proportion black, proportion Hispanic, propor-
tion veterans, and proportion male. All estimates also include state- by- year fi xed eff ects and 
institution fi xed eff ects. Herfi ndahl (H- ) indices are for nonselective schools, which are those 
with an admissions profi le below “Very Competitive” in the 2009 Barron’s Profi le of  American 
Colleges. Standard errors clustered at the market (MSA/county) level are in parentheses; *** 
indicates statistical signifi cance at the 1 percent level, ** indicates signifi cance at the 5 percent 
level, and * indicates signifi cance at the 10 percent level.
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8.5.2  Tuition

In section 8.2, we predicted that competition from online degree programs 
would cause price convergence across local education markets. Figure 8.6 
presents some initial evidence on this question by plotting the enrollment- 
weighted coeffi  cient of  variation (the standard deviation divided by the 
mean) for tuition in public and private nonselective colleges between 1990 

Fig. 8.5 The eff ect of online competition on traditional school enrollment: Event 
study estimates by school type
Source: Authors’ estimation of equation (2) using 2000–2013 IPEDS data as described in the 
text. Each point is an estimate of γj , and the bars extending from each point show the 95 percent 
confi dence interval calculated from standard errors that are clustered at the market (MSA/
county) level. γ2005 is set to zero, so all estimates are relative to that year. The regression con-
trols for market- year unemployment rate, total population, poverty rate, proportion black, 
proportion Hispanic, proportion veterans, and proportion male. All estimates also include 
state- by- year fi xed eff ects and institution fi xed eff ects. Herfi ndahl (H- ) indices are for nonse-
lective schools, which are those with an admissions profi le below “Very Competitive” in the 
2009 Barron’s Profi le of  American Colleges.
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and 2013. Figure 8.6 shows that variation in tuition at private nonselective 
institutions held steady throughout the 1990s but started to decline in the 
early 2000s. In contrast, there is little change in the variance of tuition at 
public institutions over this period.

While time series evidence is suggestive, in table 8.3 we present estimates 
of equation (1) with tuition as the outcome in order to more closely link any 
tuition changes with underlying market shares. Because public tuition is not 
primarily determined by market competition, we focus on private institu-
tions. Column 1 presents results for all private schools, while columns 2 and 
3 focus on private four- year and two- year institutions, respectively.

Surprisingly, we fi nd little evidence that competition from online insti-
tutions lowers tuition in more- concentrated markets. The coeffi  cients in 
column 1 are positive but are not statistically signifi cant at even the 10 per-
cent level. They suggest a small positive eff ect on average tuition of about 
0.5 percent for a one- standard- deviation increase in the Herfi ndahl index. 
There is a negative but not signifi cant eff ect for private two- year schools in 
column 3 that is very small in absolute value, while the results in column 2 
actually imply increases in private four- year tuition in more- concentrated 
markets. Figure 8.7 shows event study estimates for nonselective private 
schools. These results show that private tuition increases as a function of 
the 2000 market share after 2006, with all the increases coming after 2009. 
Furthermore, there is little evidence of pre- 2006 diff erential trends in tuition 
that would lead to a bias in our estimates.

Fig. 8.6 Cross- market coeffi  cient of variation in in- state posted tuition
Source: 1990–2013 IPEDS. The coeffi  cient of  variation is the cross- market (MSA/county) 
standard deviation divided by the year- specifi c mean. Tuition is only for nonselective schools, 
which are those with an admissions profi le below “Very Competitive” in the 2009 Barron’s 
Profi le of  American Colleges.
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What could explain the positive eff ect on private- sector tuition? One 
explanation is that the enrollment declines in table 8.2 forced private col-
leges to charge more to cover their fi xed costs. In other words, private schools 
might be forced to raise tuition in order to make up for the loss in resources 
associated with declining enrollment. Another explanation is that price com-
petition is not particularly strong in higher education markets where enroll-
ment is heavily subsidized by federal Pell Grant and Staff ord Loan dollars, 
and thus price is not very salient to consumers. This suggests that schools 
will compete over other features, such as resources. While these explanations 
are not mutually exclusive, we lack the ability to distinguish them in the data.

Panel C shows the impact of online competition on market- level variation 
in tuition prices. The dependent variable is the absolute diff erence between 
the institution’s posted tuition and the national average tuition divided by 

Table 8.3 The eff ect of online competition on in- state posted tuition among 
private institutions

Independent variable  All private  Private 4- year  Private 2- year

Panel A: Tuition levels
Nonselective H- index × Post- 2006 267.9 860.7*** –264.6

(182.7) (278.6) (242.3)
School- year observations 53,744 18,780 34,964
Unique schools 5,977 4,345 1,971
R2 0.254 0.254 0.320

Panel B: Log tuition
Nonselective H- index × Post- 2006 0.0169 0.0354*** –0.006

(0.0118) (0.0136) (0.0181)
School- year observations 53,731 18,775 34,956
Unique schools 5,971 1,968 4,342
R2 0.318 0.360 0.329

Panel C: Tuition coeffi  cient of variation
Nonselective H- index × Post- 2006 0.036*** 0.0069 0.046***

(0.010) (0.012) (0.015)
School- year observations 53,744 18,780 34,964
Unique schools 5,977 4,345 1,971
R2  0.034  0.098  0.185

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. Each 
column in each panel comes from a separate regression that controls for market- year unem-
ployment rate, total population, poverty rate, proportion black, proportion Hispanic, propor-
tion veterans, and proportion male. All estimates include state- by- year fi xed eff ects and insti-
tution fi xed eff ects. The coeffi  cient of  variation is the absolute deviation from the national 
year- specifi c mean divided by the national year- specifi c mean. Herfi ndahl (H- ) indices are for 
nonselective schools, which are those with an admissions profi le below “Very Competitive” in 
the 2009 Barron’s Profi le of  American Colleges. Standard errors clustered at the market 
(MSA/county) level are in parentheses; *** indicates statistical signifi cance at the 1 percent 
level, ** indicates signifi cance at the 5 percent level, and * indicates signifi cance at the 10 per-
cent level.
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the national average tuition. Thus the estimates yield the eff ect of increased 
competition on the coeffi  cient of variation (the standard deviation divided 
by the mean). Interestingly, the estimates indicate an increase in price disper-
sion post- 2006 as a function of 2000 market share. These estimates are driven 
by private two- year schools, where a one- standard- deviation increase in the 
Herfi ndahl index leads to a 1.4 percentage point increase in the co effi  cient of 
variation. Again, this evidence suggests that schools likely are not compet-
ing over posted prices, which is sensible given the sizable subsidies off ered 
to students through the fi nancial aid system.10 Indeed, if  prices are diffi  -
cult for students to observe, higher competition could cause an increase 
in posted prices that are driven by university expansions in educational 
resources.

10. It is possible that these schools are competing over net price with institutional aid. How-
ever, nonselective schools in general and two- year schools in particular tend to off er little 
institutional aid.

Fig. 8.7 The eff ect of online competition on traditional private school tuition: 
Event study estimates
Source: Authors’ estimation of equation (2) using 2000–2013 IPEDS data as described in the 
text. Each point is an estimate of γγjj, and the bars extending from each point show the 95 per-
cent confi dence interval calculated from standard errors that are clustered at the market 
(MSA/county) level. γ2005 is set to zero, so all estimates are relative to that year. The regression 
controls for market- year unemployment rate, total population, poverty rate, proportion 
black, proportion Hispanic, proportion veterans, and proportion male. All estimates also in-
clude state- by- year fi xed eff ects and institution fi xed eff ects. Herfi ndahl (H- ) indices are for 
nonselective schools, which are those with an admissions profi le below “Very Competitive” in 
the 2009 Barron’s Profi le of  American Colleges.
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8.5.3  Spending

Table 8.4 presents estimates of equation (1) where the outcomes are expen-
ditures (panel A), instructional expenditures (panel B), and revenues (panel 
C) per student. Given the enrollment declines shown in table 8.2, there can 
be a mechanical positive eff ect on per- student expenditures if  expenditures 
react slowly to enrollment changes or if  expenditures are nonlinear with 
enrollment. However, we view it as unlikely that all the resource changes we 
document are due to enrollment eff ects.

As in table 8.2, we show results for all nonselective schools as well as sepa-
rately for public and private institutions and for two- year and four- year insti-
tutions. Because there is a lot of variation in expenditures, these estimates 
are necessarily noisier than those discussed above. But we fi nd evidence that 
expenditures per student increased more after 2006 in more- concentrated 
markets. The impacts are largest for instructional expenditures—a one- 
standard- deviation increase in market share leads to an increase in instruc-
tional expenditures per student of about 1.8 percent. As shown in table 8.1, 

Table 8.4 The eff ect of online competition on traditional school resources

Dependent 
variable form  Independent variable  

All 
nonselective  Public  Private  4- year  2- year

Panel A: Total expenditures per student
Level Nonselective H- index 

× Post- 2006
–328.9 1,620 –564.0 1,094* –383.1
(576.3) (1,036) (766.5) (659.8) (794.4)

Log Nonselective H- index 
× Post- 2006

–0.041** –0.010 –0.045 0.015 –0.056** 
(0.017) (0.024) (0.027) (0.019) (0.024)

Panel B: Instructional expenditures per student
Level Nonselective H- index 

× Post- 2006
–155.6 740.7** –151.7  456.8** –284.2 
(210.0) (364.6) (269.0) (197.5) (304.0)

Log Nonselective H- index 
× Post- 2006

0.059*** 0.060* –0.008 0.101***  0.037
(0.022) (0.033) (0.031) (0.022) (0.032)

Panel C: Total revenues per student
Level Nonselective H- index 

× Post- 2006
–1,185* 1,953 –1,982** –117.3 –941.9 
(703.3) (1,298) (884.1) (928.6) (999.3)

Log Noselective H- index 
× Post- 2006

–0.055*** –0.015 –0.074*** –0.015 –0.064***

  (0.016)  (0.024)  (0.027)  (0.022)  (0.022)

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. Each cell comes from 
a separate regression that controls for market- year unemployment rate, total population, poverty rate, 
proportion black, proportion Hispanic, proportion veterans, and proportion male. All estimates also 
include state- by- year fi xed eff ects and institution fi xed eff ects. Herfi ndahl (H- ) indices are for nonselec-
tive schools, which are those with an admissions profi le below “Very Competitive” in the 2009 Barron’s 
Profi le of  American Colleges. Total expenditure per student, instructional expenditures per student, and 
total revenues per student are top and bottom coded (or winsorized) at the 99th and 1st percentiles to 
address measurement issues generated by extreme outliers. Standard errors clustered at the market 
(MSA/county) level are in parentheses; *** indicates statistical signifi cance at the 1 percent level, ** in-
dicates signifi cance at the 5 percent level, and * indicates signifi cance at the 10 percent level.
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there is signifi cant variance associated with these outcomes, so we favor 
the log model; we focus on these, although we present both for interested 
readers.

The impact on instructional expenditures is largest for four- year schools 
(3.1 percent for a one- standard- deviation increase in the Herfi ndahl index) 
and for public schools (1.9 percent for a one- standard- deviation increase 
in the Herfi ndahl index). We fi nd no statistically signifi cant impact of mar-
ket concentration on instructional spending in two- year schools or private 
schools.

Figure 8.8 shows event studies for instructional expenditures per student. 
The estimates are imprecise, but there is some evidence of an increase in 
per- student instructional spending after 2006, most of which occurs after 
2009. However, the pretrend for this outcome actually begins around 2004. 
One possible explanation is that schools increased instructional spending in 
anticipation of increased competition from online schools.

The results for overall spending per student are consistent with those for 
instructional spending but are less precise. The one exception is that we see 

Fig. 8.8 The eff ect of online competition on traditional school resources: Event 
study estimates
Source: Authors’ estimation of equation (2) using 2000–2013 IPEDS data as described in the 
text. Each point is an estimate of γγjj , and the bars extending from each point show the 95 per-
cent confi dence interval calculated from standard errors clustered at the market (MSA/
county) level. γ2005 is set to zero, so all estimates are relative to that year. The regression con-
trols for market- year unemployment rate, total population, poverty rate, proportion black, 
proportion Hispanic, proportion veterans, and proportion male. All estimates also include 
state- by- year fi xed eff ects and institution fi xed eff ects. Herfi ndahl (H- ) indices are for nonse-
lective schools, which are those with an admissions profi le below “Very Competitive” in the 
2009 Barron’s Profi le of  American Colleges.
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a reduction in overall spending due to increased competition among all non-
selective schools, which is driven by the private sector. Panel C shows that 
the expenditure declines in the private sector that we document are driven 
in large part by changes in per- student revenues. Both private and two- year 
schools experience signifi cant declines in revenues due to heightened com-
petitive pressures.

Private schools are heavily reliant on tuition funding. Table 8.2 shows 
that these institutions experience sizable declines in enrollment when there 
is increased competition. We also fi nd—in table 8.3—that they increase 
tuition in response to online competition. However, table 8.4 shows that 
these tuition increases do not fully off set the impact of declining enrollment 
on per- student revenues.

Comparing the revenue changes to the expenditure changes, one possible 
explanation is that while private and two- year schools are shifting resources 
toward instruction, they nonetheless face increasingly binding fi nancial con-
straints that reduce the total amount of resources available to them. The 
result is that these institutions are able to hold instructional expenditures per 
student relatively constant in the face of declining total resources. Despite 
the fact that revenues decline, there is a relative shift to instructional expen-
ditures in the private and two- year sectors.

In contrast, there is no impact on per- student revenue in public schools 
and four- year schools. This could be because state appropriations counter-
act reductions in tuition revenue from enrollment declines in the four- year 
sector (we do not see a consistent enrollment eff ect in the public sector). 
It also is the case that four- year schools tend to be less reliant on tuition 
revenues, which reduces their exposure to revenue losses when enrollment 
declines. Instructional expenditures per student rise considerably, which sug-
gests that public schools may respond to threats from online competitors by 
increasing the breadth of course off erings, lowering class sizes, or increasing 
instructional expenses. Unfortunately, the IPEDS data do not allow us to 
examine more specifi c categories of instructional spending.

8.5.4  Heterogeneity in Market Power across Sectors and by County Size

Throughout the analysis, we have characterized competition using non-
selective enrollment concentrations. This aggregation may miss important 
heterogeneity in market power across sectors. As table 8.1 shows, private 
colleges tend to have less market power than public colleges. If  institutions 
in these sectors compete within but not across sectors, our aggregation of 
all enrollments will miss important aspects of how competition operates. 
In table 8.5, we present results from a model similar to equation (1) but 
where we control separately for how the private Herfi ndahl index and the 
public Herfi ndahl index interacted with a post- 2006 indicator. We also sepa-
rately control for the interaction of post- 2006 indicators and indicators for 
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whether the market is missing each Herfi ndahl index. This occurs when the 
market does not have a school of the given type in it in 2000.

Panel A shows log enrollment estimates; the results load completely on 
the private sector Herfi ndahl index. The enrollment eff ect on all nonselective 
schools is similar to the eff ect in table 8.2, at 1.8 percent for a one standard 
deviation change in the private Herfi ndahl index (0.29). Reassuringly, the 
market concentration of private institutions has a greater impact on private 
college enrollment.

While private enrollment responds to heightened competition in both 
the public and private sectors, the eff ects are in opposing directions: A one- 
standard- deviation increase in the public institution Herfi ndahl index leads 
to an increase in private college enrollment of about 1.7 percent, whereas a 
one- standard- deviation increase in the private institution Herfi ndahl index 
leads to a 3.8 percent decline in enrollment. In contrast, we fi nd no evidence 
that increased public or private market concentration aff ects enrollment at 
public institutions after 2006.

In the last two panels of the table, we provide expenditure and instruc-

Table 8.5 The eff ect of online competition on traditional schools using sector- 
specifi c market share measures 

 Independent variable All nonselective  Public  Private  

Panel A: Log enrollment
Public H- index –0.00206 0.0103 0.0587** 

(0.0162) (0.0199) (0.0271)
Private H- index –0.0608*** –0.0205 –0.1297*** 

(0.0168) (0.0184) (0.0279)

Panel B: Log expenditures per student
Public H- index –0.0494*** –0.0214 –0.0514***

(0.0171) (0.0260) (0.250)
Private H- index 0.0093  0.0288  –0.0026

(0.0178) (0.0223) (0.0261)

Panel C: Log instructional expenditures per student
Public H- index 0.0290 0.0600* –0.0531*

(0.0217) (0.0358) (0.0279)
Private H- index 0.0043 0.0039 0.0228

   (0.0219)  (0.0278)  (0.0294)  

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. Each 
column in each panel comes from a separate regression that controls for market- year unem-
ployment rate, total population, poverty rate, proportion black, proportion Hispanic, propor-
tion veterans, and proportion male. All estimates also include state- by- year fi xed eff ects and 
institution fi xed eff ects. Herfi ndahl (H- ) indices are for nonselective schools, which are those 
with an admissions profi le below “Very Competitive” in the 2009 Barron’s Profi le of  American 
Colleges. Standard errors clustered at the market (MSA/county) level are in parentheses: *** 
indicates statistical signifi cance at the 1 percent level, ** indicates signifi cance at the 5 percent 
level, and * indicates signifi cance at the 10 percent level. 
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tional expenditure estimates overall and separately for the public and private 
sectors. In general, we fi nd that expenditure and instructional expenditure 
at both public and private institutions are more responsive to competition 
among public schools, although the estimates are somewhat imprecise. Spe-
cifi cally, we fi nd that per- student expenditure and instructional expendi-
ture at private institutions decline with public- school market concentration 
after 2006, while public per- student instructional expenditure increases with 
public- school market concentration. Private college market concentration 
does not aff ect public or private institutional expenditures.

Cities and counties vary widely in both geographic size and population. 
Metro areas tend to have higher concentrations of postsecondary options 
than do nonmetropolitan counties in our sample, and so the eff ect of 
increased competition from online options might be particularly strong in 
lower- population areas. We test for such heterogeneity in table 8.6, which 
splits the sample by the median number of 19-  to 23- year- olds in the 2000 
CPS.11 The eff ects of competition from online options are concentrated in 

11. Another way to examine the role of population in our estimates would be to exclude 
the market- year population control. However, the institutional fi xed eff ects absorb any fi xed 

Table 8.6 The eff ect of online competition on traditional schools, by county size

Independent variable  Enrollment  
Log 

enrollment  

Log 
expenditures 
per student  

Log instructional 
expenditures per 

student  
Log revenues 
per student

Panel A: Below- median population counties
Nonselective H- index 

× Post- 2006
–446.8* –0.0472** –0.0171 0.0623** –0.0473*
(246.3) (0.0221) (0.0267) (0.0301) (0.0250)

Observations 42,915 42,915 38,982 38,830 38,986
R2 0.087 0.152 0.048 0.052 0.050

Panel B: Above- median population counties
Nonselective H- index 

× Post- 2006
76.41 0.0274 –0.0101 –0.130 0.0320

(202.4) (0.0772) (0.0734) (0.0896) (0.0791)

Observations 44,037 44,037 39,644 39,481 9,615
R2  0.108  0.128  0.024  0.027  0.022

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. Each cell comes from 
a separate regression that controls for market- year unemployment rate, total population, poverty rate, 
proportion black, proportion Hispanic, proportion veterans, and proportion male. All estimates also 
include state- by- year fi xed eff ects and institution fi xed eff ects. Herfi ndahl (H- ) indices are for nonselective 
schools, which are those with an admissions profi le below “Very Competitive” in the 2009 Barron’s Profi le 
of American Colleges. Above-  and below- median population counties determined by quantile of 19-  to 
23- year- old population as of 2000 in the CPS. Total expenditure per student, instructional expenditures 
per student, and total revenues per student are top and bottom coded (or winsorized) at the 99th and 1st 
percentiles to address measurement issues generated by extreme outliers. Standard errors clustered at the 
market (MSA/county) level are in parentheses; *** indicates statistical signifi cance at the 1 percent level, 
** indicates signifi cance at the 5 percent level, and * indicates signifi cance at the 10 percent level. 
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below- median population counties. In these counties, the eff ects of competi-
tion mirror those from the sample overall: enrollment declines, instructional 
expenditures increase, and revenues decline. However, we fi nd little evidence 
of  a response in above- median population areas.12 This heterogeneity is 
likely due to the fact that there already is a high degree of competition in 
larger markets, which mutes the competitive eff ects of online competition.

8.6  Robustness Checks

8.6.1  Estimates for Selective Institutions

Throughout the analysis, we have restricted attention to less- selective 
institutions, as they are most directly in competition with online postsec-
ondary schools. As a specifi cation check, we show results for “selective” 
colleges and universities that have a 2009 Barron’s ranking of Very Com-
petitive or higher. We expect online competition to have little impact on this 
higher education sector, and indeed that is what we fi nd. Table 8.7 reports 

characteristics of  the markets they are in, including diff erences in population. As a result, 
examining heterogeneous treatment eff ects by area size is a more straightforward way to assess 
the role of population size.

12. We have examined similar heterogeneous eff ects separately for public/private and two- 
year/four- year schools as well. The results are very similar to those from table 8.6 in showing 
that the eff ects of online competition are concentrated in the lower- population counties. These 
results are excluded for parsimony but are available from the authors upon request.

Table 8.7 The eff ect of online competition on selective postsecondary institutions

Independent variable  Enrollment  
Log 

enrollment  

Log 
expenditures 
per student  

Log instructional 
expenditures per 

student  

Log 
revenues 

per student

Nonselective H- index 
× Post- 2006

–93.48 –0.0225 –0.0298 –0.0255 –0.0151 
(208.5) (0.0152) (0.0216) (0.0277) (0.0204)

Observations 6,418 6,418 6,333 6,333 6,262
R2  0.340  0.369  0.331  0.307  0.380

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. The sample consists 
of  institutions with an admissions profi le of  “Very Competitive” or higher in the 2009 Barron’s Profi le of 
American Colleges. Each cell comes from a separate regression that controls for market- year unemploy-
ment rate, total population, poverty rate, proportion black, proportion Hispanic, proportion veterans, 
and proportion male. All estimates also include state- by- year fi xed eff ects and institution fi xed eff ects. 
Herfi ndahl (H- ) indices are for nonselective schools, which are those with an admissions profi le below 
“Very Competitive” in the 2009 Barron’s Profi le of  American Colleges. Total expenditure per student, 
instructional expenditures per student, and total revenues per student are top and bottom coded (or 
winsorized) at the 99th and 1st percentiles to address measurement issues generated by extreme outliers. 
Standard errors clustered at the market (MSA/county) level are in parentheses: *** indicates statistical 
signifi cance at the 1 percent level, ** indicates signifi cance at the 5 percent level, and * indicates signifi -
cance at the 10 percent level. 
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the results from this robustness check: there is no statistically signifi cant 
evidence of a change in enrollment or resources due to online competition 
among selective schools. Several of the coeffi  cients are in the opposite direc-
tion from the nonselective results shown previously, and those that are in 
the same direction are attenuated. That we fi nd no evidence of a response 
among more- selective institutions suggests we are identifying a causal eff ect 
of competition from the online sector rather than secular trends or shocks in 
postsecondary outcomes that are correlated with the Herfi ndahl index and 
the relaxation of the 50 percent rule.

8.6.2  Results from Internet Penetration Variation

Finally, in table 8.8 we present results from a complementary identifi ca-
tion strategy that exploits state- by- year variation in internet penetration, 
following equation (3). This identifi cation strategy has considerably less 
power than our preferred approach, so we only show estimates for all non-
selective schools. Despite the reduced statistical power, these results present 
supporting evidence that is important given the potentially strong assump-
tions underlying causal identifi cation in equation (1).

The results in table 8.8 are qualitatively similar to those shown above. A 
10 percentage point increase in the internet penetration rate post- 2006 leads 
to a 0.7 percent reduction in nonselective enrollment and an increase of 
$1,587 per student in instructional expenditures. We also fi nd positive coef-
fi cients on overall expenditures and revenues per student. Only the instruc-
tional expenditures eff ect is signifi cant at even the 10 percent level. While 
imprecise, the fact that these results are broadly consistent with our baseline 

Table 8.8 The eff ect of online competition on traditional schools’ internet growth

Independent 
variable  Enrollment  

Log 
enrollment  

Expenditures 
per student  

Instructional 
expenditures 
per student  

Revenues 
per student

Internet rate –2,368* 0.056 8,477 3,578 3,442
(1,276) (0.173) (7,033) (2,236) (8,986)

Internet rate × 
Post- 2006  

64.91  –0.074 –1,675 –447.3 –3,681 
(543.7)  (0.151)  (3,421)  (1,231)  (4,396)

Source: Authors’ calculations as described in the text using 2000–2013 IPEDS data. Each 
column comes from a separate regression that controls for state- year unemployment rate, total 
population, poverty rate, proportion black, proportion Hispanic, proportion veterans, and 
proportion male. All estimates include institution and year fi xed eff ects. The estimation sam-
ple includes all nonselective schools, which are those with an admissions profi le below “Very 
Competitive” in the 2009 Barron’s Profi le of  American Colleges. Total expenditure per stu-
dent, instructional expenditures per student, and total revenues per student are top and bot-
tom coded (or winsorized) at the 99th and 1st percentiles to address measurement issues gen-
erated by extreme outliers. Standard errors clustered at the state level are in parentheses; *** 
indicates statistical signifi cance at the 1 percent level, ** indicates signifi cance at the 5 percent 
level, and * indicates signifi cance at the 10 percent level. 
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estimates suggests our conclusions are not being overly aff ected by biases 
driven by diff erential trends or shocks correlated with 2000 market shares 
and with the timing of federal guidelines supporting online postsecondary 
options.

8.7  Conclusion

In this chapter, we study the impact of increased competition from online 
degree programs on traditional postsecondary institutions. Following a reg-
ulatory change that increased the market entry of and enrollment in online 
institutions after 2006, local schools in less- competitive markets experienced 
relative declines in enrollment. The impacts on enrollment were concen-
trated among less- selective private institutions that are likely to be online 
schools’ closest competitors. We also fi nd that institutions responded to 
competitive pressure by increasing instructional spending, a broad proxy 
for quality. These impacts are driven by public institutions, suggesting that 
they also felt pressure to improve quality in response to online competition. 
In contrast, we fi nd no evidence that increased competition lowered prices 
for in- person degree programs, perhaps because federal Title IV subsidies 
weaken price competition in higher education.

Our results show the importance of thinking broadly about the impact 
of online degree programs on US higher education. Several recent studies 
have found that online courses and degree programs lead to less learning, 
lower degree completion rates, and worse labor market outcomes. However, 
our fi ndings suggest that online education can be an important driver of 
innovation and productivity in US higher education even if  (at least at the 
time of writing) online institutions are producing a lower- quality product. 
Our results provide preliminary evidence that the threat of  “disruption” 
from online education may cause traditionally sluggish and unresponsive 
institutions to improve quality or risk losing students. Another direct ben-
efi t—unexamined in this chapter—is the impact of online schools on access 
to higher education for students who do not live near a traditional campus 
or who must enroll during irregular hours. While we are still in the early 
days, online degrees are likely to be a disruptive force in the market for US 
higher education, and so they remain an important topic for future work.
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Fig. 8A.1 Distribution of Herfi ndahl indices
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Community colleges are the primary point of access to higher education for 
many Americans. More than 40 percent of all undergraduates attend a com-
munity college (College Board 2014). In recent years, the federal government 
has focused heavily on community colleges as critical drivers in the eff ort 
to increase the supply of college graduates in the United States. Moreover, 
the push for free community colleges, proposed by the Obama administra-
tion and modeled after programs such as the Tennessee Promise,1 has also 
captured the attention of policy makers and the public at large.

Despite a relatively rich literature on the community college pathway, the 
research base on the quality diff erences between these institutions has been 
decidedly thin. The distinct mission and open- access nature of community 
colleges and the diverse goals of the students they serve make it diffi  cult to 
assess diff erences in quality across campuses. Many suggest it is diffi  cult to 
identify which outcomes should actually be measured (Bailey et al. 2006). 
Nevertheless, strengthening outcomes at community colleges has been a 
large part of  the national conversation about higher education account-

1. See the Tenness Promise home page: http://tennesseepromise.gov.
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ability. Given the importance of the transfer pathway, it is critical to better 
understand the institutional determinants of transfer success. Although sev-
eral papers have explored the potential quality diff erences across community 
colleges, to our knowledge, no paper has explored diff erences in institutional 
quality in the preparation for transfer by tracking students from the two- 
year to the four- year sector.

In this chapter, we investigate institutional diff erences in both the exten-
sive and intensive margins of the transfer function across California’s com-
munity college campuses. Specifi cally, we start with the extensive margin 
as in Kurlaender, Carrell, and Jackson (2016) by examining whether some 
community college campuses are signifi cantly better (or worse) at producing 
students who transfer from the community college to a four- year college. 
Next, we examine the intensive margin of the transfer function by asking 
whether some community college campuses are better (or worse) at prepar-
ing students once they transfer to a bachelor of arts (BA) degree–granting 
institution. Importantly, due to the richness of our data set, we are able to 
adjust our estimates for a host of observed student diff erences and poten-
tial unobserved determinates that drive selection. Most notable is the fact 
that our student- level college outcomes are linked to California high school 
records, which include scores on 11th- grade math and English standardized 
tests. We are also able to control for unobservable diff erences that drive selec-
tion by controlling for four- year college fi xed eff ects.

Additionally, we examine whether the community colleges, which are rela-
tively more (or less) productive on the extensive margin of the transfer func-
tion, are also those colleges that are more (or less) productive on the intensive 
margin. Finally, we examine whether any observable characteristics of the 
community college are signifi cantly correlated with transfer productivity.

The rest of the chapter is organized as follows: in section 9.1, we provide a 
brief background, reviewing some of the prior work on the transfer function 
and on community college quality; in section 9.2, we describe the setting, 
data, and methodological approach we employ for this analysis; in section 
9.3, we describe the fi ndings; in section 9.4, we discuss mechanisms; and in 
section 9.5, we conclude, providing a discussion of our fi ndings and off ering 
policy implications.

9.1  Background and Setting

The multiple missions and goals of community colleges have been well 
documented in the academic literature (Bailey, Jaggars, and Jenkins 2015; 
Brint and Karabel 1989 ; Dougherty 1994; Grubb 1991; Rosenbaum 2001). 
The majority of  community college systems balance at least three goals: 
basic skills instruction, career- technical education programs, and bac-
calaureate transfer pathways. Rising tuition, admissions standards, and 
capacity constraints have limited access at many four- year universities, mak-
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ing community colleges the primary pathway to a baccalaureate degree for 
many students.

The transfer function is one of the most important and scrutinized indica-
tors of community college success (Long and Kurlaender 2008; Melguizo, 
Kienzl, and Alfonso 2011). On the one hand, community colleges off er an 
open pathway to the BA to those for whom a four- year BA- granting institu-
tion may be out of reach (for fi nancial, academic, or other reasons). How-
ever, the greater fl exibility in enrollment aff orded by community colleges 
(e.g., late entry, part time, combining employment with schooling) may be 
detrimental to a student’s academic progress and lower his or her chances 
of transferring to a four- year college (Brint and Karabel 1989; Dougherty 
1994; Grubb 1991).

Much has been written about who utilizes the transfer route from com-
munity colleges and about the individual determinants of transfer success. 
Several papers have concluded that those who transfer from a community 
college to a four- year college are of a higher social class, have higher aca-
demic preparation, are less likely to be minority, and are less likely to be 
female compared to the typical community college student (Adelman 2006; 
Dougherty 1987, 1994; Dougherty and Kienzl 2006; Gross and Goldhaber 
2009; Grubb 1991; Lee and Frank 1990; Whitaker and Pascarella 1994). 
In fact, early work on the community college transfer route found that 
the socioeconomic status of the transfer group closely resembled the aver-
age social class of the original four- year college group (Dougherty 1994). 
Students’ intent to transfer (Bradburn and Hurst 2001; Horn 2009), need 
for developmental courses (Bettinger and Long 2009), and course enroll-
ment patterns while at community college (Doyle  2009; Roksa and Calc-
agno 2010) are also key predictors of community college transfer. Among 
those who do transfer to four- year institutions and complete their degrees, 
community college students attain similar if  not the same educational and 
occupational rewards (Kane and Rouse 1999; Melguizo and Dowd 2008; 
Whitaker and Pascarella 1994).

Far less is known about institutional diff erences in transfer success—
specifi cally, quality diff erences in the preparation community colleges off er 
students that transfer to BA- granting institutions. In a prior chapter, we 
investigated institutional quality diff erences among community colleges 
and found meaningful diff erences in student outcomes across California’s 
community colleges. For example, after adjusting for diff erences in student 
inputs, our lower bound estimates show that going from the 10th to 90th 
percentile of campus quality is associated with a 3.68 (37.3 percent) increase 
in student transfer units earned, a 0.14 (20.8 percent) increase in the proba-
bility of persisting to year two at the community college, a 0.09 (42.2 percent) 
increase in the probability of transferring to a four- year college, and a 0.08 
(26.6 percent) increase in the probability of completion of a two- year degree 
(Kurlaender, Carrell, and Jackson 2016).
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Prior studies have explored quality diff erences across community colleges 
in the transfer function. Ehrenberg and Smith (2004) fi rst examine diff er-
ences across community colleges in New York using group data; their results 
indicate substantial variation in the probability of graduating with a four- 
year degree. They also highlight the importance of adjusting for student 
characteristics in academic preparation. Clotfelter and colleagues (2013) 
explore variation in success measures across North Carolina’s 58 commu-
nity colleges and fi nd that conditional on student diff erences, colleges were 
largely indistinguishable from one another in degree receipt or transfer 
coursework, save for the diff erences between the very top and very bottom 
performing colleges (Clotfelter et al. 2013). Similarly, Cunha and Miller 
(2014) examine institutional diff erences in student outcomes across Texas’s 
30 traditional four- year public colleges. Their results show that controlling 
for student background characteristics (e.g., race, gender, free lunch, SAT 
score), the quality of high school attended, and application behavior signifi -
cantly reduces the mean diff erences in average earned income, persistence, 
and graduation across four- year college campuses.

Several other researchers have also looked at the role of diff erent institu-
tional inputs as proxies for institutional quality. In particular, Stange (2012) 
exploits diff erences in instructional expenditures per student across com-
munity colleges and fi nds no impact on student attainment (degree receipt 
or transfer). Calcagno and colleagues (2008) identify several institutional 
characteristics that infl uence student outcomes: larger enrollment, more 
minority students, and more part- time faculty are associated with lower 
degree attainment and lower four- year transfer rates.

9.2  Research Design

9.2.1  Setting

California is home to the largest public higher education system in the 
nation. The 1960 Master Plan for Higher Education articulated the distinct 
functions of each of the state’s three public postsecondary segments. The 
University of California (UC) is designated as the state’s primary academic 
research institution and is reserved for the top one- eighth of the state’s grad-
uating high school class. The California State University (CSU) is intended 
primarily to serve the top one- third of California’s high school graduating 
class in undergraduate training as well as graduate training through the 
master’s degree, focusing mainly on professional training such as teacher 
education. Finally, the California Community Colleges (CCC) are meant to 
provide subbaccalaureate instruction for students through the fi rst two years 
of undergraduate education (lower division) as well as vocational instruc-
tion, remedial instruction, English- as- a- second- language courses, adult 
noncredit instruction, community service courses, and workforce training 
services.
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Although the vision of the Master Plan and its legacy have been heavily 
debated among scholars and policy makers, the result is that the state has 
invested heavily in its postsecondary schooling systems, and today, 84 per-
cent of  California postsecondary students attend a public two- year or 
four- year college. In addition to building coherence across the state’s public 
higher education institutions, the Master Plan is also often applauded for 
strengthening the importance of universal access to postsecondary school-
ing through the community colleges. Two- thirds of  all college students 
attend a community college in California; in 2015 the community college 
system served more than 2.1 million students across 113 colleges, represent-
ing 20 percent of the nation’s community college students. Students enrolled 
at community colleges represent enormous diversity in their backgrounds 
and educational goals; however, the vast majority of  community college 
enrollees intend to transfer to a four- year BA- granting institution.

A central component of California’s Master Plan is the articulation of 
transfer pathways from the community colleges to the state’s BA- granting 
institutions through specifi c general education coursework. This was recently 
strengthened through California’s Senate Bill 1440, known as the Student 
Transfer Achievement Reform Act, which further reinforced articulation 
between the CCC and the CSU. The legislation required the community 
colleges to collaborate with the CSU to develop specifi c associate degrees for 
transfer based on specifi ed general education and lower- division coursework 
at the community colleges that would translate to junior standing at the CSU 
upon transfer. The primary goal of the legislation was to reduce unnecessary 
course- taking and shorten the time to achieve a degree.

The architects of the Master Plan envisioned an effi  cient process for stu-
dents who start their postsecondary schooling at a community college to 
obtain a baccalaureate degree. Researchers, higher education leaders, and 
state policy makers alike have discussed and debated the community college 
transfer function for more than half  a century. Many of these discussions 
have focused on the importance of the transfer pathway for ensuring access, 
given capacity constraints at four- year institutions (Bohn, Reyes, and John-
son 2013). However, to date, we know very little about how institutions fare 
in meeting their transfer function role.

The CCC Chancellor’s Offi  ce calculates transfer rates for fi rst- time fresh-
men enrolled at community colleges based on two criteria: (1) 12 units earned 
and (2) attempt of a transfer- level math or English course. Based on this defi -
nition, the transfer rates within fi ve years of entry at a CCC are about 41 per-
cent system- wide and vary widely from college to college.2 Other estimates 
are much lower and suggest that only 26 percent (Sengupta and Jepsen 2006) 
or even 18 percent (Shulock and Moore 2007) succeed in transferring to a 

2. Calculations based on Transfer Rate Study of California Community College (2005–6 
report), available at http://www.cccco.edu/Portals/4/TRIS/research/reports/transfer_report 
.pdf.
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four- year university or earn an associate’s degree within six years. Horn 
and Lew (2007) compare CCC transfer rates across diff erent denominators 
that defi ne transfer seeking and fi nd very similar rates. Transfer rates also 
vary considerably by race/ethnicity. The raw gap in transfer rates between 
Hispanics and whites is 11.8 percentage points and between African Ameri-
cans and whites is 7.7 percentage points (California Community Colleges 
Chancellor’s Offi  ce 2011). National statistics—albeit somewhat dated—on 
the racial/ethnic gaps in transfer rates among BA- intending students who are 
enrolled in 12 or more credit hours note only 5 percentage points between 
whites and African Americans and no diff erence between whites and His-
panics (Bradburn and Hurst 2001).

The community college students in California who do successfully trans-
fer to a four- year college overwhelmingly (about 80 percent) enroll at one 
of  the campuses of  the CSU system. The 23- campus CSU system is the 
largest public four- year higher education system in the country, educating 
about 1 in 10 California high school graduates and roughly 5.5 percent of 
the undergraduates enrolled in public four- year colleges in the entire nation.3 
The CSU system enrolls the majority of  CCC transfer students. Among 
those who transfer, nearly 90 percent apply to only one CSU, and 80 percent 
enroll in the CSU closest to their community college (home).

California is an ideal state in which to investigate institutional diff erences at 
community colleges because of the large number of institutions present. More-
over, articulation between the public two- year and broad- access four- year col-
leges off ers a unique opportunity to explore the transfer route more directly. 
California’s public two- year and four- year colleges are situated in urban, sub-
urban, and rural areas of the state, and their students come from public high 
schools that are among both the best and the worst in the nation. Thus the 
diversity of California’s community college population refl ects the student 
populations of other states in the United States and the mainstream public 
two- year colleges that educate them. As such, we believe that other states can 
learn important lessons from California’s public postsecondary institutions.

9.2.2  Data

To explore institutional diff erences between community colleges in their 
transfer role as well as BA completion, we constructed two administrative 
data sets that linked cohorts of California high school juniors to both the 
CCC and the CSU campus they attended. These data were provided by 
the CCC Chancellor’s Offi  ce, the CSU Chancellor’s Offi  ce, and the Califor-
nia Department of Education.

First, to examine the extensive margin of the transfer function (the prob-

3. This calculation is based on a published CSU enrollment of 437,000 students (http://www 
.calstate.edu/pa/2013Facts/documents/facts2013.pdf) and enrollment of 7.9 million students 
in public four- year colleges nationwide in 2007 (http://nces.ed.gov/pubs2013/2013008.pdf).
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ability of transferring to a four- year college), we linked all transcript and 
completion data for four fi rst- time freshmen fall- semester cohorts (2004–8), 
ages 17–19, enrolled at a CCC with the census of  California 11th- grade 
students with standardized test score data. The match, performed on name 
and birth date, high school attended, and cohort, initially captured 69 per-
cent of fi rst- time freshmen, ages 17–19, enrolled at a CCC (consistent with 
similar studies conducted by the CCC Chancellor’s Offi  ce matched to K–12 
data).4

We restrict the sample for our study to fi rst- time freshmen at the com-
munity college who are of traditional age. We built cohorts of students who 
started in the summer or fall within one year of graduating high school, 
who attempted more than two courses (six units) in their fi rst year, and who 
had complete high school test and demographic information. This sample 
contains 389,187 students across 108 CCC campuses.5

Second, to examine the intensive margin of the transfer function (how 
well students perform after transferring to a four- year college), we linked 
transcript- level records of four cohorts (2005–8) of CSU students who had 
transferred from a CCC to their California high school records provided by 
the California Department of Education. Similar to the community college 
data match, we linked the data on name, birth date, and gender. Using these 
identifi ers, we were able to successfully match 70 percent of all CSU trans-
fers. Importantly, these data from the CSU system record whether the stu-
dent transferred from a CCC and from which campus specifi cally. Addition-
ally, these data include information on academic performance (grade point 
average [GPA]), persistence at the CSU, graduation, and time to degree.

9.2.3  Measures

To examine institutional diff erences across community colleges in transfer 
and BA completion, we use multiple outcome measures. First, we start with 
the extensive margin by examining the probability that a student transfers 
from a CCC to any four- year college. Using National Student Clearinghouse 
data provided by the CCC Chancellor’s offi  ce and linked to his or her own 
data records, we are able to tell whether a student transferred to a four- year 
college at any point after attending a CCC. As shown in table 9.1, 27 percent 
of fi rst- time freshmen at a CCC eventually transfer to a four- year school. 

4. Our match rates may be the result of several considerations. First, the name match occurred 
on the fi rst three letters of a student’s fi rst name and last name, leading to many duplicates. 
Students may have entered diff erent names or birth dates at the community college. Students 
may have omitted information at either system. Second, the denominator may also be too high; 
not all community college students attended California high schools. Finally, students who did 
attend a California high school but did not take the 11th- grade standardized tests were not 
included in the high school data.

5. We excluded the three campuses that use the quarter system as well as three adult educa-
tion campuses. Summer students were only allowed in the sample if  they took enough units in 
their fi rst year to guarantee that they also took units in the fall. 
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We then split this outcome by whether the student transferred to a CSU 
campus or a UC campus.

To examine the intensive margin of the transfer function, we next focus 
on what happens to students once they transfer to the CSU. We focus on 
the CSU because 52 percent of students in our sample who transferred to a 
BA- granting institution transferred to one of the 23 CSU campuses, while 
only 15 percent transferred to one of the nine UC campuses. Specifi cally, we 
measure fi rst- term GPA, persistence rates to year two, BA degree comple-
tion, and time to degree as measured by the probability of graduating within 
two or three years of transfer. Tables 9.1 and 9.2 show summary statistics for 
these key outcome measures at the individual and college levels. The average 
transfer student earns a 2.78 GPA during his or her fi rst term at the CSU 

Table 9.1 Sample descriptive statistics by student 

Variable  Mean  SD  Min.  Max.  Observations

CC outcomes 
Ever Transfer 0.27 0.44 0 1 389,187
transfer to CSU 0.14 0.43 0 1 389,187
Transfer to UC 0.04 0.34 0 1 389,187
CSU outcomes 
First- term GPA 2.78 0.88 0 4 66,427
Persist to year 2 0.95 0.23 0 1 66,427
Graduate with BA 0.71 0.46 0 1 66,427
Time to degree (TTD; years) 3.14 1.21 1 9 46,378
TTD <= 2 years 0.34 0.47 0 1 46,378
TTD <= 3 years 0.71 0.45 0 1 46,378
Covariates 389,187
English test score 333.65 55.7 150 600 389,187
Math test score 291.64 48.98 150 600 389,187
Asian 0.08 0.27 0 1 389,187
Pacifi c Islander 0.01 0.08 0 1 389,187
Filipino 0.05 0.21 0 1 389,187
Hispanic 0.39 0.49 0 1 389,187
Black 0.07 0.25 0 1 389,187
White 0.40 0.49 0 1 389,187
Did not state race 0.01 0.08 0 1 389,187
Female 0.50 0.50 0 1 389,187
Eligible for subsidized lunch 0.32 0.47 0 1 389,187
Parent income < $24K 0.11 0.32 0 1 66,427
Parent income $24K–$36K 0.09 0.28 0 1 66,427
Parent income $36K–$48K 0.07 0.25 0 1 66,427
Parent income $48K–$60K 0.07 0.25 0 1 66,427
Parent income 60K–$72K 0.07 0.25 0 1 66,427
Parent income >$72K 0.27 0.44 0 1 66,427
Parent income missing 0.33 0.47 0 1 66,427
High school API  707.91  79.00  272.00  987.00  254,865

Notes: Variables with 389,287 observations come from the California Community College 
datafi le, while variables with 66,427 observations come from the CSU datafi le.
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(on a 0-  to 4- point scale). A vast majority of transfer students persist to the 
second year at CSU, with persistence rates greater than 90 percent in our 
sample. Graduation rates among transfer students are relatively high at 71 
percent. Finally, the average time to degree in our sample is just over three 
years, while 34 percent and 71 percent of students graduate within two and 
three years of transfer, respectively.

Table 9.2 Sample descriptive statistics by community college

Variable  Mean  SD  Min.  Max.

Outcomes
Ever transfer 0.25 0.08 0.06 0.43
Transfer to CSU 0.12 0.05 0.01 0.22
Transfer to UC 0.04 0.03 0.00 0.16
CSU outcomes 
First- term GPA 2.74 0.17 2.22 3.12
Persist to year 2 0.93 0.04 0.67 1.00
Graduate with BA 0.68 0.09 0.29 0.81
Time to degree (TTD; years) 3.20 0.24 2.67 4.05
TTD <= 2 years 0.32 0.09 0.00 0.55
TTD <= 3 years 0.69 0.09 0.25 0.86
Covariates
English test score (std.) –0.05 0.27 –0.79 0.56
Math test score (std.) –0.04 0.25 –0.72 0.44
Asian 0.07 0.07 0 0.37
Pacifi c Islander 0.01 0.01 0 0.05
Filipino 0.04 0.05 0 0.27
Hispanic 0.37 0.2 0.06 0.91
Black 0.08 0.11 0.01 0.69
White 0.41 0.22 0.01 0.85
Did not state race 0.01 0.01 0 0.05
Female 0.5 0.04 0.39 0.65
Eligible for subsidized lunch 0.34 0.16 0.07 0.73
Parent income < $24K 0.11 0.08 0 0.41
Parent income $24K–$36K 0.09 0.04 0 0.17
Parent income $36K–$48K 0.07 0.03 0 0.27
Parent income $48K–$60K 0.07 0.05 0 0.50
Parent income $60K–$72K 0.07 0.02 0 0.13
Parent income >$72K 0.27 0.10 0 0.46
Parent income missing 0.33 0.08 0 0.66
High school API 703.26 45.03 588.34 799.11
Community college characteristics (n = 102)
Tenured to adjunct faculty ratio 0.94 0.37 0.24 2.53
Female to male faculty ratio 0.96 0.20 0.55 2.00
Faculty to student ratio 56.47 23.55 16.21 160.02
Support staff  to student ratio 3.26 2.34 0.00 12.30
Faculty years of experience 5.10 0.83 2.49 7.61
Distance to the nearest CSU (miles) 19.42 25.12 0.89 159.52
Student Population (1,000s) 8.62 5.46 1.93 28.87
Fraction vocational education degrees/certifi cates  51.33  13.81  6.35  82.51
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Our data are unique in that we have the ability to connect a student’s per-
formance and outcomes at the community college and CSU with their high 
school data. As community colleges are open access, students do not submit 
transcripts from their high school and have not necessarily taken college 
entrance exams such as the SAT or ACT to enter. As a result, community 
colleges often know very little about their students’ prior educational back-
grounds. Researchers interested in understanding the community college 
population often face the same constraints (Ehrenberg and Smith 2004). 
Examining the outcomes of community colleges without considering the 
educational backgrounds of the students enrolling in a college may con-
found college eff ects with students’ self- selection. Likewise, students who 
transfer to the CSU are also not required to take the ACT or SAT.

To address these selection issues, we are able to adjust our estimates of 
quality by fi rst including important background information about a stu-
dent’s high school academic performance. We measure a student’s perfor-
mance on the 11th- grade English and mathematics California State Tests 
(CSTs).6 We are also able to determine which math course a student took 
in 11th grade. In addition, we measure race/ethnicity, gender, and paren-
tal income.7 To account for high school quality, we include the Academic 
Performance Index (API) of the high school attended (California’s school 
accountability metric). Importantly, as students are enrolling in community 
college, they are asked about their goals for attending community college. 
Students can pick from an extensive list of 15 choices, including to transfer 
with an associate’s degree, transfer without an associate’s degree, gain a 
vocation certifi cation, discover interests, improve basic skills, undecided, 
and others. We include students’ self- reported goals as an additional covari-
ate for their postsecondary degree intentions. Lastly, we add additional 
controls for college by year- level means of  our individual characteristics 
(11th- grade CST math and English scores, race/ethnicity, gender, parental 
income, API, and student goal). Table 9.1 includes descriptive statistics on 
all our measures at the individual level, and table 9.2 includes descriptive 
statistics at the college level.8

6. We include CST scaled scores, which are approximately normally distributed across the 
state.

7. Our community college data set contains information regarding whether the student was 
eligible for free or reduced- priced lunch. Our CSU data fi le contains self- reported parental 
income measures.

8. Unlike the four- year- college quality literature, we do not account for students’ college 
choice set, since most community college students enroll in the schools closest to where they 
attended high school. Using nationally representative data, Stange (2012) fi nds that in contrast 
to four- year college students, community college students do not appear to travel farther in 
search of higher- quality campuses, and importantly, “conditional on attending a school other 
than the closest one, there does not appear to be a relationship between student characteris-
tics, school characteristics, and distance traveled among community college students” (Stange 
2012, 81).
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9.2.4  Empirical Methods

We begin by visually examining the raw outcome measures across the 
community colleges in our sample. Figure 9.1 presents the distribution of the 
proportion who transfer from a CCC, fi rst- term GPA at CSU, proportion 
persisting to year two at the CSU, proportions completing a BA, and time 
to degree across the 108 community colleges. This fi gure shows consider-

Fig. 9.1 Distribution of outcomes by community college
Source: Author’s calculations based on data from CSU and CCCO Chancellor’s Offi  ces.
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able variation across community college campuses in four of the fi ve out-
comes. The one exception is persistence to year two at the CSU, where a vast 
majority (95 percent) of students persists to year two. To further examine 
the amount of variation in the four posttransfer CSU outcomes (fi rst- term 
GPA, persistence, graduation, and time to degree), in fi gure 9.2, we plot 
the variation in these outcomes by community college campus and CSU 
campus. Each CSU (receiving institution) is plotted along the X- axis with 
the corresponding sending community colleges plotted by size. These fi g-
ures show two important facts. First, within each of the 23 CSU campuses, 
students transfer from many diff erent community colleges. Specifi cally, the 
average CSU campus in our sample period received transfer students from 
79 diff erent CCCs. Second, there is considerable variation in the average 
outcomes across these community colleges from which the students transfer 
within each CSU campus.

Although there appears to be considerable variation in average outcomes 
within CSUs and across CCCs, we note that our fi gures are unadjusted by 
student inputs. Therefore, to motivate the importance of  accounting for 
student inputs, we next plot each outcome against students’ 11th- grade math 

Fig. 9.2 Distribution of outcomes by community college and CSU
Source: Author’s calculations based on data from CSU and CCCO Chancellor’s Offi  ces.
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test scores at the college level (fi gure 9.3). From these simple scatterplots, it is 
clear that higher average student test scores are associated with better aver-
age CSU outcomes among transfer students, save for persistence. We also 
note that there is considerable variation in the average outcomes for students 
with similar high school test scores across the community colleges.

To examine whether there are signifi cant causal diff erences in the extensive 
transfer margin (i.e., the probability of transfer) across community college 
campuses, we start by estimating the following linear random eff ects model 
as in Kurlaender, Carrell, and Jackson (2016):

(1) Yiscty = 0 + 1xi + 2xcy + 3ws + t + y + c + iscty,

where Yiscty is our outcome variable of  interest (transfer to any four- year 
institutions, transfer to a CSU, or transfer to a UC) for individual i, from 
high school s, who is a fi rst- time freshman enrolled at community college 
c, in term t in year y; xi is a vector of individual- level characteristics (race/
ethnicity, gender, parental education, and 11th- grade math and English lan-

Fig. 9.3 Scatterplot of average CSU outcomes against students’ 11th- grade math 
test scores
Source: Author’s calculations based on data from CSU and CCCO Chancellor’s Offi  ces.
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guage arts test scores), xcy is community college by cohort means of xi, and 
ws is a measure of the quality of the high school attended (California’s API 
score)9 for each individual. Finally, εiscty is the individual- level error term.

The main parameter of interest is the community college random eff ect, 
ζc.

10 We estimate c using an empirical Bayes shrinkage estimator to adjust 
for reliability. The empirical Bayes estimates are best linear unbiased predic-
tors (BLUPs) of each community college’s value added, which takes into 
account the variance (signal to noise) and the number of observations (stu-
dents) at each college campus. Estimates of ζc with a higher variance and a 
fewer number of observations are shrunk toward zero (Rabe- Hesketh and 
Skrondal 2008).

The empirical Bayes technique is commonly used in measuring the quality 
of hospitals (Dimick, Staiger, and Birkmeyer 2010), schools or neighbor-
hoods (Altonji and Mansfi eld 2014), and teachers (Carrell and West 2010; 
Kane, Rockoff , and Staiger 2008). In particular, we use methodologies simi-
lar to those recently used in the literature to rank hospital quality, which 
shows the importance of adjusting mortality rates for patient risk (Parker 
et al. 2006) and statistical reliability (caseload size; Dimick, Staiger, and 
Birkmeyer 2010 ). In our context, we similarly adjust our college rankings 
for “student risk” (student preparation, high school quality, and unobserved 
determinants of selection) as well as potential noise in our estimates driven 
by diff erences in campus size and student population.

Next, to examine whether there are signifi cant diff erences in the intensive 
transfer margin (i.e., how well students perform after transfer) across the 
community college campuses, we estimate a slightly modifi ed linear random 
eff ects model to account for selection into the CSU:

(2) Yisctyu = 0 + 1xi + 2xcy + 3ws + t + y + c + u + isctyu,

where Yisctyu are the posttransfer outcome variables of interest (fi rst- term 
GPA, persistence, graduation, and time to degree) for individual i, from 
high school s, who is a fi rst- time freshman enrolled at community college 
c, in term t in year y at CSU campus u. All other variables in the model are 
the same as in equation (1), and σu are CSU campus fi xed eff ects. Impor-
tantly, the CSU fi xed eff ects control for all unobserved (fi xed) variation 
at the CSU campus level—for example, professor experience and teaching 
quality, level of support services, and other unobservable diff erences across 

9. The API is a measure of California schools’ academic performance and growth. It is the 
chief  component of California’s Public Schools Accountability Act, passed in 1999. API is 
composed of schools’ state standardized test scores and results on the California High School 
Exit Exam; scores range from a low of 200 to a high of 1000.

10. We use a random- eff ects model instead of a fi xed- eff ects model due to the effi  ciency (mini-
mum variance) of the random- eff ects model. However, our fi ndings are qualitatively similar 
when using a fi xed- eff ects framework; for our main results in table 9.3, the correlations between 
the fi xed-  and random- eff ects estimates range between 0.983 and 0.991.
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the CSU campuses that infl uence posttransfer outcomes. Importantly, the 
CSU fi xed eff ects also control for individual unobservable diff erences that 
drive selection and choice.

9.3  Results

9.3.1  Extensive Margin Transfer Outcomes

We start by examining whether there are signifi cant diff erences across 
community colleges in the probability of  transferring to a four- year col-
lege, as in Kurlaender, Carrell, and Jackson (2016). To do so, we examine 
whether there is signifi cant variation in our estimates of cs for our three 
transfer outcomes of interest. Table 9.3 presents the results of the estimated 
standard deviation, ˆ , in our college eff ects for various specifi cations of 
equation (1). High values of ˆ indicate there is signifi cant variation in the 
probability of transferring across community college campuses, while low 
values of ˆ would indicate that there is little diff erence in student transfer 
outcomes across campuses.

In specifi cation 1, we start with the most naive estimates, where we include 
only year and term indicator variables. Results show that a one- standard- 
deviation change in campus quality is associated with a 0.072 percentage 
point increase in the probability of transfer. This eff ect is quite large, repre-
senting a 27 percent increase from the mean in the probability of transfer. 
However, these unadjusted estimates are analogous to comparing simple 

Table 9.3 Standard deviations in random eff ects: Community college outcomes

SD of random eff ects estimates

Specifi cation  Controls  Transfer  
Transfer to 

CSU  
Transfer to 

UC

(1) Year/term 0.072 0.040 0.029
[0.063, 0.082] [0.035, 0.046] [0.025, 0.033]

(2) Test scores 0.054 0.034 0.023
[0.047, 0.062] [0.030, 0.040] [0.020, 0.026]

(3) Demographics 0.047 0.031 0.022
[0.041, 0.054] [0.027, 0.036] [0.019, 0.025]

(4) Goal 0.044 0.029 0.021
[0.038, 0.050] [0.025, 0.033] [0.019, 0.025]

(5) School API 0.039 0.027 0.021
[0.034, 0.045] [0.023, 0.031] [0.018, 0.024]

(6) College means 0.041 0.026 0.019
[0.035, 0.047] [0.022, 0.031] [0.016, 0.022]

# of community colleges    108  108  108

Notes: Each cell represents the standard deviation of the community college random eff ects; 
95 percent confi dence intervals in brackets.
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means in student transfer rates across college campuses and likely overstate 
the true value added of college campuses.

To adjust our estimates for diff erences in student- level inputs, in specifi ca-
tions 2–4 of table 9.3, we sequentially adjust our estimates of c for a host 
of student- level covariates. This procedure is similar to the hospital quality 
literature that calculates risk- adjusted mortality rates (Dimick, Staiger, and 
Birkmeyer 2010). Importantly, starting in specifi cation 2, we include scores 
from the 11th- grade California State Test (CST). Doing so likely removes a 
signifi cant amount of potential bias in our estimates, as the teacher- quality 
literature has previously shown that teacher value- added estimates are unbi-
ased when conditioned on prior- year test scores (Kane, Rockoff , and Staiger 
2008). In specifi cation 3, we add individual- level demographic characteris-
tics (race/ethnicity, gender, and parental income level). In specifi cation 4, 
we control for the student’s goal for attending community college. In speci-
fi cation 5, we add California’s API scores for each student’s high school to 
control for diff erences in high school quality.

Results in specifi cations 2–5 indicate that even after controlling for 
student- level observable characteristics, there is considerable variation in 
transfer rates across California’s community colleges. For specifi cation 5, a 

Fig. 9.3 Scatterplot of average CSU outcomes against students’ 11th- grade math 
test scores
Source: Author’s calculations based on data from CSU and CCCO Chancellor’s Offi  ces.
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one- standard- deviation increase in community college quality is associated 
with a 0.039 percentage point (14.4 percent) increase in the probability of 
transferring to a four- year college.

In specifi cation 6, we add campus by cohort means of our various individ-
ual demographic variables to address concerns with selection on unobserv-
ables (Altonji, Elder, and Taber 2005), as suggested by Altonji and Mansfi eld 
(2014), and to control for diff erences in peer quality, which has been shown to 
aff ect transfer outcomes (Smith and Stange 2016). Doing so likely provides a 
lower bound of the estimated variance in the campus quality eff ects.11 In this 
fully specifi ed model, our estimate remains substantively unchanged with a 
one- standard- deviation increase in campus quality associated with a 0.041 
percentage point (15.2 percent) increase in the probability of transferring.

In columns 2 and 3, we present results when we split the outcome by 
whether the student transferred to a CSU campus or a UC campus. Results 
show substantially higher variation across community college campuses in 
the probability of transferring to a CSU compared to a UC. Specifi cally, in 
our fully specifi ed model, one standard deviation in the community college 
eff ect is associated with a 2.7 percentage point increase in the probability of 
transferring to a CSU and a 1.8 percentage point increase in the probability 
of transferring to a UC.

9.3.2  Intensive Margin Transfer Outcomes

The previous results show signifi cant variation across community college 
campuses in the probability of transferring to a BA- granting institution. 
However, a natural follow- up question is whether some campuses produce 
students who perform better once they transfer. This question is analogous 
to the recent teacher- quality literature that examines how teachers aff ect 
both contemporaneous academic achievement as well as longer- term out-
comes, such as later academic performance and labor market outcomes 
(Carrell and West 2010; Chetty et al. 2014). To answer this question, we next 
present results for our intensive margin outcomes that measure fi rst- term 
GPA at the CSU, persistence to year two at the CSU, BA degree receipt, and 
time to degree as measured by the probability of graduating within two or 
three years at the CSU. As previously discussed, to overcome selection issues 
in college choice, we include CSU fi xed eff ects in all our specifi cations, with 
results presented in table 9.4.

Analogous to our previously presented results, we start with a naive model 
that includes only year and term eff ects as well as CSU campus fi xed eff ects. 
We then sequentially add control variables to the model. While the addition 

11. Altonji and Mansfi eld (2014) show that, under reasonable assumptions, controlling for 
group means of individual- level characteristics “also controls for all of  the across- group varia-
tion in the unobservable individual characteristics.” This procedure provides a lower bound of 
the school- quality eff ects because school quality is likely an unobservable that drives individual 
selection.
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of control variables reduces the variation in the campus eff ects, signifi cant 
variations in outcomes across community college campuses persist. Results 
for the fully specifi ed model (specifi cation 5) show that a one- standard- 
deviation increase in community college campus quality is associated with a 
0.066 (2.3 percent) increase in fi rst- term GPA at the CSU, a 0.009 percentage 
point (1 percent) increase in the probability of persisting to year two, a 0.025 
percentage point (3.6 percent) increase in the probability of BA completion, 
a 0.028 percentage point (8.2 percent) increase in the probability of gradu-
ating within two years of transfer, and a 2.3 percentage point (3.2 percent) 
increase in the probability of graduating within three years of transfer.

9.4  Mechanisms

Understanding why some colleges are more successful than others in the 
transfer function (or in other outcomes) is of critical importance and has 
captured the attention of  higher education leaders in discussions about 
college quality, prompted in part by the US Department of  Education’s 
College Scorecard.12 Although there are many factors that may infl uence 
productivity, we explore this question by regressing the community college 
campus eff ects (BLUPs) that we estimate in tables 9.3 and 9.4 on observable 
characteristics of the community college. Specifi cally, we explore whether 
the following attributes at the community college are correlated with col-
lege eff ectiveness: (1) tenured- to- adjunct faculty ratio, (2) female- to- male 
faculty ratio, (3) faculty- to- student ratio, (4) support staff - to- student ratio, 

12. See https://collegescorecard.ed.gov.

Table 9.4 Standard deviations in random eff ects: CSU outcomes

SD of random eff ects estimates

Specifi cation  Controls  
First- term 

GPA  
Persist to 

year 2  
Graduate 
with BA  

TTD <=2 
years  

TTD <=3 
years

(1) Year/term 0.122 0.011 0.039 0.041 0.036
[0.103, 0.145] [0.008, 0.015] [0.031, 0.048] [0.033, 0.050] [0.028, 0.044]

(2) Test scores 0.105 0.011 0.038 0.040 0.036
[0.088, 0.126] [0.008, 0.014] [0.030, 0.047] [0.032, 0.050] [0.028, 0.045]

(3) Demographics 0.088 0.010 0.034 0.035 0.030
[0.072, 0.106] [0.007, 0.014] [0.027, 0.042] [0.027, 0.044] [0.023, 0.038]

(4) School API 0.085 0.010 0.031 0.033 0.028
[0.070, 0.104] [0.007, 0.014] [0.024, 0.040] [0.026, 0.043] [0.021, 0.036]

(5) College means 0.066 0.009 0.025 0.028 0.023
[0.054, 0.082] [0.006, 0.013] [0.019, 0.033] [0.022, 0.037] [0.017, 0.031]

# of community 
colleges    108  108  108  108  108

Notes: Each cell represents the standard deviation of the community college random eff ects. All specifi -
cations include CSU fi xed eff ects; 95 percent confi dence intervals in brackets.
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(5) faculty experience, (6) distance to the nearest CSU, (7) school size, and 
(8) the fraction of degrees or certifi cates conferred that are vocational (career 
technical) education.13

Although we cannot claim the causality of the estimates, results show sug-
gestive evidence that community colleges that are closer to a CSU, are larger 
in size, have more female faculty, and have a smaller fraction of students 
pursuing vocational education degrees are associated with better student 
transfer outcomes (table 9.5).

For example, a one- mile increase in the distance to the CSU is correlated 
with a –0.02 percentage point decrease in the probability of  graduation 
( p = 0.052); however, distance is not correlated with our other outcomes. 
Likewise, a 1,000 student (0.18 standard deviations) increase in the size of 
the community college is associated with signifi cant increases in fi rst- term 
GPA (0.37 grade points), persistence to year two (0.03 percentage points), 
and graduating with a BA (0.08 percentage points).

As previously discussed, community colleges often have multiple mis-
sions. As such, it is not surprising that we fi nd a negative correlation between 
our campus eff ect measuring the probability of transfer and the fraction of 
degrees and certifi cates conferred that are vocational. Specifi cally, we fi nd 
that a 1 percentage point increase in the fraction of vocationally oriented 
degrees/certifi cates awarded is associated with a nearly 9 percentage point 
decrease in the probability of transferring.

Finally, faculty characteristics appear to be potentially related to student 
outcomes. Although imprecisely estimated, results show that a 0.10 point 
increase in the female- to- male faculty ratio is associated with a 0.42 increase 
in GPA ( p = 0.14) and a 0.016 percentage point increase in the probability 
of graduating within two years of transfer (p = 0.17). Several experimental 
and quasi- experimental studies have explored specifi c faculty characteristics 
and institutional practices and programs and their impact on persistence 
and degree attainment. Studies exploring faculty characteristics have shown 
that professor gender, race/ethnicity, rank, education, and experience can 
signifi cantly infl uence course performance, choice of major, and graduation 
(Carrell, Page, and West 2010; Carrell and West 2010; Fairlie, Hoff man, and 
Oreopoulos 2013; Hoff man and Oreopoulos 2009). However, it is unclear 
exactly why professor characteristics are correlated with student achieve-
ment.

A natural follow- up question is whether the community colleges that are 
relatively successful (or unsuccessful) in having their students transfer to a 
four- year college are the same community colleges that produce students 

13. We also examined fi nancial indicators such as faculty salaries and institutional spending; 
however, these data were only available for a subset of our colleges (67 of 108). Within this 
subset of schools, we found no signifi cant correlations between our estimated college eff ects 
and fi nancial indicators.
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who are relatively successful (or unsuccessful) at the four- year college after 
transferring. To explore this relationship, in fi gure 9.5, we plot each commu-
nity college’s extensive margin eff ects against their intensive margin eff ects.14 
The pattern of  results suggests that there is a small positive relationship 
between the probability of transfer and student performance after transfer. 
That is, the community colleges that are more (or less) successful at pro-
ducing students who transfer to a four- year college also produce students 
who tend to perform better (or worse) after transferring (in terms of GPA, 
graduation, and time to degree).

9.5  Conclusion

To our knowledge, this is the fi rst study in the literature to examine how 
institutional diff erences across community colleges aff ect both the exten-
sive and intensive margins of the transfer function. Results show there is 
signifi cant variation in community college quality for both the probability 
of transfer and outcomes measuring how well students perform after trans-
ferring.

14. We plot the BLUPs of each community college’s random eff ects.

Fig. 9.5 Intensive transfer margin versus extensive transfer margin
Source: Author’s calculations based on data from CSU and CCCO Chancellor’s Offi  ces.
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Overall, our results show signifi cant diff erences across community col-
leges in both the intensive and extensive margins of the transfer function. 
Specifi cally, after adjusting for observable student diff erences and unobserv-
able factors that drive selection, we fi nd that some community colleges are 
relatively more (or less) effi  cient in producing students who are more likely 
to transfer and to achieve at a higher level at their posttransfer institutions.

There is a small positive relationship between the extensive and inten-
sive margin outcomes, indicating that the schools that are better at produc-
ing students who transfer also produce students who, on average, perform 
equally well or better at their four- year institutions posttransfer. We fi nd 
some evidence that observable characteristics of  the community colleges 
are correlated with transfer productivity. Specifi cally, larger community col-
leges, colleges closer to a CSU, and colleges with more female faculty are 
associated with a more positive transfer outcome. (In ongoing work, we 
also examine productivity by student type: academic preparation, income, 
and race.)

Of course, there may be a host of  factors we don’t observe that make 
some of these institutions more eff ective at the transfer function than oth-
ers. The transfer process is complex, and navigating it successfully requires 
an understanding of the requirements to do so at two diff erent institutions 
(i.e., the sending community college and the receiving CSU). Thus it is likely 
that colleges vary greatly in their ability to direct students along this path-
way (e.g., through improved information, counseling, course articulation, 
or even scheduling). Moreover, colleges also vary in their implementation 
of state policies and programs aimed specifi cally at smoothing the trans-
fer pathways. For example, as Baker (2016) shows, campus adoption of 
the Associate Degree for Transfer (an articulated a set of courses between 
community colleges and the CSU campuses), varied across the state’s com-
munity college campuses. In addition, others have noted variation across 
colleges in the adoption of the Early Assessment Program (for student place-
ment in remedial coursework; Friedmann, Kurlaender, and Van Ommeren 
2016), in fi nancial aid policies and procedures (Friedmann and Martorell 
2017), and in the various components of  the 2012 Student Success Act, 
which aims to improve completion and transfer outcomes at CCCs (Gordon 
2017).

To date, much of the research on college quality has focused largely on 
more- selective four- year colleges and universities. Yet the increased policy 
focus on community colleges demands careful attention to quality diff er-
ences among these open- access institutions, particularly in facilitating trans-
fer and degree completion. In this chapter, we leverage rich administrative 
data from two of the largest public higher education systems to investigate 
institutional quality diff erences across community colleges in their eff orts to 
prepare and pave the road for transfer students in pursuit of the BA.
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