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Introduction

We study here the existence and the uniqueness of solutions to a large class of parabolic
type equations with irregular coefficients and/or initial conditions

2
ou — bijoju — a,-,-aiju =0, 1)
Ul¢=0 = Up.
In (1), the solution u is a real-valued function of time ¢ and space x = (xq, ..., Xq) € R4,

1 < d < +00. The partial derivative with respect to x; is denoted by 0;, that with respect
to t by o¢. The data are the coefficients a = [a;j]1<i j<a, b= (b1, ..., bg), and the
initial condition ug. We use in (1), and unless otherwise stated throughout these
notes, Einstein’s convention of summation over repeated indices, thus, for instance,
b.Vu = b;0;u. The equation is, for the time being, formally posed on R? and for
t € [0, T]. Our major assumption on the matrix a will be made precise shortly. We will
also consider at length the variant of equation (1) where aijaizju is replaced by 0;(a;joju)
(the so-called equation in divergence form) and, more incidentally, the variant
with aizj(a,-,-u).

The purpose of the present contribution is to understand the issues of existence and
uniqueness of the solution to equation (1) (and its variants) with minimal assumptions
of regularity on the coefficients a and b, and on the initial condition uy.

We mention at once that the approach described here does not only establish
existence and uniqueness of the solution, but also, and this is an important feature, the
continuous dependence of the solution u, in the suitable functional space, upon the
initial condition ug. Even though we will not make this precise hereafter, the techniques
of proof additionally allow to obtain the uniqueness of the limit of regularized solutions,
and the stability of the solution with respect to perturbations of the coefficients a
and b.

As will be extensively discussed below, the question of the well-posedness of (1) is
intimately related to the question of the deformation of the Lebesgue measure by the
flow of the underlying ordinary differential equation X = b(X) or stochastic differential
equation dX; = b(X;) dt + 0(X¢) dW; when a = %oot (or similar differential equations
for equations with coefficients expressed in terms of a and b). In the case of transport
equations (that is, a = 0 in (1)), this question has been originally addressed, in the
regular setting, by Liouville himself. It has been substantially studied, for Sobolev
regular b, by the second author in collaboration with R.J. DiPerna in the work [41], and
later, in [5] and subsequent works, by L. Ambrosio and his collaborators, for b with
bounded variations. In the case of genuinely parabolic equations, that is, a # 0 in (1),
and non-regular coefficients or initial condition, this question has not attracted much
attention. This is the purpose of the present contribution to mathematically clarify all
these issues. Related issues on the underlying stochastic differential equations, and on
the elliptic variant of equation (1), will also be addressed.

https://doi.org/10.1515/9783110635508-203
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Main mathematical assumptions. Before we proceed, we now make slightly more

precise the above setting.

Our main, and actually in a sense only assumption is that the second-order coeffi-
cients a;; form a nonnegative symmetric matrix. We emphasize that one essential feature
of the present work is that this coefficient matrix is not always assumed uniformly
elliptic. Both cases, uniformly elliptic and possibly degenerate, will be considered. In
particular, our setting covers the setting a = O of transport equations with an irregular
coefficient b or initial condition ug, a setting originally studied in [41]. Our arguments
and considerations are therefore strongly connected to those of [41]. Besides the
assumption “a nonnegative symmetric”, we will make, for simplicity of exposition,
the following two classes of simplification:

«  Coefficients independent of time. We will assume throughout these notes that the
coefficients functions ajj, bi, 1 <1i,j < d, are functions of the space variable x
only and therefore that they do not depend on time t. Unless otherwise stated,
our arguments carry over to the case of time-dependent coefficients a;; and b;,
provided we assume their spatial regularity or integrability suitably depends on the
time variable, typically in an L! manner (although it may occasionally happen that
it should be in an L? or even an L® manner, but these technicalities are not central
to our discussion). We will however not go in this direction. Likewise, a non-zero
right-hand side f, depending in a suitable manner of possibly both space and time,
can be inserted in (1). We typically think of f being L! in time and valued in the
space LP, for some 1 < p < +o0, when the initial condition ug is L? for the same p.
Again we leave this extension aside.

e Periodic boundary conditions. In order to avoid all technicalities related to bound-
ary conditions, we will assume that (1) is set on a bounded domain with periodic
boundary conditions and that all the functions we manipulate are correspond-
ingly periodic. The case when the equation is set on the entire space R? requires
additional assumptions regarding the growth at infinity of all the coefficients func-
tions. One typically assumes for (1) that ﬁ and %le belong to L + L™, This
growth control is then used in a Gronwall-type argument to estimate the tails of
the integrals. This extension of the results to the case of R4 is tedious, but does not
bring any substantial additional mathematical difficulty. Arguments of that type
have been conducted in [41, 64, 65]. We refer the reader not familiar with such
issues to those contributions. Likewise, bounded domains with specific (other than
periodic) boundary conditions might require some additional work. We shall skip
these technicalities here (except for some specific remarks spread along our text).

Motivation. There are of course many practically relevant contexts where equations
of the form (1) arise, with possibly irregular data. For most models of Physics, it is
not rare that the data do not have all the necessary regularity for (1) to be considered
in a classical setting, say with all derivatives up to second order making classical
sense. There are also many (and actually many more) cases where no information is
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available beforehand on the regularity of these data. Having a theory of well-posedness
of (1) that accommodates “sufficiently irregular” data is therefore of major practical
importance. Related to this ubiquity of this parabolic-type equation in modelling is
the following general mathematical observation. An equation such as (1) preserves
positiveness. This claim holds true at least formally and this may be rigorously shown
under suitable assumptions. Given the absence of zeroth-order term, the equation
admits constant functions as particular solutions. Additionally, for time-independent
coefficients such as those we consider here, it is expected that the solutions to (1)
generate a solution semi-group (one may solve from O to ¢, use the instantaneous
value at time t as an initial condition, solve again from O to s, in order to obtain the
solution from O to ¢ + s). From semi-group theory (works by W. Feller, E. Hille, K. Yosida,
etc.), we actually know as a general property the fact that if, in a suitable functional
setting, we consider a linear semi-group that preserves positiveness and preserves
constants, then this semi-group corresponds to an evolution equation of the form (1),
at least up to nonlocal terms (which we omit throughout these notes). Additionally,
we evidently need to mention the links between the theory for (1) and various other
mathematical theories: the theory of linear transport equations (when the coefficient a
vanishes in (1)), the theory of parabolic partial differential equations (1) with regular
coefficients, and the theories of the underlying differential equations, either ordinary
(in the case of transport equations), or stochastic (in the case a;; = %oikajk for a certain
dispersion matrix o). For all these theories, the consideration of non-regular data
is likewise a crucial issue. In addition, and for instance for the latter topic — ordinary
or stochastic differential equations —, we would also like to note that, even in the
case of coefficients sufficiently regular in order to uniquely define the solution to the
differential equation itself, the question of less regular coefficients readily arises when
considering linear tangent flows (that is, derivatives with respect to initial conditions),
an obviously equally important mathematical issue.

Plan of our contribution. Our contribution is articulated as follows.

To begin with, we recall in Chapter 1 two issues related to the questions we examine:
the theory for transport equations in Section 1.1 and the connection with the theory of
stochastic differential equations in Section 1.2. We also briefly recall in Section 1.3
some existing results on the specific question we address in this contribution for (1).
Although the reader familiar with all these somewhat elementary and now classical
considerations may skip the section and directly proceed to the subsequent sections
of our work, we would like to recommend at least a cursory reading of Chapter 1. We
have indeed deliberately presented some more elaborate and general considerations
and also mentioned some open mathematical questions. Note also that we outline the
techniques and results in Section 1.3.3.

The new results begin with Chapter 2 which we devote to the study of equation (1)
when the nonnegative symmetric second-order operator a has constant coefficients.
In that case, the existing results on linear transport equation can be readily applied,
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but we wish to do better and completely analyze the specificities of the situation in
the presence of the second-order operator. The first part of Chapter 2, namely Sec-
tion 2.1, considers the case of a bounded initial condition. The main result is stated
in Theorem 1. In short, the whole section is devoted to establishing this result along
with corollaries, variants and extensions of this result. A particular attention is paid
to a delicate estimate in L', in Section 2.1.3. The consequences of Theorem 1 on the
theory of stochastic differential equations are specifically examined in Section 2.2.
Then, using a specific renormalization procedure well adapted to parabolic equations,
the results of Section 2.1 are adapted in Section 2.3 to an initial condition that is only
in LP, 1 < p < +oo. Miscellaneous remarks, comments and extensions are collected
in Section 2.4.

With Chapter 3, we proceed to cases when the second-order coefficient matrix a
in (1) is not constant. The chapter is devoted to the cases when the second-order
operator is in divergence form. Chapter 4, will then, in particular, address equations in
non-divergence form. Chapter 3 begins with an outline of the results obtained in [65] on
that setting, and describes the main technical tools developed (essentially concerning
the regularization procedure). The results of [65] are recalled, and improved, first in the
case of possibly degenerate, and next positive definite second-order terms. These are
respectively the contents of Sections 3.1 and 3.2. After some remarks, in Section 3.3,
and a detailed new discussion of the L! estimate in Section 3.4, further extensions are
exposed in Section 3.5, with a particular focus on the link between the questions we
examine and the theory of hypo-ellipticity.

Chapter 4 contains various comments and extensions. It mentions some mathemat-
ical questions left open when these notes are being written. As announced, Section 4.1
addresses equations with varying coefficients a that do not correspond to equations
in divergence form. The consequences on the theory of well-posedness for stochastic
differential equations are discussed in Section 4.2. Section 4.3 briefly mentions further
extensions, in particular towards the possible adaptation of the techniques and the
results of these notes to nonlinear conservation laws and related equations.

We emphasize that the new results presented in these notes may be seen as significant
extensions of some earlier results of ours essentially contained in [64, 65] and briefly
recalled in Section 1.3. In [64], the second-order term in (1) was taken equal to the
Laplacian (or, equivalently, to a constant elliptic operator) and the initial condition
assumed L. More stringent conditions on the field b than those considered in the
present contribution were assumed therein. In [65], second-order terms more general
than the Laplacian were considered but again the setting was not so general as it is
here (for what concerns the possible degeneracy of the second-order operator, the
regularity of the coefficient b and that of the initial condition ug). We also mention
that some partial results were obtained in related works such as [40, 70] where some
specific parabolic-type equations were addressed. Some arguments we develop here
are reminiscent from arguments of those works. The present notes do not only collect
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the results spread in all those previous works but significantly extend them. They also
offer a unified, systematic, self-contained view of the problem. They clarify the link
with related issues and point out several unsolved mathematical questions. Notice
that, in order to keep these lecture notes (we emphasize that terminology!) as peda-
gogic as possible, we have chosen, in several instances, to only sketch the proofs. We
deliberately spare to the reader some technicalities, which are certainly required to
make the exposition entirely rigorous, which would be needed in a research article, but
which, on the other hand, would make the exposition unnecessarily tedious. We also
provide some background on the classical functional analysis and analysis of partial,
ordinary and stochastic differential equations, so as to make these lecture notes as
self-contained as possible. Notice also that the bibliography at the end of these notes
contains more references on the topic than those explicitly cited within the text.

In short, these notes, written up jointly by the two authors, lay out the background on
the various issues and present the recent results obtained by the second author. They
are an expanded version of the lectures [72] delivered at Collége de France during the
academic year 2012-13.

Acknowledgements. The authors would like to thank a number of colleagues for help-
ful discussions and for useful remarks on a preliminary version of these notes: Xavier
Blanc, Francois Bouchut, Pierre Cardaliaguet, Nicolas Champagnat, Pierre-Emmanuel
Jabin, Tony Leliévre, Francis Nier, Mathias Rousset, Panagiotis Souganidis. They would
also like to thank Jean-Michel Coron for his editorial work and the two anonymous
referees for their constructive comments. The final stage of the writing of these notes
has been completed ultimately when the authors were visiting the University of Chicago.
The hospitality of this institution is gratefully acknowledged.
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1 General context

As announced above, we recall in this chapter some useful elements of the theory of
transport equations, and of ordinary and stochastic differential equations, along with
some classical (and sometimes less classical) results known to date on parabolic-type
equations.

1.1 Transport equations and ordinary differential equations

Our first set of remarks concerns the case where the second-order term vanishes, that
is, a= 0 in (1). In that setting, the purpose of our mathematical endeavor, namely
studying the well-posedness of the equation for non-regular coefficients and initial
conditions is a now well established topic.

Some general considerations. It is well known that the linear transport equation
oiU — bioju=0 (1.1.1)

is formally associated to the ordinary differential equation

X =b(X),
&) (1.1.2)
X(t=0)=x,
and that the solution u to (1.1.1) is expected to read
u(t, x) = ug(X(t, x)), (1.1.3)

where X(t, x) denotes the solution to (1.1.2). The connection between the partial differ-
ential equation (1.1.1) and the differential equation (1.1.2) is indeed ensured by the
method of characteristics, also called method of lines, that is, formula (1.1.3). Show-
ing the formal correspondence is elementary and giving a rigorous meaning to the
manipulations performed is likewise easy in the presence of all the necessary regularity
assumptions. One observes that, fixing ¢ > 0 and next picking s € [0, ¢],

% u(t-s,X(s, x)) = —%(t -5, X(s,x)) + ).((s)Vu(t -s,X(s,x)) =0, (1.1.4)

because of (1.1.1)—(1.1.2), which, integrated from s = O to s = t, proves (1.1.3). When
one knows how to solve (1.1.2), one may thus solve (1.1.1) using (1.1.3). Conversely,
solving (1.1.1) for all initial conditions uq allows to solve it in particular for the coordi-
nate fields and thus to entirely know the solution X(t, x) to (1.1.2) again using (1.1.3).
Note that, in line with our introductory remarks of the previous section, we consider
for simplicity a time-independent coefficient b in the linear transport equation (1.1.1).
The adaptation of the above correspondence in the time-dependent case is immediate
and well known.

https://doi.org/10.1515/9783110635508-001
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The Cauchy-Lipschitz theory of ordinary differential equations allows to make
rigorous the above formal discussion. For b € W1, that is, b Lipschitz continuous,
it is well known that one may uniquely define a solution to the dynamical system (1.1.2).
Remark that, since b is valued in a d-dimensional space, we should more appropriately
write b € (W12)4 hut we will make this slight abuse of notation throughout these
notes. The well-posedness of the dynamical system in turn allows to solve (1.1.1) for
up € L?, 1 < p < +00, using the above correspondence. The solution is continuous in
time and valued in L? for 1 < p < +co (and bounded in time with values in L$® when
Ug is bounded). Put differently, there exists a semi-group flow solution to (1.1.1). The
fact that such a regularity of b allows to adequately define a unique solution stems
from the fact that, then, the dynamical system is well behaved. We indeed have the
following a priori L? estimate on the solution u to (1.1.1):

[ 1, 17 dx = [ oxce. 0l dx = [ oo 17" ax (1.1.5)
where the evolution of the Jacobian J = |det %I is ruled by the equation
X X
i(det oX(t, X)) _ divb(X(t, x)) det 2XEX) (1.1.6)
dt 0x ox

The Lebesgue measure is thus transported by the flow divbh. When div b is bounded, the
evolution (expansion or contraction) of the Lebesgue measure is thus controlled, hence
the well-posedness of the dynamical system, and consequently that of the transport
equation. Note that, more precisely, (1.1.6) gives an exponential deformation

e Cl<]<elt (1.1.7)

of the Lebesgue measure by the flow.

The above discussion raises the following question. Of course, div b is bounded in
particular when b € W, but is it possible to uniquely define a solution (both to the
dynamical system and the linear transport equation) only assuming div b is bounded
and not necessarily b € W1*? In that case, solving (1.1.1) using the solution to (1.1.2)
is unclear, since for b not Lipschitz continuous, solving the latter equation is itself
unclear. The difficulty culminates in the observation that, say for b not continuous, b
is only almost everywhere defined and thus b(X(t, x)) does not necessarily make sense
in (1.1.2) if X happens to accidentally weight sets of zero Lebesgue measure.

In answer to the latter question, the correspondence between the transport equa-
tion and the differential equation for regular fields b was extended by R. DiPerna
and the second author in [41] in order to define a notion of generalized flow of solu-
tions for ordinary differential equations with Sobolev coefficients. To cut a long story
short, it was proved in [41] (and it will be briefly summarized below) that forb € Wh1,
divb € L, one may define a solution flow for (1.1.2) (which, as above, gives solutions
continuous in time, valued in LP), precisely because, under the same assumptions, one
may solve (1.1.1). This amounts to solving (1.1.2) for almost all initial conditions x,
and not all initial conditions. This is the price to pay for considering less regular fields b:
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pathological behaviors cannot be excluded, but they concern a set of initial data of
zero Lebesgue measure, and remain of zero Lebesgue measure as time evolves (this is
the essence of the condition on div b). The proof falls in essentially two steps: formal
a priori estimates (which would suffice to show the well-posedness if regularity were
present) and regularization procedure (using a convolution with a regularizing kernel)
in order to make the estimates rigorous. When the transport equation is solved on the
whole space RY instead of a bounded domain with periodic boundary conditions, the
assumptions above need to be complemented with the assumption 13)(' eL'+L%in
order for the proof to apply.

Before we outline the elements of proof for the above claim, a few remarks, on
various extensions, are in order.

The contribution [41] already contains several remarks about the “optimality” of the
couple of conditions (b € W'1, divbh bounded). In particular, counterexamples to
uniqueness were exhibited for b € W1 with unbounded divergences, or for divergence-
free b € WS with arbitrary s < 1. On the other hand, the result can be extended in the
following directions:

(i) One-sided control of divh. A glimpse at (1.1.6) (and this will be confirmed in the
outline of the proof below) shows that for solving the linear transport equation for
increasing times t, controlling the negative part (divb)_ of the divergence is sufficient:
(divb)_ € L*® allows to conclude. On (1.1.6), we indeed observe that, for increasing
times, the positive part of div b contributes, to the expansion of the trajectories and the
negative part to their contraction, respectively. The latter phenomenon could lead trajec-
tories to eventually weight sets of zero Lebesgue measure, which could possibly create
problems for fields b only almost everywhere defined. We take this opportunity to men-
tion that the conservative form of (1.1.1), namely o¢u — 0;(u b;) = 0 may be treated
by arguments similar to those of the sequel. Since (e.g.) j uoi(ub;) = - f u(b;o;u), the
proof proceeds likewise, changing div b into its opposite.

(i) Correspondence PDE/ODE forb e L. It was proved in [71] that for all L! fields b
(that is, not necessarily W1 but satisfying the other condition(s) above), the exis-
tence and uniqueness of the generalized flow, in the sense of [41], is equivalent to the
existence and uniqueness of the solution to the transport equation. Any additional
property that ensures one of the two facts then implies the other. Some related issues
are examined in [24].

(iii) Integrability of the symmetric part of Vb. It was observed in [29], and it can
be deduced from the proof outlined below, that, instead of a W'! regularity of b,
an L! integrability of b itself along with that of the symmetric part of Vb, namely
0ibj + 0jb;i, 1 < i, j < d, are sufficient to perform the regularization step (using a more
specific regularization kernel), and thus to obtain the result. More recently, it has been
established that the result also holds when the antisymmetric part of Vb is L! (along
with div b). This is a consequence of [25] addressing the case when the gradient of b
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is the singular integral of an L! function. This work is in particular motivated by the
two-dimensional Euler system and the Vlasov-Poisson system [21-23].

(iv) Piecewise W11 regularity of b. Similarly to the previous comment, it was noticed
in [71] that one could accommodate vector fields b that are only piecewise-W1, with
suitable compatibility conditions along the locations of discontinuities so that divb
is globally bounded, using a specific regularization kernel (varying differently in the
directions tangent and normal to the “jumps”). Arguments along those lines allow to
treat even more general vector fields b. This is the purpose of our next item.

The most important addition to the results of [41] is the following result:

(v) BV vector fields b. The extension of the well-posedness theory of [41] to BV vector
fields instead of W'-1 vector fields, was achieved in [5] (and further works of the same
author with different collaborators; see e.g. [9], see also more recent references of the
same authors).

Besides the work [5], many contributions by many scientists and in various research
directions, have followed up on [41]. It is hopeless to try and summarize all of them.
We begin with some of our own works:

(vi) Self-contained proof of the well-posedness of the dynamical system. The dynamical
system (1.1.2) was studied in [41] using the results previously established for the linear
transport equation (1.1.1) and the correspondence (1.1.3) between the two equations.
In [54], a proof is performed in a self-contained way, only using the dynamical system
itself. It is extended in [53] to BV vector fields.

(vii) Sobolev differentiability of the flow of the dynamical system with respect to the
initial conditions of the dynamical system. Differentiability with respect to the initial
conditions (under further regularity assumptions on the vector field b) for the solution
to (1.1.2) is part of the Cauchy-Lipschitz theory in the regular setting. Similarly, analo-
gous differentiability properties, in the framework of Sobolev spaces, were established
in [64] using the particular form of the linear transport equation associated to the tan-
gent flow. The extension of the arguments on the transport equation to the BV case has
been considered in [66], but the consequences on the theory of stochastic differential
equations were not specifically discussed therein. We will return to related questions
below, see Section 4.3.

And we would also like to cite, as examples of the many recent contributions by other
researchers: the extension to the case divb €BMO in [79], the Hamiltonian setting
considered by several authors and in particular in the recent study [32], etc. We also
point out the lecture notes [7] summarizing the state of the art at the time of their
publication, as well as [36] and [6] for slightly more recent accounts.

We mention at the end of this chapter some mathematical issues that, among many,
remain unsolved.
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Proof of well-posedness of transport equations with Sobolev regular coefficients. We
outline here the main ingredients of the proof contained in [41], not only for self
consistency of the present notes but also because these arguments will form the bottom
line of the arguments we will perform on the case of equation (1). For our exposition,
we recall we work on a bounded domain with periodic boundary conditions. We will
additionally assume that the vector field b satisfies b ¢ W1 and divb bounded.

First observe that it is easy to understand the time derivative in (1.1.1) in the sense
of distributions but that the term b;0;u is much more difficult since d;u has no regularity
a priori. It is thus useful to write this term as b;o;u = 9;(bju) — (9;b;)u. Our assumption
on the boundedness of divb allows us to give the latter term a sense, but the former
term is not as simple in an arbitrary large dimension, unless we have u € L. To this
end, we therefore assume, only for simplicity because other more general cases may
indeed be addressed, that ug € L* (and then we will rely on the maximum principle
to obtain the desired bound on u itself). We however mention that, for unbounded
initial conditions ug, the technique introduced in [41] is to consider the notion of
renormalized solution, that is, in short, say u is a solution when ®(u) is a solution for
the initial condition ®(ug), for all appropriate bounded functions @ that are in addition
continuous, C!, or smooth. We already note that a similar technique will be employed
in the present contribution for (1), see Section 2.3.

Observing the linearity of equation (1.1.1), one immediately realizes that the major
issue is not existence, but uniqueness. The proof of uniqueness performed in [41] is
articulated in two steps: a priori estimates (which, in passing, also provide existence
with elementary approximation arguments) and regularization. The bound on div b is
used for the a priori estimates, the W' regularity is employed for the regularization
step. We now briefly expand the outline of the proof, emphasizing its main steps and
underlying ideas.

The first step consists in establishing formal a priori estimates on the tentative solu-
tion u. This is performed by multiplying the equation by some function B’ (u) (where 8
is some convenient renormalization function) and integrating by parts. Formally, this
procedure yields

4 [ B+ [@vbipa =o. (1.1.8)

Therefore, when divb is L™ (and actually for positive times, only a control of the
negative part is needed, as already pointed out above), we obtain f B(u) bounded for
all times if it is bounded at initial time. In particular, S(u) = |ul? (1 < p < +00) yields
formal L? bounds on the solution. Besides, the L* bound is obtained by application of
the maximum principle. The argument we have just outlined is the exact analogue to the
argument originally performed by Liouville on the dynamical system itself (see (1.1.6)).
Bearing in mind our specific study of parabolic-type equations, we observe, and we will
return to this below, that the presence in the equation of a constant nonnegative second-
order operator would not modify the above estimate (assuming the renormalization
function B is convex).
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Using this first step, existence of a solution is readily proved. The transport coef-
ficient b is approximated by convolution b, = p, * b, using some regularizing kernel
pe =€ Np(et-), withp € DRY), p 2 0, [ p = 1. The linear transport equation

Otue — (be)iojug =0

admits a unique solution u., by standard arguments. The above formal a priori esti-
mate (1.1.8) can be rigorously established on wu,:

d
2 [ e+ [aivmpae = o (1.1.9)

along with the L® bound (maximum principle). As the equation is linear, passing to
the (weak) limit provides a solution to (1.1.1) in a suitable functional space, typically
L' n L®™ when the initial condition u(t = 0, -) lies in that space. For this to hold, we
only need b; € L' and divb € L®. The natural weak formulation of equation (1.1.1)
also readily follows from the above argument.

The second major step is a regularization procedure. Estimate (1.1.8) has indeed
been obtained multiplying o;u by B'(u), a manipulation that is illicit with non-regular
solutions. The necessary regularization is based upon the celebrated commutation
lemma,which basically claims that

(pe, B.VI(W) := pe % (b.VU) = b.V(ps + u) =% 0 (1.1.10)

in L' when, for instance, b € W1 and u € L. This lemma is a classical result of
real analysis, sometimes called Friedrich’s Lemma. We refer to [41, Lemma II.1], and
in the present work, Lemmata 1 (page 32) and 10 (page 90) for precise statements.
Detailed proofs, comments and applications may also be found, e.g., in [27, 80]. Notice
also that (4.1.24)—(4.1.25) page 124 below formalizes the argument in an actually
slightly more complex context. The need for some Sobolev regularity on b may be
formally understood in the following manner: the above commutator basically involves
a quantity of the form

j u(y) (b(y) - b(x)).Vpe(x - y) dy, (1.1.11)

where p, converges in distribution to the Dirac mass, thus the need for evaluating
b(y) — b(x) in terms of y — x for y — x small. This evaluation in turn requires a weak
differentiability of b. By duality, for u € L™, the derivative of b only needs to belong
to L1, thus the W1 space is the appropriate space for b.

We now briefly formalize the above sketch of proof of (1.1.10) for the reader’s
convenience. The same arguments show more generally this convergence in L! for
be WP andu e LY, % + % =1, or the convergence in L, for 1 < r < +oo for suitable
conjugate exponents, along with various other convergences. We first write

Pe *x (b.Vu) -b.V(pe x u) = J u(y)((b(y) -b(x)).Vpe(x —y))dy — (udivb) * p,,

where, since it is a convolution with a smooth approximation of the Dirac mass, the
rightmost term converges to u divb in L! as £ vanishes. On the other hand, the first
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term of the right-hand side converges also to u div b if both u and b are smooth, sim-
ply noticing that Vp(x — y) = -V, (p(x - y)), next integrating by parts with the Green
formula, and finally using again that p, converges to the Dirac mass in the sense of
distributions. Proving (1.1.10) therefore amounts to arguing by density and estimating
this first term in the suitable norms. For this purpose, we take v € L? and ¢ € W14
arbitrary, }% + % = 1, and ¢ sufficiently small so that

| j V) ((ely) -
(Br)
< Clv e e(y) - e(x)| dy
L Bre) | e LY(Brs1)
1
c(x+&z)-cx)
< g, o [ dx [ ae TP
Brei  lzl<C
1 N
< CIIVIILI;(BRH)( J dx J dz(Jch(x+t£z).Z| dt) )
Bgri1 lzlsC 0
< C"V”Lf(’(BRH)"VC"L*I(BMHC), (1.1.12)

using the fact that p. = e 9p(e™!-) is supported in a ball of radius of order &, and
denoting by C various irrelevant constants. The proof of (1.1.10) is now easy to com-
plete. The field b is approximated by a sequence of smooth functions b, converging
to b in WH1, One cannot proceed exactly likewise for u since smooth functions are
not dense in L®. Since u € L® c L?, it is approximated by a sequence of smooth
functions u, so that n|by|lw.2|lu, — ull2 < 1. The convergence (1.1.10) holds, for
each n, for u, and b, as ¢ vanishes. On the other hand, (1.1.12) successively applied
to(v=uel®,c=b-b,e Wh) and (v=u-uy, € L?, ¢ = b, € W'2), along with
a simple argument on the difference (udivb - u, divbh,) * p., show that

lpe, b.VIW) — [pe; bn. VI(un)lrr < Cllullzolb —bpllwrs + Cllu - upllz2 by llwr.
< Clullgeo b = bpllwes + cnt

for a constant C independent of € < 1. The convergence (1.1.10) follows for u and b.

We note in passing that the W'! regularity may be relaxed into a BV regularity.
This is the purpose of the work [5] already cited above. On the other hand, the question
arises to know whether this BV regularity is the minimal one for the commutation
property to hold; see our comments along this line in the next paragraph on page 10.
Uniqueness readily follows from this commutation lemma by convolution: considering
f = g — h the difference of two solutions to (1.1.1), one takes the convolution of the
transport equation (1.1.1) with p,, next obtains the same equation up to an error term,
namely the right-hand side of

Otfe — biodife = [pe, b.VI(f),
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with additionally the fact that, now and because we have taken the difference of two
solutions, the initial condition is zero. We next multiply both sides by 8'(f¢) and inte-
grate in the space variable. Letting next £ go to zero, using (1.1.10) and the bounds
on f¢, (1.1.8) is obtained. That estimate in turn yields uniqueness. We mention that we
have left the regularizing kernel p, quite general, but making it more specific allows
for the generalizations (iii), (iv), (v) previously mentioned.

As briefly mentioned in the introduction, the above proof for the transport equa-
tion has to be slightly adapted when the equation is posed on the whole space or on
a bounded domain with specific Dirichlet boundary conditions (on the part of the
boundary where b.n # 0, n denoting of course the normal to the boundary). For the
former question, we refer the reader to [41]. For the latter question, we cite, e.g., [26]
when b is Sobolev regular and [38] when b has bounded variation. For the parabolic
equation on which we focus in these notes (starting with Section 1.3), we omit all
such variations of the boundary conditions (which might be, in some cases, delicate to
accommodate) and exclusively consider the periodic case.

Notice that, since existence is relatively easy and uniqueness is the major issue,
one could think of proving uniqueness exploiting existence for the adjoint equation. We
indeed recall that the classical argument (holding true for sufficiently regular data and
solutions) proceeds as follows. The difference u(t, x) of two solutions to (1.1.1) is again
solution to (1.1.1), with zero initial condition u(0, - ) = 0. One thus introduces v(s, x)
solution to the adjoint equation

iv+div(bv) =0, (1.1.13)
0s

with initial condition v(s = 0, -) = u(t, -) (if b depends on time then b(t - s) is to be
considered in (1.1.13)). Then, writing

[ty = fute v, - [uo, e, )

= _Jt J %(u(t—S,-)V(S,'))dS

0

t
= J J(b.Vu(t -5s,)v(s,-)+u(t-s,-)div(bv(s,-))) ds, (1.1.14)
0

where the last term, by the Green formula, vanishes. This shows u(t, - ) = 0 for all times ¢
and thus uniqueness. The point is however that for functions u and v not sufficiently
regular, the above adjoint calculus does not necessarily make sense. Giving a rigor-
ous meaning to the above manipulations (multiplication of (1.1.1) by v and, likewise,
of (1.1.13) by u, as well as use of the Green formula (that is, integration by parts)) actu-
ally requires the techniques — formal a priori estimates and regularization — exposed
here. Therefore, using the classical adjoint viewpoint does not allow to circumvent
the difficulty.
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Some unsolved issues. As briefly mentioned above, many questions remain unsolved,
even in the now classical setting of transport equations (that is, a = 0 in (1)). We would
like to emphasize the following ones.

Questions such as the existence and uniqueness theory for an L! vector field b for
which only the symmetric derivative 0;b; + 0;b; is a bounded measure, or a divergence
free vector field b for which only curlb is a bounded measure (a case that is very
much practically relevant for fluid mechanics applications) are immediate possible
extensions of the existing results to investigate. Results in this direction are contained
in [21].

Furthermore, other related issues may be considered.

Growth conditions at infinity. One example of such an open question is related to the
optimality of the condition b € (1 + |x|)(L'(R?) + L®(R%)) classically imposed when
the equation is set on the entire space R?. We are aware we have deliberately ruled out
the question of behavior at infinity in these notes, restricting our study to a domain
with periodic boundary condition. However, we would like to make this one exception,
to show that the problem is not entirely closed in this respect either. Indeed, when b is
assumed periodic (and of course as usual Wllo’cl, and, say, divergence-free), uniqueness
of the periodic solution u to (1.1.1) of course holds, when the initial condition ug
is assumed periodic. But one may prove uniqueness of the non-necessarily periodic
solution u to (1.1.1) in RY, say in L1 n L®, without assuming b € (1 + |x|)(L! + L®),
for a general initial condition ug, say in L' n L. The outline of the proof is as follows.
We know by the usual argument that it suffices to prove thatif u e L' N L®, u > 0 is
a solution to the equation with zero initial condition, then u = 0. Consider the sum of
translates
uy = Z u(-+ k).
[k|<N,kezd

By linearity and periodicity of b, it also solves (1.1.1). Since u > 0, we know, by
monotone convergence, that Uy, = limy_, .o Uy € R, U {+00} is in L1(Q) since

ju: lim juN=Juoo,
N—+oco

R4 Q Q

where Q of course denotes the unit cell [0, 1[4. It immediately follows that ue, is almost
everywhere finite. Note that in addition, again by monotonicity,

[ - 1= - [

Q Q Q

and the latter quantity vanishes as N — +co, thus we indeed have strong convergence
in L1(Q). By construction and because of the above convergences, u, is periodic.
The point is, uy, is not necessarily in L*. So we remark that, since uy € L, uy is
also a renormalized solution to (1.1.1), so that 1ﬂ’le solves (1.1.1). But clearly lzﬁN
converges in L' to % e L1 n L, which is periodic and solves (1.1.1). Therefore,

Uoo
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by the “periodic” result, it vanishes. This shows that u., = 0, and that uniqueness
holds. This observation clearly indicates that the “best” condition at infinity on b for
uniqueness to hold is still unclear.

A similar statement actually applies to the diffusion coefficient a that we will
be manipulating when studying parabolic equations such as (1). We only address
the periodic case, but, should we consider the case when the equation is posed
on the whole space R?, then we would have to put restrictions on the growth rate
of a at infinity. The typical condition, present, e.g., in our previous work [64], is
ace (1+ xP)ALYRY + L°(RY)) (which, when a = oo! and in terms of the classical
theory of stochastic differential equations, corresponds to the standard assumption
o € (1 + |x)L(R%)). It turns out that, again, the best condition at infinity on a, or o,
is unclear. For instance, in dimension d = 1, the equation dX; = (1 + Xf) dW; has
a unique strong solution although the coefficient o(x) = 1 + |x|? clearly violates the
linear growth condition above. And the same claim actually holds for all equations
dX;=(1+ Xf)% dW, for a arbitrarily large (see [58, Section 5.5]).

BV regularity. Another interesting question, which we have just briefly mentioned
above, is the question of the optimality of the BV assumption for the commuta-
tion property to hold. Put differently, assume that we have a divergence-free field
b for which there exists a constant C such that, for all u € L and for all € > O,
lpe, b.VI(u)llzr < Cllullze. The question then is: does this imply that b € BV? It turns
out that the answer is positive, if one allows, in the construction of the regularization
kernel pe, for all arbitrary smooth functions p. On the other hand, if one only considers
radially symmetric smooth functions p, then the commutation only implies that the
symmetric derivative (Db)s = (0;b; + 0;b;) is a bounded measure.

Infinite-dimensional ambient space. A much more ambitious endeavor would be to
try and adapt the theory to infinite-dimensional spaces. As we have already repeatedly
emphasized the Lebesgue measure plays a leading role in the theory, and the intuitive
interpretation of it. Besides, it also plays a crucial role in the technique of proof: the
regularization is performed using a convolution, naturally involving the Lebesgue
measure again. An adaptation to the infinite-dimensional context, where no Lebesgue
measure exists, certainly requires significant developments. A natural idea along this
direction is to consider Wiener spaces. Transport equations on such spaces have been
considered in [8]. Some second-order operators were addressed in [18] and related
works by the same authors, and also [76], etc. A variety of approaches are possible and
many questions are open.

1.2 Stochastic differential equations

We now proceed to the case where a # 0 in (1), and specifically consider the case when
the coefficient matrix areads a = %a o! for a possibly rectangular d x n matrix o. The
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size n may possibly be n = +co. A particular case of this situation is the case when a is
a symmetric positive definite matrix, and we may then write a = %0 o! with a square
d x d matrix % 0 = +/a. In the change from a to ¢ and backward, some regularity
is transmitted. When the matrix is positive definite, a and +/a share the same regularity.
In the classical setting, one may refer, e.g., to [51, Lemma 1.1, Volume 1], where
it is shown that +/a is C™, resp. C™*, if a is. When the matrix is only nonnegative,
some regularity may be lost. In the classical setting, a € C?> implies only that ¢ is
Lipschitz continuous for instance (see, e.g., [51, Theorem 1.2]) or, when a € W2,
we have ¢ € W, In order to figure out why some regularity is lost, and in which
manner it is lost, one just has to consider the case a = %lez Id, o = |x|Id. Other cases
of rectangular matrices o are less clear for what regards regularity issues.

The classical Ito theory and related issues. Similarly to the correspondence between
the transport equation (1.1.1) and the ordinary differential equation (1.1.2), equa-
tion (1) is, at least formally, related to the stochastic differential equation

{ dX[ = b(Xt) dt + O'(Xt) th,

(1.2.1)
Xt:() = X.

Bearing in mind that stochastic differential calculus is based upon the It6 differentia-
tion formula, the formal correspondence between the solution X{ to (1.2.1) and the
solution u to (1) (witha = %a o!) is obtained by an argument similar to (1.1.4). Using
the Itd formula, we indeed compute

d(u(t-s,Xs)) = —%(t -5,X;)ds +b(Xs).Vu(t - s, X;) ds

+a(Xs).D*u(t - s, Xs) ds + o' (Xs)Vu(t - s, Xs) . dWs. (1.2.2)

Integrating from O to ¢, taking the expectation of both sides and using the equation (1),
we obtain the Feynman—Kac formula

u(t, x) = Ex(uo(Xe)), (1.2.3)

where, here and throughout these notes, the subscript x in E, recalls that the expecta-
tion is taken for the fixed initial condition x of (1.2.1) over all the Brownian trajectories.
It is evidently a generalization of (1.1.3) to the stochastic context.

Formally, if one knows a solution to (1.2.1), then one may solve (1) using (1.2.3).
Actually, this formal argument is delicate to make rigorous when the coefficients are
not smooth. We shall return to this. Conversely, if one knows the solution to (1) for
all initial, sufficiently regular conditions ug, then one knows (1.2.3), which in turn
allows to uniquely characterize the law of X; at all times. Because of the semi-group
structure (that is, the Markov property), it also characterizes the joint laws such as
that of (Xs, X¢).

For a continuous in time Markov process (actually the Cadlag property is sufficient),
this completely characterizes the process in law. Note that it does not characterize the
trajectories of X; themselves, we will also return to this below.
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There is actually an adjoint viewpoint to this discussion. If instead of (1) with
a= %0 o', one considers the adjoint equation (namely the Fokker—Planck equation or
forward Kolmogorov equation)

. 1
o¢p + div(pb) — zafj(oika,-kp) =0, (1.2.4)

then, for regular coefficients, the fact that (1.2.4) admits at most one solution implies
that two processes X; solution to (1.2.1) sharing the same initial distribution at ini-
tial time have the same law for all times. Note that the latter property (uniqueness
in law for all times) does not per se imply the uniqueness-in-law of the process X
solution to (1.2.1). The ambiguity of the terminology should not be misleading. As
above (and this will also be mentioned in the non-regular setting below, see our dis-
cussion page 51), it is only under additional assumptions on the process (semi-group
structure and continuity in time) that we can then conclude to the uniqueness in law
of the process itself.

The It theory for equations such as (1.2.1) plays the role of the Cauchy-Lipschitz
theory for ordinary differential equations: for b and ¢ Lipschitz continuous, there
exists a unique solution to (1.2.1) (if we work on an unbounded domain, which is not
our setting here, additional appropriate growth - namely at most linear- conditions at
infinity are required for o and b, see [58, p. 289] for a precise statement). Although we
will not dwell into all the details of the probability setting (we refer to the excellent clas-
sical textbooks [57, 58, 83, 84, 87]) we wish to mention that the solution established
by the It6 theory is called strong since it is constructed for a given probability space
(Q, F, F¢, P), a given Brownian motion W; (and possibly a given initial condition Xq
replacing x). Its uniqueness holds pathwise, that is, X; is unique. An alternate notion
of solution to (1.2.1) is the notion of weak solution, for which (Q, F, 5, P), W; (and
possibly the actual random variable X, corresponding to a given law of the initial
condition) are themselves part of the solution, and not given beforehand.

Remark 1. We would like to mention that, throughout these notes, we assume that the
ambient dimension d is strictly higher than one. The one-dimensional case, because
there is a total order on the real line and thus the left-hand side and the right-hand
side of any possible discontinuity point of the coefficients is well defined, allows
for specific considerations and particular settings. For instance, the assumption of
Lipschitz regularity of the coefficients for the It6 theory can be weakened (typically in
ac%: regularity). We will not proceed in this direction, given that the arguments cannot,
in any event, be generalized to higher dimensions. The monograph [34] presents
the specifics and collects results for existence and uniqueness of solutions to one-
dimensional stochastic differential equations with non-regular coefficients.

In terms of (pathwise) uniqueness, the essential arguments of the classical It6 theory
go as follows. Denoting by X} the solution to (1.2.1), and likewise Y’t' the solution for
another initial condition y instead of x, and intending to prove that X} = Y} almost
surely, we may argue (i) directly on the stochastic differential equation (1.2.1) using Itd
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calculus, (ii) using the Fokker—Planck equation (1.2.8) in a space of doubled dimension,
or (iii) using the backward Kolmogorov equation (1.2.11) (adjoint to the Fokker—Planck
equation). Of course, all these viewpoints are equivalent.

In the first viewpoint, we consider (1.2.1) itself and, using the It6 formula, we
compute

d d
SEXE - YIP) = B( X5 - Y1)

= EQXY - Y)).(b(X}) - b(Y)))

+(0(X) - a(Y))). (a7 (X)) - aT(Y)))). (1.2.5)
Assuming the setting is regular, that is, b and o Lipschitz continuous, we infer
d
E]E(|X§—Y{|2) < CoE(IX} - Y/1%), (1.2.6)
which yields
E(IX} - Y/?) <el|x -y, (1.2.7)

and thus implies uniqueness of the solution X}. A minoration by e~ ¢ |x — y|? may be
similarly obtained from (1.2.5), thereby showing that the two quantities |X} — Yi’ | and
|x — y| are actually of comparable order.

We now show pathwise uniqueness using the viewpoint of partial differential equa-
tions, and we may proceed in two different manners. The notion of pathwise uniqueness
is, like that of uniqueness-in-law, related to equations of type (1). Assume indeed
uniqueness of the solution p = p(t, x, y) to the following Fokker—Planck equation in
dimension 2d:

W +divy(p(t, x, Y)b(0)) + divy (p(t, X, y)b(Y))
2 aZ
- Em(oik(xw;k()()p) - m(aik(ijk(y)p)
L9 )on()p) =0 (1.2.8)
2oy ORIPI= T -

This equation is of course associated with the stochastic differential equation

X w
d(Yi> - BX,, Yy) + 2(X;, Yt)d(wi) (1.2.9)

set in R24, for the Brownian motion (W¢, W;) in R24, with the following drift and
non-symmetric degenerate dispersion matrix:

B(x,y)=(:$;> and Z(x,y)=<§8 8). (1.2.10)

We remark that for X} and Y{ two solutions to (1.2.1) respectively starting from x and y,
the joint law of (X}, Y’t’ ) solves (1.2.8). Put differently, (1.2.8) is the Fokker—Planck
equation of (1.2.9). Likewise, the joint law of (X}, X’[ ) solves (1.2.8). By uniqueness,
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these two laws are therefore equal to one another. Formally taking the limit y — x, we
obtain X} = Y} and thus pathwise uniqueness. The argument can be made rigorous for
regular coefficients (and will indeed be made rigorous for more general coefficients in
Section 2.2 below).

Alternately, one may again use an adjoint viewpoint. Instead of (1.2.8), one con-
siders the backward Kolmogorov equation

of , of o of 1 .o 9
5t bz(X)a—Xi bl()/)a—yi zolk(x)"f"(x)axiax,-
2f 1 o’f

- mk(X)Ulk(J/)W - Ea‘k(Y)O”‘(Y)—ay,-ay; =0. (1.2.11)

Given (1.2.3), f(t, x, y) = E(IX} - Ylt’lz) solves equation (1.2.11) with initial condition
Yo(x,y) = |x - y|?>, when X} and Y{ are again two solutions to (1.2.1), starting from x
and y respectively. A simple computation then shows that, for some sufficiently large
constant C, ﬁ(t, X,y) = eC|x - y|? is a super-solution to (1.2.11) whence

E(IXY - Y/ %)) < e%|x - y|?

for all times. Taking x = y yields pathwise uniqueness.

To conclude our comments on the regular setting, we would like to mention the
following three, entangled points.

Firstly, as briefly mentioned above, using the solution to (1.2.1) for b and ¢ “only
Lipschitz continuous, which is the setting of the It6 theory, does not immediately allow
to construct a solution to (1), even if this is evident formally. Indeed, assuming that ug
is itself Lipschitz continuous, (1.2.3) only shows that u is Lipschitz continuous in
the space variable, a property that does not allow to claim it is a classical solution
to (1). However, arguing on the partial differential equation itself, and assuming that
b and ¢ are more regular, that is, typically W%*, we do obtain directly from (1.2.3)
a solution to (1), in Wi’tl’oo when uy € W%, The space Wf:f "® evidently denotes the
space of functions that are W% in the space variable x and WP?-* in the time variable ¢.
Uniqueness of this solution, on the other hand, is an easy matter given the linearity of
the equation, the regularity of the coefficients and that of the solution manipulated.
For an only continuous (not necessarily Lipschitz continuous) initial condition ug, and
b and ¢ Lipschitz continuous as in the Itd theory, it can also be proven that a solution
to (1) uniquely exists. The result is originally due to Oleinik. We note that, in that
setting, the adequate notion of solution is that of viscosity solutions, and the solution
is continuous for all times. We will briefly return to all this in Section 1.3.1. Even for
such Lipschitz continuous regular coefficients b and o, it is not part of the classical
theory to address less regular (meaning, less than continuous) initial conditions such
as ug € L! for instance. One readily understands the difficulty upon considering the
key formula (1.2.3) which makes the connection between the various viewpoints: the
meaning of uy(X¢) for an initial condition ug that is not continuous is unclear (in the
absence of any specific property of X;).

”
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Secondly, and in line with the previous comment, we wish to emphasize that in the
case of the parabolic-type equation (1), assuming Lipschitz continuous coefficients,
along with the regularity (say, continuity) of the initial condition ug, allows to prove
existence and uniqueness of the solution, but does not allow to control the flow, and
thus to prove continuity with respect to the initial condition, that is, an estimate of the
form |lu(t, - )| < Clluoll in the suitable functional space L?, 1 < p < +oo. An example of
such an estimate is (2.1.3) below. This is in sharp contrast with the case of a linear
transport equation where the Lipschitz regularity allows to also control the flow, as
recalled in (1.1.7) and our discussion on page 2 above. The reason for this striking
difference is of course the presence of the diffusion (or, noise) term, which affects the
flow. For transport equations, the purpose of considering Sobolev regular coefficients
is therefore to investigate whether that control of the flow, equivalent to the continuity
of the map ug — u, can be established under weaker assumptions. For parabolic-type
equations, even for Lipschitz continuous coefficients, we do not have that property. The
study we have performed in our previous works and we continue here definitely follows
a different perspective from the classical perspective. For instance, in our previous
work [65], we have established some results of existence, uniqueness, and continuity
with respect to the initial condition, for (1) when b and ¢ are Lipschitz continuous,
for an initial condition u that can be Lipschitz continuous, or H', provided some
additional assumptions are satisfied. Some partial results were also obtained therein
for ug € L2. These comments also relate to our next item.

A third fact worth emphasizing is that, in echo to our comment (vii) above on
ordinary differential equations, the question of uniqueness naturally brings up the
question of linear tangent flows. Taking y = x — hé, with || = 1 and h a small parameter
in (1.2.7), and next letting h go to zero, formally yields

1E< ‘ oX;}
ox
This gives an evaluation of the tangent flow, in the direction &. This corresponds to the
equation

2
) < elot, (1.2.12)

dY; =b' (XY, dt "X Y dW;,
{ ¢ X)Yedt+ 0 (X)) Y dW; (1.2.13)

Yi=0 = §,

where we have formally denoted by b’ and ¢’ the derivatives of b and ¢. The latter
equation does not make rigorous sense, unless b and o are sufficiently regular, say at
least C1. In the absence of regularity, the meaning of a term such as ¢’ (X;) is indeed
unclear, since X; may a priori weight sets of zero Lebesgue measure. It will be a corollary
of the results on the well-posedness of the parabolic equation (1) to also give sense
to this linear tangent flow, as we did for the case of ordinary differential equation. We
notice that works of H. Kunita have addressed tangent flows for stochastic differential
equations in the classical It6 theory, see [61, 62].

The martingale formulation. Going beyond the previously mentioned regular setting
requires to understand the notion of solution to (1.2.1) in a broader sense. This is the
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purpose of the martingale problem, introduced by Stroock and Varadhan. Recall that,
in the regular setting, when X is a solution to (1.2.1) and ¢ is a smooth function, the

It differentiation formula shows that
t

o(t, X¢) - (0, x) - J(asq; +b.Vop + %aotngo)(s, X;) ds (1.2.14)
0

is a stochastic integral, thus a martingale. The idea is then to choose the latter property
as a characterization of a new class of solutions to equation (1.2.1). The focus is not
any longer on the particular trajectories of the possible solution X; but on its law. In
short, one chooses as the probability space Q the space of continuous trajectories and
the problem of finding a solution to the stochastic differential equation (1.2.1) reduces
to finding a convenient probability IP on this space Q, so that (1.2.14) is a martingale,
for all (say, C?) test-function @. Intuitively, searching for the law of a process solu-
tion to a stochastic differential equation is much closer to searching for the solution
to a partial differential equation than making a connection between the two equa-
tions using a representation formula of the type (1.2.3) (or alternately, (1.1.3)). This
is exemplified by our discussion above on the connection between (1.2.1) and (1) via
formula (1.2.3).

Solving the martingale problem may be shown to be equivalent to solving (1.2.1)
in the weak sense. This is not elementary. Existence of a solution to the martingale
problem is equivalent to the existence of a weak solution to the stochastic differential
equation (1.2.1), while uniqueness of that solution is equivalent to uniqueness in law
for (1.2.1). The prototypical result for the martingale problem (see, e.g., [84, p. 170,
Volume 2] for a precise statement) states that (again on a bounded domain) for b
and o Lipschitz continuous, or for b bounded and %a(x)at (x) continuous, positive
definite for all x, there exists a unique solution to the martingale problem associated
to equation (1.2.1).

An important remark, particularly in the context of these lecture notes, is that,
actually, the uniqueness of a solution to the martingale problem (which is the key
point in the well-posedness of that problem) is in fact obtained using an argument
based on the existence of a solution with appropriate regularity to the parabolic partial
differential equation. The well-posedness for the PDE is the celebrated Agmon—Douglis—
Nirenberg theory for parabolic equations [2, 3]. We will return to this connection in
Section 2.2 (page 56).

1.3 Parabolic equations

We also would like to recall here various results on the classical, and less classical
theory of linear parabolic equations. We begin with the regular setting, briefly discuss
the viewpoint of fundamental solutions and then recall our previous works on the
irregular setting.
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1.3.1 Parabolic equations with regular data, and related issues

The systematic study of (1) in the case of regular coefficients a and b, without neces-
sarily assuming that a is positive definite, dates back to the works by O. Oleinik.

For coefficients a € W2 (not necessarily positive definite), b € W2, and initial
conditions ug € W, a priori estimates may be established and consequently exis-
tence and uniqueness of the solution u to (1) holds in the class Wf,’tl’oo (where the first
exponent refers to the differentiability in space, and the second to the differentiability
in time). This allows to define all the terms of (1) in the classical sense, which was of
course the purpose of considering that particular functional setting. A variant of the
result holds for all degrees of differentiability k > 2 instead of 2. Also, Oleinik estab-
lished Lipschitz-type estimates for the solution when a = o¢?, o and b are Lipschitz
continuous. This case corresponds to the classical probability setting.

In the case when a is positive definite, the main result, which we briefly mentioned
in the previous section, is the Agmon-Douglis—Nirenberg result. The setting can be
either that of Schauder spaces, or that of Sobolev spaces, and we only mention here
the latter setting, given our focus in these lecture notes. Under the additional condition
of positive definiteness, the Agmon-Douglis—Nirenberg result generalizes the results
by Oleinik to L? integrable functions instead of L in the following sense. If a is
continuous and b is bounded, if the initial condition uy is sufficiently regular, if there
is a right-hand side of (1) in L?, for some 1 < p < +co, then we have existence and
uniqueness of the solution to (1) in Witl P This result, as announced above, is the key
result to solve the martingale problem.

Weakening the above assumptions on a, b and u, immediately creates substantial
difficulties. In particular, even in the case of a definitive positive second-order term,
no systematic study explores the cases when the initial condition ug lacks regularity.
One specific setting we have briefly mentioned is the case when the initial condition
is considered only continuous. The theory of viscosity solutions, [35], is then the
appropriate tool. Either in the case when a and b are Lipschitz continuous, or in the
case when a and b are only continuous but a is positive definite, there is existence and
uniqueness of a continuous solution to (1).

Further reducing the regularity of the initial condition essentially consists in con-
sidering ug € L. This exactly brings up the question of whether the viewpoint of
fundamental solutions is, or not, the suitable viewpoint. In the case when a, b, ug are
regular and the second-order term is uniformly elliptic, it is indeed standard in the
vein of distribution theory, to write the solution to (1) as

u(t, x) = jp(t, X, Y)uo(y) dy, (1.3.1)

where we write somewhat vaguely the integral and where p of course denotes the
fundamental solution to (1). For non-regular ug, even though the integral above can be
given a sense (see [10] and other works by D. G. Aronson), it is unclear in which sense
(1.3.1) solves (1) and especially how (1.3.1) agrees with ug at initial time. In any event,
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there is a good intuitive reason why pursuing our analysis within the context of funda-
mental solutions is likely to not be an appropriate strategy. When both a and b vanish -
aregular setting indeed! —, in which case (1) reduces to d;u = 0, the fundamental solu-
tion writes p(t, x, y) = 6o(x — y). The latter function is evidently singular and therefore
obtaining estimates on the fundamental solution is hopeless. One alternate option
would be to consider estimates on the fundamental solution seen as a kernel, which
amounts to actually solving the equation. Yet another option would be to manipulate a
parametrix, that is, an approximation of the fundamental solution. It is actually unclear
what can be expected from these perspectives. We will not proceed in those directions.

1.3.2 Some previous works on parabolic equations with irregular data and
related issues

We now recall some essential results of our previous works regarding the solution to
equations of the type (1) with non-regular (that is, typically Sobolev regular) coefficients
and initial conditions. Since the settings we considered will be generalized in the
present contribution, and the arguments we used are simple version of those we will
use, our discussion is kept brief.

Parabolic-type equations. Of course, it is immediate to observe that any constant
nonnegative second-order operator does not modify the standard proof performed in
the case of linear transport, which we have recalled above. All the results of the linear
transport equation therefore hold for (1) in that case. We will improve those results
later in the text. If we additionally assume some ellipticity of this operator, a more
general field b can be accommodated. Along these lines, the first extension of the
results of [41] on transport equations to the setting of parabolic-type equations is, to
our knowledge, our previous work [64]. We have studied there the parabolic equation

1
oiu — bjoju — EAu =0. (1.3.2)

The presence of the regularizing second-order operator —A of course yields a better
regularity on the solution u than in the pure transport case. From the formal a priori
estimate

dt
similar to (1.1.8) for the transport equation, it is expected that u € L%([0, T], H'). This
expected additional H! regularity is useful for the regularization step. Instead of
expressing the commutator [p¢, b.V](u) using (1.1.11), we directly express it as

j(b(y) “b(x)). Vu)ps(x - ) dy. (1.3.4)

We see that an L2 regularity on b is now sufficient to proceed in this regularization step
and show that (1.3.4) vanishes in L} as ¢ — 0, without the need for the weak differen-
tiability of b. Once the regularization is performed, the a priori estimate (1.3.3) makes

d (u? ou? 1 )
J St J(dlvb)? t5 I [Vul” =0, (1.3.3)
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rigorous sense, up to small error terms vanishing with the regularization. Control-
ling div b then typically allows to conclude that uniqueness holds, as for the transport
equation. This discussion explains why and how, mimicking the arguments of [41], we
have obtained in [64, Section 5] existence and uniqueness of the solution to (1.3.2)
in L®([0, T], LY n L*®) n L%([0, T], H') when b € Wb + L2 and divb € L.

A specific case of a varying matrix a in (1) was first examined in [65]. The outline
of the proof in that case is essentially similar to that for the constant case above, but
of course technicalities arise. A prototypical result obtained in [65] (and recalled in
Chapter 3 below) is the existence and uniqueness for the solution to

1
otu + 0i(ub;) - 5 0i(0ix0jx0ju) = 0, (1.3.5)

Ul¢=0 = Uo,
in the functional space
{u e L®([0, T], L®) : 0'Vu € L*([0, T], L?)}

under the assumptions b € W1, divb € L™, 0 € H', ug € L. In the particular case,
when the matrix oo! is positive definite, existence and uniqueness can be established
in the space

{u e L>([0, T], L®) : u € L*([0, T], H")}

under the assumptions b € L2, divh € L®, 0 € L®, ug € L.

Both in [64] and [65], various extensions of the above prototypical result were
obtained. These extensions essentially concern, on the one hand, extensions to equa-
tions of the type (1) that are not in a divergence form like (1.3.5) and, on the other hand,
the consequences of the results on parabolic equations on the theory of stochastic
differential equations. More extensions will be examined in the present contribution.

The former extensions essentially consist in accounting for the transformation of b
into b? defined by b? =b; - %aj(gikajk) forall 1 <i < N, which allows to accommo-
date part of the non-divergence form into the transport term. We will reiterate similar
arguments (and significantly extend them) in Section 4.1. Another useful observation
is that the transformation of b into b + g8 for some 6 € L* does not affect most of
our arguments (a fact that is indeed connected to the Girsanov transform in stochastic
analysis, and to which we will return below in the comments after Proposition 2 in
Chapter 3).

The point to stress is however that in our previous works [64, 65], we only very
briefly consider an unbounded initial condition ug, or a lower regularity of the coeffi-
cients than that mentioned above, or both settings together. In a small portion of our
work [65], we have studied the case of Lipschitz continuous coefficients ¢ and b for (1)
witha = %oot, with an initial condition that is H!, or Lipschitz continuous, or L2. In
particular, only partial results were obtained in the latter setting, and we refer the
reader to [65] for more details. Actually, works are rare, in the literature, that consider
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such irregular settings. The only contributions known to us are the following ones.
In [70, Appendix E], renormalized solutions for a specific parabolic equation with an
unbounded initial condition has been considered, in particular using notions and
techniques introduced in the context of Fokker—Planck-Boltzmann equations in [40].
In line with the questions we examined in [65, Section 8], existence and uniqueness of
solutions for equations such as (1) were considered by A. Figalli in [46] for two main
settings: (a) uniformly positive definite, Lipschitz continuous in time, matrices oof and
L vector fields, or (b) space-independent matrices oo! and BV vector fields. Besides
these contributions, two groups of authors have also considered similar issues. As
we will point out below, some of the techniques we develop here for renormalized
solutions are of course connected to some arguments by D. Blanchard, F. Murat and
their collaborators in [15, 16] and other works. The series of works [17, 19, 20] by
V.1 Bogachev and coworkers present a different, interesting perspective.

To conclude this paragraph, we wish to cite some works related to [65], which fol-
lowed up on it, or which present some alternate approaches. An immediate extension
of our results on the parabolic equation to the case of a vector field b with bounded
variation is performed in [77], combining the techniques of [65] and [5] and following
our suggestion [65, Remark 12, p. 1299]. Of interest are also the works by F. Flandoli
and his collaborators (see [11, 12, 45, 48] and the nice survey [47]) that study the
regularizing effect due to an extra noise term in the transport equation, a phenomenon
somewhat related to the parabolic regularization mechanism we examine in the
present contribution.

The second category of extensions we wish to mention concerns the theory of
stochastic differential equations.

Consequences on the theory of stochastic differential equations. In [64], we consid-
ered (1.2.1)foro =1Id,b € Wb:1, divb € L*® (and, when the domain is unbounded, the
growth condition 1P|x| € L' + L™). In that particular setting, we were able to define
a (unique) generalized flow of solutions to (1.2.1), strong in the probability sense,
which amounts to solving the SDE for almost all initial conditions. We cannot empha-
size enough that our approach does not give any information on the existence or the
uniqueness of a solution to (1.2.1) for a specific initial condition. It only holds for
the flow or, equivalently, when the equation is considered for almost all initial con-
ditions. Our proof was performed specifically using that ¢ is a constant matrix, and

connecting (1.2.1) with the ordinary differential equations
d(Xt - O'W() = b((Xt - O'Wt) + O'Wt) dt

parameterized by the Brownian trajectories (we refer the reader to [64] for a more
detailed discussion). Then, extending to this Sobolev regular setting the classical
connection between uniqueness in law for (1.2.1) and uniqueness for (1.2.4), we
were able to use the unique solvability of the Fokker—Planck equation (1.2.4) we had
previously established to show that the strong solution flows to (1.2.1) all share the
same law, which is the unique solution to (1.2.4).
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In addition, we have proved (as recalled above in our outline of the proof) that we
may also uniquely solve the Fokker—Planck equation (1.2.4) forb € L2 + W1 instead
of b € Wb, However, it is not evident to translate this property in terms of the theory of
stochastic differential equations, precisely because extending our notion of generalized
flow to the case b € L? is unclear.

Intuitively, the fact that the case of a constant o in (1) only brings a small addi-
tional difficulty with respect to the linear transport equation can be understood as
follows. As said above, existence is obtained using the underlying ordinary differential
equation. On the other hand, when it comes to uniqueness issues, the scheme of the
proof is to formally subtract dY; = b(Y;) dt + 0 dW; to dX; = b(X;) dt + 0 dW¢, which
again leaves us with a differential equation d(X; - Y¢) = (b(X¢) — b(Y})) dt close to the
deterministic setting since the Brownian motion term has cancelled out.

All previous arguments unfortunately collapse when ¢ varies. The dispersion
matrix o(X;) then intimately modifies the trajectories of the associated deterministic
dynamics and the questions of the deformation of the Lebesgue measure by the flow
has to be entirely revisited. To our knowledge, this question of the deformation of the
Lebesgue measure under a stochastic flow has never been investigated.

As mentioned in [65, Section 3], the following questions remained unsolved in [64]:
« in the case of a constant dispersion matrix o:

(i) the pathwise uniqueness of (generalized) strong solutions to (1.2.1) when b

has Sobolev regularity,

(ii) the existence and uniqueness-in-law of (generalized) weak solutions to (1.2.1)

when b is, say, L?,
« in the case of a varying dispersion matrix o:
(iii) all questions regarding, in the various senses, existence and uniqueness of
the solution to (1.2.1).
The present contribution intends to clarify such outstanding questions, in particular
in Sections 2.2 and 4.2.

We would like to finally emphasize that, because we have (for simplicity of expo-
sition) restricted our study to parabolic equations posed on a bounded domain with
periodic boundary conditions, one may transpose the results to the probability theo-
retic setting in two slightly different ways. Either, one may apply our arguments and
results to stochastic differential equations posed on random processes valued in the
torus [0, 1]4. In that case, some simplifications happen, but, on the other hand, tech-
nicalities arise because of periodic boundary conditions, the norm on the torus being
slightly different from the Euclidean norm on the space R¢. Or, one may
o firstly extend our results of the partial differential equation setting to unbounded

domains; this might be performed simply combining the results of the present

contribution and the techniques used in [65] to estimate tails of all integrals on R4

(assuming for this purpose that %le e L' + L°(RY) and %IXI € L2 + L®(RY)), and
» secondly transpose these “generalized” results to stochastic differential equations

posed on real valued random processes.
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Either way, the heart of the arguments for the connection rests on the same crucial
ingredients, which we will focus upon in our Sections 2.2 and 4.2 describing the
application of the results to the probability theoretic setting.

To conclude this paragraph mentioning a different, although related, perspective
on the topic, we would like to cite the recent work [33]. There, the results on the stochas-
tic differential equation are examined on their own, in a somewhat decoupled manner
from the results on the underlying parabolic equation. The spirit of the approach is sim-
ilar to what has been completed for proving existence and uniqueness of the solution
to ordinary differential equations in the works of G. Crippa and C. De Lellis, directly
estimating distances between flows for the differential equation (see [37]).

Relation to elliptic problems. All our arguments in these notes are focused on the
parabolic equation (1) and its variants. It is worth emphasizing that these arguments
apply mutatis mutandis to the static variant of this equation, namely the so-called
advection-diffusion equation

- bijoju — ai,-a,.zju =f, (1.3.6)

for some given right-hand side f. We now briefly explain why. This will also explain
why in our discussions below we will sometime consider the static variant (1.3.6) to
illustrate the optimality, the sharpness, or, from another perspective, the limitations of
our arguments. To start with, let us first recall, for convenience of the reader, the theory
of existence and uniqueness for the equation (1.3.6) in the classical setting, that is, for
regular coefficients a, b and data f. For this purpose, we will argue, without so much
loss of generality on the equation

-b.Vu-Au=f, (1.3.7)

which, again for simplicity, we consider on a bounded, regular domain with, specifically
here, homogeneous Dirichlet conditions. The simplest setting is that when existence
and uniqueness are simultaneously obtained using the coerciveness of the differential
operator Lu := -b.Vu — A u. We notice that

(Lu, u) = j |Vul® - Jb.Vuu,

or alternately that
(Lu, u) = J |Vul|® + % J(divb)uz.

Using the Holder inequality and the Sobolev inequality ||ul|2a/a-2 < C||Vu| ;2 (see the
next section of these notes for the details on these inequalities and the related esti-
mations), this respectively shows that the operator L is coercive on H(l, of the domain
in either of the following two cases: (i) when b itself is sufficiently small in L4 norm,
or (ii) when div b is sufficiently small in L5. In any event, coerciveness is obtained.
Existence and uniqueness for (1.3.7) then follow from a direct application of the
Lax—Milgram Lemma. We have implicitly proceeded in an ambient dimension d > 2,
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but the cases of dimensions 1 and 2 can be addressed likewise. When using periodic,
instead of Dirichlet homogeneous, boundary conditions, the argument needs to be
slightly adapted since now the Sobolev inequality reads

lull2ara- < C(IVulz2 + flullz2).

Then the addition of a zeroth-order term au to the left-hand side of equation (1.3.7),
with a sufficiently large constant a, is necessary to obtain coerciveness. Also, more elab-
orate arguments can be used (many of them will be seen later in these notes) in order to
extend the assumptions needed on b in (1.3.7); see for instance our assumptions (2.1.2)
in the statement of Theorem 1 below. Equation (1.3.6) is addressed similarly, with
more difficulties because of the possible degeneracy of the second-order term.

Again in the classical setting, the more general case when L is not coercive is
usually addressed using the Fredholm alternative (see, e.g., [52, Chapter 8]). One
writes (1.3.7) in the form

Lqu :=au-b.Vu-Au = au +f,

for some constant parameter a presumably sufficiently large. That coefficient is then
adjusted so that L, is coercive (for similar reasons as L in the simple case above). Then
L, exists and, because of the ellipticity and the Rellich Theorem, is a compact operator.
The equation writes (Id — aL;')u = L,f and is solved using the Fredholm alternative.
The fact that Ker(Id — aL,}) is trivial is typically obtained using the maximum principle
on the operator L. Interestingly, the existence part does not actually require com-
pactness: a modified argument, based on monotonicity (see the details, and related
considerations, in [67-69]), allows to extend the theory to unbounded domains.

Assume now we consider coefficients a and b that are not sufficiently regular
for the above classical arguments to make sense. Then the techniques we develop
throughout these notes on the parabolic equation (1) allow to reinstate coerciveness on
the operator, possibly adding a zeroth-order term a u, for a sufficiently large constant a.
Put differently, depending on the context, we are able to prove that the operator L,
or L, is coercive in the suitable topology. All this depends on the properties of the
second-order operator. It is simple when that operator is elliptic, less simple, or even
unclear, otherwise — we will study hypo-elliptic or sub-elliptic situations —, and will be
evident later in these notes. In sharp contrast, when (1.3.6) is considered without any
additional term a u and without the freedom of taking b small in a certain sense, the
situation is less clear. In particular, uniqueness may then rely on an application of the
maximum principle, which in turn requires some minimal regularity of the coefficients
which we do not necessarily wish to assume. Such a situation is not addressed at all in
these notes.

Additionally, the above remarks show that we will have the opportunity, in order to
better understand the role played by the various assumptions we put on the coefficients,
to use equation (1.3.6) as a test-bed. This will actually be how we will mainly use that
equation throughout these notes.
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To conclude this section, we mention that a setting very close to the elliptic vari-
ant (1.3.6) is the case where the time-dependent equation (1) is considered with
a sufficiently regular initial condition ug. Then, formally denoting (1) by

oiu+Lu=0,

and assuming that the coefficients a and b in L are time-independent, we observe,
differentiating this equation with respect to time, that the function o,u formally solves
the same equation. Therefore, o.u, thus Lu, belongs to the same functional spaces
as the solution u itself. Put differently, Lu = f, where f belongs to all the appropriate
functional spaces we will derive in the sequel. Formally, at each time ¢, the problem is
thus amenable to the techniques of advection-diffusion equations, and our techniques
and results will again carry over to that case. We will return to this below, in Section 4.3,
with a general approach (valid also for time-dependent coefficients).

1.3.3 Brief outline of our techniques and results

Having overviewed the existing works on related issues, we are now in a position to
briefly outline our techniques and results in a slightly more detailed manner than what
we did in the introduction. To this end, we note that, as repeatedly mentioned above,
our proofs of existence and uniqueness proceed through two main steps: regularization
and a priori estimates. These two steps can be understood by considering the following
two quantities:

Jb.Vuu (1.3.8)

and
j ( jpe(x - Y)(b(y) - b(x). Vu(y) dy Ju(x) dx. (1.3.9)

The former quantity appears in the formal L? a priori estimate established upon mul-
tiplying the equation considered by u and integrating over the domain, while (1.3.9)
is the typical remainder obtained when making this formal estimate rigorous upon
using the commutator [p,, b.V](u). In the now classical study of the linear transport
equation, as initiated in [41], the two terms are estimated using integration by parts

w2
Jb.Vuuz—Jdivb. — (1.3.10)
€L _2’_,

eLt

and

j ( jps(x -y)(b(y) - b(x)).Vu(y) dy)u(x) dx

- I vag(x ~y).(b(y) - b0)) u(y) dy u(x) dx (1.3.11)
use VbeL! eL® eL>®
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when, for simplicity of the exposition, the initial condition is assumed bounded. The
above two-fold estimation allows to intuitively understand the classical couple of
assumptions (divb € L, b € W1). We have already mentioned this.

We now move on and consider the case when a positive definite second-order
operator is added to the transport, namely —Au for simplicity. The brief outline of the
results established in our work [64] is that we may now leave (1.3.9) as is, write that

[ [ 2cte=9)00) ~b0) . Yup) dy o) ax. (13.12)
use beL? eL? €L®

and also conclude that existence and uniqueness hold without assuming b € W11, We
now observe (and this observation was not included in [64]) that, also using the better
(namely H?) regularity of the solution u expected from the presence of —Au (or a similar
term), we can equally well improve our treatment of the term (1.3.8) and write, again
without resorting to an integration by parts,

J_l;_,.ﬂ o, (1.3.13)
eld el? eL2d/d-2)

using the classical Holder estimate. Notice that for simplicity we assume that the ambi-
ent dimension d is strictly larger than 2; the two-dimensional case requires specific
adaptations. Estimate (1.3.13) holds in the absence of any control of div b. The consid-
eration of (1.3.12) and (1.3.13) together shows that, in such a setting, no assumption
on the weak derivatives of b seems necessary to conclude. We will show in the present
contribution that this is indeed the case. We will also see variants and extensions of
estimate (1.3.13), using Lorentz interpolation spaces. Notice that if we are ready to
control divb, then the parabolic situation is also advantageous, since we may then
improve (1.3.10) and the corresponding assumption divbh € L*® into

w2
Jb.Vuu =—Jdivb — (1.3.14)

eLd2 —S—
€ Ld/d-2)
and some similar variants and extensions.

It is now obvious from (1.3.12)-(1.3.13) that our main two ingredients for the
parabolic-like case are
(i) the boundedness of u and
(ii) the extra regularity provided by the second-order operator.

Our next step is to investigate how we may further generalize the above setting in
both regards.

The first direction to generalize the results concerns the initial condition. Our
discussion above has been conducted under the simplifying assumption ug € L*. But
of course we would like to address more general initial conditions, say uy € L?. For such
an initial condition, we need to adapt the above arguments, and we will do so using
a renormalization technique as initially introduced in [41]. Intuitively, we essentially
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manipulate a truncation ®(u) instead of u itself. The exponents involved in the various
estimates such as (1.3.12) or (1.3.13) are affected by this change, but the bottom line
for the proof remains.

Our second direction follows the observation that the extra regularization provided
by the second-order term and which allows to address more general cases of b is not
restricted to the case of —Au. The Sobolev inequality

lullz2aa-2 < C|Vul|z2 (1.3.15)

is a key ingredient to establish (1.3.13) or (1.3.14), but extensions of this inequality
hold in a variety of settings. The immediate extension is the case when a positive
definite second-order operator in divergence form —div(co!Vu) is added to the transport
equation. This allows to readily extend the result on the Laplacian to the case of
operators with varying coefficients. This was already the purpose of [65], but the
generality considered therein was weaker than in the present contribution. Likewise, if
the second-order operator is definite in some directions only, then we may obtain mixed
results, using “transport-like” assumptions on b along the directions not regularized,
and more general assumptions along the other directions. Note that, as soon as a second-
order term with varying coefficients is considered, a second regularization step like
in (1.3.9) but this time specifically on this second-order term, must be performed. And
this again requires various, sometimes elaborate, assumptions, which we omit in this
brief outline.

Much more generally and in the same vein, we also notice that the gain in (1.3.13)
is related to the fact that the exponent dz—fz is strictly larger than 2, thus allowing for
considering unbounded fields b. This suggests exploring which type of second-order
operator, of the form —div(cofVu) and not necessarily positive definite, gives rise to
estimates of the type

lullr < Cllo*Vul (1.3.16)

for some p > 2, and how we may use this to consider more general fields b. Obvi-
ously, (1.3.16) is, in a sense, an extension of (1.3.15). Not unexpectedly, the subject
is closely related to considerations around the hypoellipticity of operators. We will
explore these issues in Section 3.5.

To conclude this chapter, we mention that not only numerous variants of the above
results along different directions will be investigated but we will also systematically
consider how the results on the parabolic equation affect the theory of stochastic
differential equations with irregular coefficients.
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We now get to the heart of the matter, and study (1). We devote this chapter to the
case when the (we recall, symmetric) second-order operator in (1) has constant coef-
ficients aj;. For operators that have no sign, nothing general can be expected. The
most general setting we may therefore consider is that of constant operators that are
nonnegative, in the sense of symmetric operators. We have already briefly mentioned
that the presence of such operators does not modify the proofs performed on the lin-
ear transport equation. We thus have at least the results of [41] and their extensions,
already mentioned above, holding true for equation (1) in those conditions. We also
have recalled in the previous section the results obtained in [64] when the operator is
elliptic, that is essentially, a Laplacian. We now wish to establish in a sense the most
general result for that setting. We note, slightly anticipating on the contents of the next
chapters, that when its coefficients are constant, the second-order term is automatically
in divergence form, a distinction that will only become important in the case of varying
coefficients studied later on in these notes.

To our end, we first remark that, as in the case of linear transport, the consideration
of initial conditions that are unbounded already creates a difficulty for the definition of
the terms of the equation. Indeed, the term

bioju = 0;(ub;) - (0;b;)u

does not necessarily make sense for an unbounded function u. The difficulty has been
circumvented for transport equations using a renormalization of the solution function u.
In the presence of the second-order differential operator, renormalization is, at first
sight, unclear. The question will be examined later, in Section 2.3, but, to start with,
we will assume, in Section 2.1 that ug € L°.

In echo to our Remark 1, we also wish to immediately make clear that we will not
consider the one-dimensional setting for (1). That particular setting allows for very spe-
cific arguments and results (one may typically consider fields b that are only L') which
may not be extended to strictly higher dimensions. Also, because the two-dimensional
setting is well known to be particular, we will begin with considering three or higher-
dimensional settings. We devote a paragraph of Section 2.1 to the adaptation of the
results to the two-dimensional setting.

Likewise, the case of an L! initial condition is somewhat peculiar and will be
commented upon.

Miscellaneous remarks and comments are collected in Section 2.4.

Some useful elements of functional analysis. Before we proceed, we need to now
recall, for consistency, some well known facts on the Lorentz spaces LP>9, 1 < p < +00,
1 <q < +o0o, and their particular cases, the Marcinkiewicz, or weak-L?, spaces
LP*° = MP, 1 < p < +00. For more details, we refer the reader to the classical textbooks
[14, Chapter 1], [91, Chapter 1, Section 8], and also to [90]. For any measurable

https://doi.org/10.1515/9783110635508-002
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function f on R4, we may define the function
Mr(s) = meas{x : |f(x)| > s} (2.0.1)

called the distribution function of f, and next the non-increasing rearrangement of f
on (0, co) by
f7(t) = inf{s > 0 : pg(s) < t}. (2.0.2)

It is immediate to see that f and its rearrangement f* share the same distribution func-
tion. From f* one may construct the non-increasing spherically symmetric rearrangement
of f, also called the Schwarz symmetrization of f,

A0 = f* (calxl?) (2.0.3)

for x € R%, where ¢y is the (d — 1)-dimensional Lebesgue measure of the unit sphere
of R?. For the time being, we use these rearrangements to define some functional spaces.
We introduce, when 1 < p < 00, 1 < g < 00, the Lorentz space LP-7 of all measurable
functions f such that

(0] 1

ALpa = [ J % [t7 f*]9 dt] ‘. (2.0.4)

0

or, equivalently,

1

Aura = [ qu-lm(yﬁ dy] q (2.0.5)
0

is finite. We have LP-P = L?, as is easily seen on (2.0.4), since the non-increasing rear-
rangement f* has the same L? norms as f. The fact that (2.0.5) agrees with (2.0.4) can
be intuitively explained as follows. Assume that f = f* in one dimension, and, in addi-
tion, that it is strictly decreasing, thus invertible. In that case, by strict monotonicity,
Uf(s) = f71(s), thus (2.0.4) also writes

Alna = [ [ ¢ it one dt]q o [ [ d(Hf()’)Z)]q o [ [y dy] "
0

0 0

which is (2.0.5), successively using a change of variable y = y;l(t) and an integration
by parts.

In the case g = oo, the space LP® is defined as the space of measurable functions f
such that

sup tr%f*(t) < 400, (2.0.6)
>0
or that
sup sps(s)? = sup smeas{x : |f(x)| > s}? < +oco. (2.0.7)
s>0 s>0

Quantities (2.0.4) and (2.0.7) are however not norms on the corresponding spaces.
They are only quasi-norms, that is, they do not satisfy the triangle inequality. One thus
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defines .

J f*(s)ds.

0

When 1 < p, 1 < ¢q < oo, f (or f*) may be replaced by f** in (2.0.4) and then defines
anorm on the space LP-4. Likewise, the space LP*®, 1 < p < +00, can be equipped with
the norm

* %k 1
f Tt

IAlLp.o = sup t? f**(t). (2.0.8)
>0

The norms thereby defined are of course equivalent to the quasi-norms defined above;
see [14, Section 1.6] or [81]. In the particular case (p = 1, ¢ = 00), the definition (2.0.8)
yields L1* = L1 while (2.0.7) defines a non-normable set. The spaces LP**®, 1 < p, are
called the Marcinkiewicz, or weak-LP, spaces. On a bounded domain, we have the
sequence of inclusions

LP’l coooCcIPlTcoeicIPP =P c...CcLPSc...c[P™® (2.0.9)
foralll < p < +00,1 <r < p <s < +oo. We also have, on any bounded set,
P9 c L™, (2.0.10)

whenever 1 <r < p <+00,1 < g < +00, 1 <5 < +00. The typical example that shows
how these spaces are different, and in particular that LP-*° generically differs from
all the spaces LY is the function ﬁ, which will indeed be very useful below. In
dimension d > 2, it belongs to L%, is “almost” in L4(R?) but belongs to none of the
spaces L4(R9), 1 < g < +c0.

We will repeatedly use in the sequel the extension of the classical Holder and
Young inequalities, respectively, to functions in the Lorentz spaces. This extension is
quite straightforward. We recall it here for further reference. We have

Ifglzra < Clifllzerar IglLr2 a2 (2.0.11)

1,1 1_1,1

1
fori =t g=a Ta 1 <SP P1,P2,4, 41,92 < +00 (except the cases where one

of the couples is (1, 00)). Likewise,

If * gllLra < Clflzerar Iglzeaia (2.0.12)

forl<g<+oco,1+ % = p% + piz,% < q—ll + q—lz,l <p,P1, P2, q1, g2 < +0o (except again
the cases where one of the couples is (1, 00)).

The above Young inequality (2.0.12) allows to prove the following important
property: there exists a constant ¢ (which may be made explicit; see below) such
that

lull2am@-2,2 < cl|[Vulgz  in dimension d > 2 (2.0.13)

for all smooth, compactly supported functions. This inequality improves the classical
Sobolev inequality
[lull2da-2 < c||Vullg2. (2.0.14)
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Using a density argument, inequality (2.0.13) is easily extended to all functions of R?
such that both sides are finite. Using a suitable cut-off function and again a density
argument, it is also readily extended (and this is the specific form that we will use in
the sequel of this contribution, given our periodic setting) in the form

lullp2ara-».2 < c(IVullz2 + llullz2) (2.0.15)

to all periodic functions. There are many possible proofs for (2.0.13). The original proof
rests on the convolution u = —-Au * G = —9;u * 9;G, where G is the Green function of
the (periodic) Laplacian operator in dimension d > 2. We notice that o;u € L>»2 = L2,
0iG e Lﬁ since G has a smgulanty in Id >. We may thus apply (2.0.12) with
p= d 2, q=2,p1=2,q1=2,p2 = d 7> 42 = 00, which formally yields (2.0.13). The
above proof can also be formalized using the Fourier transform, writing

= ((1+ 1+

and adjusting the exponents in an Holder estimate using the Lorentz spaces the func-
tion (1 + |£])~! belong to. We would like to mention a strategy of proof that does not
rest upon the use of the generalized Young inequality (2.0.12) but only on the classical
Sobolev inequality (2.0.14). That strategy of proof can be adapted to more general
settings; see our remarks after Lemma 11 regarding the hypoellipticity setting. A man-
ner to actually prove (2.0.13) relies upon the idea of (a) decomposing Vu into a sum
Vu = Y Vgn(u), where the Vo, (u) are (almost) orthogonal in L2, and (b) use the classi-
cal Sobolev inequality for each ¢, (u). This technique is quite general: it only requires
that the classical estimate involve a first-order derivative, and automatically allows,
then, to recover a second exponent g = 2, in the notation of the Lorentz spaces. The
outline of that proof goes as follows. We introduce, for n € Z,

0 when |t < 271,
Pn(t) = yt-2m1 when 2771 < |t| < 2™+, (2.0.16)
2+l _ =1 when 2™+ < |¢|.
We notice that
V@n(u) = Lon1gyj<ani VU, (2.0.17)
@n(u) 2 2" Ljyson_on-z, (2.0.18)

two facts which will be useful below. For all n, we use the classical Sobolev inequal-
ity (2.0.14) for the function ¢, (u):

2
IVonW)l7. = pll@a@)l}, = v2°"(meas{lu| > 2" - 2""?})?,

where p = dsz, and p and v denote irrelevant positive constants independent on n
and u, and where we have used (2.0.18). Adding these inequalities for all n > -k
for k € N, we obtain

Y VeI =n Y 22" (meas(lul > 2"))? (2.0.19)

n>-k n>-k
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for another positive constant 7. We next note that the LP>?> quasinorm writes

2
ul?,. = Jyyu(Y)P dy.
0

By the monotonicity of p,, the series on the right-hand side of (2.0.19) and the above
integral can be compared to one another, and we infer from (2.0.19) that

[e9)

Y IVpnI2, > jym(y)z%dy, (2.0.20)

nx-k 2ok

again up to an irrelevant multiplicative factor. On the other hand, we can remark that
because of the overlap between the regions 2! < |t| < 2"*1 and 22 < |t| < 27, for
all n, we have

2 [ > ¥ [ weai. (2.0.21)

nez
Inserting (2.0.21) into (2.0.20), and next letting k go to infinity on the right-hand side,
we obtain (2.0.13).

We conclude this paragraph recalling the following standard notation. We will
write, e.g., f € eLP1-91 + [P2:92 to mention that f = f; + f>, where f; € LP1-91, f, € [P>%2
and |f1lzr1ai < €. In particular, f € eLP1-91 + LP2:92 for all € > 0 means that, for any
arbitrary small € > 0, we have such a decomposition with ||f; [|fr1.a1 < €.

2.1 Bounded initial condition

We now study the case of a constant second-order term a and a bounded initial condi-
tion ug. Our main result, Theorem 1, assumes that a is a positive definite matrix and
that the ambient dimension is d > 3. We provide many comments on our assumptions
and results in Section 2.1.2 and the subsequent subsections. In particular, that section
contains the adaptation of our technique of proof to the two-dimensional setting, while
the case where a is only nonnegative is addressed in Corollary 1.

2.1.1 The main result and its proof

Theorem 1 (d > 3, a constant positive definite, ug bounded). Assume that the ambi-
ent dimension d is larger than or equal to 3, and that the matrix coefficient a in (1) is
a constant, positive definite symmetric matrix. Supply equation (1) with a bounded
initial condition ug € L. Assume also that the transport field b satisfies

b=p1+p, Brel? BaeWh1, (2.1.1)
b= b1 +b2, b1 € €1Ld’00 +Ld, [diVbz]_ € Sng’OO +L§ (2.1.2)

printed on 2/10/2023 3:34 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

32 —— 2 Operators with constant second-order term

for some positive constants €1, €, which will be made explicit in the proof (see (2.1.15))
in terms of a and b. Then there exists a unique solution u to (1) in the functional
space L*([0, T], H') n L*°([0, T], L®). In addition, for all 1 < p < +oo, that solution is
in C([0, T], LP), and there exists some constant Cq such that the solution satisfies

lutt, Hzr < e tfuglLy (2.1.3)

forallt € [0, T]. In the case p = +o0, estimate (2.1.3) holds with Co = 0 and we have the
maximum principle
infug < u(t,-) < sup up. (2.1.4)

An estimate in the spirit of (2.1.3) will be established for p = 1 in Lemma 2 below,
see (2.1.24).

Some simple remarks are in order:

e The case d = 2 will be addressed below.

«  We recall that to keep the notation simple, we denote b € L? even though b is
valued in R? and the adequate notation would be b € (L2)4.

o Aswill be evident from the proof, assumption (2.1.1) is useful for the regularization
step of the proof, while (2.1.2) is employed for the uniqueness.

« Estimate (2.1.3) also holds true for the positive [u(t, -)]; and negative [u(t, -)]-
parts of u(t, -)

« Upon assuming that the initial condition ug is more regular, we may obtain a better
regularity of the solution. A strategy for addressing this question will be briefly
outlined in Section 4.3.

Besides the immediate remarks above, our major two comments on the statement
of Theorem 1 are respectively related to our assumptions (2.1.2) on b and a specific
estimation of the form (2.1.3) for the L! norm. We will comment later in this chapter
upon the above issues and some extensions. The remaining part of this section is
devoted to the proof of Theorem 1.

As mentioned above, assumptions (2.1.1) and (2.1.2) are useful for the regulariza-
tion step and the uniqueness step, respectively. These two steps have been outlined
in Section 1.1 for the case of transport equations. We will therefore only concen-
trate ourselves on the modifications necessary to adapt the scheme of proof to our
present context.

Regularization. Assuming (2.1.1) allows to proceed with the regularization step as we
did in our earlier work [64]. More precisely, we have:

Lemma 1 (reproduced from [64, Lemma 5.1], see also Lemma 10). Let b € L?> + Wb1,
ueL®nH. Letp, = e 9p(e1.), where p is a fixed, nonnegative, compactly supported,
smooth function. Then

(b.V, pelw) =% 0 inLl. (2.1.5)

Intuitively, Lemma 1 holds because, by linearity, the commutator in (2.1.5) is decom-
posed into a commutator with a Wb transport field treated as in (1.1.10) for the
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transport equation since in particular u € L*°, and a commutator with an L? transport
field where we explicitly use, then, that u € H! as we briefly outlined in (1.3.4) of
Section 1.1. The detailed proof can be read in [64].

The first novelty in the proof of Theorem 1 is therefore the formal proof of unique-
ness, which will be made rigorous by the above regularization step. We now give the
details of that part of the proof.

Uniqueness. Assume we have a solution u to (1). We proceed formally. We multiply (1)
by u and integrate over the periodic cell to obtain
1d
2 dt
after some evident integration by parts. We note that the second term of the left-hand
side may be bounded from below

J lul? + J a;jojudju = Jbl Vuu- % J [ul? divb, (2.1.6)

Jaiiai”ai“ ZQJ [Vul?, (2.1.7)

where a is the coerciveness constant of the positive definite matrix a. The two terms of
the right-hand side are respectively bounded from above as follows. We first decompose
by asb; = by; + byy withby; € £,L% (for some £; which will be made precise below)
and by, € L4. Forall § > 0 presumably small, we in turn decompose b, into

b12 =b1y,5 + (b12 —b125) (2.1.8)
with ||b12,sl1¢ < 6 and by — b1, 5 € L. For this purpose, we simply define

b126 = b2, (012R)

and choose the cut-off parameter R sufficiently large so that [[b12,5ll;« < §. We then
write

Hbl.Vuu| < Hb11-VHH| +Hb12,5.Vuu| +H(b12 -b12,5).Vuu

< brillpae [Vulr2llullp2aa-2.2 + b1z, sl e IVullrz fullp2a@-»
+b12 — b1a sl IVuli2 lullz2
< c(Ibrallpac + ||b12,§"Ld)"Vu||%2
+(Ib12 = b2 sllze + DI Vullr2flul2 (2.1.9)
successively using the Holder inequalities (2.0.11), inequality (2.0.15), the fact that we
may always assume, say, c(¢; + 8) < 1 and the fact that L#52 c L5 (since dz—_dz > 2).

The rightmost term of (2.1.9) is now estimated using the classical discrete Young
inequality

(Ib12 = b1z sl + 1) Vullp2llullre < e3(Ib12 = b1z sl7w + 1)IVull?,

1 2
+ —|lull%,, 2.1.10
s Ml (2.1.10)
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where the small constant €3 will be adjusted below. Inserting (2.1.10) into (2.1.9), we
obtain

2 2
| jbl Vu u| < c(Ib11liac + Ib12,6lle + £31b12 — b1a sl +3)IVullZ,

1 2
+ —|ull%,, 2.1.11
4e; llull7> ( )

where we recall that [[b11]l e~ < €1 by assumption, and [|b1,,sll;« < § by construction.
For the rightmost term of (2.1.6), we proceed somewhat similarly, manipulat-

ing div b, instead of b;. We first split [divb,]_ as [divb,]_ = f1 + f> with f; € sng"’O

and f; € L? for a small positive parameter &, yet to be determined. Next, we write

fr=fs+ (2 -fr0)

with f5 5 = f2 1|5, (0|=R}» @ cut-off parameter R such that ||f> s/l .42 < 6 and a remainder
f2 = f2,6 € L™ by construction. We now write

: 2 2 2
J‘[dlvbz]7|l,l| < "fl”L"I/ZvOo "u”de/(d—Z),z + ||f2,5"Ld/2 "u”de/(dfz)
2
+1If2 = fa,8llze lullzs (2.1.12)

using both the classical Holder inequality and the Holder inequality for Marcinkiewicz
spaces recalled in (2.0.11). The first two terms are next treated using inequality (2.0.15).
We obtain

J[divbz]- ul? < c(lfillzane + I1f2,sllar)IVul},

+(If2 = 2,800 + ©)llull 2, (2.1.13)

with, we recall, ||f1 | a2.0 < €2, f2,5lla2 < 6. We now collect (2.1.7), (2.1.11), (2.1.13),
and insert them into (2.1.6) to obtain

1d, o 2 2
5 gl + allVullz, < C(”bll"LdW +Ib12,sllza + €31b12 — b12,5ll7eo

2
v &3+ Ifillpame + ||fz,5||Ld/z)||Vu||Lz

1 2
— - I . 2.1.14
+( eyt W fasl +c)||u||L2 (2.1.14)

We choose €1, €2, 6 and finally €3 all sufficiently small so that

1
cle1+6+ &3 b2 - blZ,(S”I%oo +&3+&)+ 6) < EQ, (2.1.15)
thereby obtaining
1d 1
Eallullfz + Eglqullfz < Clullz,. (2.1.16)

This shows both an a priori estimate on the solution u in L*®([0, T], L?) n L3([0, T], H)
and also, when starting from a zero initial condition, uniqueness. Both arguments can
readily be made rigorous using the regularization procedure.
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Existence. As already mentioned in the introduction of these notes, we can easily
establish, using the above formal a priori estimates, the existence of a solution to (1).
This is classical. We indeed proceed by approximation. The field b is approximated by
a sequence b, of smooth functions, and for each ¢ the existence (and uniqueness) of
a solution u, to (1) with b, instead of b is established by classical tools.

Given that the equation is parabolic regular and the initial condition is bounded,
we first note, by a simple application of the maximum principle, that the solution
is bounded. It more precisely satisfies (2.1.4). We mention in passing that this esti-
mate is intuitively simpler when we think of the Feynman-Kac expression of the
solution Ey(uo(X¢)) obtained with the probabilistic interpretation of equation (1)
(see (1.2.3) above, and more details along those lines in Section 2.2 below).

Likewise, the formal a priori estimate (2.1.16) established above has a rigorous
sense for the solution u, to equation (1) with b,. Therefore u, belongs to the functional
space L2([0, T], H') n L*([0, T], L?).

Also, formally multiplying (1) by pu|u[P~2 for p > 1, we obtain

% J lul” + p(p - 1) J [ulP~?a;;0;udju = - j |ul? divb. (2.1.17)

All the formal manipulations we have performed above following (2.1.6) can again be
performed using v = |u|1i7 instead of u. They lead to an estimate analogous to (2.1.16),
namely

%IW +gj|u|l’—2|Vu|2 < CJIqu (2.1.18)

for some suitable constant C. This formally gives (2.1.3).

Similarly to (2.1.16), estimate (2.1.18) is rigorous for u, because of the regularity
of the approximate transport term b,. The continuity in time of u, with values in L?,
1 < p < +00, is then obtained classically using estimate (2.1.17) (made rigorous for u.)
and an embedding argument.

Passing to the limit € — 0 in all the above estimates (once integrated in time) is
performed as in the case of the transport equation (see the details in [41]) and provides
existence of a solution u in the appropriate functional space

L*([0, T1, H'") n C([0, T, I¥) n L*™([0, T], L),

forall 1 < p < +o0o, satisfying in addition properties (2.1.3) and (2.1.4) stated in Theo-
rem 1. This concludes the proof of Theorem 1. O

2.1.2 On our assumptions on b and their “optimality”.

Recall that a direct application of the classical result of [41] in the specific context
addressed here would simply allow to establish existence and uniqueness of the
solution in C([0, T], L) n L*°([0, T], L*®), forall 1 < p < +00, under the assumption
b ¢ Wb and [divb]_ € L®. Next, we need to emphasize that in [64, Proposition 5.3]
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we had already remarked that the presence of a positive definite second-order term with
constant coefficients (that is, up to an irrelevant change of coordinates, a Laplacian)
allows to extend the traditional W' assumption on the transport field b and to
precisely assume thatb € L? + W', But this was performed in the case of a divergence-
free field b, or essentially equivalently, of a bounded divergence. Theorem 1 generalizes
the result to the case when the divergence (or more precisely, as always if one is only
interested in positive times, its positive part) belongs to leg’OO + LY. Note the exten-
sion to L is immediate from the proof of the results contained in [64], the difficult
part being the L% part. Much more importantly, Theorem 1 proves uniqueness in
a case when the divergence is not controlled: one should indeed notice that there is no
assumption on div b in (2.1.2). Now, the part b; of b that has a divergence we do not
control is intuitively the difficult part. This can be understood in particular thinking in
terms of fluid mechanics. The divergence-free part (or more generally the part b, of the
transport field that has a controlled divergence) induces rotation of the fluid particles,
like a curl does. It does not concentrate the flow anywhere. Mathematically, no singu-
larity in the transport of the Lebesgue measure, owing to the action of such a transport
term, is thus to be expected. This is reflected in the absence of assumption put on b,
itself in (2.1.2). On the other hand, the part b; may concentrate, even critically, the
trajectories of fluid particles, thereby creating a singularity in the solution u. Thus the
need for stringent assumptions on b;. For all these reasons, we now concentrate our
discussion on b;.

The natural question is whether our assumption by € £,L%* + L4 in (2.1.2) is
sharp. As can easily be understood considering the bilinear form f b;.Vuvforuandv
in the natural energy space for (1), that is, H', the space L4 plays a natural role for the
continuity of this form. Recall indeed that, using the H6lder inequality,

Ubl.Vu v| < bl [Vl [Vl arcacn -

The Marcinkiewicz space L% being an adaptation of the space L (intuitively contain-
ing the functions that are “almost” L) and allowing for the extension (2.0.11) of the
classical Holder inequalities, we also understand it plays a natural role in our theory.
A more subtle question is, why the size of b, in the Marcinkiewicz space L% matters.

It is unclear whether the size of b can be arbitrary in L4 But some intuitive facts,
which we now collect, seem to indicate our smallness assumption is necessary. To
intuitively illustrate that the transport field b; cannot be arbitrarily large in LA we
temporarily consider the stochastic differential equation associated to (1) in the case
when the second-order operator is a;; = 16;; and the transport field is

b=b; = -A——, (2.1.19)
Il

where | x| denotes the Euclidean norm in R? and A is a positive constant, the size of
which will play a critical role in the sequel. Of course, b, is chosen so that it belongs
to L4, and not L4. Notice that in our argument, and this will be true for all the counter-
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examples we shall consider throughout these notes, we focus on the behavior at the
origin: by (2.1.19), we actually mean that we consider any field b (compatible with
all the other necessary conditions, such as, e.g., boundary conditions) that, locally,
at the vicinity of the origin, behaves like -1:%. The stochastic differential equation

P
associated to the parabolic equation
X 1
atu+/1—2.Vu— —Au=0 (2.1.20)
[l 2
reads X
dX; = -A—L_ dt + dW,. (2.1.21)
IX R ‘

The reader familiar with that notion immediately realizes, either seeing the infinitesimal
generatorin (2.1.20) or on (2.1.21), that, for A sufficiently large, | X;|| is a Bessel process
of negative dimension. Difficulties as far as existence and uniqueness of the process are
thus expected when the origin is reached. Using the chain rule of stochastic calculus,
we have

dW;. (2.1.22)

d-2 1 X

dtnib = (777 ) e 40+ e
We observe on (2.1.22) that when A > 452, the drift term blows up to —oco when X; — 0:
the trajectories get concentrated toward the origin. It is then clear that for such values
of A, mathematical pathologies will happen. They are indeed well documented in the
literature. These pathologies result in the possible loss of uniqueness of the process.

Another intuitive argument that shows that an arbitrarily large by in L4 may be
incompatible with uniqueness consists, following up on our comments of Section 1.3.2,
page 23, in considering the static version of (2.1.20), namely

A# V- %Au - f (2.1.23)
To simplify matters, we consider this equation on the ball B(0, R) of radius R cen-
tered at the origin, with homogeneous Dirichlet boundary conditions on the sphere.
Subtracting two solutions u; and u, of (2.1.23), we obtain a solution u = u; — u,
to (2.1.23) with zero right-hand side and homogeneous Dirichlet boundary condi-
tions on the sphere. We now show that there are infinitely many radially symmetric
such solutions, which implies that uniqueness cannot hold for (2.1.23). Indeed,
in radial coordinates in R%, we have —%u” +(A - ‘51 + %)”7' = 0. We integrate this
into u’ = cr?A-4+1 for some constant c. It immediately follows from this observation
that, assoonas 24 - d + 1 > -1, thatis, A > %, the function u' is integrable, so that
one may arbitrarily prescribe the value of u at the origin. We thus have the set of
solutions u = u(0) + ¢ (2A — d + 2)~ r?}-4+2 with ¢ such that u satisfies the boundary
condition u(R) = 0. This contradicts uniqueness for equation (2.1.23) (in echo to
our remarks of Section 1.3.2, page 23, note however that no zeroth-order term of
the type a u, for a large, is present in (2.1.23)). In some formal sense, this suggests
(and certainly intuitively confirms) that the smallness of b in L% is required for the
parabolic equation to have a unique solution.
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2.1.3 The L! estimate

We now establish an estimate in the spirit of (2.1.3) for p = 1. For such an estimate, the
case p = 1 requires stronger assumptions on the transport field b than the case p > 1.
We would like to now briefly explain why. The difficulty in Theorem 1, and the added
value with respect to a direct, naive adaptation of the results established in [41] for the
pure transport equation, is the ability to address transport fields b the divergence of
which is not necessarily controlled. Indeed, the usual assumptions on b for the trans-
port equation recalled in Section 1.1, namely (b € W1, [divb]_ € L) are usually
necessary for the regularization of the equation and the a priori estimates. This holds
for the transport equation in the absence of any further regularity of the solution u. In
the presence of the regularizing second-order term, however, less regular fields b can
be addressed. In particular, for the a priori estimates, one may consider, then, a trans-
port field the divergence of which is not completely controlled. This is the essence
of our assumption (2.1.2) in the statement of Theorem 1. In the L? setting, forp > 1,
this intrinsically stems from the strong convexity of the function t — |¢|?: regularity
and integrability are gained from that strong convexity. In contrast, when p = 1, the
function t — |t| is not strongly convex and we gain nothing with arguments based on
direct a priori estimates. Some difficulties arise and we have to impose slightly more
demanding assumptions on b than those of Theorem 1. Lemma 2 below considers an
adequate set of such assumptions. We note in passing, and this will be the purpose
of the first of our many remarks below, after the statement of Lemma 2, that strong
convexity is reinstated if we consider |¢| In |¢| instead of |t| and work in the functional
space L In L instead of L.

Remark 2. Given the lack of strict convexity of the L norm, one could also consider
trying to “gain in convexity” using the classical De la Vallée Poussin Lemma. For
each u € L!, we indeed know there exists a convex, non-decreasing function g, satisfy-
ing g(0) = 0 and lim¢_, ¢, @ = +00, such that g(u) € L. Therefore, multiplying the
equation
oiu—-b.Vu-Au=0

by g’(u), one formally obtains

d (u) + | (divb)g( "(u)|Vul?> = 0

Egu+ ivb)g(u) + | g (u)|Vu|® = 0.
Unfortunately, we do not know how to proceed from there, unless we assume additional
properties on the function g. We therefore do not pursue this direction.

We also outright note that, of course, in Lemma 2, we may add to the transport field b any
other transport field b that satisfies the stronger assumptions (b € W1, [divb]_ € L®)
since for that latter part, the L! estimate evidently holds since it already holds for the
pure transport equation and the laplacian is a nonnegative operator.

We will return to the specific question of the L! estimate repeatedly throughout
these notes, and in particular in Section 3.4 and Section 4.1.4 below.
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Lemma 2 (L' estimate). Consider the solution u of which the existence and uniqueness
has been established in Theorem 1. Assume, in addition to the assumptions of this
theorem, that
e belLdl
o bisindependent of time.
Then there exist some constants Cq and C1 (the latter not necessarily equal to one) such
that

luct, )l < Cre“fuolls (2.1.24)

forallt € [0, T].

Remark 3. As for (2.1.3), the L! estimate (2.1.24) also holds true for the positive and
negative parts of u.

Before we give the proof of Lemma 2, several comments are in order.

Firstly, we comment upon a methodological point. Our L? estimates, for p > 1, are
obtained successively multiplying (1) by a suitable function (typically u?~1), integrating
over the domain, and integrating by parts. The general procedure has been outlined in
formulae (2.1.17)-(2.1.18). The natural extension of such arguments for p > 1 to the
case p = 1yields estimates in the space L In L and not L. Intuitively, we have, for x > 0
fixed, limp,_,1 x":izl = xIn x so that x In x formally takes the role of xP. More precisely,
since

wl-170u o[ uPl-1
[ p-1 ]E ZE[“ p-1 —u],

the same formal observation tells us that the limit of our arguments — whenp — 1 -
involves the function u In u — u. Therefore, it is easy, adapting our arguments, to obtain
an extension of estimation (2.1.3) in L In L instead of L?. An interesting application
of that type of reasoning to our particular context is made slightly more precise
in Remark 36 below. Notice that this observation is quite general, methodologi-
cally. Another classical illustration of such a phenomenon is given by the properties
(see [91, p. 84]) of the (Hardy-Littlewood) maximal function

Mf(x) = sup][ )l dy
B>x

for which the classical inequalities
IMflir» < Cliflle
(on bounded domains) for 1 < p < +oo are extended, for p = 1, to a “weak” inequality
IMfllLre < CllfllLe,
or alternately to the inequality
IMfll: < C+ ClIAINGZ + Ml

indeed involving the space LIn L, since f < L! alone does not imply that Mf ¢ Lll0 - (see
more details on all these issues, e.g., in [39]).
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Secondly, we emphasize, and this will be clear in the proof, that, for now (see
Section 3.4 and Section 4.1.4), we are only able to establish the result when b is
independent of time (which, in the context of this manuscript, means that, in contrast
to all the other results presented herein, the “usual” adaptation of our proof to time-
dependent transport fields is not yet possible).

Thirdly, we have emphasized in the statement of Lemma 2 that the constant C; in
the L! estimate (2.1.24) is not necessarily one. Only under a more stringent assumption
on b, namely [divb]_ € L®, is (2.1.24) true with C; = 1. To start with, we observe that,
if [divb]_ € L®, then the formal estimate (2.1.17) shows (2.1.24) with C; = 1. That
fact is already true (see (1.1.8)) for the transport equation (1.1.1). In both cases, the
estimate may be made rigorous using suitable arguments from [41]. As it turns out, the
condition [divb]_ € L™ is actually necessary for (2.1.24) to hold with C; = 1. Indeed,
let us assume C; = 1 and prove that, then, we necessarily have a better bound on divb
than that we have assumed. Take the initial condition ug > 0, so that by the maximum
principle u > O for all times, and thus the L! estimate (2.1.24) reads

J’u(t,-) < eCO[Juo,

that is,

) — Cot _

Ju(t, ) uoge 1]”0'
t t

Formally taking the limit when t goes to zero (and this can be justified rigorously),

we obtain

au(t, )
J. ot ’t:o < C() J Up.
ou

J—zjb.Vu+jAu=—Ju divb + 0O,
ot

this shows f(— divb)ug < Co j Ug, which holds for all initial conditions ug > 0, first
in L™, the setting we have worked in so far, and next by density in L!. This implies
(- divb) < Co, orequivalently [divb]_ < Cy, a condition which was not assumed before-
hand. Our point in Lemma 2 is, given the (non-degenerate) parabolic setting, to obtain
an L! estimate with a weaker assumption. This comes at the price of having a constant
C1 possibly larger than unity.

Fourthly, we wish to further illustrate the fact that an estimate in L' norm such
as (2.1.24) is sensitive to many details of the problem under consideration. To this end,
we now change the perspective and take the probability theoretic viewpoint. Using the
representation formula (1.2.3), an L! estimate such as (2.1.24) writes

But since

J]E(uo(X;‘)) dx<C J Up(x) dx
for some time-dependent constant C, that is,

JE( J uo(XY) dx) <C J uo(x) dx, (2.1.25)
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which exactly means, on average in probability, having a control on the deformation
of the Lebesgue measure, a concept the importance of which we have repeatedly
mentioned. Equation (2.1.25) may be expressed in terms of the fundamental solution p
to the parabolic equation as

|| pt.x1a dydx < cia
for all measurable sets A4, that is,
Jp(t, x,y)dx < C. (2.1.26)

We notice that this estimate does not yield any information on the regularity of the
fundamental solution. It is a relatively weak information, much weaker indeed than
the information classically obtained in the probability setting by fixing x, and study-
ing Ex(uo(XY)) for ug € L. For a nondegenerate stochastic differential equation with
regular coefficients, an estimate on p, for x fixed, is then obtained. Typically, it reads
Ex(uo(X)))) < C [ uo, thatis, [ p(t,x,y)1a(y)dy < C|A|, thus, concentrating the set A
to a point,

p(t,x,y)<C, (2.1.27)

almost everywhere in x and y. Property (2.1.27) is a very strong property as compared
to (2.1.26). As we have already mentioned, the consideration of the very particular case
(a =0,b =0), for which p(¢, x, y) = §(x — y), shows that, in full generality, only the
weaker of these two properties can be expected: (2.1.26) holds since j Sx-y)dx=1,
but clearly (2.1.27) does not. Put differently, our viewpoint consists in studying the
property of transport of the Lebesgue measure, in sharp contrast to the probability
viewpoint which estimates the property of diffusion of the process.

Fifthly, we would like to stress the “almost optimality” of the assumption b € L%
in the following sense. We first show that the assumption b € L% is not sufficient
for the L! estimate (2.1.24) to hold and next we indicate why L%?, for 1 < p < +00
is not expected to be sufficient either. To show the former fact, we again consider

equation (2.1.20):

X 1

o +A——=.Vu—-=Au =0,
[Ix[1? 2

where we note that, whatever A, b = —AW belongs to L4 We consider this equation

in the whole space and supply it with the initial condition

u(t=0,.)= (2u8) 3e 5 (2.1.28)

for some presumably small parameter § > 0. Notice that, when § vanishes, the initial
condition (2.1.28) converges to the Dirac mass at zero. With this particular initial
condition, we may solve (2.1.20) explicitly. To this end, we simply write (2.1.20) in the
radially symmetric form

1 d 1\u
atu—zu"+</\—§+§)u—:0
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(which is actually a radially symmetric heat equation in “dimension” d — 2A), seek its
solution under the form ﬁ(t)e‘z'ffﬁ), identify a, f and eventually obtain

u(t, x) = Q) 267M(t + 8) e A
We then have [ u(t, -) oc 67A(t + 6)*. We now choose A > 0, say A = 1, so that, when
6 — Oand tissmall (say t = Vé), f u(t, - ) takes arbitrarily large values. This contradicts
the L' estimate (2.1.24).

To further understand the optimality, we also indicate the following argument,
which addresses a case when b ¢ L%! but b belongs to spaces that are included
in L4, As already done above, we look at the elliptic variant of our problem. The
proof of Lemma 2 below proceeds upon considering the adjoint equation (see (2.1.30)
below) and proving its solution satisfies an L estimate. In the case b € L¢P, for all
1 < p < +00, we now show that the static version of this adjoint equation (2.1.30),
namely

—div(vb) - %Av =0, (2.1.29)

does not have a bounded solution. This is an indication toward a contradiction
to (2.1.24) (although we acknowledge that, strictly speaking, this does not show (2.1.24)
does not hold) forb € L%?, 1 < p < +co. Indeed, consider v = (-In |x|)?, for 0 < y < 1,

and

b= —lvlnv— 1,1 x
2 2V I W

We observe that

o0 p o0
Jl[té—l 1 ] dt:J—l dt < +00
) t ti(-Int) ] t(-Int)p

forall 1 < p < +oo. Given the definition (2.0.4) of the norm in the Lorentz spaces and
the fact that b is radially symmetric and non-increasing, this shows that b € L4? for
all 1 < p < oo at the vicinity of the origin. On the other hand, v solves (2.1.29) and is
not bounded.

We now turn to:

Proof of Lemma 2. We do not know a direct proof of (2.1.24). We therefore proceed by
duality. Assuming for simplicity that a;; = %51-;, we introduce, for ¢t a fixed time, the
adjoint equation to (1)

o5V —div(vb(t - s)) - %Av =0, (2.1.30)

posed for s > 0 and which we supply with an arbitrary initial condition v(s =0,-) = w
in L. Formally at least (we have already used that argument in (1.1.14), and it may
be made rigorous using regularization), we have

Ju(t,-)w—luov(t,-)zj%Ju(s,-)v(t—s,-)ds:O.
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It follows that
[ utt, v
weLeo Wl
|[ uovit, )|
welo Wl
Iv(t, )llLe
< lluollz: ;SLEO W
and therefore estimate (2.1.24) on |lu(t, -)||;: may be established proving the dual
estimate

lluct, iz =

Iv(t, e < CreIv(t = 0, )|l (2.1.31)

for the solution v to (2.1.30). The remainder of the proof aims at proving (2.1.31). We
write (2.1.30) under the form

o5V — %Av = div(v b(t - s)) (2.1.32)

and first argue in the case when (2.1.30) is posed on the entire space with zero bound-
ary condition at infinity. In a final step, we will adapt our argument to the case of
a bounded domain with periodic boundary conditions. We therefore consider the solu-
tion v to (2.1.30) that writes, using the Duhamel formula and a simple integration
by part,

t
v(t,x) = w * p(t, x) - J I Vp(t-s,x-y)v(s,y)b(t-s,y)dyds, (2.1.33)
0

where

p(t, x) = ! e 2w (2.1.34)
(2mt)2

denotes the heat kernel associated to the left-hand side of (2.1.32). Our aim is to prove
that, for ¢ sufficiently small, (2.1.33) implies (2.1.31). Actually, we will only be able
to prove this fact under the additional assumption that b is independent of time, as
was announced in the statement of Lemma 2. Evidently, the first term of (2.1.33) is
estimated using

lw * p(t, )llL=(o,0,L2) < Iwlre. (2.1.35)
The rightmost term of (2.1.33) is more difficult to address. We write

t
J J Vp(t-s,x-y)v(s,y)b(t-s,y)dyds

< Wlzeo.0.15) j Vp(t - 5, x —y)lIb(¢ - 5, )| dy ds

t
( J [Vp(t-s,-)| ds) * |b|
0

Ot~

, (2.1.36)
LOO

< Vllzeo(ro,e1,L)
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where, in the latter estimate, we have explicitly used that b does not depend on time.
We now observe that, because of (2.1.34),
x12

[x|e™ 2

S§+1 ’

Vp(s,x) behaves as (2.1.37)

thus, up to irrelevant multiplicative constants and after an easy change of variable,

t 1 +00
Jle(S, x)| ds o HT J 6_00‘%71 do. (2.1.38)
|-
0 [x2/2t
It follows that J'(; [Vp(s,-)lds € L77° with a norm that is bounded from above uni-
formly in t. However, that norm is not necessarily strictly smaller than 1, so noticing

t
I(ij(t—s,-nds) « b]
0

and inserting this into (2.1.36) is a priori not enough to infer an L* bound from (2.1.33).
We therefore proceed as follows. We note that, in addition to belonging to L%"X’, the
right-hand side of (2.1.38) vanishes, for all x # O fixed, as t — 0. It follows that the
function jot |[Vp(s, -)| ds goes to zero, as t — 0, in all the spaces L**® for 1 < a < d;fl.
We next approximate b € L%! by some bs € LA sothat > d, a ' + B~ =1, b — bs is
smaller in L% than the arbitrarily small parameter § and we write

t
”( j Vp(t—s,)| ds) « b
0

<
Lo

. bl

Ld-1

t
j Vp(s, )| ds
(0]

<
Lo

I'b - bsllas

Ld/d-1,c0

t
j Vp(s, )l ds
0

+ bsllze.:. (2.1.39)

La,

t
j Vp(s, )l ds

(0]

Upon choosing 6 sufficiently small, this L norm can therefore be taken arbitrar-
ily small (and thus smaller than one) when t — 0. We next insert (2.1.35), (2.1.36),
(2.1.39) into (2.1.33), and obtain

IViiLeo(ro, 61,20y < IWllree + cellvlieo(fo,a,12)

for a constant c; that for ¢ sufficiently small may be taken smaller than one. This shows
estimate (2.1.31) for small times, and, consequently, for all times.
Concluding the proof now amounts to adapting the above argument to the case of
a bounded domain with periodic boundary conditions. For this purpose, we simply
remark that the heat kernel for that domain, say without loss of generality a cubic unit
cell [0, 1[4, reads
Dper = z p(-+k),

kezd
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where p is the heat kernel on the whole space given by (2.1.34). The behavior (2.1.38),
which is the crucial ingredient of the above proof, actually implies

+00
J e 0% 1 dg, (2.1.40)

[x+k|2
t

2

1
[x + k|4-1

t
| 19Pperts. d1ds o ¥
0

kezd

where the terms of the series are exponentially decaying in |k|, and where we note
that only the term k = 0 is singular in the domain [0, 1 [4. That term is amenable to the
techniques we have just developed above for the case of the problem set on the entire
space. The proof can be straightforwardly adapted from then on. O

Remark 4. It is immediate to realize, on (2.1.36) and the subsequent estimations,
that the proof readily extends to a time-dependent b in the space Lf’l(L?"). Notice
that, unfortunately, it does not extend to the space L?"(Lff’1 , so that a genuine, new
argument must be found to cover the “general” time-dependent setting.

2.1.4 The two-dimensional setting

Our Theorem 1 is restricted to dimensions higher than or equal to 3. This owes to
the fact we have repeatedly employed (2.0.13), and actually also the slightly weaker,
classical inequality |[u||;2a/a-» < c|[[Vu|lr2. It is well known that in dimension 2, we do
not have the embedding H! ¢ L®, but that we only “almost” have it. More precisely,
using Trudinger’s Theorem [1, Theorem 8.27, p. 277], we know that

Iu? ey, < CllullZ, (2.1.41)

where Ley, denotes the Orlicz space of exponentially integrable functions (see,
e.g., [1, Chapter 8] for the definitions of Orlicz spaces and the properties of those
spaces which we will use below; see also [86]). It follows, using the generalized Holder
inequality for Orlicz spaces, that

[ 1F-221 < UL Logt i, < UL L08 I, (2.1.42)

where L Log L denotes the space of functions f such that |f] Log, |f] € L. We will now
use these properties to adapt our result, Theorem 1, to the two-dimensional setting.

For the two-dimensional version of the result, all the arguments that do not resort to
Sobolev embeddings are not affected. This is in particular the case of the regularization
step. Our assumption (2.1.1), namely

b=p1+B2, Prel? ByeWhl,

is still the appropriate one, and the proof we have performed above carries over to
the two-dimensional setting. On the other hand, the step where a priori estimates are
established, for which Sobolev embeddings are key ingredients, need to be adapted.
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The crucial estimate is that of the term j b.Vu.u, which, mimicking our arguments
following (2.1.6)—(2.1.7) of the proof of Theorem 1, we split as follows:

”b.Vu.u‘ < |Jb1.Vu.u| + l% J(—divbz)u2’
< % J [Vul? + 324 by |?ul? + |% J(— divb,)u?|. (2.1.43)

We now notice that, when by = b1; + b1, withby; € L? Log L and by, € L*°, we may,
asin (2.1.8), choose § > 0 sufficiently small so that

bi1 —-bi1,5€ L and [bi1sll210gz < 6, (2.1.44)

where, of course, L? Log L is the space of functions f such that |f]? Log, |f] € L. This
allows to estimate

j b1 121ul? < 4(Ib11 — b1yl + [DrcolZe) j ul? + Clibyr, s og Ul
< 4(Ib11 — b1y 52 + Brcole) j ul? + C82ull?,
< 4(Ib11 —b1ys12e + [BroolZ + 1) j luf? + CO?Vul,,

where we have used (2.1.42), (2.1.44) and that § is small. Choosing & even smaller, we
may thus have

1
324 by |?ul? < %a J |Vul? + cj lu)?. (2.1.45)

Similarly, assuming that [divb,]- = fo1 + fo00, With f>1 € LLog L and f>o, € L*™ and
writing fi11 = (fi1 — f11,5) + f11,6 with, on the one hand, f11 — f11,5 € L* and, on the
other hand, |f11,sllL10gL < 8, we obtain

10 .
{5 j(- divb,)u?

1
< J Vul? + CJ lul?. (2.1.46)
8a

Inserting (2.1.45) and (2.1.46) into (2.1.43) yields

”b.Vu.u| < 3 J’ |Vul? +CJ|u|2.
8a

It is then straightforward to obtain the L? estimate (2.1.16). The proof then easily
proceeds.

The above outlined argument clearly shows that a simple adaptation of the proof
of Theorem 1 yields the following.

Theorem 2. Assume that the ambient dimension is d = 2. Then, under the assumptions
of Theorem 1 except that (2.1.2) is replaced by

b=bi+by, by eL?LogL+L®, [divh,]- € LLogL +L®, (2.1.47)

the conclusions of Theorem 1 hold true.
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Following the statement of Theorem 1, we have made some remarks regarding the
optimality of our assumptions (2.1.2). In particular, we have considered in (2.1.19)
someb = -1%5 i ;‘"2 that belongs to L4 It turns out that the calculations we have per-
formed then are still valid in dimension d = 2. When d = 2, these calculations show
that, whatever the value of A, uniqueness cannot hold on the stochastic differen-
tial equation (2.1.21) and on the elliptic variant (2.1.23) of our parabolic equation.
Intuitively, Theorem 2 is thus unlikely to hold true when b = b; € L%,

Actually, considering b = /\l;‘l2 In|x| (for A > 0), suggests that Theorem 2 can-
not hold true for b = b; € L?? for any p > 1. Indeed, a similar argument to that we

performed for (2.1.20) shows that Xt solution to

dXt ——1In ||Xt|| dt + th

IIX I|2
satisfies

X
In |X¢|| dt + ——= dW;.
||X X2 X112

We again observe a concentration of the trajectories around the origin, thus a possible
lack of uniqueness.
Similarly, we have the following lemma, analogous to Lemma 2 above:

d(In X[ =

Lemma 3. In the two-dimensional setting, under the assumptions of Theorem 2 and the
additional assumptions b € L>' and b is independent of time, the L' estimate (2.1.24)
of Lemma 2 holds true.

The proof of Lemma 3 directly derives from that of Lemma 2, performed now under the
assumptions of Theorem 2. Indeed, our arguments in the proof of Lemma 2 are valid
in all dimensions d > 2.
Similarly to the remarks we made after the statement of Lemma 2, we notice that
L*1 seems critical for Lemma 3 to hold. Indeed, our counterexample
b=-A-X 2™

x>

shows on the parabolic equation (2.1.20) that Lemma 3 does not hold in that case.
Likewise,

__ 6 X cqp2p

~Ixlll Log lIxIll lix]
(for all p > 1) which we have considered there, shows that the solution to the elliptic
variant (2.1.29) is then unbounded, a strong indication toward the optimality of the
space L>1,

Interestingly, the proof of Lemma 3 actually provides another uniqueness result
similar to Theorem 2, this time when b, € L. That particular observation is irrelevant
in dimensions d > 3 since b; € L1 (assumption of Lemma 2) is then contained in our
assumption b; € £1L%% ¢ L4 of (2.1.2) in Theorem 1, so the uniqueness is already
established then. In dimension 2, b € L?! does allow for the regularization procedure,
but it does not allow for our a priori estimate to hold true, because the term _[ b.Vuu
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cannot be controlled using only ||Vul;2 and [u;2. So we have to proceed otherwise,
actually using the proof of Lemma 3. We nevertheless have the following.

Lemma 4. In the two-dimensional setting, under the assumptions on a and uq of Theo-
rem 2, and the assumptions b € L% and b is independent of time, we have existence and
uniqueness of the solution to (1) in L?([0, T], H') n C([0, T], LP) n L*°([0, T], L*®) forall
1 < p < +o0o. The solution satisfies in addition the L? estimate (2.1.3) forall 1 < p < +oo,
the L™ estimate (2.1.4) and the L' estimate (2.1.24).

Proof of Lemma 4 (outline). We approximateb € L?:! by some smooth b,. For the latter
transport field, we have a regular solution u.. For that regular solution, we have the max-
imum principle (2.1.4) by standard considerations and the L! estimate (2.1.24) with
constants (Co, C1) uniform in &, using the proof of Lemma 3. By the Holder inequality,
this shows an estimate in L? analogous to (2.1.24), again uniformly in €. Passing to the
limit, this proves existence of a solution u satisfying (2.1.4), the L' estimate (2.1.24),
and the corresponding L? estimates for all p. In addition, since for all €, we have

T
1 8
J et + Sa [ [ Ivuel? < 2 Tibel, hute = 0, + [ hute = 0,012,
] a

we obtain a similar estimate on the limit u. This shows the solution u constructed
belongs to L2([0, T], H') n C([0, T], LP) n L®([0, T], L*). As for uniqueness, we sub-
tract the equation satisfied by the two tentative solutions u; and u,, obtain an equation
on u = uy — u, with zero initial condition. Because b € L>!, we may apply the proof
of Lemma 3, which yields the L' estimate and thus, since uy = 0, u = 0. Uniqueness
follows and this concludes the proof. O

When a is only nonnegative. We briefly mention here a straightforward adaptation
of Theorem 1 in the case when the constant symmetric matrix a is not definite positive
but only nonnegative:

Corollary 1. Asin Theorem 1, we assume that the ambient dimension d is larger than or
equal to 3, and that the matrix coefficient a in (1) is a constant symmetric matrix. We
however only assume that a is nonnegative, and no longer necessarily definite positive.
We denote by V = Im a the image space of the matrix a, by Py the orthogonal projector
onto that space, by V+ = Kera its kernel, and by r = dim V its rank. We assume r > 3
(see the comments underneath the statement of this corollary for the other cases). Again
as in Theorem 1, we supply equation (1) with a bounded initial condition ug € L*°. We
assume, instead of (2.1.1) and (2.1.2), that we respectively have

b=p1+pB2, P1=PyPiel? BreW" (2.1.48)
by = Pyby € L®(V*, g1 L7°(V) + L'(V)),
b=b; +b,, [divy Pyb,]- € L®(V*, e, L (V) + L1 (V)), (2.1.49)

[diVVJ. PVJ.bz]_ € LOO,
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for some constants €1, € > 0. Then there exists a unique solution u to (1) in the functional
space C([0, T], LP) n L*([0, T], L®), for all 1 < p < +o0, with PyVu € L2([0, T], L?).
In addition, estimates (2.1.3), (2.1.4) and, under the appropriate assumptions, the L'
estimate (2.1.24) of Lemma 2 hold.

The proof of this corollary follows the exact same pattern as those of Theorem 1 and
Lemma 2. In the subspace V where a acts as a positive definite matrix, we obtain
integrability of PyVu and use it. In the orthogonal subspace V+, the equation agrees
with a linear transport equation and is therefore treated correspondingly. For brevity,
we omit the adaptation of Corollary 1 to the two-dimensional setting, an adaptation
that can be performed similarly to the adaptation we performed above for Theorem 1.
Likewise, in any ambient dimension d when the rank is r = 1 or 2, the result and its
proof have to be amended, but there is no difficulty.

2.2 Probability theoretic viewpoint

We devote this section to the interpretation and the consequences of our results in
the probabilistic setting, and more precisely for the theory of stochastic differential
equations. Of course, the connection with such questions is not restricted to the case
considered in the present section of constant second-order differential operators. Many
actual interesting phenomena and issues in fact arise for non-constant coefficients oper-
ators, that is, the case considered for the partial differential equation from Chapter 3
on. Nevertheless, we find it useful to already explore the connections with stochastic
analysis in more details. We will even allow ourselves to slightly anticipate on the
results on varying coefficients, in order to lay some groundwork.

To start with, let us mention that, in essence, the content of this Section is to
construct a functional setting, together with the suitable notions, and to introduce
the necessary techniques, so that all the formal manipulations establishing the cor-
respondence between the partial differential equations viewpoint and the stochastic
differential viewpoint and briefly recalled in Section 1.2 make sense beyond the
classical regular setting.

We also recall our discussion from page 21 regarding the adaptations to the context
of stochastic processes of the periodic boundary conditions we adopted throughout
the sections addressing the partial differential equations. For simplicity, we will work
in this section (and likewise in Section 4.2) as if all the necessary conditions (on
the drift b, the diffusion matrix a = goT, the law ug of the initial condition) were
fulfilled such that our results on the parabolic equations associated to the stochastic
differential equations considered hold on the whole space R9. An alternate option
is to work with processes valued in the torus. Then, there are some technicalities
arising in our arguments, due to the specific geometry of the torus, which we then omit
for brevity.
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2.2.1 Generalities and notion of solution

Generalities. As was briefly mentioned in Section 1.2, equation (1), say in the simple
form (1.3.2)

1
oiu—b.vVu- EAu =0,
with initial condition uy, is formally connected to the stochastic differential equation
dXt = b(X[) dt + th (221)

In this case of a constant second-order operator, (2.2.1) is essentially an ordinary differ-
ential equation parameterized by the Brownian motion, see below and Section 1.3.2,
page 20. The connection is performed by the Feynman—-Kac formula (1.2.3):

u(t, x) = Ex(uo(Xy)).

An analogous link exists with the equation adjoint to (1.3.2), namely (1.2.4):
1
ou +div(bu) - EAu =0,

the solution of which is the law of the process X;. The consideration of these partial
differential equations allows to establish results (existence, uniqueness, etc.) on the
stochastic differential equation that hold on average, that is, in law. One may also
consider, in addition, these two parabolic equations in a space of augmented (actually
doubled) dimension. This gives rise to equations (1.2.8) and (1.2.11), respectively, and
provides a useful technical tool to prove results that hold pathwise on the stochastic
differential equation. All the formal connections we have just mentioned hold in a
rigorous sense when all these equations have regular data. As already mentioned, one
of the purposes of the present contribution is to explore these connections in a less
regular setting.

We have already partially completed the program for the specific case of equa-
tion (2.2.1) in [64]. Our results have been outlined in the last paragraph of Section 1.3.2
above. The questions left open in [64] have also been recalled there.

Our technique of proof in [64] was bound to the fact that ¢ is constant in (2.2.1).
We have indeed recalled in Section 1.3.2 that we simply write (2.2.1) in the form
d(X¢ — W¢) = b((X; — W¢) + Wy) dt and, for each Brownian trajectory, use the deter-
ministic theory of [41] for the latter equation: we used the definition, and next the
construction of the flow of an ordinary differential equation, performed in [41], to
obtain that of equation (2.2.1). We are now going to develop some new elements of
a more general theory. For simplicity, we will again expose them in the case of a con-
stant ¢ (which is the setting of a second-order operator with constant coefficients
considered throughout the present Chapter 2). In sharp contrast with our arguments
of [64] though, we construct a notion of solution and flow directly on equation (2.2.1).
Our techniques and results of this section readily carry over to the equation

dX[ = b(X[) dt + U(Xt) th, (222)
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with a varying o provided it is regular. Depending on whether or not the second-order
operator is positive definite, the assumptions on b might slightly vary, but in essence
they are similar to the case treated here. On the other hand, in order for our arguments
and results to be transferable to equation (2.2.2) for a Sobolev regular coefficient o,
adaptations are necessary. Those will be the matter of Section 4.2. As usual, explicit
dependency upon time of b and ¢ can also be accommodated.

Definition of a notion of solution. To start with, we retain from the approach of [41]
that the construction of the flow for the differential equation derives from that of the
solution to the underlying partial differential equation. We thus begin with considering
the expression u(t, x) = Ex(uo(X¢)). We wish to understand what information is, and
what information is not, provided by the solution to the parabolic equation (1.3.2).

We note that the law of the process X; is not entirely determined by the parabolic
equation. We observe that
(i) the partial differential equation determines the law of X at all times t,

(i) if we impose a semi-group (i.e. Markov) property on the flow, as is performed
in [41] for the deterministic flow, then, for any N-tuple of times t; < t; --- < ty, the
law of (X¢,, X¢,, . . . , X¢,) is then also determined,

(iii) if we additionally impose that the trajectories of the process X; are continuous,
then (ii) in turn determines the law of the process X;.

It follows from this series of observations that, besides the evident semi-group property

to impose on the flow (it is indeed a necessary property if we want existence and

uniqueness of that flow), we have to impose conditions (on b, and, possibly, o) so
that we expect the trajectories of X; to be continuous in time. This continuity is not
immediate since, for instance, fé b(X;) ds is a Lipschitz continuous, thus continuous
function of time t when b is bounded, but the functions b we manipulate are not
necessarily bounded. In addition, and as already mentioned earlier, even the meaning

of b(X;) is unclear, for a non-regular b.

We claim that the following condition ensures that our solution will have, for
almost all initial conditions x, continuous trajectories: there exists some constant ¢
such that

j Ex(14(X¢)) dx < c|A| (2.2.3)

for all times t > 0 and all Borel sets A, or, equivalently,

jn«:xuf(xt)n dx < c j n (2.2.4)

for all times ¢t > 0 and for all f € L!. In other words, the process X;, seen as a prob-
ability measure, will only weight continuous trajectories. We now expose why the
claim holds true. Our arguments below are formal and will be made rigorous for reg-
ularized solutions in the proof of existence of a solution which we will perform later.
Notice also that (2.2.3) is the natural extension to the stochastic setting of the con-
servation (1.1.5) (for p = 1) owing to the control of the inverse Jacobian for ordinary
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differential equations. Also, it is typically true in the classical, regular setting because,
using the Feynman-Kac formula (1.2.3), E(|f(X;)|) is actually the solution u to (1.3.2),
thatis, o;u —b.Vu - %Au = O for the initial condition ug = |f]. Put differently, (2.2.3)
controls the evolution of the L! norm. Notice that its variant, discussed in Remark 8
below, similarly encodes the controlled evolution of the L? norm. We may also remark
that, formally at least and rigorously in the regular setting again, (2.2.3) reads as an L™
bound on the density p(t, - ) of X; when the Lebesgue measure is taken as initial law.
Indeed,

lexuf(xt)l) dx = jp(t, Y)IFY)! dy.

Before we start, we therefore bear in mind the following. Estimate (2.2.3) is for-
mally equivalent to an L! estimate for the solution to the associated partial differential
equation, in the spirit of the L1 estimate (2.1.24): E,(14(X;)) is the solution at time ¢
and point x for the initial condition 1 4. This equivalence is true in the classical setting.
It will also hold for the regularized solutions we construct, as mentioned above, and
therefore, passing to the limit, for the solution we construct.

Intuitively, property (2.2.3) expresses that the possible modifications of the almost
everywhere defined field b on sets of zero Lebesgue measure do no affect the solution
on average. Put differently, the Lebesgue measure is not significantly perturbed by
the stochastic flow we construct, a property the importance of which we have already
repeatedly emphasized in the deterministic setting. In some vague sense, (2.2.3) is
aversion of (1.1.5)—-(1.1.7) averaged over the Brownian trajectories. We now formalize
this. Our solution X; can be decomposed as

t
X[ = M[ + A[ with M[ =X+ Wt, At = jb(Xs) dS,
0
where M; is a martingale, obviously continuous in time given the properties of the
Brownian motion W;. Proving the continuity of X; therefore amounts to proving that
of A;. Consider b € L? for some 1 < p < +co. We observe that
d
J el
successively using the definition of A; and property (2.2.3). It is immediate to deduce
from (2.2.5) and a similar estimate on A; itself that

Atip) dx = j Ex(Ib(X)[P) dx < CJ Ibl? dx < +co, (2.2.5)

[ A, ax<c [ wp. (2.2.6)

This shows that A; is continuous, almost everywhere in x and almost surely.

Slightly anticipating on the case (2.2.2) of a varying matrix o, and in order to
demonstrate that, as announced above, our arguments carry over to that case, we
briefly mention how to complement the above argument to address the continuity of

t t
X;=M;+A; withM; =x+ J 0(Xs) dWs, A¢ = Jb(XS) ds. (2.2.7)
0 0
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Of course, A; is left unchanged thus its continuity is proved as above. On the other
hand, the martingale M; now needs a specific argument. Assume, e.g., that o € L? for
some p > 2. We remark that

lex([Mtl‘;vs,p) dx = j jl
0
[

by definition of the (Gagliardo) semi- norm in WP (so that |l = IAT, + [hyss)-
We will assume henceforth that s < 5 1 because we cannot expect a better regularity
of M, given that of the Brownian motion, and we will also assume % < s for a reason
that will be clear below. We next observe that

t t

P 5
jo(xf)dwr )g CpIEX<<j|U(XT)|2dT) ) (2.2.9)
t t

using a martingale moment inequality, cf. [58, p. 163], for a universal constant C,
depending only on the exponent p. Next,

1
J'M“ M.|> dt dt' dx, (2.2.8)

|l" _ t|1+sp
0
]

IEX(lMl" - Mt|p) = Ex(

t' p t'
IE(( j (X2 dr) ) <t - t|’z’—11Ex< j (X, dr>,
t t

using the Holder inequality. We now integrate in x to obtain

t/
J Ex(IMy - M,?) dx < Cplt' — 151 J IEX< j 0(X,)l” dr) dx
t

t,

= plt' - 71 [ ([ Extloxop) dx ) dr

t
I

<cle — 5! j(J o] dx) dr
t

T j lof?, (2.2.10)

using property (2.2.3). We next insert this information into (2.2.8) to obtain
11

[ By ax<c| |
0

———dtdt' | |ol?, (2.2.11)
|tl _ t|1+sp—§
0

where the double integral in time on the right-hand side is finite since % <'s < 1 implies
that1 -2 <1 +sp - £ < 1. An easier argument (simply setting t = 0in (2.2.10) and
1ntegrat1ng in time) shows a similar conclusion on f E, (Mg Lp) dx so that it is true for
the whole W*5:? norm:

j Ex(IM¢lfys,) dx < C j lofP. (2.2.12)

Arguing as above, we deduce from (2.2.11) the continuity of My, almost everywhere in x
and almost surely. Let us notice that the above arguments are essentially formal, but
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that they make rigorous sense on regularizations of our problems, and therefore, in the
limit, for the notion of solution we will define below. This concludes our discussion on
assumption (2.2.3) which guarantees that the trajectories are almost surely continuous
in time, for almost all initial conditions.

We are now in a position to define our notion of flow and solution for stochastic
differential equations. The rationale behind our construction rests on our observations
above, which intuitively show that, once integrated in x, the possible singularities
of b and o essentially disappear, so that, on average, the properties of the solution
are those of a classical solution. Our approach to define a suitable notion of solution
is therefore to consider not the solution for each initial condition separately, but to
consider altogether the family of solutions for various initial conditions. This is only
for this set of solutions, globally constructed for almost all x, that uniqueness will
hold true. Likewise, when arguing in the weak sense, we do not define a process but
a family (IPy),cgre Of laws on the Wiener space C([0, T], RY), measurably depending
on the parameter x € RZ. Note there is no reason to expect more than measurability,
that is, e.g., continuity, in x.

Definition 1. We say that X;(x) (abbreviated as X; when there is no ambiguity) is a (fam-
ily of) solution(s) to (2.2.1), parameterized by the initial condition x, or a solution flow
to (2.2.1), that is,

dXt = b(Xt) dt + th,
when
o X;satisfies (2.2.3), that is, there exists a constant ¢ such that

lex(nA(xt)) dx < clA|

for all times t > 0 and for all Borel sets A4,

e X satisfies
t

Xt =X+W[+ jb(Xs)ds (2213)
0
for all times ¢ > 0, almost surely and for almost all initial conditions x,
« X satisfies the semi-group property

Xt+s = Xt(xs)

for all times s, t > O (where our notation assumes that the Brownian motion used
to construct X; is the one used to construct X, s from time s).

Remark 5. The first two properties in Definition 1 imply that

X;, almost surely and for almost all initial conditions x,

. . C . (2.2.14)
has continuous trajectories in time.

The argument has been outlined above, immediately before the statement of Defini-
tion 1.
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Remark 6. The solution X; defined in Definition 1 is of course adapted to the filtration
generated by the initial condition x and the Brownian motion W;. In the probability
sense, it is a strong solution: it is constructed from a given Brownian motion.

Remark 7. Inrelation with the last property of Definition 1, we remark that the solution
we will construct below satisfies, almost everywhere in x,

Ex(@Xre)PXey s - -, Xt,)) = Ex(Ex (@X)NYP(Xt, s - -, Xi,)) (2.2.15)

forallne N, T>0,s >0, tx € [0, T], 1 < k < n, and all smooth functions ¢ and . In
that sense, the solution is “almost everywhere in x”, a Markov process. Notice that
this property is satisfied by the unique solution we will construct below, but we do not
claim we may replace one of the properties of Definition 1 by this generalized Markov
property and proceed likewise.

Remark 8. Forany 1 < p < +00, a variant of Definition 1 holds with property (2.2.3)
replaced by

JIEX(If(Xt)I) dx < c(j Iﬂ”)’% (2.2.16)

for all f € LP. Of course, (2.2.16) for p = 1 agrees with (2.2.4). In that case, the
estimate is the analogous estimate, in the probability theoretic language, of the L!
estimate (2.1.24) of Lemma 2. In the case of a more general exponent p, (2.2.16)
corresponds to the probability theoretic version of the L? estimate (2.1.3) of Theorem 1.
In the sequel, we proceed with the L setting, which is the natural setting in probability,
although this L! setting will be more demanding in terms of regularity assumptions on
the data. All the below may be adapted to the L? setting, with 1 < p < +00, in which
case more general assumptions on the data may be accommodated, but some techni-
calities arise in the arguments. The essential reason why the L? case with 1 < p < +00,
is less demanding on the data than the L1 case, is, we recall (see our comments at the
beginning of Section 2.1.3), that regularity/integrability may then be bootstrapped
on the solution of the equation using the classical a priori estimates (multiplying the
equation, integrating, using the strong convexity of the L? norm for p > 1).

Remark 9. An analogous definition holds for equation (2.2.2). See Section 4.2.

Remark 10. Of course, this definition agrees with the definition we have given in [64]
in the special case of equation (2.2.1) using the deterministic solution flow of the
associated ordinary differential equation.

Remark 11. Because of condition (2.2.3), Definition 1 allows to make sense of the
stochastic equation even if the drift b has only some local integrability property
and therefore, in that sense, formalizes the extension mentioned in our earlier
work [64, Section 5.2, p. 128].

We begin with proving uniqueness in law, next turn to the existence of the weak solution.
We will then address pathwise uniqueness and existence of strong solutions.
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2.2.2 Existence and uniqueness in law

Existence and uniqueness in law of the solution to the stochastic differential equa-
tion both rely upon the results we have obtained on parabolic-type equations in the
ambient dimension d. In sharp contrast, strong existence and pathwise uniqueness,
which will be established in Section 2.2.3, require considering a parabolic equa-
tion in an augmented space, of dimension 2d, as already seen in Section 1.2 for the
regular setting.

Uniqueness-in-law of the solution. Consider (X¢)o<t<7 asolutionto (2.2.1) in the sense
of Definition 1. We now prove that this solution is unique in law.

For this purpose, we first recall the following classical argument. If the data were
regular, we could consider the solution u to the partial differential equation (1.3.2)
and show, using the It6 formula (1.2.2), that the Feynman—Kac formula (1.2.3),
u(t, x) = Ex(up(X¢)) holds true, for all initial conditions ug, thereby showing the
uniqueness of the law of X; at all times ¢t. Using the semi-group property and the
continuity of paths, this would in turn imply uniqueness in law of the process (Xo<¢<T)-
In the classical, regular setting, the uniqueness in probability is therefore based either
on the unique solvability of the Fokker—Planck equation (1.2.4)

. 1
o¢p + div(pb) - Eal'zj(aikojkp) =0,
or on the existence of a sufficiently regular solution to
1 2
ortu—b.vu - zoikojkaiju =0,

on which It6 calculus can be performed. The second option is for instance the case
for the classical uniqueness statement for the martingale problem, obtained from the
solvability of the Kolmogorov equation; see, e.g., [58, Theorem 4.28]. In our non-regular
setting, our argument will in some sense be reminiscent of this observation.

Consider the (unique) solution u to (1.3.2) provided by Theorem 1 (say we work in
dimension 3, under the assumptions of that theorem, but of course all the other settings
considered so far for partial differential equations are equally valid). In view of the
above formal argument, all we need to have is a solution to (1.3.2) on which we may per-
form the classical calculations needed to establish the representation formula (1.2.3)
(or, in other words, on which we may perform It6 calculus). This is precisely the case
for our solution, since it has been obtained by regularization. Therefore we will not
explicitly use, for the uniqueness part, all the assumptions necessary for the unique-
ness of the solution of the partial differential equation. As the reader now knows it
well, the proof of the latter uniqueness is based upon a regularization step and an
a priori estimate. Here we will use the regularization (for our Itd formula), but the
a priori estimate is already encoded in our notion of solution: it is property (2.2.3) of
our process solution X, which is the probabilistic formulation of that estimate. So, in
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a sense, we do, implicitly if not explicitly, use all aspects of our proof of uniqueness for
the partial differential equation.

In our proof of uniqueness of our solution u, we have used that we may regularize
equation (1.3.2) by convolution with a regularizing kernel p.. We may indeed infer
from (1.3.2) that

ouf —b.vut - %Aus = —r¢,

where we have denoted by u¢ = p, x uand r, = [b.V, p.](u), a commutator the prop-
erties of which have been repeatedly seen; see for instance (2.1.5) in Lemma 1. The
function u? is, by construction, regular. On the other hand,

t

Xi=x+W;+ Jb(XS) ds,

0
because of Definition 1, has all the required properties that allow for proving (by,
say, passing to the limit in a discretization in time) the It6 formula on ué, for € fixed.
Precisely, we consider

¢
—ué(t, x) + u(0, Xy) = J % uf(t-s,Xs)ds
0

t

1]
|
[SYS—

out ‘
S (t-5,X) ds + jb(XS).Vug(t _s,X,)ds
(0]

t t
+ % I Aué(t —s,Xs)ds + J Vué(t-s,Xs).dWs,
0 0
t t
= Jrg(t—s,Xs)ds+J-Vug(t—s,Xs).dWs, (2.2.17)
0 0

where we note that, because of (2.2.3) satisfied by X; and because of the L? integrability
of Vué, the rightmost integral is a stochastic integral. We indeed have

(2.2.18)

t
J J Ex|Vul(t - 5, Xs)|* ds dx < CIVUCII 2 0 4. 12)
0

thus, for almost all x, Vué(t — s, X¢) € L?(Q x [0, t]). It follows, taking the expectation
of both sides of (2.2.17), that

t
(0 + Bylato(X0) = [ Ex(re(t -5, X)) ds.
0
We next remark that when we integrate over x the integrand on the right-hand side, we
have, again using property (2.2.3) satisfied by definition by the solution X,

J Eyx(Jrel(t —s,Xs))dx < ¢ J [re|(t - s, x) dx. (2.2.19)
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We have therefore obtained
t

J [ué(t, x) — Ex(up(X))| dx < ¢ J J |rel(t — s, x)dx ds.
0

The right-hand side vanishes with € because, for time-dependent functions, the remain-
der r. of the commutation Lemma 1 is well known to converge to zero in Ltl, . Inthe
left-hand side, u® converges to u by construction. The Feynman-Kac formula

u(t, x) = Ex(uo(Xy))

follows, thereby characterizing, and thus in particular proving the uniqueness of, the
law of X, for all times t. Now, we have precisely assumed on X; all the necessary
properties (semi-group property and continuity of the trajectories) so that this implies
the uniqueness-in-law of the process X; itself.

Remark 12. Note that in fact, in this proof of uniqueness, we only make use of a form
of (2.2.3) integrated in time.

Corollary 2. Consider the setting of Theorem 1, and assume we have the conditions
required for performing the regularization of the parabolic equation, namely (2.1.1).
Then a solution to the stochastic equation (2.2.1) in the sense of Definition 1 is unique
in law.

Remark 13. In the case of the variant of Definition 1 mentioned in our Remark 8, the

above argument is modified as follows. We first notice that (2.2.18) is still valid using
2

that |Vué|» € LP. Next, (2.2.19) now reads

J Ey(Irel(t - s, X)) dx < c(j Irel? (¢ - 5, %) dx)l%, (2.2.20)

and we are able to conclude whenever the remainder r. vanishes in LP. The latter
property requires the corresponding assumptions on the transport field b for the reg-
ularization step. While our commutation lemma, Lemma 1, addresses the case of
a remainder vanishir%pg in L', we can similarly obtain a remainder vanishing in L?
assuming thatb € L27 + WP ifp<2, be L® + WP ifp=2,0orbe WhP if p > 2.
The corresponding result may then be easily stated in a variant of Corollary 2.

Existence of a solution-in-law. In order to establish the existence of a solution in law
to (2.2.1), we essentially follow the pattern of the classical proof of existence in the
regular setting. We first introduce the martingale problem associated to our notion
of solution, and next prove existence of a solution for this martingale problem by
regularization.

First, we define the martingale problem associated to our stochastic differential
equation. We equip the space of continuous functions W = €([0, T], D) with the canon-
ical filtration, which we denote by B;. Notice that the domain D may be either the whole
space or the torus T = [0, 1]3er in the informal presentation we give here. As mentioned
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at the beginning of the section, technical arguments are necessary to address the issues
at the boundary: in the classical setting R4, we need conditions on the behavior at
infinity of b (and ¢ when later this matrix will be a varying matrix), and in the case of
the torus T, we need some technical modifications of the norm manipulated.
We say that P = (IPy)xep On W is a family of probabilities solution to the generalized
martingale problem if
(i) for almost all x € D (in the sense of the Lebesgue measure), P,(y(t = 0) = x) = 1,
(ii) for all times ¢, there exists a constant C such that the marginal probability Py ;
of P, at time t satisfies

U (0)Pr.e(dy) dx < cj f(2)| dz (2.2.21)
W

for all L! function f, and

(iii) for almost all x, under the probability Py, the canonical process X; : y — y(t)
from W to D solves the martingale formulation (1.2.14) in a weak sense, which
we express upon saying that for all times 0 < s < ¢, all regular function ¢, and all
bounded continuous Bs-measurable function g,

t
j[¢<y(t)> - p) - | (b0 + 380 )07 dr]g(y)m(dy) dx=0. (22.22)

Notice that, because of (2.2.21), the term in b. V¢ makes sense. In a more concise
and self-explanatory notation, (2.2.22) essentially expresses that

t
P(X,) - qu,(xs) ds
0

is a martingale, Py almost everywhere.

We now note that a weak (respectively a fortiori, a strong) solution to the stochas-
tic differential equation (2.2.1) in the sense of Definition 1 gives rise to a solution
to the above martingale problem. In order to avoid confusion, denote temporarily
by (Q, F, F;, P) the probability space and by X; the weak solution on that space. Next
define P = TF()Tt_l) the image measure on ‘W of the original probability P on Q, and
by X; the canonical process obtained. First of all, fé b.V(s, Xs) ds makes sense for ¢
regular and for the class of (only locally integrable) non-regular fields b we consider,
because X; satisfies property (2.2.3) and thus P satisfies (2.2.21). Next, for a fixed
regular function ¢, we may proceed on ¢(t, X;) with It6 differential rule as we did
above for u(t, X¢) in our proof of uniqueness in law. We end up with

t t
o(t, X)-0(s, XS)_J (ar(p+b.V<p+%A<p)(T, X,)dr = JV(p(t—T, X,).dW,. (2.2.23)
S S

And, as above in (2.2.18), this integral is a stochastic integral, thus a martingale, and
the martingale problem is thus solved.
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The reciprocal property, namely that a solution to the martingale problem
yields a weak solution to the stochastic differential equation (that is, a probabil-
ity space (Q, F, F¢, P) and a couple (W;, X;), adapted to F;, where W; is a Brownian
motion and X; a solution to (2.2.1) for that particular setting) is unclear in our general-
ized setting. In the classical setting, the proof, given IP a solution to the martingale
problem, to establish the existence of a weak solution to the stochastic differential
equation consists in taking as test function in the martingale problem first the coor-
dinate fields ¢(t, x) = x;, 1 < i < d, thereby reconstructing a process X;. Next, one
uses @(t, X) = x;xj, 1 < i, j < d to show the cross-variations of X; enjoy the necessary
absolute continuity in time in order to apply the Doob representation Theorem and
conclude to the existence of a Brownian motion W, such that X; solves the stochastic
differential equation.

What we prove here is the existence of a solution for the martingale problem. The
proof in some sense mimics that of the regular setting (see, e.g., [58, p. 323]): prove
convergence of the sequence of probabilities solutions to the regularized formulation
(in the classical setting, this is completed proving tightness, below it will be “tightness
once integrated in x”) and next pass to the limit in the regularized formulation. We
make here a detailed proof of the key ingredient of the proof: we show that the sequence
of probabilities converges in an appropriate sense.

Let (Q, F, F¢, P) denote the probability space. For € > 0 fixed, we may solve (2.2.1),
with the initial condition x, in a classical way, for a regularized field bé, converging,
as € vanishes, to b in a sense made precise below. Let X’t"g denote the solution obtained.
Defining P = P(X;**)~!, we obtain a solution to the martingale problem. We now
assume b satisfies the assumptions that make Lemma 2 valid, and that b€ approaches b
in the functional spaces of the statement of that Lemma, so that the L estimate (2.1.24)
is valid uniformly in €. It follows that, again uniformly in &, X’t"g satisfies (2.2.3). Since
the bounds we have obtained in (2.2.6) and (2.2.12) (in the case of a varying ¢ but
it of course applies also to the case of a constant ¢, in which case we in fact deal
with the Brownian motion), depend only upon estimate (2.2.3), it also follows that,
for % <s< 3] Ex(IX}°I¥..,) dx is bounded uniformly in &, which, given the definition
of P, is exactly saying that

j ES (1K) dx (2.2.24)

is bounded uniformly in €, where we have of course denoted by Ef the expectation
under the probability IP%.

We now fix an arbitrary function ¢ € LY, for 1% +
on W defined by

Ll] = 1, and consider the measure

Mo = j<p(x)1P§ dx.
It has total mass

K (W) = [ 0 dx.
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The bound (2.2.24) implies that, for all R,
Hé(llxtllww >R) = J o(X) Py(IX¢llwsr > R)

1 1
< o [ 101Xl

< %C(J |<p|‘1)%. (2.2.25)

We know that, in particular % < s, thus W*'P is continuously embedded in the space of
continuous functions of the real line. The sequence ug, is thus tight, and therefore (up
to an extraction we omit), narrowly converges. We observe that its limit reads as the
bounded measure f @(x) px dx for py € L (Mp(W)), where M (W) denotes the space
of bounded measures on W. We of course have uy > 0. We also have u,(W) < 1, for
almost all x. Indeed, since, for almost all x, j 1wPé = 1, we have, by integration,

[ o0 ax= [ peomwpg ax.

Using positiveness, estimating the right-hand side from below, using weak convergence,
we easily get

lim ian Q(x)dx = I () ux(W) dx,

which shows p,(W) < 1. The fact that the whole mass is recovered in the limit, so that
Uy is indeed a probability for almost all x, is a consequence of the tightness. We have

lim J P(x)PE1yw dx = lim Jy;]lw = J @)U (W) dx,
-0 -0

and since the left-hand side is clearly f ¢ (x) dx, this shows that p, (W) = 1 for almost
all x. The limit of the sequence IP{ is therefore, for almost all x, a probability, which we
may denote by P,. Having obtained that the limit P, of IP is a family of probabilities,
it remains to pass to the limit in all the properties of IP%, including the martingale
formulation, to complete the proof of existence.

We have actually outlined the proof of the following:

Corollary 3. Assume that b is such that the solution to the parabolic equation satisfies
the L' estimate (2.1.24) of Lemma 2. Then there exists a solution in law to the stochastic
equation (2.2.1), in the sense that there exists a solution to the generalized martin-
gale problem introduced above, formally equivalent to that equation in the sense of
Definition 1.

Remark 14. Notice that the argument we gave above may be seen as the classical
argument for the existence of a solution to the martingale problem, which proceeds
using Prokhorov’s Theorem, except that, above, we need to “integrate all arguments
in x”, loosely speaking.
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2.2.3 Pathwise uniqueness and strong existence

Pathwise uniqueness of the solution. As in the classical (regular) setting, we need to
consider the parabolic equation of an augmented space of doubled dimension. In the

simple case of a constant o, (1.2.11) writes

% -b(x).Vyu-b(y).Vyu
1 0%u 0%u 10 0%u
2Tk Sxiax; ~ T T oxay; 27 Gyay; T

Introducing the change of variables

1
{rl:x-}-y, x=5(n+¢’),
- x — 1
§EXY |y=sm-9,
and denoting by

b1 = 2600 + b)) = 3 (b(5 0+ ) +b(501-9)),
b = 2600 - b)) = 3 (b 1+ ) -b(301-9)),
this equation writes

ou

1
3 -b'(n, &. Vyu - bf(n &).Veu - Uzkff]an i =0.

(2.2.26)

(2.2.27)

(2.2.28)

Even in the case when g0 is positive definite (which we do not necessarily assume here),
the second-order term in (2.2.28) is not positive definite, given the absence of ellipticity
in the direction ¢ at least. To proceed with a result of existence and uniqueness for the
solution to (2.2.28), we therefore need to assume on b suitable conditions. Intuitively, to
regularize a partial differential equation of the type (2.2.28), the situation is as follows.
« Inany direction where there is no parabolic regularization, and this is at least the

case in all directions &, and possibly, depending upon the directions of ellipticity

of oo, also some directions in 1, we need assumptions as for the transport equation.

We mean, for simplicity, assumptions in the spirit of
be Wb, divbeL®,

respectively for the regularization and for the a priori estimate.

« On the other hand, in any direction where a parabolic regularization operates, we
may consider more general assumptions as for the heat equation, namely of the

type
bel?, (bellordivbel?),

again for the regularization and the estimate.

In either case, all these assumptions must of course additionally enjoy agreeable

properties of integrability in the remaining directions.
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To make all this precise, we shall only, for the sake of simplicity, consider the case
where oo! is indeed positive definite. This allows us to work with Theorem 1 as a basis
for our results. The modifications of our results when the constant matrix oo! is only
nonnegative are not difficult, and all in the vein of how we have adapted the results of
Theorem 1 to those of Corollary 1.

It is immediate to realize that the adaptation of assumptions (2.1.1) and (2.1.2) to
our situation implies that we have to assume

{b" =BL+ By, BlelLl . B} eLiWyh,

(2.2.29)
b% e Ly(wyh,

for the regularization step, while, for the a priori estimate, we need to assume

N_ml ol Wl e 7ooe 7doo | pdy i ©0(g, L3 4 L
{b =b] +b;, bieLP(eily® + L), [divy byl e LP(e2Ly" + Ly), (2.2.30)

[dive b € Ly,
These assumptions are “sharp”, in the following sense: “as sharp as our assump-
tions for Theorem 1”. It turns out that, in the specific setting of a drift (b?, b%)
of the form (2.2.27) (which is particular because (b" + b%)(1, &) is a function of
only 1(n+¢) and (b - b%)(n, £) a function of only 3(n - &), these assumptions
reduce to more classical, and actually more restrictive, assumptions. Let us indeed
express (2.2.29) and (2.2.30) in terms of the original drift term b as a function of the
single d-dimensional variable x.

One may readily see that conditions (2.2.29), which (even if we were working
on an unbounded domain) are local conditions since they are the conditions for the
regularization step, are equivalent to b € W1, Indeed, the second line of (2.2.29) in
fact reads as b¢ and V;b‘f both in L}L o which, given the definition (2.2.27), amounts to
saying that b(x) - b(y) and Vb(x) + Vb(y) are bothin L} . This is exactlyb € W*!. One
proceeds similarly for the conditions (2.2.30) and realize that they are equivalent to
the strongest condition [divb]_ € L. In the case of an ambient dimension d < 2, the
argument may be easily modified, and we eventually obtain the same conditions on b.

Remark 15. The fact that, for what concerns pathwise uniqueness, we do not
gain any regularity because of the parabolic regularization, and that we have to
assume (b € Wh1, [divb]_ € L®), is intuitively clear. Since the two solutions share
the same Brownian motion, their difference indeed formally satisfies an ordinary
differential equation, for which we need the above “usual” assumptions on b to
perform the regularization.

We thus have:

Corollary 4. As in Theorem 1, we assume that the matrix coefficient oot is a con-
stant symmetric positive definite matrix. The ambient dimension needs not be larger
than or equal to 3. We assume (b € Wb, [divb]_ € L™). Then, for any initial condi-
tion ug € L, there exists a unique solution u to (2.2.28) (or (2.2.26)) in the functional
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space C([0, T], LP) n L([0, T], L), for all 1 < p < +oo, with Vyu € L*([0, T], L?). In
addition, estimates (2.1.3) and (2.1.4) hold.

Given Corollary 4, we are now in a position to establish pathwise uniqueness and, next,
existence, for the (strong) solution to (2.2.1) in the sense of Definition 1, provided we
assume we work in the conditions of that Corollary, of course. Assume that X; and X;
are two (families of) solutions, both in the sense of Definition 1, to (2.2.1), for the same
probability space (Q, F, F;, P), the same given Brownian motion W; on that probability
space, and the same initial condition. The couple (X;, X,) is therefore a solution to the
system of stochastic differential equations (1.2.9) (with (1.2.10)) which we introduced
in Section 1.2. We intend to prove that these two families of solutions X; and X; are
identical, that is, X; and X; are almost surely equal for almost all initial conditions.

We first show that the law of the couple (X}, X{ ) is associated to (2.2.26). Indeed,
for any sufficiently regular function ugp, we may prove, arguing exactly as we did
above on page 57 (see (2.2.17) and subsequent formulae), that the solution to (2.2.26)
writes as

u(t, x,y) = E(uo(X}, X}))
almost everywhere in x, y. This holds precisely because we have assumed on b the
hypotheses of Corollary 4 which allow to construct, and characterize in law, the
(unique) solution to (2.2.26), and because we have assumed that both X; and X;
satisfy (2.2.3), so that our calculations of page 57 leading to the above Feynman—Kac
formula make sense.

In particular, the law of the couple (X}, X{ ) is entirely determined. Likewise, the
same conclusions hold on the couple (X7, X{ ), evidently. It follows, by uniqueness,
that

E(uo(X}, X})) = E(uo(X}, X})).

Taking ug = | - | where | - | denotes the Euclidean norm throughout the rest of this
section, or, in the one-dimensional setting, the absolute value (and, if need be, approx-
imating this function by a sequence of regular functions up and passing to the limit),
we obtain

E(X] - X}|) = E(X] - X} ). (2.2.31)
If the process were continuously depending upon their initial conditions, we would
like to take the limit |x — y| — 0 and deduce from (2.2.31) that

E(IX) - X)) = E(X} - X}]) = 0. (2.2.32)

However, we do not know that this continuity holds. A classical argument to circumvent

that difficulty is based upon the Lebesgue Differentiation Theorem (see, for instance,

[44, pp. 43-44]). In the case at hand, it reads as follows. First, up to changing X into
X

N

(that is, X} into Z, X into Z¥, X} into Z}, all formulae that are invertible, so proving

XY = X amounts to proving that Zf = Z¥), we may always assume that X is bounded,
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thus in particular in L2. We may then consider ug = | - |2 instead of ug = | - | in formu-
lae (2.2.31)-(2.2.32) above. Next, we integrate both sides of (2.2.31) on a ball B(y, §),

centered at y and of radius § > 0, and we obtain

_r
|B(y, 8)]

N 1
E(XY - X/)%) dx = J E(X - X)) dx. 2.2.33)
| Eaxi-g Bos | EXE-X) (
B(y,6) B(y,6)
We intend to take the limit § — 0 and show that the right-hand side vanishes in this

limit, almost everywhere in y. Successively using the Young inequality and (2.2.31),
we will then have

Y X)) = Y w2
E(X! - X/?) = IB( 50,51 j E(X! - X1?) dx
B(y,6
Y - X¥? 2 j X _ w2
'B(V’ 1B, )1 j B 07 Mo R
B(.6 Y,
IB(y 5)| J E(X; - X{|*) dx (2.2.34)
B(y,6

and because the right-hand side of (2.2.33) vanishes, the conclusion (2.2.32) holds
for almost all y, which proves uniqueness. Temporarily denoting by f(y, w) = X{ (w)
(for t fixed, since time does not play any role in the argument below), the right-hand
side of (2.2.33) reads as follows:

1

2
B | EUw o - 0P ax

B(y,6)

= E(f(y, 0)I) +

j E(If(x, w)[?) dx

B(y,6)

j E(fx, 0)f(y, ) dx. (2.2.35)

B(y,6)

1
IB(y, 6)|

— 2—1
IB(y, 6)|

Because of the local integrability of E(|f]?) (that is, E(|]X¢|?)), and because of the
Lebesgue Differentiation Theorem, the second term converges, as § — 0, almost every-
where in y, to E(|f(y, w)|?). The rightmost term of (2.2.35) requires a specific treatment
because of the presence of the extra variable w that lives in a not necessarily countable
set (otherwise, the whole argument is much easier, see again [44, pp. 43—44]). We
temporarily freeze the first factor f(x, w) in this term and denote by

Cs(c,y) := E(f(x, w)c(y, w)) dx (2.2.36)

IB(1 o)l J

B(y,6)

for a parameter function c(y, w) in L. If c(y, w) were a product function

c(y, w) = gy)h(w),
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then one would write
1

Cs(c,y) = m
B(

j E(f(x, w)c(y, ) dx
y,6)

1
= g(y)mmj E(f(x, w)h(w)) dx, (2.2.37)

y,6)

and would obtain, again by the Lebesgue Differentiation Theorem this time applied
to the function E(f(-, w)h(w)), that Cs(c, y) converges, as 6 — 0, almost everywhere
iny, to Co(c, y) := gWE(y, w)h(w)) = E(f(y, w)c(y, w)). The same argument would
allow to conclude if c(y, w) were a finite sum of such product functions:

K
cy,w) = Y g(yhi(w).
k=1

In the general case, we now use the density of such sums. For any 7 > 0, we know there
exists a function cg, sum of product functions of the variables y and w separately, such
that

[Cs(c,y) - Cs(ck, Y <1, (2.2.38)

uniformly in 8. The density of the functions ck holds by a direct application of the
Hahn-Banach Theorem: functions of (y, w) orthogonal to products g(y)h(w), and there-
fore sums of such products, are necessarily identically zero (consider the marginal in w,
prove it vanishes using the Hahn—-Banach Theorem, and then proceed similarly for the
function itself). Property (2.2.38) follows. In addition, for this particular function cg,
we know that

Ca(cky) = Colcx. y)

almost everywhere in y and also in L. Along with (2.2.38), this proves, for all ¢ € L?,
the convergence of Cs(c, y) to Co(c, y) in L1, as § — 0. Thus, extracting a subsequence
if necessary (and a subsequence is in any event all what we need to conclude), we obtain
the limit almost everywhere in y, for a general function c. Consequently, applying this
to ¢ = f and collecting all the three terms of the right-hand side of (2.2.35), we obtain
the convergence to zero, again almost everywhere in y, and thus our conclusion. We
have thus proved the following result.

Corollary 5. Assume the setting of Corollary 4, and likewise (b € Wb-1, [divb]_ € L®).
Then a solution, in the sense of Definition 1, to (2.2.1) is pathwise unique.

Existence of a strong solution. We prove, for a given probability space (Q, F, F¢, P)
and a given Brownian motion W, on that probability space, the existence of a (strong)
solution to (2.2.1) in the sense of Definition 1.

At this stage it is useful, for pedagogic purposes, to briefly recall the proof per-
formed in [41] of the existence of the solution to the ordinary differential equation
analogous to (2.2.1) for a drift b such that, say, (b € W1, divb = 0). The proof is
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performed by regularization. A sequence of regularized drifts b® that approaches b (in
the suitable functional space) is considered. For all £ > 0, one may solve the differential
equation X¢ (t, x) = b*(X4(t, x)) in the classical sense. Bounds (independent of €) on the
sequence X¢ are obtained, while, for each &, since b® is regular, u(t, x) = uo(X®(t, x))
solves the corresponding transport equation (for initial condition ug). One infers from
the “stability” when € — 0 of the family of partial differential equations that X¢(¢, x)
converges to some X(t, x), which satisfies the renormalized ordinary differential equa-
tion 0,0 (X(t, x)) = (VO)(X(t, x)) .b(X(t, x)) in the sense of distributions. It is next
proven that X satisfies the conservation of the Lebesgue measure (implied by the
condition divb = 0), that it is a solution to the ordinary differential equation not only
in the renormalized and distributions sense, but for almost all x and all ¢, while the
suitable regularities on X(¢, x) are eventually established.

Evidently, the key step in the existence proof is the passage to the limit in the
transport equation with regularized drift, which gives rise to some solution u, which
is identified to be the function uo(X) for some X, thereby creating the limit object X
from the sequence of solutions X¢. The fact that this limit X satisfies the differential
equation and all the necessary properties is then a simple consequence of the setting
provided. In our stochastic setting, we are going to proceed similarly, but we have two
additional difficulties
(i) after we regularize the drift and remark that IEX(uo(Xf"g)) solves the parabolic

equation, all we can expect to obtain is an information on X’;’E in expectation,
and certainly not a pathwise information, since only averages (over the Brownian
trajectories) of X;** matter in the partial differential equation. So, as above for our
proof of pathwise uniqueness, we will have to resort to the parabolic equation in
the space of doubled dimension in order to pass to the limit pathwise on Xf’g.

(ii) in contrast to the setting of the transport equation, the preservation of the Lebesgue
measure by the flow is not immediately guaranteed by the control of div b: we also
have to consider specific solutions to the stochastic equation that preserve on
average this property, so (2.2.3) will play a crucial role to prove that the limit X;
of X solves, in the suitable sense, the stochastic differential equation.

We now make the proof slightly more precise.

Forall € > 0, we may solve the stochastic differential equation (2.2.1), in a classical
way, for the regularized drift b® and the fixed Brownian motion considered:

t
XE=x+W+ Jbg(X’;) ds.
0

Evidently, the solution X* enjoys the properties stated in Definition 1. Also evidently,

IEX(uo(Xf"g)) solves the parabolic equation for all regular function uy and satisfies

the associated a priori estimates we have established above. We may infer from these

bounds on X;*, holding in the L? sense in the variables (t, x, w) and all independent
of &, that (up to an extraction, which we omit in our notation) X’t"s converges to some Xf
weakly in the variables (t, x, w). The point is to prove the strong convergence.
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For this purpose, we consider, for £; > 0 and €, > 0, and for a given regular initial
condition ug, the equation

ou b (x).Vxu -b*%(y).V,u

ot
R S L S SN L
2 ik ]kaxiaxj ik ’kaxiayj 2 ik ’kay,-ay,- -
which we may easily, uniquely solve, given the regularity of the fields b®* and b®2. We
denote its solution by u(t, x, y) = ut-¢2(t, x, y). We know that this solution reads as

o, (2.2.39)

urE (e, x, y) = B (o (X, X)),

One way to proceed to now prove the strong convergence of Xf’g to Xf is to choose
uo(x, y) = |x — y|*> and consider, for p, a sequence of approximation of the Dirac mass,
the quantity

e(e1,&,n)=E ” IXF€ — X% 2 pp(x — y) dx dy

= ” utr e (t, x, y)pn(x — y) dx dy. (2.2.40)

From our results on parabolic equations, we know that, when both &£; and &, vanish,
uf-f2(t, x, y) converges to u(t, x, y) solution to the parabolic equation with drift b and
same initial condition ug, so that, for n fixed,

e(e1, £2,m) 2222, ” u(t, x, y)pn(x —y) dx dy =: e(n).
Next, as n — +00, the right-hand side vanishes:
e(n) = ” u(t, x, y)pn(x —y) dx dy 1o, J u(t,x,x)dx =0. (2.2.41)

Indeed, since u(t, x, y) is the solution for the initial condition ug(x, y) = |x — y|? and
the latter function is a super solution to the equation, we have (at least formally but this
may be proven rigorously using regularization) for all times, [u(t, x, y)| < C|x — y|*> and
thus u(t, x, x) = 0. Intuitively, this, once inserted in (2.2.40), shows that the sequence
Xf’s is a Cauchy sequence and thus strongly converges to its limit Xf. But since we do
not know Xf continuously depends upon its initial condition x, we have to work a little
more, and this is where the local integration (that is, convolution with p,) is useful.
This is exactly similar to what we performed above in (2.2.33). We return to (2.2.40)
and use convexity to remark that

2
X - JX’[’gzpn(x -y) dy| dx < limsup e(eq, €2, n) = e(n).

€1,€3

lim sup E J

€1,€3

X
Now, we observe that because of the weak convergence of X;** to X, we also have the
weak convergence

JX{’gzpn(X —-y)dy L0, J‘X{pn(x —y)dy=X;". (2.2.42)
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Therefore

lim sup E J

€1

—xn|?
XPe X" dx < lim sup]EI

€1,&2

2
X - j X' pu(x —y) dy| dx
< e(n). (2.2.43)

Itnowremains toletn — +co. We use that X?’n strongly converges to Xf on the left-hand
side, while the right-hand side vanishes because of (2.2.41). We obtain the pathwise

convergence:
X

X,E1 el _
X, =X dx=0. (2.2.44)

lim E I
&1

We now establish that Xf solves the stochastic differential equation in the sense

of Definition 1. This is the step where property (2.2.3) proves instrumental. Because

of the strong convergence X’["S — i); we know that the limit (in all appropriate func-

tional spaces) of the solution u®(t, x) = ]EX(uO(X’;’s)) to the parabolic equation actually

reads as u(t, x) = Ex(uo(i;{)). So all the estimates we have on u® pass to the limit into

estimates for u and give information on if. In particular, we may pass to the limit

in the regularized stochastic differential equation (at least, for the moment) in the

sense of distributions in (¢, x, w). Likewise, since we know that, for all f € L, we have
a constant ¢ uniform in & such that (2.2.3) holds,

lexuﬂ(x;"f)) dx < cj A,

we know that | ﬂ(X’[ ) converges in L to |f] (if), thus property (2.2.3) follows for the
limit process. But this property in turn implies that we obtain the stochastic differential
equation not only in the sense of distributions but almost everywhere in x, and in
time. It is next obtained for all times t because of the continuity of the trajectories
itself indeed implied by the same property (2.2.3) applied to the drift b itself (given
that the diffusion is constant and the Brownian motion has continuous trajectories).
As for the semi-group property, it directly follows from uniqueness of the solution to
the parabolic equation.
We have therefore established:

Corollary 6. Assume the setting of Corollary 4, and likewise (b ¢ W1, [divb]_ € L®)
and that the L' estimate (2.1.24) of Lemma 2 holds. Then there exist a solution, in the
sense of Definition 1, and strong in the probability sense, to (2.2.1).

2.3 Initial conditions in L?, p < +00

We now consider unbounded initial conditions ug, and, to keep things simple, assume
our constant second-order operator is —%A. To start this section, and although we
already mentioned it at the beginning of Chapter 2, let us recall what the difficulty is.

When the initial condition ug we supply equation (1) with is not bounded, there is
no reason to expect that the solution u(t, - ) will be bounded. The very definition of the
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term b.Vu in (1) is then immediately an issue. For the regularization step (assuming
that we again work in the setting of positive definite second-order operators), we know
that we will have to take b € L2 + Wb1. For b € L?, giving a sense to b. Vu requires
that Vu € L2. However, when ug € L? for some 1 < p < 2, we cannot expect Vu € L?,
since this property does not even hold for the heat equation. On the other hand, when
bewWhlc L%, expecting Vu € L9 is a fortiori hopeless. So we clearly have to write

b.Vu = div(ub) - udivb.

Now, since by Sobolev embeddings, b € L%, giving a sense to the product ub in
the former term (the divergence operator would then be understood in the sense of
distributions) requires that u € L9. But this property is unclear. Similarly, the second
term requires some integrability of divb better than L'. Addressing an unbounded
initial condition ug for (1) is thus a difficulty.

Intuitively, we should be able to succeed. Indeed, we know that, in the case of a
bounded initial condition (and under appropriate additional assumptions), we have, for
1 < p < +00, the L? estimate (2.1.3) of Theorem 1. This shows that the map uo — u(t, -)
is a linear map, continuous from L? to L?, with uniform in time estimates (on finite
time intervals). By density of L in L?, it follows that there exists a unique extension
for initial values ug only in LP. The crucial point is, however, to prove that the object
constructed is indeed a solution to (1), and that this is the only solution to that equation.
Note that in the formal discussion above we leave aside the more intricate case of the
space L1, for which estimate (2.1.24) of Lemma 2 has only been proven under some
restrictive assumption. Intuitively, the result should however also extend to that case
by the same formal argument.

To address unbounded initial conditions for linear transport equations, the idea
introduced by R. DiPerna and the second author was renormalization. We refer the
reader to [41] for all the details of the theory and the technical details for transport
equations. Since the equation on u does not necessarily make sense, given the diffi-
culties outlined above to define the transport term in the equation, we will write the
equation not on u, but on a function of u. In our parabolic setting, and in short, it will
be said that u is a renormalized solution to (1) associated to the initial unbounded
condition uy when ®(u) for all appropriately chosen, smooth, bounded functions @ is
a solution to (1) for the bounded initial condition ®(ug), that is,

0;®(u) —b.VO(u) - %A(D(u) + %db"(u)IVul2 =0. (2.3.1)

Loosely speaking, since @ is bounded, we expect the arguments of the previous sec-
tions to apply mutatis mutandis and we thus expect to be able to prove the existence
and, foremost, uniqueness of such a renormalized solution. Formally, if we then know
the unique solution for all ®@, we actually uniquely know u itself. We therefore under-
stand that once the case of an L initial condition has been settled, the L? case for
1 < p < +oo may be addressed using this type of truncations. The task is however
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expected to be slightly more delicate than in the case of transport equations because
the renormalized equation is not exactly the original equation applied to ®(u): the
second-order operator has generated the extra term %(D’ "(u)|Vu|?. In that sense, our set-
ting is closer to the case of the Fokker—Planck-Boltzmann-type equations considered
in [40]. Note also that (2.3.1) is a nonlinear formulation of a linear equation.

Remark 16. The notion of renormalized solution allows to extend the notion of solu-
tion to less regular initial conditions (essentially only measurable initial conditions,
see [41] for the details). It thus appears as a less demanding notion of solution. On
the other hand, for a locally integrable initial condition, the notion is also, in essence,
stronger than that of solution in the sense of distributions, or weak solution: under
minimal assumptions on the coefficients, letting ® approximate unity, one sees that
arenormalized solution is in particular a solution, but a solution that enjoys additional
properties. This is prototypical of a generic situation in the analysis of partial differ-
ential equations. One weakens the notion of solution, to allow for more generality.
Existence of solution follows. Uniqueness, however, is then an issue, and one may have
to “step back”, adding more requirements on the notion of solution so that, eventually,
uniqueness holds. The notion of entropic solution for nonlinear conservation laws is
one example. The notion of renormalized solution, here, is another example.

We now have to give a sense to the above formal equation (2.3.1). For this purpose
we will have to put suitable conditions on the functions ®. For our arguments of
the previous sections to apply to @(u), we have to impose that ®(u) is bounded and
that V®(u) € L2. The former condition suggests that we take @ a smooth bounded
function, while the second, which also reads @' (u) Vu € L?, suggests that ®’ has
bounded support. We therefore typically think of functions @ of the form of cut-off
functions
-R whent < -R,
Qp(t)={t when —R+n<t<R-n, (2.3.2)

R whenR< ¢,

for n arbitrarily small and with smooth transitions on [-R, -R + ] and [R - 1, R].
We are now in a position to precisely define the notion of renormalized solutions
we adopt.

Definition 2. Given some initial condition ug € L?, 1 < p < +00, we say that u is a renor-
malized solution to (1), that is,

1
oiu—b.Vu - EAu =0,

when for all smooth, real-valued, bounded functions ® defined on R, with compactly
supported derivative @', the function ®(u) solves (2.3.1), that is,

;@) -b.VO(u) - %A(D(u) + %(D”(u)IVuIZ =0
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in the distributional sense, with initial condition ®(ug), together with the following
conditions:

ueColo, T),IP), () e L*([0, T], H) (2.3.3)

and
u? e L2([0, T],H') forp>1, (2.3.4)
” IVul?Tljy<r < CR forp>1, (2.3.5)

for all R and some constant C independent of R.

Remark 17. Of course, an analogous definition can be considered for other second-
order operators than the Laplacian. In dimension 2, the assumptions to consider are
those of Theorem 2. The adaptations to the settings of Corollary 1 and various other
settings can also be performed. We leave these extensions to the reader.

Remark 18. In order to avoid any unnecessary technicalities in this pedagogic exposi-
tion, we will use in many instances throughout this section the notation Vu as usual.
However, it is important to note that this is only a notation for convenience, because
Vu is not necessarily locally integrable. In full generality, it only belongs to the
space L° = {v : meas{|v| > A} < +co forall A > 0}, cf. [41]. In the case p > 1, the situa-
tion is simpler. Then we have u Te H', and when we write |u| 51 Vu, we mean 1%V(Iul 5 ).
Similarly, in any case, we have V®(u) locally integrable (actually in L2) and this is what
our notation ®' (u)Vu means. Otherwise, we have to define Tr(u) = (u AR) V (-R). We
then consider VTg(u), which we slightly abusively denote by Vu1l g, as for instance
in (2.3.5). On the meaning of Vu, we refer to Lemma 7 below, the subsequent lemmata
and the related comments we make there.

Before we proceed further, we would like to motivate properties (2.3.4)—(2.3.5)
which we impose in our Definition 2 of a renormalized solution. When p > 1, we
know from (2.1.18) that the solutions issued from L? initial conditions are such that
u? e L2([0, T], H). This is formal in general and we have shown it is rigorous when
Ug is also L. This readily shows the property ﬂ [Vul?1<r < CR. Indeed, if ug € L?,
p = 2, then (say on a bounded domain) ug € L? and in that case Vu € L? so that this
property is trivially satisfied, while, when 1 < p < 2, we have

1
” V|2 > ” VUl g er = ” VUl Lger, (2.3.6)

since |Ju| < Rand -1 < p - 2 < Oimplies that |u|[P~2 > RP~2 > R~!. Estimate (2.3.5) also
follows.

On the other hand, for p = 1, we cannot multiply the equation by |u[P~2u to
obtain (2.1.18). To establish (2.3.5), we argue formally. The precise argument is in fact
performed on regularized solutions; see the first step of the proof of Theorem 3 below.
For each cut-off radius R, we define Tr(u) = (u A R) V (-R), which, without changing
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our notation, we mollify around the values R and —R. Multiplying (1) by Tr(u) and

denoting by
t

Sk(®) = | Ta(s) ds,
0
a function that away from the mollifications at +R essentially looks like

i when |t| <R,
Rit|- & when|t| > R,
we obtain J )
r JSR(u) +3 J IVTRW)|* - Ib.VSR(u) =0, (2.3.7)

which is nothing else but a formalization of (1.3.3) for renormalized solutions. Notice
that, intuitively, Sr(u) and Tr(u) play the roles of “2—2 and u, respectively. To keep
things simple, we assume [divb]_ € L®. The more general assumptions (2.1.2) will be
discussed in Section 2.4. We therefore obtain

j Sr(u) < et j Sr(uo)

and

” VTR < Cr j Sr(Uo). (2.3.8)

Since Sr(uo) < Rluol, uo € L' and VTg(u) = Vuly<r, (2.3.8) shows (2.3.5). This
expresses that we do not necessarily have Vu € L? but we know, in the worst case
scenario, how the integral blows up.

The very important observation, which is crucial for establishing uniqueness of
the renormalized solution (see Remark 21) is that, for all p and by construction, our
renormalized solution satisfies a specific estimate over annular regions. Estimate (2.3.5)
already gives information on the L? integrability of Vu (in the case p = 1, the integral
may diverge but, as we have just mentioned, (2.3.5) tells us how). The estimate we now
prove refines this information:

Lemma 5. Forall 1 < p < +00, a renormalized solution of Definition 2 satisfies

. 1
lim E Jj |Vu|2]1§<|u|<R =0. (2.3.9)

—+00

Remark 19. We notice that some conditions in the spirit of (2.3.5) or (2.3.9) were
considered in [15] and related works.

Remark 20. For b = 0 and the initial condition ug = 8¢, the solution is of course the
fundamental solution, that is, on the whole space to keep things simple, the Gaussian
function (2.1.34). We then have

2
|x|e~ 7

t%+1

Vu(t, x) oc

s
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thus, up to constants in the calculations that are irrelevant for our purpose,

[ ( et
J J |Vu| ]1|u|SR = J J th dx dt
0 0 g _Ix2
t 2e 2t <R
1
— 2 ,-lyl
lel e I pese dt dy

It follows that (2.3.5) is true not only for ug € L! but also, for instance, for §y. A sim-
ilar calculation shows, on the other hand, that H [Vul? Lk y<g < R and thus u can-
not satisfy (2.3.9). The L! integrability of the initial condition is therefore necessary
to get (2.3.9).

Remark 21. In line with Remark 20, we would like to emphasize the essence of prop-
erty (2.3.9). In order to hope for, and establish, uniqueness, we have to be able to
discriminate between the solution of the equation for the initial condition up = 0 and
the solution for its “smallest perturbation” ug = §o. As shown by Remark 20, condi-
tion (2.3.9) in particular completes this, since it discriminates between the solution for

an initial condition in LlloC and the fundamental solution, obtained for .

Remark 22. An interesting unsolved question is to fully understand the case of an
initial condition ug € Mj. Works by H. Osada, E. Carlen, V. Sverak, and notably works
devoted to the two-dimensional Navier—Stokes equation, address some similar issues.

Proof of Lemma 5. Assume first that p > 1. Since by definition uz e L2([0, T], HY),
we have

C [[wurttar? > [[1vulup21y
> min(1, 2°7)RP~? ” IVul* 1 yer
p-1 1 2
o« R ﬁ |Vu| H§<|u|<R

which, since RP~! — +co with R, shows (2.3.9) in that case.
Consider now the slightly more technical case when p = 1. We define the function

0 when t < &,
Op(t) = 1(t- )2 when 8 <t <R,
R{—RTZ whent > R,

suitably mollified around the values § and R so that it is a smooth function which,
with a slight abuse of notation, we again denote by ®r. We next extend the function to
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an even function defined on the whole line R. Note that, essentially (and this is why
we have constructed such a @), ®f = z_jy<g- Upto irrelevant error terms caused by
the above mollification and which can easily be eliminated after a passage to the limit,
the integration of (2.3.1) yields

d

< JCDR(u(t, )+ % j o (w)Vul < C j Drult, ), (2.3.10)

where the constant C only depends on || div b||;~. An immediate Gronwall-type argu-
ment shows that, forall t € [0, T], [ ®r(u(t,-)) < Cr [ ®gr(uo) for a certain constant
Cr, an information that we readily insert in (2.3.10) integrated from O to T to obtain

T
J J VUl 15 e < Cr J Dr(uo)
0

for another constant Cy. Using that ®g(|¢]) < 1R|¢|1 Bty this implies

T
R
2
J J [Vu| Il§<|u|<R = CTE J |u0|]1§<|u0|,
0

where we note that the rightmost integral vanishes as R — +oo since ug € L!. This
proves (2.3.9) in the case p = 1 and concludes the proof of Lemma 5. O

Theorem 3. Under the same assumptions, in particular (2.1.1), thatis,b € L2 + Wb1,
as those of Theorem 1 except

o that we assume the initial condition is LP for some 1 < p < +o0, instead of L*°, and
o that we consider the simple assumption

[divb]_ € L*®, (2.3.11)

instead of (2.1.2) (see Remark 23 and Section 2.4 below),
there exists a unique renormalized solution to (1) in the sense of Definition 2. That solution
additionally satisfies property (2.3.9) of Lemma 5.

Remark 23. We have stated Theorem 3 under the simple assumption (2.3.11). The
extensions of the result to assumptions of the form (2.1.2) will be examined in Sec-
tion 2.4 after we complete the proof in that simple case.

Remark 24. As pointed out above, and as will be clear in the proof of Theorem 3, our
proof of uniqueness of a renormalized solution makes an essential use of (2.3.9) but
the proof of existence by convergence of some regularized solutions does not involve
this property.

Remark 25. Definition 2 and Theorem 3 admit natural generalizations to the cases
when the second-order operator is not the Laplacian, but a;;9;; for a symmetric constant
matrix a. Depending upon whether a is definite positive or not, v/aVu or Projj, , Vu
respectively replace Vu in the statements and proofs. We skip these extensions here.
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Proof of Theorem 3. As always in these lecture notes, we only outline the essential
ingredients and steps of the proof. In this specific case, it turns out that a detailed
proof has appeared in [70, Appendix E, p. 183], in the particular case when b ¢ L?
and divb = 0 (with b. 7 = 0 and Neumann boundary conditions on u). That proof is, of
course, similar in its structure, its milestones and its key ingredients to the one we give
here, although some details may vary. Also, in that reference, the various truncations
(involving operators such as Sk and Ty defined as above on page 72) are notably made
precise. For simplicity of exposition, and with a view to be as pedagogic as possible, we
mainly omit these truncations here. Throughout the proof, when we write Vu, we most
of the time mean VTg(u).

Consider the initial condition ug and a sequence u§ of initial conditions in L®
that converges to ug strongly in L? as € vanishes. For ¢ fixed, we first establish some
properties, all uniform in &, of the sequence u? of solutions to (1) associated to those
initial conditions. Our second step then consists in passing to the limitas € — 0, proving
that u¢ converges and showing that the limit u of u¢ is a renormalized solution to (1)
in the sense of Definition 2 for the initial condition ug. Our final, third step establishes
uniqueness of the renormalized solution.

Step 1: Existence and properties of a solution for a regularized initial condition. Since
u$ € L, we may apply for each ¢ the results of the previous sections. We know there
exists a unique solution to (1) with the properties stated in Theorem 1.

Case p > 1. We have the a priori estimate (2.1.18) on u?, that is,

d
ajnﬂp +gj|uf|l’*2|vlf|2 < cj|u£|P, (2.3.12)
for some constant C that is independent of €. Integrating in time, this estimate in turn
shows (2.1.3) on u?, that is,

lut(t, )l < e sl (2.3.13)

Given that the initial condition uf € L™ strongly converges to ug in L?, this shows that
uf isbounded in C([O, T], LP), uniformly in ¢. Actually, taking two indices € and 71, and
considering by linearity the equation solved by u® — u", estimates (2.3.12) and (2.3.13),
applied to the difference u® — ul, respectively read as

d
2 j [uf — ulfP +QJ |uf — uP=2|vué - vull|? < CJ |ué — u'|P (2.3.14)

and
lué(e, ) - ul(t, e < etus - ullize. (2.3.15)

First, it follows from (2.3.15) that u¢ is a Cauchy sequence in C([0, T], L?) because
u§ converges, thus is a Cauchy sequence, in L?. Hence, u® (strongly) converges to
some u in C([0, T], LP). Next, we show from (2.3.14) that |u¢ — u|? converges to zero
in L?([0, T], H'). The convergence in L?([0, T], L?) is immediate. For the convergence
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of the gradients, we first note that (2.3.14) integrated in time together with (2.3.15) to
bound the right-hand side yields

” Ve - uh|? < Cleuf)—uglp. (2.3.16)

Likewise, the bounds provided by (2.3.12) and (2.3.13) show that, up to an extraction
in &, V(uf)? — Vv weakly in L2([0, T], L2), but since we already know that u¢ itself
strongly converges, we have v = u’ and the whole sequence (and not only the extrac-
tion) converges. We now temporarily fix € and let 5 vanish in (2.3.16). By the same
argument, we have

V|u® - u’7|§ —Vuf —ul?

weakly in L2([0, T], L?). Therefore

2 b
”'Vlug—ulg sliminf”‘VIu‘g—u” 212

F £ n|P

< CThmme uo—u0|

= j lug — uol.

Letting now & vanish, we obtain the convergence of |u® — ulg to zero in L%([0, T], H?).
The bounds on u¢ and this convergence in particular show (2.3.4).

We now establish bounds that will later show (2.3.5) for the solution u we construct.
As mentioned above, the case p > 2 is easy thus we focus on the case 1 < p < 2. Indeed
arguing on u¢ as we formally did on u in (2.3.6), we obtain, forall R > 0,

” IVul|*1je)<r < CR (2.3.17)

with a constant C independent of €. Similarly, manipulating the difference u® — u',
letting n vanish, we remark, for ¢ fixed,

limi(r)lf ” V(e - u)’|uf - w7 > ” [V(us — u)|?|uf - ulP~2
rl—)

> ﬂ V(U - ) Ljys i<k,

since 1 < p < 2. We thus deduce from the convergences established above that, for
allR > 0,

IIII(I) Jj |Vut - Vu|2]1|u£_u|<R =0. (2.3.18)
£—
Using (2.3.17) and (2.3.18) will allow to establish (2.3.5).

Case p = 1. We have explained above that we may not outright multiply the equation
to obtain the suitable estimates. We have to use truncations (see Sg and Tk defined on
page 72). Apart from this technicality, the argument follows the same pattern and we
will obtain (2.3.5).
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Step 2: Passage to the limit and existence. As ¢ vanishes, we now know that u®
converges to some u in the various senses made precise in Step 1. We have to prove
that u is a renormalized solution to (1). This will show the existence of a renormalized
solution for an L? initial condition. As explained above, this existence is intuitively
clear by “formal” interpolation. Proving it is the purpose of Step 2.

First, we note that

9, DO(uf) - %A(D(us) -b.VO®u®) + %(D"(ue)IVuglz =0 (2.3.19)

for all appropriate functions @, since the L solution u¥ is also a renormalized solution.

Passing to the limit € — 0 in the first three terms of (2.3.19), namely 0,®(u¢),
AD(uf), b.VD(u?) is straightforward. Step 1 gives us strong convergence of ®(uf)
and all derivatives of that function are similarly taken care of using the theory of
distributions. The point is the convergence of the term @' (uf) |Vu¢|2. Note that we
could equally well write the latter term @' (u) |V T (u?)|? since, for R sufficiently large
(at @ fixed), those two expressions agree because of the properties of ® and Tg. We now
show this term convergesin L. Of course, the difficult case is when p < 2, otherwise this
convergence is clear. We first show the convergence in measure (that is, in probability)
of Vu? to Vu. This convergence is a consequence of the following observation:

meas{x : |Vu® - Vu| > a} = meas{x : |[Vu® - Vu| > a, |u® - u| < R}

+meas{x : |[Vu® - Vu| > a, [u® - u| > R}

IA

1
— J IVU® = Vu|? 1jye_y<g + meas{x : [u® — u| > R}
a
1 £ 2 1 £ p
< ﬁ [Vu® — Vu| 1jye—y|<Rr + R—pllu — uIIL,, (2.3.20)

for all €, a and R. Integrating in time, we then respectively use (2.3.18) and the con-
vergence of uf to u in C([0, T], LP) to treat the two terms and show that for all a,
meas{(t, x) : [Vu® - Vu| > a} vanishes with €. Then uniform integrability is proved on
the sequence |VTz(uf)|? (we explicitly reinstate here the truncation operator, other-
wise the argument is obscure!), so that we obtain that this sequence converges in L!
to |[VTr(u)|?, and Tr(uf) therefore converges to Tr(u) in L?([0, T], H'). Briefly, the
uniform integrability mentioned is established as follows. We recall that the only
interesting case is p < 2, otherwise the result is clear. Since we already know that u®
converges to u in C([0, T], L?) and that |u® - ulg converges to zero in L2([0, T], HY),
we may use the converse of the Lebesgue Dominated Convergence Theorem to claim
that, up to an extraction we omit to mention, u® and V|u¢ - ulg converge almost every-
where and are bounded from above by two fixed functions in L? and L?, respectively.
We next consider J |V Tg(uf)|? 1|vTr )=k and wish to show it is small for K large, uni-
formly in e. But we notice that |[VTg(uf)|?> < cR?™? |V(|u£|§)|2. The latter function may
be bounded from above by a fixed function in L, and thus the uniform integrability is
clear. On the other hand, already because of the strong convergence of u¢ to u estab-
lished above, we also know, and we have already mentioned it for @ but this is equally
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true for ®', that ®" (uf) converges to @ (u) in L. We now just have to remark, taking
at = |Vuf|? and b¢ = "' (uf), that if a¢ - a in L, b¥ — b in L1, and b is bounded
in L, then a®b® — ab in L. This concludes the proof that @' (uf)|Vu¢|?> converges
to @'’ (u)|Vu|? in L. All the terms of the renormalized formulation of the equation thus
pass to the limit.

We know that, by construction, u € C°([0, T], L) and, for p > 1, u? € L2([0, T], H?)
and ®(u) € L*([0, T], HY). This follows from our arguments of Step 1. Likewise, (2.3.5)
holds true. This concludes the proof that u is a renormalized solution to (1) in the sense
of Definition 2.

Step 3: Uniqueness. Uniqueness typically proceeds by subtraction of the two equa-
tions respectively solved by the two tentative solutions u; and u; and an argument on
the difference u; — u,. The technical difficulty here is that, since we manipulate a non-
linear formulation (2.3.1) of equation (1), the difference u; — u, of two renormalized
solutions is not the solution of an equation of the same type as the original equation.
More precisely, choosing a smooth function ® as in Definition 2 which will be made
precise below and denoting by w = ®(u1) — ®(u;), we obtain

1 1 1
oW — EAW -b.Vw= 5(1)"(112)|Vuz|2 - Eq),,(u1)|vu1|2- (2.3.21)

We now choose a function y such that (as usual, up to an appropriate mollification)
Y (w) = (wAK) v (-K). We multiply (2.3.21) by y'(w) and integrate to obtain

d

1
5 [yons 3 [ it

<C J y(w) + %KJ |@" (u2)IVuz|? - @ (ur)IVur ||, (2.3.22)

where the constant C only depends on the data (that is, in the simple case we consider
here, |[divb]_|1~). We now make the function @ specific by taking ® = ®g = R®, (%),
where

t whent<1,
D (t) =
2 whent> 2,

with a smooth monotonic transition between ¢t = 1 and t = 2, and suitably symmetrized
so that @, is an odd function of the real line. The purpose of this construction is to have

o0 = 2075 )| = §1recean:
This property is next used to bound from above the rightmost term of (2.3.22). Recalling
estimate (2.3.9) which holds for both the renormalized solutions u; and u,, we readily
obtain that this term vanishes as R — +oco0. It is then straightforward to conclude that
w = 0, that is, u; = u,. This concludes the proof of uniqueness and thus the proof
of Theorem 3. O
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Remark 26. The nature of the arguments in the above proof clearly shows that the
point is to understand existence and uniqueness for bounded initial conditions, as we
did in Theorem 1. The case of L? (1 < p < +00) initial conditions then follows using
truncation, even though some technical details can be rather subtle.

Remark 27. All the estimates we establish in the course of the proof on the regularized
solution u¢ (but not on its gradient) carry over to the case when the initial condition ug
is a bounded measure. This remark is in echo to Remark 20.

2.4 Miscellaneous remarks

We are interested here in considering more general assumptions on b than the simple
assumption ||[div b]_| 1~ we have considered for establishing Theorem 3. The assump-
tion we have in mind for the generalization is of course (2.1.2), which we reproduce
here for convenience:

b=by+by, byeel®® 119 [divh,y] €eL5® +L%.

For simplicity we will work in dimensions d > 3 and leave the specific case of the
two-dimensional setting to the reader.

Although the manipulations performed in the course of the proof of Theo-
rem 3 do not themselves make use of the assumption |[divb]_|;~, they rest on
properties (2.3.4)—(2.3.5) and (2.3.9) of Lemma 5 satisfied by a renormalized solu-
tion. When establishing those properties, we have used in an essential way our
assumption ||[div b]_|;~. This is the case in (2.3.7)

- j b.VuTgr(u) = - J(divb)SR(u),

where we control the right-hand side using ||[divb]_| -, and in similar manipulations,
such as (2.3.10). When assuming (2.1.2), we have to revisit such parts of the proof.

To begin with, we consider the case b = b, with [divb,]_ € szL%"x’ +L%. In that
case, the argument we have performed above readily applies for both cases p > 1 and
p = 1, up to minor technical modifications.

The case when we do not have any control on divb is more delicate.

For p > 1, if we assume b = by € £,L%® + L4, the adaptations of our argument
are easy. When p — 1, our arguments, together with our methodological remarks on
page 39, carry over to the setting of L1In L.

The special case p = 1 requires more work. We are unable to conclude when b =
b; € £, L% + L4 but we can conclude under the stronger assumptionb = by (x) € g L41
with b; independent of time. In fact, we may, as in many places in these notes, add
to this by a regular part — more specifically an L* part here — and also allow for a
time dependence of b if this dependency is regular — continuous here. The essential
ingredient we need is the following lemma.
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Lemma 6. We assume that b = b(x) is independent of time and belongs to L%, We
consider d;u —b.Vu — 1Au = 0. Then

Ib.Vully; < Clblzas

1
ol — —Aul| . (2.4.1)
2,

If we assume thatb = by (x) € £1L%! with by independent of time, and if we temporarily
admit Lemma 6, then the adaptation of our arguments is easy. We observe that

>

1
”atu - —Au“ = [b.Vul: < Clbllzes
2 Lll‘x - Ltl,x

1 1
Ol — —Au” < c€1||atu - —Au
2 L, 2

successively using the equation, Lemma 6 and our assumption on b;. Choosing &
sufficiently small (in function of the (universal) constant C from (2.4.1) in Lemma 6),
we obtain d;u - 3Au € L} ,, and readily insert this information in (2.4.1) to have
b.Vu e L}’ .- The rightmost term of (2.3.7) (once integrated in time from O to T) is then

estimated as follows:

T
l J- Ib.VSR(u)
0

We therefore deduce from (2.3.7) that
T
[ sz + [ [ IWTa < [ Sewo) + b-vuly; R = 0®)
0

T
- ‘ j jb.Vu.TR(u) < Ib.Vuly: TRz, = Ib.Vuly; .R.
0

and then proceed with the proof of estimate (2.3.5). A similar argument applies
to (2.3.10) and the proof of Lemma 5.
We now turn to the:

Proof of Lemma 6. In order to prove (2.4.1), we observe it is sufficient to prove that the
solution p to the heat equation
1
orp - EAP = Oy, to

satisfies
Ib.9plzs, < Clbla,

and next (2.4.1) will follow by superposition of such solutions p. To this end, we first
argue on the whole space and observe that

(o) o0
b.vply, - |b(x)|( I dt) dx < Il [ 1vplde|
” Ld/d-1,00
0 0
where the rightmost norm is finite because
T T |x|e‘¥ 1 T e
Vp|dt o J o J ds.
J VPl a1 S et ] Sin
0 0 0

EBSCChost - printed on 2/10/2023 3:34 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



82 —— 2 Operators with constant second-order term

Note that a similar argument was used in (2.1.38) in Section 2.1.3. When we work on
a bounded domain with periodic boundary conditions, we adapt the argument as we
did in the proof of Lemma 2. O

Our next lemma (and the subsequent lemmata for some related cases) shows that, in
the case we consider (L! initial condition and b.Vu € L; ), more information on the
solution u and its gradient Vu is available within the equation. In particular, Vu makes
sense as a locally integrable function, and this needs to be put in perspective with our
comments of Remark 18 on page 72.

Lemma 7. Assume that dqu — 3Au € L*([0, T], L') and u(t = 0, -) = uq € L. Then:
e U satisfies
u e L¥([0, T, LP1) (2.4.2)

foralla > 1, B > 1suchthat 21 + L = 1, and in particular, for a = B = L2, we have
da T3 d
ue LT[0, T], LT).

e Vu satisfies

Vu e L*®([0, T], LP'Y) (2.4.3)
foralla > 1, B > 1 such that 75+ + %% = 1, and in particular, for a = § = %,

we have
u e La([0, T], LE1),

Proof. We begin by providing an intuition for (2.4.2). Formally, we know from the
equation that u € L*([0, T], L'). In addition, and although this fact does no make
sense, everything happens as if we had u € L1*([0, T], Lﬁ’l). Assuming we indeed
had that information, we would write

=™ R

for 6 € (0, 1) and the Holder inequality would then give (2.4.2). Although the above
intuitive argument is incorrect, its conclusion (2.4.2) holds true. As for the previous
lemma, the actual, rigorous proof of (2.4.2) makes use of the fact that since the right-
hand side of the equation is assumed to be L! in both space and time, proving the
estimate amounts to proving it for the fundamental solution (that is, the Green func-
tion, or in that particular case, the heat kernel) p of the equation, and then using the
superposition principle. Otherwise stated, once p belongs to the suitable functional
space, we use that the solution u writes

U=pxexf+D*xx U

(with the obvious notation * x and x for the convolution in both the time and space
variables and only the space variable, respectively) and apply the convolution esti-
mate (2.0.12) to get the result on u itself. The heat kernel p is defined in (2.1.34) (with
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the usual adaptations when we work on a bounded domain, see Remark 28). Since p
is nonincreasing in |x| and

)

X

2t
d b
t2

pt,x) o &

we have, given the definition (2.0.4) of the Lorentz spaces,
o0

do o« tg(%_l) J s%_le‘% ds.
0

N

0 e7%0

1_ t
Pl o jaﬁ e
0

t2

We next notice that, for a > 1, this function belongs to L% in the time variable exactly
when a%(% - 1) =-1, thatis, 1 + % =1.

The second assertion (2.4.3) of Lemma 7 is proved similarly. We argue on the
gradient of the heat kernel, which is not a nonincreasing function but we can formally

proceed as if it were nonincreasing:

[ 1 770% [
111le 2 del_q)_1 d4_1 s
WPl o [ o7 4 doae 1007 [shhetas
2
0 t 0

belongs, for a > 1, to L% in the time variable exactly when %(% -1)-3=-1, that
is, 272+ %% =1. O
Remark 28. The above proofs have made use of the explicit form of the heat kernel,
that is, the solution to o:p - %Ap = & on the whole space R?. We have already seen,
in the proof of Lemma 2, that the argument is easily adapted when the equation is
posed on a bounded domain with periodic boundary conditions. Actually, all types
of boundary conditions can be accommodated, and the results of the above lemmata
hold true, even if the technical details of the proofs change. The easiest adaptation is
that for a bounded domain with homogeneous Dirichlet boundary conditions because
then, by monotonicity, the Green function is dominated by the heat kernel and the
proof above readily applies.

Remark 29. In sharp contrast to the (easy) question of alternate boundary condi-
tions examined in Remark 28, the question of considering another second-order
operator than the Laplacian is significantly more complicated. It is well known that,
when div(o(x)o!(x)Vu) — with the usual conditions on oo’ for positive definiteness —
replaces Au, the fundamental solution G(t, x, y) pointwise behaves like the heat ker-
nel p(t, x — y) in the limits |x — y| — 0 or +oo. This is however not true for its gradient.
The above proofs can therefore not apply immediately. Additional assumptions, such
as, e.g., regularity and periodicity, allow to proceed. Or, in generality, local averages of
the Green function, instead of its pointwise values, need to be considered. The results
obtained above therefore still hold true under convenient conditions.

We now conclude this section with two lemmata that indeed show that some further
integrability information, both on u and on Vu, is implicitly contained in an estimate
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such as (2.3.5). The results below allow for the same type of integrability on the solu-
tion u and its gradient Vu as above, but for a general second-order operator, provided
we consider a solution in the renormalized sense with property (2.3.5).

Lemma 8. Indimension d > 3, we have, for all smooth, compactly supported functions u:
1
lullara-2.0 < Csup 2 j VTR (u)?. (2.4.4)
R

Proof. Fix Ry > 0. We apply the Sobolev inequality to T, (u) :
” TZRO (u) ”[zdzd/(dfz) < "VTZRO (u) ”%2 .
The left-hand side is bounded from below as follows:
d-2
2 )
IToro @i > (| |T2Ro<u>|“)

[T2ry (W)|ZRo

2d d-3
- j|T2R0(u>|m)
|ul=Ro

2
> R3 meas{|u| > Ro}¥ 4,

where we have used that {x : [Ty, (u(x))| = Ro} = {x : [u(x)| = Ro} since 2Ry > Ro. The
right-hand side is now bounded from above:

1
IV T2r, )1 < 2Rosup & [ IVTR(P.
Collecting all this, we obtain
1
Romeasflu| 2 Ro*# < 25up = j VTR,
R

which, taking the supremum in Ry of the left-hand-side and using the definition (2.0.7),
yields a minoration by the =R quasi-norm. O

Lemma 9. In dimension d > 3, we have
1
IVatl oo < C(Julamvice +sup 2 ” VTR ). (2.4.5)
t,x t,x R R

Proof (sketch). For simplicity, we sketch the proof of

1
IVulle < C(Ilulngmz)/d,oo +sup ” IVTR(u)IZ) (2.4.6)
X X R
for any exponent g < % instead of that of estimate (2.4.5) itself. The proof of esti-

mate (2.4.5) is an adaptation of the proof below, manipulating measures of sets of
the type {x : |Vu(x)| > s} instead of integrals of |Vu|?, in the spirit of what we have
performed on page 30 to prove (2.0.15).

EBSCChost - printed on 2/10/2023 3:34 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

2.4 Miscellaneous remarks =—— 85

To establish (2.4.6), we split H |[Vu|? dx dt into dyadic annular regions. For every
n € N, we fix a constant A > 0 (to be chosen shortly) and notice that

JJ Ilzn/\<|u|§2n+1)l|vu|q dx dt

9
<( H Learia IV dx dt) " (measflu] = 2°A))* 4

g 1 I 11-1)é2 &2 1-3
< c@(sup ¢ [[ TR @ADL (jul )

n M( _ﬁ) 1 2 g % 1_%
= c@F 0D (sup  [[19TR0R)" (1l o

successively using the Holder inequality and the definition of the quasinorm of the
Lorentz spaces, and where the constant C does not depend on n, A, u. Summing up
these inequalities for all n € N, and noticing that the series in power of 2 converges

since we have assumed q - % < 0, we obtain
d+1 d+2 1 % d+2 1—%
” [Vul? dxdt < CL 05D (sup o ” VTR ) (Il )
R R Lt,x
Jlul>A
We notice 41 (q - 42) = 4 — (1 - 4)42, 50 we now choose A = |Jul; @24 and obtain
t,x

q
[Vul? dxt < ¢ sup% ” VTR@P )" (). 2:47)
|u|>"u"L(td+2)/d,oo K
On the other hand, we have
a 1 2 % 1-4
H IVul? dx dt < A} ( sup ¢ ” IVTR(W)| ) (meas{ul < A%,
|lul<A R
q 1 b
< C/l7<511§p - ” |VTR(u)|2> (2.4.8)

successively using the Holder inequality and the fact that we work on a bounded
domain. Applying (2.4.8) to A = |lu]| L(+2/de0, SUMMING up (2.4.7) and (2.4.8), putting
the sum to the power % and using the Young inequality gives (2.4.6). O
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We now proceed to cases when the coefficient matrix a in (1) is not constant. We devote
the present chapter to the study of the equations of the general form (1) in the particular
case when the second-order operator is in divergence form. Chapter 4 will address
equations in non-divergence form. More precisely, and up to a slight abuse of notation
with respect to (1), we consider

1
oiU — bjoju — Eai(O'ikO'jkaju) =0 (3.0.1)

for a certain d x k matrix-valued function o. We will exclusively consider the case
when the initial condition ug we supply (3.0.1) with is L*°. The modifications of our
arguments necessary in order to address an unbounded initial condition will then
directly follow from the arguments we have developed in Section 2.3. We note indeed
that the two procedures, respectively renormalization and regularization, are performed
sequentially, in this order. Therefore the details of the regularization we provide in the
present section in order to address the presence of a varying coefficient matrix oo! can
be applied to the specific setting of a renormalized equation. The complete proof is
then technical and somewhat tedious, but not more difficult conceptually than the case
studied here. The results in the renormalized setting are obtained by a straightforward
adaptation of the results stated below.

Our study of this setting has been initiated in [65]. In Sections 3.1 and 3.2, we
will essentially summarize the main results obtained there, along with an outline of
the major ingredients of the proof. We next turn to various extensions of the results
obtained in [65] in Section 3.5. In the latter section, we will in particular explore the
link between the questions we examine and the theory of hypo-ellipticity. Note that
the consideration of the probabilistic setting is postponed until Section 4.2.

Before we begin, we note that the arguments we develop throughout this section
also apply mutatis mutandis to the equation

otu — b;joju — oi(ajjoju) =0 (3.0.2)

for some symmetric matrix coefficient a that satisfies, in the sense of symmetric matri-
ces,
uoo' <a<uodt (3.0.3)

for some d x k matrix-valued function o, and some positive finite constants y and .
Notice also that property (3.0.3) is equivalent to

a=0Co' for Cbounded, symmetric k x k-matrix-valued function
such that ur<C< ul. (3.0.4)

The equivalence is easy to establish (see below). One should also note that C in (3.0.4) is
only assumed bounded. We will shortly consider H! regular functions ¢, and therefore

https://doi.org/10.1515/9783110635508-003
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not all matrices of the form (3.0.4) are reducible to the form oof with 0 € H'. In this
sense, the present section therefore covers the whole generality of a second-order
operator 0;(a;jo;ju) in divergence form for any symmetric nonnegative matrix a, as
announced in the introduction: it suffices to choose ¢ = +/a. The point is, the sequel
will require regularity on o. In this respect, our assumption (3.0.3) (or (3.0.4)) is thus
much more general than a = (v/a)(+/a)’. The specific writing used in (3.0.1) also better
connects with the probability theoretic setting, where a particular format n x k of the
matrix o is fixed.

To show the above claimed equivalence between (3.0.4) and (3.0.3), we first note
that (3.0.4) clearly implies (3.0.3). Conversely, we consider the following (obviously)
bilinear symmetric form defined on the space Im ¢! by (Y1, Y>)a = (aX1, X>) whenever
Y; = 0'X;, i = 1, 2. This form is well-defined and continuous, because of (3.0.3). Note
that (aXo, Xo) < u(0tXo, 0'Xo), which proves both the well-posedness and the conti-
nuity. Consequently, this form can be represented by some nonnegative symmetric
matrix C, which, up to a completion, satisfies the properties stated in (3.0.4). These
properties in turn allow for our proof (performed below in the case a = %00‘ ) to carry
over to the case (3.0.3) (or, equivalently, (3.0.4)). We refer the reader to Remark 33 for
an outline of the necessary adaptations.

3.1 Possibly degenerate diffusion matrices

We recall that, for simplicity of exposition, we work throughout these notes in the simple
setting of a bounded domain with periodic boundary conditions, and we generically
consider time-independent coefficient a and b. In [65], the case of the whole space,
with appropriate growth conditions at infinity on a and b, together with the possible
dependency upon time, has been explicitly considered. We begin, as usual, with the
natural formal a priori estimate derived from (3.0.1) upon multiplying the equation
by u and integrating over the domain:

d [ u? u 1( 4o 0

EJT+J’7d1Vb+EJIUVu| =0. (3.1.1)
Assuming divb € L, or even only

[divb]- € L, (3.1.2)

we obtain u € L*([0, T], L?), 0'Vu € L?([0, T], L?). Using the maximum principle, we
also (formally) get an L* bound on u. Therefore, for an initial condition ug € L, the
solution u is expected to belong to the space

X = {ueL>([0, T], L®)nC°([0, T], LP), 1 <p < +o0, 0'Vu e L*([0, T], L?)}. (3.1.3)

We temporarily admit that this space X has all the suitable properties for our arguments
to make sense. Because the space X defined above in (3.1.3) will play an ubiquitous role
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in the next sections, we will study in more details some of its properties in Remark 32
right after the proof of our Proposition 1 below. For the time being, we cannot emphasize
enough the key point: even is o is degenerate, the gradient Vu of the solution is expected
to be controlled exactly in the directions o!Vu needed for the proof.

We notice that an L? estimate may also be obtained upon multiplying the equation
by B’ (u) and proceeding classically, thus the solution is also expected to be continuous
in time with values in L? forall 1 < p < +oco. We refer to [65] for the detail of such easy
manipulations.

In view of the formal a priori estimate (3.1.1) above, it is intuitive (and indeed true)
that the following result holds:

Proposition 1 (Equation in divergence form, [65, Proposition 1]). Assume that b and
o are (for simplicity of exposition, we recall) time-independent and satisfy
be Wb, [divh]_ € L%, (3.1.4)
oeH. (3.1.5)

Then, for all initial conditions uy € L, (1.3.5) has a unique solution in the space
{u e L*([0, T], L*®) n C°([0, T], L?), 1 < p < +00, ¢'Vu € L*([0, T], L?)}.

Remark 30. Assumption (3.1.5) is necessary for the regularization we perform in the
proof. Another reason for requiring this condition is explained in Remark 32 below.

Remark 31. The L? estimate (2.1.3) is also true, using the divergence form and manipu-
lations similar to (2.1.17)—(2.1.18) on the sequence of approximate solutions. Similarly,
the maximum principle (2.1.4) holds.

Proof of Proposition 1 (outline). As said above, the proof of Proposition 1 is given in
details in [65]. It is actually performed therein in the case of the whole space, so that
all the details related to the growth at infinity of the coefficients and how they relate
to the estimation of the tails of integrals are dealt with. The case of time-dependent
coefficients is also discussed. For the sake of consistency, we now only reproduce the
outline of the crucial regularization step.

Convoluting (1.3.5) with some regularizing kernel

pe = Npet.) withp e DRY), p=>o0, jp: 1,

we obtain 1
OtPe * U— Pe * (bjoiu) — ng * 0i(0ik0Ojx0ju) = 0. (3.1.6)

We denote by
[pe> €1(f) = pe * (cf) = c(pe * f)

for a differential operator c, and u, = p, » u. We readily note that

pe * (bijoju) = Q¢ + biojug, (3.1.7)
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where we have defined
Qe = [pe, bioi](u). (3.1.8)
Likewise,
Pe * 0i(0ikOjk0ju) = 0i(pe * (OikOjkOjU))

= 0i([pe, Oik k0] (1)) + 0i(Tik Ok OjUe)

= 0i(0ik[pe, Ok 9;1(u) + [pe, Oik](0jx0ju)) + 0;(0ik Ok OjUe)

= 0i(0ik[pe, Ojk0;1(W)) + [pe, 0i0ik](TjkOju)

+ [pe, 0ik0il(0jk0ju) + 0i(0ikTjkOjUe)
= 0i(0ikRi,e) + Se + Te + 0i(0ikOjiOjue), (3.1.9)

where we have set
Ri,e = [pe, 0jx0;](u),
Se = [pe; 0i0ik](Ojk0ju), (3.1.10)
Te = [pe, 0ik0i](Ojr0ju).
We thus obtain from (3.1.6) equation (3.0.1) set on u, instead of u, but with an error
term on the right-hand side:

1 1
O¢Ue — biojue — Eai(oikgjkajus) =Qc+ E(ai(aikRk,s) + S+ Te). (3.1.11)

Our main tool is now the following commutation result (already mentioned in a simpler
form in Lemma 1):

Lemma 10 (see, e.g., [41, Lemma Il.1]). Let f € L" and c € W4, Set % =1+ 1. Then,
locally, as € — 0,
[pe, €.VI(f) >0 inLFf (3.1.12)

and
[pe, dive](f) » 0 inLP. (3.1.13)

If Vf € L? and ¢ € L%, then the same conclusion holds for% =3+1
Using the above lemma, we immediately see that, when b € W1, we have the conver-
gence to zero of the first-order error term
—0 .
Qe = [pe, bidil(w) — 0 inL™.

This convergence holds uniformly in time, because u is L* and b is time independent.
This term, already present in the classical argument for the transport equation in [41], is
the standard term in (3.1.11). We now turn our attention to the, non-standard, second
order term. Applying again the above lemma, we have for all k,

Rice = [per 050j](1) =5 0 in L2 (3.1.14)

as soon as ¢ € H'. This convergence holds uniformly in time, for u € L*([0, T], L®).
Likewise,
-0
Se = [pe, 0i0a](0jkdu) =—> 0 inL', (3.1.15)
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when ¢ is again H! and !Vu € L?. With respect to time, the convergence (3.1.15) holds
in L2, because o'Vu € L%([0, T], L?). As for the last term, we have

Te = [per 0ixdi](0jk0ju) ——> 0 in LY, (3.1.16)

also in L2 with respect to time. Setting
1 1
Us=Qc + 588 + ET:?;
we now collect all these convergences in (3.1.11) and obtain
1 1
OtUs + bjojue — Eai(oikajkajug) =U:+ zai(O'ikRk,g) (3.1.17)

with
U, 2% 0 inL®+L%([0, T], LY),

Rie =50 in ([0, T], L2),

under the conditions b € Wb1, divbh € L®, ¢ € H, ¢!Vu € L?. It is readily seen,
multiplying (3.1.17) by u, and integrating, that we may now rigorously obtain esti-
mate (3.1.1). This concludes our outline of the regularization step involved in the proof
of Proposition 1. The remainder of the proof of Proposition 1 is classical. O

Remark 32. As announced above, we devote this remark to some comments on the
functional space X defined in (3.1.3). We have considered this space X for ¢ € H'. This
regularity is needed for the regularization procedure that we have just performed in
the proof of Proposition 1. It is also needed, as will now be seen, to have suitable
properties of the functional space at hand. Evidently, the space X involves (for each
time t) functions that at least belong to the space

H={uel?:0'Vuel?}. (3.1.18)

This space H is indeed, when ¢ € H', a space of distributions, that is: smooth com-
pactly supported functions are dense in H for the natural norm of H. In order to
show this, we need to find a sequence of smooth functions approximating u for the
norm of H. To this end, we first notice that it is enough to obtain this property for
u € L*° n H. Indeed, we know from the techniques of the previous sections that the
function Tgr(u) = (u A R) vV (-R), bounded for all R fixed, approximates u for the norm
of H, since Tr(u) = ulljy<g and VTg(u) = Vuly<r. Next, for u € L*° n H, we note that
the regularization procedure performed in the proof of Proposition 1 has used (3.1.12)
of Lemma 10, which precisely shows that the commutator [p,, 0x9x](u) vanishes in L?
with £ upon the conditions ¢ € H! and u € L. This exactly shows that ¢!Vu, con-
verges to ofVu in L? (note that without the prior truncation we have performed we
would only have u € L2, thus we would need the stronger assumption o € W1 to
conclude). The density claimed above follows. Note that since we know that the com-
mutation Lemma 10 is, in some sense, sharp, the condition ¢ € H! is thus necessary
for the space H to make sense as a distribution space.
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Remark 33. In the case when, following (3.0.3) or (3.0.4), a = ¢Ca’, we modify (3.1.9)
as follows:

Pe * 0i(0ikCra0jioju) = 0i(pe * (01 Cx10j105u))
= 0i([pe, OikCia0ji0j]1(u)) + 0i(Tik CiTji0jue)
= 0i(0ikCralpe, 0j10;1(u) + [pe, 0i Cial (0j105u))
+0i(0ikCr10j10jUz)
= 0i(0ikCriRk,e) + 0i([pe, ik Cii](0j105u))
+0i(0ikCra0j10jue), (3.1.19)
where we have, like in (3.1.10), denoted by Ry ¢ = [p¢, 019;]1(u). We next write
0i([pe, OikCrl(gj10ju)) = 0i([pe, Oik](Cra0jioju)) + 0i(Oik[pe, Cril(oji05u))
= [pe, 0i0ik](Cia0jioju) + [pe, 0ik0il(Cri0j10ju)
+0i(0ik[pe, Crl(oj105u))
= Se + Te + 0i(0iklpe, Cual(0j10ju)), (3.1.20)
where, similarly to (3.1.10), we have denoted by
Se = [pe, 0i0ik](Cragjidju),  Te = [pe, 0ik0il(Cia0j1dju).
Inserting (3.1.20) into (3.1.19), we obtain
pe * 0i(0ikCrajidju) = 0i(pe * (0ikCra0jidju))
= 0i(0ikCiaRk,e) + Se + Te + 0i(0ik[pe, Cral(0j10ju))
+ 0i(0ixCr10j10jue). (3.1.21)
We now compare (3.1.21) with (3.1.9). Since the matrix C is uniformly positive definite
and bounded, both ¢!Vu and Co!Vu are L? and the terms Rie» S, T, behave like the
terms Ry ¢, S¢, T of the proof of Proposition 1. The extra term 0;(0ik[pe, Cral(0ji0ju))
is easily taken care of, given the boundedness of C. It is then straightforward to pro-
ceed with the proof and conclude that the result of Proposition 1 carries over to the

case (3.0.3). Notice that, as stated in (3.0.4), no assumption of weak differentiability
of C is needed.

An interesting extension of Proposition 1 is:
Proposition 2 (Girsanov-type transform, [65, Proposition 3]). All the results of Propo-
sition 1 hold true when o satisfies (3.1.5) and the two conditions
b=b+00, 6ecl? bewhl, (3.1.22)
b=+00, 0©¢elL®,[divB]- e L*™. (3.1.23)
In short, condition (3.1.22) in Proposition 2 expresses that a part of the transport
field b that lives in the image space of ¢ can be easily accommodated provided it is LZ.

Of course, when ¢ is a symmetric positive definite matrix, one finds again that the
theory covers the case of a transport field b € L2,
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Remark 34. Proposition 2 has actually been proven in our previous work [65]. However,
one particular claim within our argument, and thus also our statement of the result
(see [65, Proposition 3]), were erroneous: we assumed 0 € L? + L® while © € L® is
the correct assumption to make. Otherwise, one cannot control the transport term in
the a priori estimate. We correct our mistake in the above Proposition 2, and its proof
below.

Proof of Proposition 2 (outline). The proof of Proposition 2 is a simple modification of
that of Proposition 1. In the regularization step, we have the additional error term

Pe * GikOk. 0 — O3k Ok . diute = [pe, Oik Ok . 01 (),

= Oklpe, Oik - 011 (W) + [pe, Okl(Tik0iu),

=0.Y + Ze. (3.1.24)
We have o
Ye = [pe, 0'VI(w) =5 0 inL2([0, T], L?), (3.1.25)

because ¢ € L2([0, T], H!) and u is L. On the other hand,
Ze = [pe, B1(0'vu) =% 0 inL1([0, T], LY), (3.1.26)

because ¢'Vu € L2([0, T], L?) and 8 € L%([0, T], L?). These two convergences show
that the error term (3.1.24) vanishes, as € goes to zero, in L1([0, T], L1). This allows to
proceed with the regularization step as above.

As for the (first formal and then rigorous when the regularization has been per-
formed) a priori estimate, we again only mention how to bound the additional term,
using an Holder inequality,

| Jo@.Vuul = | J atVu.®u|
<Ol lull2 o' Vullz, (3.1.27)
and the proof of the following estimate, similar to the a priori estimate (3.1.1),
d 2 2 1 2
aJ“7+j“7c11\7ﬁ+zj|afVu|Z < cj“?
for some irrelevant constant C depending upon |0 1, is then clear. The proof then
follows the exact pattern of the proof of Proposition 1. O

Remark 35. Proposition 2 also applies to the case when a = 0Co* as in (3.0.4) without
modifying assumptions (3.1.22) and (3.1.23). The above proof indeed only makes use
of the fact that 6'Vu € L?, a fact which is also true in that case, given the properties of
the matrix C in (3.0.4).

Remark 36. The setting of Proposition 2 gives a convenient opportunity to return to
our remarks of page 39 regarding the limit p — 1 of our arguments in L?, which gives
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estimations in L In L. Assume (for simplicity) that we address the case of the equation
1
otu - 0i(bju) - Eai(aiko'jkaju) =0

(obviously a variant of (3.0.1)) where, as in Proposition 2 and again to keep things
simple, we assume b = g0 with © € L. Then, upon formally multiplying the above
equation by In u, we obtain

t 2 ‘
5t Jamu=w+ [ ootvu <o [ 22 Vi

thus, using the Cauchy-Schwarz inequality and j u<cC J(u In u — u), the estimation

I(ulnu —u)<e J(uo ln ug - o).

This is, as announced, the formal extension of our classical L?P estimates. The above
argument may of course be made rigorous by regularization, as usual.

In terms of probability theory, the invariance of our assumptions on b with respect
to the addition of 06 has a significance. Let us briefly recall the well known Girsanov
transform. Consider (X;, W¢) a solution to the stochastic differential equation

dX; = (b(X¢) + 00(Xy)) dt + o(X;) dW; (3.1.28)

for b, o regular and 6 in L2. We may define
t
W, =W, + J 0(Xs) ds, (3.1.29)
0

which is a (k-dimensional) Brownian motion under the probability P? defined by

dp?

ar 2

t t
= exp(— J 0(Xs).dW; — 1 J 16%(Xs) ds). (3.1.30)
0 0

Then (X;, W) is a (weak) solution to the stochastic differential equation
dX; = b(X;) dt + o(X;) dW,. (3.1.31)

Intuitively, this transform is an elaborate, infinite-dimensional version of the following
elementary, finite-dimensional observation. Given that

N 1 1N N 4
exp(Z(yix,- - —yf)) exp(—— Z xlz) = exp<— Z —(xi - yi)2>, (3.1.32)

i=1 2 25 52
a collection of N independent Gaussian random variables with unit variance can
be understood either as centered, that is, with density exp(-3 P x7), or with
means Y;, that is, with density exp(- Zf\il %(x,- - u;)?) provided one possibly modifies
the underlying probability by the density exp(Zfil (uix; — % yiz)). A Brownian motion
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being precisely a collection of infinitely many independent Gaussian increments,
equation (3.1.30) is the infinite-dimensional analogue of the transformation (3.1.32).

The Girsanov transform therefore amounts to replacing the drift vector bby b — g6
so that each given trajectory X; still solves the equation (but for another Brownian
motion, now implicitly depending on X;). The control of the law of X; is not affected by
this transform. Thus the invariance that the assumptions of our Proposition 2 express
in terms of the theory of existence and uniqueness for the associated partial differential
equation. Note, however, that our manipulations involve functions 8 € L? that are less
regular than those admissible for the classical Girsanov transform, for which 8 € L.
Our terminology “Girsanov transform” then only refers to an analogy.

3.2 Non-degenerate cases

We may obtain a result stronger than that of Proposition 1 when the matrix oo! is
uniformly positive definite, i.e. there exists some constant Cy > 0 such that

|6t (x){1% = Col¢)? forall ¢ € R and for almost all x. (3.2.1)

The details are given in [65]. A summary of the key steps of the argument goes as
follows. Inequality (3.2.1) clearly implies that

J|ofVu|2 > Co I [Vul?, (3.2.2)

RN RY
and thus the a priori estimate (3.1.1) implies that the functions of X defined in (3.1.3)
alsobelong to L*([0, T], H'). With such an H' integrability of the solution, it is now well
known (see [64] and our arguments of the previous sections) that the regularization
step can then accommodate a drift vector that is only L? and not necessarily W11
in space. In the estimates of the regularization procedure (outlined in the previous
section), we write, instead of (3.1.9),

Pe * 0i(0ik0j10ju) — 0i(0ikOjkOjUc) = 0i([pe, Tik Ok 0;] (1)), (3.2.3)

where we now denote by 9;R; the right-hand side. If we next assume ¢ € L*°, we see,
by application of Lemma 10, that

—0 .
Re = [pe, 0ik0jx0;](w) —= 0 in L2([0, T], L?).

Multiplying the regularized equation by u, and integrating in space and time yields
the following specific contribution:
T

T
J J[Ps, Oik0jx0j](U)Ojus = j JRsaiua,
0 0

where the right-hand side vanishes when & goes to zero because

u e L?([0, T], HY and Rgﬂo in L?([0, T], L?).
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Consequently, the regularization may be performed, and the remainder of the
argument for existence and uniqueness follows unchanged. The following proposition
therefore holds.

Proposition 3 (Positive definite diffusion matrices, [65, Proposition 4]). Assume that
the matrix oo! is uniformly positive definite (i.e. that (3.2.1) holds) and that

beL?+ Wb, [divb]. e L®, oeL®.
Then, for each initial condition in L*, (1.3.5) has a unique solution in the space
{u e L*([0, T], L) n L*([0, T], H') n C°([0, T], LP) : 1 < p < +0o}.

Although we will not go in that direction, we mention that many extensions of the
results we have obtained for a constant matrix a in Chapter 2 can be adapted in the
case of the operator in divergence form when the matrix is positive definite. Extensions
of Proposition 3, especially regarding the assumptions of type (2.1.2) on b that we may
consider, are thus possible.

Other remarks in the same vein are contained in the next section.

3.3 Remarks

We give here various comments.

First, we note that the theory developed above for equation (3.0.1) with the second-
order operator in divergence form has immediate consequences on the equation that
is not in divergence form, that is, (1). It suffices to replace the transport field b by the
field of coordinates b; — d;a;; and assume the suitable conditions on that field. We will
return to this in more details in Section 4.1.

We also note that, like in all the results established above, we have indeed proved
more than existence and uniqueness. We have proven convergence of the regularized
solutions.

Like in the case of a second-order operator with constant coefficients, we may
consider all the estimates that come together with existence and uniqueness. As in Theo-
rem 1, we may prove, under the appropriate assumptions, estimates (2.1.3) and (2.1.4).
For brevity, we skip the proofs of these estimates, which are essentially similar to the
proofs given above in the case of second-order operators with constant coefficients. As
mentioned above, the case of an initial condition ug € L?, 1 < p < +00, instead of L,
may also be considered, upon some modifications of our argument, based on a renor-
malization procedure. In contrast, notice that in our proof of the L! estimate (2.1.24)
established in Lemma 2, we explicitly made use of the heat kernel, and so that estimate
requires a specific adaptation, which we will address in Section 3.4.

An interesting remark is that, for a generic o enjoying no additional property, the
H! regularity of ¢ is actually necessary for uniqueness to hold. To illustrate the critical
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role played by this regularity, we again consider the static variant of our problem, and
more precisely the following simple one-dimensional, stationary problem:

_%%(mzﬂ%).,.u:f (3.3.1)
for an exponent 8 > 0, and, say, a smooth right-hand side f. Equation (3.3.1) is, e.g.,
set on [-1, +1] with homogeneous Dirichlet boundary conditions at —1 and +1. In that
case, 0(x) = |x|P, thus ¢’ = B|x|f~2x. Note that o € H' if and only if 8 > 1. The natural
solution space to consider is the space Y := {u € L* : Ix|Pu’ € L2, u(+1) = 0}. In the
definition of this space Y, Ix|Pu’ is well defined in the sense of distributions using
IxIBu’ = (Ix|Pu)’ — B1x|P~2xu, where |x|?-1 is in some LP since 8 > 0.

For B > %, one may show there is a unique solution to (3.3.1) in this space. Indeed,
like in Remark 32, one shows that |x|?(p. * u)’ converges in L? to |x|Pu’, since then
|x|® e H'. Using p. * u (with some surgery at +1 to agree with the homogeneous bound-
ary conditions) in the formulation of (3.3.1) (for f = 0) in the distribution sense, and
next letting € vanish, proves uniqueness.

In the limit case § = %, this regularization does not work and the space Y is some-
what peculiar. However, the coefficient |x|? = |x|% is %3 and one therefore knows, by
arguments that are specific to the one-dimensional setting, that the stochastic flow of
the stochastic differential equation associated to (3.0.1) is unique. Unfortunately, this
does not say anything on the uniqueness for equation (3.3.1) itself in a distribution
space of solutions.

On the other hand, for 0 < 8 < %, we now show that uniqueness cannot hold.
This will prove that our assumption Vo € L? cannot be weakened into Vo € L? for any
p < 2. To this end, we first note that the regularity of f and the L* character of u,
once inserted in (3.3.1), show that necessarily |x|?Pu’ is Lipschitz continuous, thus
continuous at the origin. Consequently, u’ behaves as |x|=2# and thus, since B< %,
is integrable. We may therefore prescribe an arbitrary value of u on either side of
the origin, and solve separately (3.3.1) on either side [-1, 0] and [0, +1], with the
respective Dirichlet boundary conditions (u(-1) = 0, u(07)) and (u(0*), u(1) = 0). On
either side, we thus get a one-parameter family of solutions, indexed by u(0~) and
u(0"), respectively. To form a solution on the entire interval [-1, +1], the fluxes |x|2Bu’
need to agree at the origin. This eliminates one of the two degrees of freedom and
leaves us with a one-parameter family of solutions for (3.3.1). Note indeed that the
left-hand side solution and the right-hand side solution thus constructed need not agree
at the origin: a non-zero jump u(0*) — u(0~) translates in a Dirac mass 8 at the origin,
which is not seen in the term |x|?u’ since g > 0 and |x|*#6, = 0 in the distribution
sense. We thus obtain infinitely many solutions to (3.3.1). Of course, the absence of
uniqueness mentioned above does not contradict the uniqueness of the variational
solution to (3.3.1), that is, the minimizer of the corresponding, strictly convex energy
functional 1 fll Ix|2P|u|? + 1 fll u? - fll fu on the suitable functional space. The
variational problem indeed selects one, unique, solution among the infinitely many
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solutions to (3.3.1): for instance, for f = 0, the minimizer u = 0 of the above functional
on H(l)([—l, 1]) is clearly unique, while our proof of non-uniqueness performed above
shows the existence of infinitely many solutions to the equation.

3.4 About the L! estimate

Our purpose in this section is to discuss the adaptation of the L' estimate contained
in Lemma 2 to the present context of an equation in divergence form (3.0.1) with
a varying diffusion matrix a;; = %aikojk. Our comments and results follow up on those
of Section 2.1.3.

General comments. We recall that the issue with the L! estimate is that, the function
|t| being not strongly convex, it is delicate to bootstrap the expected improved integra-
bility and regularity on the solution u from the presence of the second-order term. In
particular, it is thus difficult to allow for more general transport fields b than those
already suitable in the pure transport case, which we know must be W1 and have
their divergence (or, more precisely the negative part of that divergence) controlled.
We are going to see that, as in the case of Lemma 2 for a second-order operator with
constant coefficients, it is indeed possible to extend the setting.

First of all, we mention that, for discussing the L' estimate in the case of a varying
diffusion matrix, we have to distinguish between the case where the operator is in
divergence form (which is the setting of the present Chapter 3), and the case where
it is not (which will be examined in Section 4.1). We also have to distinguish, within
each category, between the case where the operator is elliptic, and where it is not (and
distinguish also “intermediate” cases of hypoellipticity and related settings, which
will be dealt with in Section 3.5). In the present section, we will mainly consider the
divergence form, first under the assumption of ellipticity and next allowing for degen-
eracies. We will next proceed with some remarks on the equation not in divergence
form, anticipating the content of Section 4.1.

We also mention that all estimates we will discuss below are of course obvious
when o is assumed sufficiently regular. If we for instance assume integrability of the
second derivatives al?ja, then “everything” which is true for the Laplacian operator
is true for the operator in divergence form. However our purpose throughout these
notes is to avoid such assumptions of second-order differentiability on a. In passing,
we emphasize that this purpose is bold. In the case of the linear transport equation,
we need to put conditions on the first derivatives of the field b, namely conditions on
divb, in order to be able to control the L' norm of the solution, and then we get an
exponential growth of that norm. So, intuitively, avoiding conditions on the second
derivatives of a in the parabolic case is more demanding.

Before we begin our discussion, we mention an important issue, which is closely
related to establishing an L' estimate on the solution u. We have already observed that
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the purpose of the argument is to obtain a better regularity on the solution in order
to accommodate more general transport fields than in pure transport equations. This
is in essence based upon proving integrability of the gradient Vu of the solution u.
More precisely in our setting, this is about understanding the integrability of ¢!Vu.
The least we can expect to establish is 6'Vu ¢ L. Put differently, the issue is not so
much to obtain an L! estimate on u than to obtain this estimate together with the
property o!Vu € L1,

A comment in line with the above discussion concerns the Girsanov-type transform
we addressed in Proposition 2 above. Let us consider, for simplicity, the equation

%+0@.Vu +Au =0, (3.4.1)

where © € L (asin (3.1.23)) and A denotes the second-order operator
1
A = -50i(0ik0;jk9))

(but it could equally well be, for this specific part of our discussion, A = —%aikajkaizj or
A = —((6%)'V)? in the Hérmander notation (anticipating on the next section)). Assume
that, for all functions © € L, we wish to establish an L! estimate on the solution u to
that equation (3.4.1) (or more precisely, as is always the case in these notes, for that
equation with possibly a right-hand side f in the suitable functional space, here f € Lt1’ -
This can indeed be expected to be true and is particularly relevant for the applications
to the probabilistic setting we have in mind. Then, at least formally (and the argument
we are about to outline can be made rigorous using adequate assumptions and regular-
ization techniques), this is equivalent to establishing both that u solution to (3.4.1)
satisfies o'Vu € Ltl’x and that the L! estimate holds for any solution to (3.4.1) for ® = 0.
Indeed, first suppose the latter two properties hold true. Then, using © € L* and

o'Vu e L}, we write % + Au=-00.Vu € L} , thus, given the L' estimate for the

ot t,x?
equation without drift term, we obtain that same estimate on u. Conversely, if we know

that the L' estimate holds for (3.4.1) for all © € L*, then we apply this to the particular

function 6 = %. This gives the L! estimate for the solution u to
ou
T lot.Vu| + Au = 0. (3.4.2)

In turn, by formal integration at least, this L' estimate yields o‘Vu € Ltl, X

In the sequel, with a view to investigating conditions under which we may include
in our theory all functions © € L™ (as in the Girsanov transform) at no additional
cost, we therefore examine both the question of establishing an L! estimate on u
and that of the L! integrability of ¢!Vu. We notice that, in the case of an operator in
divergence form as in (3.0.1) and for b = 0, the L! estimate on the solution u is formally
evident, integrating the equation (remark we may always assume that the solution is
nonnegative). The actual proof proceeds by regularization. The integrability of o{Vu
is intuitively less clear and is more demanding technically. We will investigate the
question below. For operators that are not in divergence form, we will, except for some

printed on 2/10/2023 3:34 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

100 —— 3 Equations in divergence form

very specific situations (see below the case of an operator in the Hérmander form),
have to transform the second-order term into divergence form, at the price of some
additional first-order corrections which will be dealt with as the original transport field
is. The detail of such manipulations will be made precise in Section 4.1.4, where we
will specifically return to the issue of the L! estimate.

Notice also that, for simplicity, we will proceed assuming that the transport field b
vanishes. Reinstating that term in our arguments is easy, precisely because the terms
of dominant order in the estimates will have been dealt with. We will not make precise
the assumptions needed on b, for the regularization step and for the estimation step,
since they are immediate consequences, by duality and simple inequalities, of the
estimates we establish in the absence of transport, and they very much depend on
the combination of assumptions we take. Once the bounds obtained below are made
clear, the rest of the argument consists in technicalities. We spare the reader those
technicalities.

In view of the above discussion, we consider henceforth in this section the equation
ou
ot

supplied with the initial condition ug € L, and examine the issue of an L! estimate
on u and on ¢!Vu. We know from the above that this is the key issue for our theory for
what regards the L! estimate in the general case.

1
- zai(oikojka,-u) =0, (3.4.3)

Equation in divergence form, uniformly elliptic case. We first assume that the
matrix oo! is uniformly elliptic. Formally, and this is made rigorous using regularization,
we have

sup j u(t) = j Uo, (3.4.4)

t=0
that is, in particular u € L{°(L}), simply integrating equation (3.4.3) and assuming
without loss of generality that ug > 0, and thus u(t) > 0 for all times. The point is now
to obtain better integrability on u and integrability on Vu. Introducing Sg(u) and Tr(u)
as in Section 2.3, we obtain, multiplying the equation by Sg(u) and integrating both in
time and space,

t
jhwmnjjwmwws Tr(uo)
(0]

J

= J Tr(Uo) Ljyy <R + I TRr(u0) Ljuol>R
J
0]

Up|? R2
< %Hluold + j <R|u0| - 7>Il|u0|>R
:<mﬁmL
It follows that
o0
Jjwnmwscw, (3.4.5)
0
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where the constant Cy depends on ug. Using the Sobolev inequality, we readily infer
from this bound that

(d-2)

o0
juTR(u)ni% < CoR. (3.4.6)
0

If the function Tg(u) were not depending upon time, and if the bounds (3.4.4)
and (3.4.5) were reading as [u < C and [ [VTg(u)|* < CR, respectively, we would
immediately deduce that
lul « . <C, (3.4.7)
L@’

using Lemma 8, and
Vull a2 <C, (3.4.8)
L(d+1)‘

using Lemma 9 and, on the right-hand side of (2.4.5), the inequality d;fz > %.

For functions depending upon time, such informations of integrability on u and Vu
are more intricate to establish.

In order to get the bound on u, the simplest possible argument is based upon
symmetrization. We know (see [4]) that the solution u to (3.4.3) satisfies, for all p, g,

lu(®llzra < lv(Olra,

where v solves 5 1
v
— —ZAv=0, 4.
;=50 (3.4.9)
and v(0) = (up)*, the Schwarz symmetrization of ug. Notice that, for simplicity, we
have assumed that the coercivity constant of ¢! is one. The solution to (3.4.9) may
be readily expressed in terms of the heat kernel (2.1.34), and bounds on v, thus on u,

follow. In particular, simply using that ||p(t)[|z~ = O(td%) we obtain
c C
lu(®llze < t—gll(uo) I = t—glluollLl- (3.4.10)
2 2

The Holder inequality then yields from (3.4.4) and (3.4.10)

d-2)

(Ol ey < ”u(t)”L%m"u(t)" o< (3.4.11)

~l0

We have therefore obtained, intuitively, u € “Ltl’oo(L @ )’ N L‘tx’(Ll).

There remains to now bound Vu. We begin by two remarks and then proceed with
outlining the essential ingredients of proof for two different bounds, namely (3.4.16)
and (3.4.17) below.

A first remark is that, in the particular case when o does not depend on time,
a bound on Vu can be readily deduced from (3.4.10). Indeed, we first obtain by the
Hélder inequality that

o

Jlu(t)l2 < Ju@®lzeo lu(®llzr <

[STEW

~
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Next, formally multiplying (3.4.3) by % (but again, this can be made rigorous using

regularization), we have
ouy? 1d o
J(5¢) *aa | ovur=o

from where we infer that f |o'Vu|? is a decreasing function of time. But then, starting
from the classical a priori L? estimate of (3.4.3), namely

d 2 1 t 2
“ Z vul? =
dtj +2j|0 ul” =0,

we obtain, integrating from % to t, using the decay, and the bound _[ lu(t)|? < td%, that

t
t ’ ; t ’ j|<t>lz -
hd - v hd
CZJIVu(t)I s2”|o ul < [u(5)| <crt,
t
2

thus the following bound on the gradient:
J IVu(t)]? < ct+9),

A second remark is the following. If we knew that

” vul® o (.4.12)

[ul

then, using (3.4.4) and the Cauchy-Schwarz inequality,
v 2.1 1
leuI < (J ! Izlj|| )2<I|u|)z, (3.4.13)

Vu € L} (L}). (3.4.14)
But we know the latter assertion is not correct. Otherwise it would carry over to the
case of an initial condition that is a bounded measure, thus it would in particular apply
to the heat kernel (2.1.34). Now, V(,d% e ) cannot be L?(L}) since its L} norm scales
like % On the other hand, one can easily establish that the bound (3.4.12) does hold
for an initial condition ug € L In L. When we only assume ug € L1, what we can only
establish, mimicking the above argument, is the following. Multiplying the equation
by u~9 for 8 > 0 arbitrarily small and integrating in space and time, we obtain, instead

of (3.4.12),
[ 1vuP
[ [ s = Jweor,
0

where the rightmost integral is bounded if we assume the domain is bounded. We then
obtain, instead of (3.4.13),

jlvm < (j l'zl’f'i)(j IuI“‘S)%.

The first factor is L?. Because of (3.4.4) and (3.4.10), the second factor is in some L for
all g < q(6), with q(6) — +oo as § — 07 (actually, g(6) = 5—[:1). Choosing 6 arbitrarily

we would obtain
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small, we therefore obtain, instead of (3.4.14),
Vu e LE(L}) forallp < 2. (3.4.15)
We shall see below that the optimal information we can get is

Vu e L7™(L). (3.4.16)

In passing, we notice that, since u ¢ “L}’OO(L @D )’ N L?O(Ll) (a property rigorously
formalized in (3.4.4) and (3.4.11)), we may also write

d-
d_ |Vul? bTcy 4 =
[VulaT < M lu|a-2 s

where, for simplicity of exposition, we have taken 6§ = 0. Formally, the first factor is

Lf(dfl)/ 4 and the second is Lf(d’l)/ (dfz), and these two exponents are conjugate to one

another. Thus, the bound that is “almost” true reads as

d_
“Vue LH(LIT)”, (3.4.17)

and formally agrees with what we would obtain for the heat kernel itself. Making
the above formal argument rigorous simply requires to reinstate § > 0, successively
use (3.4.4) and (3.4.11), and prove an explicit bound on Vu corresponding to a formal-
ization of the loosely stated property (3.4.17). In some sense, the estimates (3.4.16)
and (3.4.17) are the two limit cases of integrability of Vu, in time and space, respec-
tively.

The above discussion mainly consisted of remarks and formal proofs of bounds
on Vu. We mentioned those of these proofs that could be made rigorous, and we
mentioned how and when. In order to actually establish general bounds, we can
proceed in at least two ways, which we briefly mention now. In some sense, the proofs
omitted below are the formalizations of the general ideas developed so far in this section.
The details we skip, and for which we refer the reader to the specific bibliography
mentioned or to classical arguments of the literature, resemble arguments we sketched
above in the proofs of Lemma 8 and Lemma 9.

We may obtain bounds on Vu proceeding as in [70, proofs of Theorems 3.7 and 3.8,
pp. 101-105]. Based on estimates (3.4.4), (3.4.10), (3.4.11) on u and estimate (3.4.5)
on the truncated version of Vu, the arguments of [70, pp. 101-105] may be adapted
to obtain Lf (L) bounds on Vu, forall 1 < p < 2, and also, with further adaptations,
LY(LT)bounds, foralll <p<2,1<q< %, g + % < d + 1. We also can obtain, specif-
ically with [70, proof of Theorem 3.7], a bound in Lf’/xz"x’ in dimension d = 3.

In addition, we may also proceed using duality arguments to get further bounds.
In particular, proving the Lf’OO(L}() bound on Vu announced in (3.4.16) amounts to
proving that the solution v to

ov
ot
starting from the initial condition v(0) = 0 and for a vector field f in Lf’l (L) is bounded.

- %ai(O'ikO']'ka]‘V) =divf, (3.4.18)
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Indeed, combining the two equations (3.4.3) and (3.4.18), we have

T T
JJVu.fz—b[Judinz—Ju(T)v(T).

Bounding from above the rightmost term by
(Dl v(Dlizeo < CIfl21 )

for all f, will then yield the desired bound on Vu. For this purpose, it suffices to proceed
by symmetrization. The result will follow as soon as it holds for the heat equation and
the rlght -hand side div(% &) where g is an arbitrary spherically symmetric function
in L (L°°) The latter property holds by a direct application of the Young inequality,
given the properties of the heat kernel.

Remark 37. We conclude this discussion on the uniformly elliptic case by a remark
on hypoelliptic operators, which will be addressed in Section 3.5. Although we did
not work out the L! estimate in this setting, we anticipate that all the arguments we
outlined above may be adapted to hypoelliptic operators, at the price of sometimes
substantial additional technical difficulties.

Equation in divergence form in the degenerate case. Alternative particular settings.
As mentioned above, obtaining per se an L! estimate on the solution u is not an issue
when dealing with operators in divergence form. Formally at least, the L! estimate falls
by integration of the equation. The issue is to obtain that estimate under assumptions
on the transport field that are more general than those for the pure transport equation,
so that more general drifts and also extra terms (coming, e.g., from a Girsanov-type
transform) may be admissible. This in turn requires to establish some integrability
property of Vu, useful both for the a priori estimates and the regularization employed
to make rigorous the formal arguments. Obtaining bounds on Vu is, as we have just
seen, already demanding in the uniformly elliptic case.

In the degenerate case, we cannot expect, generically, a better situation than in the
pure transport case. Clearly, in the absence of any particular structure assumption on
the transport field b, possibly depending upon the structure of the diffusion matrix oof
itself, we have to assume it satisfies the classical assumptions (b € Wh1, [divb]_ € L™).
Of course assuming more on the transport field and on the diffusion matrix, that
is, for instance degeneracy of the diffusion in some particular fixed directions, and
corresponding assumptions on the transport, then we may slightly generalize the
setting, but we will not proceed in this direction. On the other hand, when the transport
field involves o, and a prototypical case for this is the Girsanov-type transform we
mentioned above, then more can be expected. Using some expected L! integrability
of o!Vu, we could then accommodate such an extension. In any event, one has to
understand the correct assumptions to set on g, for an operator in divergence form
that is possibly degenerate.
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In order to figure out what minimal regularity on o is necessary to proceed, we
begin by considering the elliptic variant of our parabolic equation (3.4.3), namely

—div(co'Vu) +u = f, (3.4.19)

and investigate the regularity conditions on ¢ necessary to hope for 6'Vu € L1. We
insert f = §¢ in the right-hand side, thereby considering the critical situation. It suffices,
in fact, to consider the one-dimensional version

— (@M () +u=260 (3.4.20)

of that equation. Then, we may adapt the arguments below for spherically symmetric
functions and obtain the same critical setting in a generic dimension d. We notice
that u = §; is solution to (3.4.20) as soon as we have 02(r)(8o)’(r) = 0, which, for the
prototype function o(r) = r¥, occurs when y > % On the other hand, we have for that
choice of function, ofVu = r¥(80)’ (r). The latter distribution is a bounded measure if
and only if y > 1. Therefore, for % <y < 1, we cannot expect the solution u to (3.4.19)
to satisfy o/Vu € L' in general. We immediately realize that the same setting shows
that the solution u to the parabolic equation (3.4.3) starting from ug = 8¢ is u(t) = 8¢
for all times ¢, and thus cannot be expected to always satisfy ¢!Vu ¢ L! either. This
shows that, at least, 0 must be Lipschitz continuous to expect o!Vu € L1, even for
operators in divergence form. In the present state of our understanding, we cannot
prove this property indeed holds under those assumptions, in the degenerate case.

An alternative setting we may consider, different from the divergence-form, is
that of operators in the Hérmander form A = - Zf;l((ak ){V)2. The only case we can
essentially address then is the case when there is only one term, thatis, A = —((¢1)'V)?
for o' a vector-valued function. Our argument may be extended to the case of several
components ok provided the vector fields 0% commute with one another, that is, for
allkand k' + k, forall1 <i,j <d, 0]’.‘ ajaf." = 0]’." ajof.‘ . This extension, which of course
includes the case of constant fields o, is very peculiar and we therefore concentrate
on the case of only one component. In the general case, the situation is unclear.

Our proof for the particular setting A = —((61){V)? proceeds probabilistically. For
simplicity, we denote by ¢ = ¢'. We assume divo € L™ and ¢ € H'. The equation

ou 1, , o

5 5@ Vu=0 (3.4.21)
corresponds to the stochastic differential equation, in Stratonovich form,

dXt = O'(Xt) o th (3422)

Introducing the deterministic flow Z(¢, x) solution at time ¢ to Z- o(Z) for the initial con-
dition x, the solution to (3.4.22) reads as X; = Z(W¢, x) and the solution u to (3.4.21)
for the initial condition ug (which, without loss of generality and as usual in these
notes, we assume nonnegative in the sequel, otherwise one needs to proceed in all
estimations below with |ug| instead of ug) is the expectation

u(t, x) = E[uog(Z(Wy, x))]. (3.4.23)
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Differentiating this expression with respect to x allows us to write our quantity of
interest as

ot Vu(t, x) = }1lin(1)]E[ Uo(Z(W, Z(h, x))) — uo(Z(W¢, X))]

h
 lim IE[ uo(Z(W¢ + h, X)) — uo(Z(W¢, X)) ] (3.4.24)
h—0 h

using the semi-group property of the flow Z in the latter equality. Next, by Gaussian
integration, we know that, for any sufficiently regular function t — ¢(t),

[(P(Wt +h) - p(Wy)
h

lim E

lim | = Bl W01 = E[pwo T .

Applying this to ¢ = ug(Z(-, x)), we deduce from (3.4.24) that
t W;
ot . Vu(t, x) = ]E[uo(Z(Wt, x))T]. (3.4.25)
At this stage, we notice that, w by w,
J Uo(Z(W,, X)) dx < e“W J uo(x) dx, (3.4.26)

since the Jacobian J of the deterministic flow of Z- 0(Z) is bounded because of our
assumption div o € L. Taking the expectation yields

J u(t, x)dx = EI uo(Z(Wy, x)) dx < E(e“W) I up dx.

We notice at this point that E(e¢'Wt!) is much larger than an exponential eX for small
times t, which is consistent with our earlier remarks on page 40 regarding the fact
that for an exponential-in-time L' bound to hold, the divergence of the drift has to be
bounded. This would imply here a control of the second-order derivatives of g, which
we do not assume.

On the other hand, taking the absolute value and integrating (3.4.25) in x, next
inserting for “each” w, estimation (3.4.26) into the right-hand side, we obtain

J ot . Vu| dx < J]EX[uO(Z(Wt, x))%] dx
< ]E[eqw"ﬂttl] I uo(x) dx

1
= O( \/?) (3.4.27)
for finite times. This shows the desired L} bound on ¢*. Vu. This more precisely shows
that of.Vu ¢ Lf"x’(L}() as could be intuitively be expected from (3.4.16).

We notice, to conclude this section, that in dimension d = 1, the above proof shows
that, for o Lipschitz continuous, the estimate on ¢!Vu in L! holds true along with the
L' estimate on u.
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3.5 “Intermediate” cases and, in particular, their relation
to hypoellipticity

As noticed in Section 1.3.3, and this is of course not unexpected, the fact that, in the
parabolic setting, we are able to prove well-posedness for transport fields more general
than for pure transport equations is related to the gain in regularity we observe on
the solution u. In particular, if we focus on the assumptions needed for the a priori
estimate to hold and if we leave aside the assumptions, such as (2.1.1), specifically
related to the regularization procedure, assumptions (2.1.2) are more general than the
classical assumption [divb]_ € L* because in the estimate of the term

u2
jb.Vu.u = —Jdivb.7,

we may, on one side of the above equality or the other, use the Sobolev inequal-
ity (1.3.15)

lull2ara-» < ClIVulz2,

which states an L? integrability of the solution u for p = dz—_dz > 2, thereby allowing for b
such thatdivb € L?, or satisfying the variant of this integrability condition mentioned
in (2.1.2).

We would like to investigate in this section some situations for which, even though
the second-order operator is not elliptic (and consequently does not allow for (1.3.15)
to hold), this operator still provides some additional integrability of the solution u,
in L? for some p > 2, in the sense that (somewhat vaguely stated; see precise state-
ments below)

lullzr < Cllo'Vullz2. (3.5.1)

This in turn allows for establishing an a priori estimate, only assuming [divb]_- € L?
forq = }% and not necessarily L®.

Likewise, in the vein of Proposition 2, we may extend the result to fieldsb = § + 00
with © € L™ but [div S]_ not necessarily in L* and © not necessarily in L* either.

As will be clear below, we will not attempt to write a general theory to answer such
questions. We will proceed considering some examples, and then will show, in Sec-
tion 3.5.3, how these examples are indeed prototypical and achieve some genericness
for the problem considered.

Remark 38. Inequalities of type (3.5.1) are actually related to the property of ultracon-
tractivity of the semi-group associated to the operator.

Before we proceed, we would like to make two comments on the assumptions we need.
Firstly, we emphasize that we assume, throughout this Section 3.5, that the field b
has the regularity prescribed in (3.1.22), that is,

b=b+06, 0cL? bewhl,
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The regularization procedure can then be applied to the equation in the standard
way repeatedly described above. On the other hand, we concentrate ourselves on the
derivation of the a priori estimate.

Secondly, we will assume throughout this Section 3.5 that

oeL®, (3.5.2)

The reason is the following. We will first establish inequalities of the type (3.5.1) for
smooth, compactly supported functions defined on the whole space R¥. This is the
part of our argument we specifically outline in the remainder of this section. Once such
an inequality is established, it is immediate to infer the specific inequality useful for
our purpose. For brevity, we will actually skip that second step. Indeed, admit for the
time being that we have proven that

t
IVlz» < Cllo" Vvl

for v € D(R?). We may next extend the inequality by density (recall our Remark 32
on page 91) to all functions such that both sides are finite and next apply it to v = u¢,
with u our tentative solution and ¢ a smooth compactly supported function that has
value 1 on the domain [0, 1]¢. The triangle inequality applied to V(u¢) = uvVe + @Vu
then readily yields

lullze (0,110 < lu@lrr < Cllo*Vullz2 + Clullzz, (3.5.3)

where the constant C only depends on universal constants, on the C! norm of the
cut-off function ¢, and on | o] z~. This is where we make use of our additional assump-
tion (3.5.2). This assumption is in particular satisfied by all the prototypical examples
we will exhibit. The latter inequality (3.5.3) is the one we will use for estimating the
term — j divb. “2—2 in the derivation of our a priori estimate. Note indeed that, for this
latter purpose, we proceed with a Gronwall-type argument which is not perturbed by
the addition of the rightmost term Cllul|;2 in (3.5.3).

Before we concentrate, throughout this section, on which estimates of type (3.5.1)
hold true in which setting, and how to establish those estimates, let us give slightly
more details on how we use them.

The a priori estimate at the basis of our argument is (3.1.1), that is,

2 2
% J u7 + J u? divb + % JlatVu|2 =0.
One way to proceed is as follows:
2 2
% J L % j ot vul? = - J 2 divb < %IldivbIImefz) lul?,.

If we temporarily admit (3.5.3), then we obtain

d (u* 1 . .
G |5 3 lotvul < cldivbluesloVul, + Cldivbluoolul?,,  G.5.4)
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which, for divb small in L3 gives us the result. But that assumption may readily be
extended into div b arbitrarily large in L3 since, by a standard argument we already
employed in the course of the proof of Theorem 1, we may always write divb = f; + f5
with f; small in L and f> € L™, the latter term being easily treated in the a priori
estimate. The assumption

divb € L7 (3.5.5)

thus allows for the results to hold. Next, we also notice that, by the same argument,
we may also accommodate in the equation a term 00 . Vu, since it amounts to adding
f 00 .Vuu to the right-hand side of (3.5.4), a term which is in turn bounded from
above as follows:

U 00.Vu u‘ = ” 0.0'Vu u’
¢
<Ol 2 lo*Vullr2lull
L2
< Cloll 2 lo'Vul?, + CIO| 2 llul?,.
2p_ L2 2P 2
172 =

2, 2,
We observe that, again first for © small in Lz and then for any O € Lz using the
same argument as above, we may conclude. The assumption

b=00 with® e L= (3.5.6)

is therefore also convenient. Further extensions of the above conditions (3.5.5)
or (3.5.6), using Lorentz spaces, may also be obtained.

Remark 39. In the hypoelliptic case examined in Section 3.5.1, the proof of estimates,
such as (3.5.1), made precise in the statement of Lemma 11 below, rests on an interme-
diate step that proves some additional (fractional) differentiability of u. In the simplest
case, this is (3.5.18). When the first-order term is involved, this differentiability is
expressed in (3.5.24). It might be possible, but, in the present state of our understand-
ing, it is unclear to us how this should be done, to use this extra differentiability in
order to also weaken the assumptions needed for the regularization step (in the same
spirit as we are able to perform the regularization for more general fields b when the
second-order operator is positive definite).

3.5.1 Hypoellipticity in the non-regular setting

Hypoellipticity with the second-order term. The first case we are going to consider
here is the case when the tensor-valued function ¢ defining our second-order operator
in divergence form —%ai(oikojkaju) satisfies the following (pointwise) inequality

lo'vul? = v(IVyul? + [x|?P|Vyul?) forall (x,y) € Rk x R™ = RY (3.5.7)

for some constant v > 0, some (not necessarily integer) exponent § > 0, and for all
smooth compactly supported functions u defined on R?. Evidently, since the function u
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is arbitrary, this property is an intrinsic property of the function ¢ and may also be
written

o', 2P 2 v(IXP + IXIPPIY1P), Z=(X, V), z=(6y) e R'xR™"=R?, (3.5.8)

for some constant v > 0 and some (not necessarily integer) exponent § > 0, both
independent of Z. The typical operator satisfying this condition is of course

1 1
- Eaﬁxu - an(|x|2ﬂayu). (3.5.9)

This particular situation is actually related to the theory of hypoellipticity. We briefly
recall now some of the basic ingredients of this classical theory which we will need for
the sake of comparison with the arguments we shall develop in our non-regular setting.

The notion of hypoellipticity has been introduced by L. Schwartz. It is said that
a differential operator A = ¥ |,\_,, da(x)0% (Where we obviously denote by a a generic
multi-index of differentiation, a, the corresponding coefficient, and m the order of the
operator) is hypoelliptic (at the point xg) if the following property holds:

(Au smooth around xg) = (u smooth around xg). (3.5.10)

Of course, an elliptic operator is hypoelliptic. An elliptic operator of order m satisfies
(we argue locally) the elliptic estimate

lullgsem < C(1Aullas + lullgs).

An hypoelliptic operator, on the other hand, may satisfy the subelliptic estimate with
aloss of m — m' derivatives:

lullgsem < C(IAUlEs + lullps) (3.5.11)

for some 0 < m' < m.If (3.5.11) holds for all s > 0 with m' independent of s, then the
operator is actually hypoelliptic.

A sufficient condition for hypoellipticity has been established in the works of
L. Hérmander. Assume that the operator A isasum A = Zle X}2 of vector fields X;. That
way of decomposing the operator is usually called the Hormander notation. Consider
the Lie algebra generated by all the Lie brackets

Xjos (Xjys oo o [Xjpas Xjud -+ ]

fordeg(jo, ..., jm) < r, wheredeg(jo, . . . , jm) denotes the sum of the degrees of each of
the vector fields X; (that is, usually, one). Assume that this Lie algebra is full for some r,
that is, is equal to the ambient space R?. Then A is hypoelliptic (at the point xo) and the
subelliptic estimate (3.5.11) holds with m' = % A variant of that condition exists for
operators of the form A = Xy + Z]il X].2 (in which case the degree of X is usually two,
while that of all the other Xj, j > 1, is one). Note that, in both cases, iterating (3.5.11)

gives the smoothness required in the definition (3.5.10).
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A simple example of an hypoelliptic operator that is not elliptic is
Au = -02u - 9y(Ix|*"dyu)

for some integer n > 1, which we can consider in dimension d = 2 for simplicity. Obvi-
ously, that operator is not elliptic since |x|?" vanishes at the origin. We however observe
that [0y, [x|"0y] = nlxln‘zxay, thus repeating this bracket n times gives the field o0,,
when n is even (when n is odd, consider |x|""1xd, instead of |x|"9y). The algebra gen-
erated at order n is the whole ambient space IR?. The operator is thus hypoelliptic, and
the corresponding subelliptic estimate holds. For more information on the classical
theory of hypoellipticity, we refer, in the case of constant-coefficients operators, to
the landmark work [55] (in particular Chapter XI), and, for the general case, to [56]
(in particular Chapter XXII), and to the many references therein. We also mention
the classical article [85]. We notice that, although very attractive theoretically, the
definition (3.5.10) remains very difficult to manipulate per se, without further explicit
conditions such as the conditions on Lie brackets recalled above.

Our assumption (3.5.7) can therefore be seen as the natural extension to non-
integer exponents f of the classical hypo-ellipticity theory for the operator

1 1
- Eaﬁxu - an(|x|2"ayu). (3.5.12)

We notice that one could consider performing a regularization of |x|2# in (3.5.9) (or,
likewise, of any of our coefficients ¢ of the present notes), so as to apply the classical
theory to the regularized operator and pass to the limit. This course of action is actually
unclear, in particular because of the technicalities expected in the entangled treatment
of the Lie brackets and the regularized coefficients of the operator. We prefer to follow
another pathway.

In order to proceed under assumption (3.5.7), all we need is the following result.

Lemma 11. For all smooth, compactly supported functions u defined on all points
z = (x,y) € R* x R™ = RY, we have

lullzs < c(IVaulze + Nx1Pyullp2), (3.5.13)

where s = DZ—PZ and D = k + m(B + 1). Note that D plays the role of an “effective” dimen-
sion, and that when f3 = 0, we have D = k + m = d and we thus recover the classical
Sobolev inequality (1.3.15).

Using Lemma 11, it is immediate, using our comments at the beginning of this section
and arguments similar to (1.3.14) and (3.1.27), to establish the a priori estimate under
assumptions (3.5.7) and

b=p+00, [divpl_eL?, ©cL™, (3.5.14)

where D is defined in the statement of Lemma 11. Next, it is also straightforward
to obtain well-posedness when we additionally assume (3.1.22) and (3.5.2). Note
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also that, arguing as we did for (2.1.12)—(2.1.13), we may further generalize assump-
tion (3.5.14) into

b=B+00, [divBl-eel?®+L%, © L™, (3.5.15)

This requires to show that inequality (3.5.13) also holds when using the norm L2,
instead of L*, on the left-hand side, an extension which is clear on our outlined proof
of page 30 since one may replace the first-order gradient V by whatever first derivative
operator for which a classical Sobolev-type inequality holds and follow step by step
the same argument.

Proof of Lemma 11 (outline). Using a partial Fourier transform in the variable y € R™,
we know, by Parseval’s identity, that the square of the right-hand side of (3.5.13) is
equivalent to

”(vavl2 + X% |n|?1vI?) dx dn, (3.5.16)

where v(x, ) denotes the partial Fourier transform of u(x, y) in y. We next introduce,
for all n € R™ fixed, the minimization problem

Ai(n) = inf{E(w) = J(|VXW|2+|X|25|H|2|W|2) dx, J w2=1,we Hl(]Rk)}. (3.5.17)
]Rk

Since obviously, A1 (n) only depends on the norm |n| and not on 7 itself, we denote by
A1(1) the value of A1 (1) for whichever n with norm one. We notice that A; (1) > 0.Indeed,
a minimizing sequence w, of (3.5.17) is clearly bounded in H!(R¥), thus, extracting
a subsequence if necessary, it weakly converges in that space, to some w € H*(RK).
The functional E being weakly lower semi continuous in H LRKy, proving 11(1) > 0
amounts to proving that f w? = 1. To this end, we observe that

J w2dx <R j Ix|1?Pw2 dx < R-2P(A1(1) + 1)
[xI=R [xI>R
for n sufficiently large. Applying the Rellich Theorem, which shows the strong conver-
gence in L?(Bg), this proves f]Rk w2 = 1. Since the substitution w — wy(-) = L™3 w(3)
does not change the L? norm of w and since, by an easy change of variable x — 7in
the integrand,

E(wy) =12 [(Vwi? + P PnPw?) dx,
we necessarily have A; (1) = L=2A1(L**#n), thus
) = Il A (D).
We next use this information to bound (3.5.16) from below:
[] (v s PPy dxdn > ¢ [ [ v dxan
R

for some ¢ > 0, which, using inverse Fourier transform, shows

IViullze + |IxPVyul,. > clVEul?, (3.5.18)
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for6 = fﬁ Since the same quantity trivially bounds c||V,ul|}, from above, we obtain
a minoration by the (squared) norm in the space

LA(RK, HY(R™)) n L2(R™, H}(RY))
again for 6 = ﬁ Using the Cauchy-Schwarz inequality, we have
L2(R™, HY(RY)) ¢ HY(RK, L2(R™)),
thus we obtain a minoration in
L2(RK, HY(R™)) n HY(RK, L2(R™)).

Using next the Sobolev embedding H*(R¥) ¢ L4(R¥) with a = 2% and H®(R™) ¢ LY (R™)
forb = %’ we obtain a minoration in the norm of the space

L*(RK, LP(R™)) n LR, L?(R™))

for the specific values of a and b mentioned above. We now interpolate

1 a 1-a
s 2 a ’
1_a+1—a
s b 2

for some a € (0, 1) and obtain the minoration in LS(R¥*™) for the precise value of s
defined in the statement of Lemma 11. Note that, by homogeneity, we may inde-
pendently calculate s as the only possible exponent such that changing u(x, y) into
u(A~tx, p~'y) does not affect the inequality

lullz2(we, Lo (Rmy)ALaRE, L2 (RmY) = ClUl s (mksmy -
Indeed, equating the scaling of the two sides, we necessarily have

thus
s 2m+k6)  2(k+m(1+p))
T (m+k0)-20 (k+m(1+p)-2)°
which is the value mentioned in the statement of the lemma. This concludes the proof

of this lemma. O

Before we proceed to our second example, we would like to make remarks in two
additional directions related to hypoellipticity.

Firstly, we notice that, in Lemma 11, we have only established a better integrability
of the solution u. In the classical hypoellipticity theory, this integrability (see (3.5.11))
is only the first step of the argument. Bootstrapping next this information in the equa-
tion, and differentiating the equation at every order, it is then proved that the solution
is indeed smooth. In our non-regular setting, we are not able to perform this sequence
of arguments.
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Secondly, we have only considered the second-order operator in our assump-
tion (3.5.7), and in Lemma 11. We have not paid any attention to the first-order operator
present in the equation, namely b. Vu. Again, in the classical hypoellipticity theory,
this first-order term may be considered, and in some situations, critically contributes to
the regularity of the solution. A famous example of the type of phenomenon observed
is given by the Vlasov Fokker—Planck equation

oth+v.Vyh - Avh + F(v).Vyh =0 (3.5.19)

set in the variables time t, space x and velocity v, for a certain force field F. That
equation is not elliptic since only a Laplacian in the velocity variables is present.
However, it is hypoelliptic because the algebra generated by the Lie brackets is full: Vy
is present in the second-order term and V, = [Vy, VV,] is obtained with the help of the
first-order term. A simpler, academic model example for that situation is the equation

— (0x + Oy )u = . (3.5.20)
For that particular operator, a direct a priori estimate yields

loyulr> < Il

since the first-order term does not contribute to it. However, the algebra generated by
the Lie brackets is full, precisely owing to the presence of the operator 0. A better
regularity than that suggested by the a priori estimate may be obtained. We will be
more precise below. It turns out that in our theoretical developments, and at least in
the setting of our elliptic variant, we may also take benefit of the presence of some
first-order operator. We now briefly expose some arguments in this direction.

Hypoellipticity using the first-order term. Consider the elliptic variant (1.3.6) of our
parabolic problem, to which we add a sufficiently large zeroth-order term +au for
reasons that have been made clear on page 23:

1
au-b.Vu- 5 div(oo'Vu) = f (3.5.21)

for some right-hand side f € L2. We then notice, using the definition (3.1.18) of the
functional space H, that

Ib. Vil = Hau - Ldiviootvu) - f||
2 .

~ (au - 3 div(oo'Vu) - f, vy 5

veH (14)%

1
b allullzz vl + 310'Vullrzlo'Vvizz + Il vz

>

veH vie

whence

1
Ib. Vullg < alulz + S0 Vulzz + Ifilzz < Clulla + 2. (3.5.22)

Using this estimate (3.5.22), we may bootstrap better integrability of the solution u,
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which may allow to consider more general transport fields b. The assumption we will
consider on the couple (b, o) in this nonregular setting will therefore write

clullr < Ib.Vullg + lulla (3.5.23)

for some p > 2. This assumption plays the role of the hypoellipticity assumption of
the classical setting (guaranteed by the completeness of the Lie algebra generated
by the brackets). Assume that u € H is a solution to (3.5.21) for f € L?>. We deduce
from (3.5.22) and (3.5.23) that u € Lp whence, by a now usual argument, that divh
needs not be in L* but only in Li2 , along with the possible usual variants. Note
that, short of a smallness or a structure assumption on b, we cannot prove ex nihilo
that u € H; we have to assume that fact.

The academic example (3.5.20) above gives the prototypical argument and pro-
vides a guideline for the general case. In that case, b.Vu = 0,u, ¢fVu = oylu,

H={uel?:dyuecl?=12Wy?),

and we have just obtained with (3.5.22) that o,u € LZ(W_1 2) This fact is, of course,

evident, directly from equation (3.5.21) itself and the associated a priori estimate
allullz2 + lloyullrz < Clfliz2

in that simple case. From d,u € LZ(W_1 %) together with u € L,%(Wyl’z), we deduce by

interpolation that 0. ; uel? y»and thus

1
ue Wiy (3.5.24)

The proof is immediate in the language of Fourier transforms since I.{yl‘1 |&li € L2
and |&,|u € L? together imply, by the Cauchy—Schwarz inequality, that /[& il € L2.
Subsequently, it follows from u € W,(2 y thatu e Lat 1 , a fact that can be used to weaken
the assumptions on b for our well-posedness theory. For instance, using arguments
repeatedly mentioned above, we may take divb € L4, instead of L, and keep all
the results.

We conclude this paragraph mentioning that the phenomena we have just dis-
cussed are delicate and sensitive to the equation. Whereas the situation in the elliptic
case and the parabolic case are often comparable (in line with our comments of
page 23), there is some subtle difference here. In contrast to the elementary ellip-
tic example (3.5.20), where an extra regularization is obtained, that regularization is
not obtained on the parabolic variant of that equation, namely

au —(0x + 0y )u = 0, (3.5.25)

since, in that case, the solutlon corresponding to the specific initial condition
uo(x, y) = p(x) reads as u(t, x) = @(t + x). No regularization effect can be expected. On
the other hand, when it comes to the Vlasov equation (3.5.19), say with F = 0,

ath +V.Vxh —Avh = 0,

an equation not so much different from (3.5.25), then we have hypoellipticity.
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3.5.2 Asubelliptic situation

We now examine an example of a situation different from the “hypoelliptic” situa-
tion (3.5.7). More precisely, we assume, for 0 < f < 1,

lo'Vul? > vix|?|vu? forall x € RY, (3.5.26)
or, equivalently,
1ot () X|? > v|x|?B|X]?  forall (X, x) € R? x R, (3.5.27)

For S # O integer, this setting is not hypoelliptic, since we cannot expect any additional
regularity, given that the coefficient vanishes at least quadratically at the origin. But
when f is not an integer, there is room for some extra regularity. It is actually a case of
subellipticity.

We now claim that the following result holds, in the vein of Lemma 11.

Lemma 12. For all smooth, compactly supported functions u defined on all x € R4, we
2d
have, for s = T2
lullzs < c|lxPVu|.. (3.5.28)

Temporarily admitting that this lemma holds, we see that it allows for establishing our
usual a priori estimate, under assumption (3.5.26) together with

b=p+00, [divB].cLTP, ©cL®, (3.5.29)

or, using the usual extension and the pgoof of Lemdma 12 below (see (3.5.32)), the analo-
gous assumption with [div f]_ € eLZ0-H"® + L70P,

Proof of Lemma 12 (outline). Inequality (3.5.28) is a particular case of the Caffarelli—
Kohn-Nirenberg inequalities [28, 31] and we prove it here for consistency. We first
notice that, as above, a dimensionality argument gives the necessary value of the
exponent s. Indeed, changing u into u(A~1x) should not modify the inequality (3.5.28)
and this can only hold when g = %(d + 28 - 2) which yields the value of s mentioned
in the Lemma.

We assume in our proof that the ambient dimension d is larger than or equal to 2.
Therefore, because 0 < § < 1, we have 2 < s < +00. The case d = 1 can be addressed
separately.

One possible argument for now establishing (3.5.28) is to first use the generalized
Holder inequality (2.0.11) as follows:

1 1
== xB il B
IVullze.2 “ P xIPVu a Cl| P L%"”IHX' V|2, (3.5.30)
for zla = % + 3. Next, we use the following inequality:

lullze> < ClIVullzp- (3.5.31)

for % = % — 1. The latter inequality (3.5.31) is obtained by an argument similar to
that for establishing (2.0.13). It amounts to observing that u = ~Au x G = -9;u x 0;G

printed on 2/10/2023 3:34 PMvia . Al use subject to https://ww.ebsco. confterms-of-use



EBSCChost -

3.5 “Intermediate” cases and, in particular, their relation to hypoellipticity = 117

with G the Green function of the Laplacian, whence 9;G ¢ L%"X’, and next to apply
the generalized Young inequality (2.0.12) with 1 + % = 111 + (df;l). We have already
indicated how to rigorously formalize this schematic argument. Combining (3.5.30)

and (3.5.31), we obtain

lullzez < CllIxIFVul (3.5.32)
forg=5-4= ’% + 3 = 1, which implies (3.5.28) since s > 2 thus L% ¢ L% = L.
This concludes the proof of Lemma 12. O

3.5.3 Toward genericness

We would like to conclude this section by commenting upon the degree of genericness
that the above two examples have. In some sense, these two examples are representative
of all the possible interesting situations, at least in the two-dimensional space R?.
In higher dimensions, geometry definitely plays a role and other phenomena than those
discussed below may appear. To some extent, however, they are only technicalities for
the issues we are focusing on.

Let us be given a second-order operator in the form

2
Y a;o (3.5.33)
ij=1
for a nonnegative symmetric matrix valued coefficient a, as is the case throughout
these notes. We focus on the situation near the origin (x1, x,) = (0, 0), since we know,
by arguments we have made precise above, that we may always localize our considera-
tions, using a suitable cut-off function, a density argument, and the degree of freedom
provided by the Gronwall-type argument we typically use for establishing our a priori
estimate. We immediately diagonalize this operator at the origin, and put it under the
form aq(x1, x2)011 + a»(x1, X2)022, with a; >0, a, > 0.

Clearly, if neither a; nor a, vanishes at the origin, standard elliptic theory applies
and we may proceed as if our operator were the Laplacian. On the other hand, if both
coefficients a; and a, vanish at zero, they vanish, at least, at quadratic order there
(because of the nonnegativeness) and so the operator is typically dominated by |x|?A.
There can be no regularization provided by such an operator and again, the situation
is uninteresting. The only hope, however, is that a first-order term compensates for
this cancellation of second-order at the origin. This is exactly what happens when
considering

IX|?Au + 2x.Vu = 91(Ix[*01) + 02(1x]?92),

which is precisely the subelliptic situation we have considered in (3.5.26). When
we restrict our attention to the second-order operator of the form (3.5.33), the only
interesting case is thus the case when exactly one of the coefficients a; or a, vanishes
at the origin. We are thus left with the typical behavior (a1 = 1, a, = a?(x1, x2)), thatis,
the operator 011 + a®(x1, X2)925.
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Hypoellipticity is concerned with the case 91 a(0, 0) # 0. Otherwise,
[01, a(x1, x2)02] = (01a)0>

vanishes at the origin and there is no hope to have a full Lie algebra. Put differently, and
since only the first two derivatives at the origin matter, the generic case is thus of the
form 011 + (x1 + Ax2)205,. Up to an affine change of variable, performed locally at the
origin, this is also 911 + |x1]|%922, thus exactly the case we have considered in (3.5.12),
for non-integer exponents, namely 011 + |x1 12955, and which we call our “hypoelliptic”
situation in the non-regular setting.

In a similar spirit, we may notice that in all our arguments of this section and the
preceding one, the prototypical factor |x|? in terms such as |x|#V;u or [x|#V,u does not
play any intrinsic role. Although we have not worked out all the details, a term of the
form a(x1, x2)Vu is likely to be equally well accommodated, provided this term is such
that % enjoys the suitable integrability properties.
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4 Extensions

4.1 Non-divergence form equations

We devote this section to the study of equation (1) when it is not in the conservative
form (3.0.2) (or equivalently (3.0.1)). We first mention immediate corollaries of the
results obtained above for the conservative form, and then proceed to more specific
arguments that show further results.

4.1.1 Immediate extensions of the results previously obtained

We remark that the equation
oiu — bjoju — ai,-aiz]-u =0
also reads
otu — b}mda,-u - a,-(a,-jaju) =0, (4.1.1)
where we have denoted by
b™d = b - diva, (4.1.2)

i.e. in coordinates b;‘“’d = b; — 0ja;;j (recall that a is symmetric). The divergence of this
modified drift reads
dimeOd = aibi - aiz].a,-,-.

Remark 40. When a = %aat, note that this modified drift vector b™4 is (in general)
different from the drift vector that is obtained when considering the Stratonovich form
of the stochastic differential equation (1.2.1), namely

dX; = bST(X,) dt + o(X¢) o AWy, (4.1.3)

where 1
(bStrat)i =b; - onkajoik. (4.1.4)
The difference indeed writes (b™m°d — pStrat), = —%aikajajk. As we already have men-

tioned in [65, Remark 18], it is unclear to us how to interpret the role of the modified
drift vector b™°d in terms of the theory of stochastic differential equations, and why
this drift, instead of the Stratonovich drift vector bS™!, naturally appears. A longer
discussion may be found in [65].

It follows from the above observations that the results of the previous sections readily
apply to (1) up to the modification of b into b™°d,

Of course, when a = %oat (oris like in (3.0.4)), all the extensions of the results are
still valid modulo the transformation of the drift vector using a Girsanov-type transform
as in Proposition 2.

https://doi.org/10.1515/9783110635508-004
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Remark 41. Similar considerations hold on the Fokker—Planck equation
1
¢ + 0i(ub;) - Eaizj(aikojku) =0,
which may be written
1
et + d;(ub™d) — 5 9i(Gik0jdju) = 0, (4.1.5)

and analogous results follow.

4.1.2 The non-divergence case per se

The immediate extension we have just obtained at the price of modifying the drift is
interesting, but definitely not optimal. It is in particular concerning that conditions on
second-order derivatives of a, or g, appear. Note indeed that our assumptions of the
previous section, namely (3.1.4), involve the first derivatives of the drift and now apply
to b™°d defined by (4.1.2), a quantity where diva appears.

We would like to now turn to an approach that, in the particular case a = %aaf (or
its extension mentioned above), allows to establish existence and uniqueness with
assumptions on only the first derivatives. Although the equation we consider in this
section is not necessarily in divergence form, we show it is associated, when a = %oot,
to a natural energy estimate (see (4.1.11) below), involving only these first derivatives.
We likewise show that the regularization may be performed when assuming only some
integrability of some first derivatives.

As a matter of fact, the key ingredient for the energy estimate we are about to
establish has already been introduced in our earlier work [65, Section 8.1]. We made
use there of a specific manipulation of the second-order term. It was in particular
employed in [65] to establish existence and uniqueness for an H' initial condition and
b and o both Lipschitz continuous. For simplicity of exposition, we take b = 0 and will
argue on the L? a priori estimate, but our discussion below is entirely general. We will
state our main result, Proposition 4 below, reinstating the transport field b. Let us at
once emphasize that our main new assumption, which will allow for our proof to hold,
reads (see (4.1.14) below)

dive € L*®, Tr[(Do)?] < C,
where the divergence and trace operators are defined in (4.1.12)—(4.1.13) below.

A priori estimate. The L? formal a priori estimate associated to (1) (with, we recall, we
assume b = 0 for simplicity of exposition) writes

d [ u?

T J 5 - J ajjojjuu =0,
that is,

d
T j u? - J- OikOjiOjjuu = 0,
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where we have, for each triple (i, j, k),

u2
J OikOjkO0jul = — J aj(O'ikOjk)ai? - J OikOjk0iUojuU. (4.1.6)

We then observe that

2
ja,-wika,-k)ai“ —2j<a O (AU + j((a o1? - (0j01) i), (4.1.7)

where we now use our usual convention of summation over repeated indices. Note that
in (4.1.7), (0;0ik)? therefore denotes ¥, (3; 9;0ix)?. Indeed, for each triple (i, j, k), we
have, integrating by parts,

u? u? u?
J(ajaik)o'jkai? = - J(aiajk)(ajaik) Jajka j0ik s (4.1.8)
and likewise
u? u? u?
I Uik(ajoik)ai7 =- J(aiﬁik)(ajajk)7 - J’ Uikaizjffjk7- (4.1.9)

Subtracting (4.1.9) from (4.1.8) and summing over i, j and k, yields

2

u 2
j(ajoik)ojkai7 =

u 2
jaik(ajajk)ai? -

j (Qio(350%) - Gi0w?) S, (4.1.10)

with summation over repeated indices. Equation (4.1.10) is equivalent to (4.1.7).
Inserting now (4.1.7) into (4.1.6) and the a priori estimate, we obtain

;t Ju + J lotvu|? = -2 J o'vu.divou - % J(Idival2 — Tr[(Do)?)u?,

which may be written under the form

;t j w2+ Ildlv(ou)l I(Idiv o2 + Te[(Do)2 ). 4.1.11)
In (4.1.11), we recall that div ¢ is the vector field of components 0i0ik, that
|div g|% = (9;01x)? = Z Z di0ik (4.1.12)
k=1"1i=1
denotes its squared Euclidean norm, that
div(ou) = ¢'.Vu + (div o)u,
and that we denote by
d d d
Tr[(D0)*] = (9i0jr)(9j0i) = Y. > Y (3i0jx)(9j0ik)- (4.1.13)
i=1j=1 k=1

Notice that, despite what our notation suggests, (4.1.13) is not necessarily nonnegative.
The right-hand side of (4.1.11) is readily estimated using the Holder inequality:

J(Idiv 0l? + Tr[(Do)’ Du* < |[|div o1 + Tr[(D0)]] 4l ull 7.
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Therefore, assuming
dive € L®, Tr[(Do)*] <C, (4.1.14)

we obtain in (4.1.11) an estimate of the solution u in terms of ||u||fw(L2) + ot Vulli2 12y’
of course assuming that the initial condition is L2. Adding to this regularity the bound
provided by the maximum principle when starting from a bounded initial condition,
we (formally) obtain, for such a bounded initial condition, a solution in the space X
defined in (3.1.3), that is,

X = {u e L*([0, T], L®) n €°([0, T], L?), 1 < p < +00, 0'Vu € L*([0, T], L?)}.

Regularization. We now turn to the regularization step. As above, we assume for
simplicity that b = 0 since we know well how to regularize the term bVu using the
standard assumptions on b. The point is to regularize the additional term b™°d — b,
that is, the term

0j(0ik0jk)0iuU.
We observe that this term writes

0j(0ik0jk)0iU = 0j0ik . Ojk . OjU + Ok . 0j0jk . OjU
= 0i(0jk . 0j0ik . u) — 0i(Tik . 0jOjic . U)
~ (0j0ik . 9jTik — (9j0k)*)u + 20k . 0Tk . Ojul
= 0i(0jk . 0j0ik . u) — 0i(0ik . (div 0) . u)
— (Tr[(Do)?] - |div o]*)u + 2(div o)k . (0" Vu)x.

The last three terms are easy to handle in the regularization procedure, because o € H,
divo € L®, u € L™ and ¢'Vu € L?. For the second term, one only has to proceed with
an integration by part, as we did for the term R. in the proof of Proposition 1 (and
many times elsewhere already). Performing the regularization therefore amounts to
regularizing the term
0i(0jk . 0jTik . u).

The difficulty is that this term is of the form div(cu) for a vector field ¢ with components
[c]; = 0jk. 0j0ix on which we would like to avoid assuming weak differentiability. And
we will indeed be able to do so because of the specific structure of that term and the
fact that 0'Vu € L2. In the classical setting, say when ¢ € W' ! to fix the ideas, the

procedure to regularize such a term is (see the proof of the commutation Lemma II.1
in [41]) to observe that

pe * div(cu) — div(cp, * u) = - J(C(X) —c(uy).Vpe(x —y)dy
- (divc)(pe * u). (4.1.15)

One proves that
(a) asevanishes, the integral converges in L to (div ¢)u when ¢ and u are both smooth,
(b) this integral can be estimated in L! using ||c|lwu1 [[ullge.
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The result follows by density. We are going to follow the pattern of the classical proof
here, except that we will essentially manipulate a weak form of the above argument
(meaning, we integrate against test functions ¢(x)) and that we will use the specific
duality of the functional spaces that correspond to our setting. More precisely, we
manipulate here solutions u that are in the space (3.1.3) and we will use test functions ¢
in the same space. We immediately remark that the rightmost term of (4.1.15) converges,
as € vanishes, to (div ¢)u, which is then to be understood in the following sense. When
u, o and ¢ are smooth, we have

Jgo.(divc).u = J-(P.ai(Ujk.ajUik).u
= j@.aink.ajaik.u + j @ .0jk.0ij0ik. U
= J ¢ .0i0jk.0j0ik . U — j ¢ .0j0jk.0i0ik . U — J 0i0ik . Ojk . 0j(@ . u)
= J @ .(Tr[(Do)?] - |div o]®)u — J(div 0)k.(U. (V) + @. (0" Vu)y).

We notice that when both u and ¢ belong to the space (3.1.3) all terms still make sense,
given our assumptions on g. Consequently, performing the regularization exactly
amounts to proving that the integral

Ie = [ @00(c0) - cly)u(y). Vpe(x - y) dxdy
- j PO (0 (0). ;03 (X) - T(Y) . 00 (YUY) . dipe(x - y) dxdy  (4.1.16)

can be estimated in terms of the norms of u and ¢ in the space defined by (3.1.3). The
scheme described above of the proof of the standard setting, as detailed in [41], then
proceeds easily. To start with, we split I, as follows:

I = [<p(x)a,-k(x>.<a,-oik(x) 0 (yUW) . dipe(x — ) dx dy

N j PO(() — 0(y)) . 0j0k(y) . u(Y) . dipe(x — y) dx dy
= Je + K¢. (4.1.17)

We temporarily leave K, aside (this term will actually cancel out with another term
below) and focus on the term J.. We integrate by parts (notice that the integration
needs to be performed cautiously, separately in the two variables x and y)

Je = j POOTH(X) - (001 (X) — 3o (Y)U(Y) . dipe(x — y) dx dy
- j (P01 (X) — Tu(y)U(y). dips(x - y) dx dy

- j P(00H(X) . (O1(X0) — Tik(¥))Oju(y) . dipe(x — y) dx dy
=:-Ls - M. (4.1.18)
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We notice that
L= j (0'V@)(x) + (div ) p(0)) (03 (X) — T3 u() . dipe(x - y) dx dy

would appear when treating the commutator ojx0;j([p¢, 0ix9;](u)) and can be estimated
as
Ll < C(l0'Velir2 + Idiv ol @l ol ullze. (4.1.19)

We now estimate M. To this end, we write M; as follows:
Me = [ 9000000 = W) - ((0) = ) Ju(y)- dipelx - y) dx dy
+ J P(x).(0i(x) = 0k (y) - G (¥)9ju(y) . 0ipe(x — y) dx dy
=: N; + Oq, (4.1.20)

where the second term O, which would appear when developing the commuta-
tor [pe, 0ik0i](0jx0ju), can be estimated using

|0c| < @l llo Vil 2 |01l 2. (4.1.21)

To treat the term N, we integrate by parts o;u(y) and find

N j @) . (0i(x) = 0ik(¥)) . (Ojk(x) = 0k (¥)) . u(y) . 0ijpe(x — y) dx dy
" j 00 . (0100 - T (y)) . 0j0(y) . u(y) . 0ipe(x - y) dx dy

" j 900 (0300 — () 301 (y) - u(Y) . dype(x — y) dx dy

:P.+ Q. + K¢, (4.1.22)

where we have readily noticed that the last term is indeed K, defined in (4.1.17), and
will therefore cancel out when collecting all integrals to form I.. The second term,
namely Qg, involves the commutator [p¢, 0ix0;]((div 0)xu) and is easy to estimate

1Qel < @l lldiv ollzeo ullz2llol e (4.1.23)

Our focus is now the one remaining term
P, = J @) . (0 (x) = ik (¥)) . (Ojk(X) = 0k (¥)) . u(y) . 0ijpe(x — y) dx dy.

To show that this term is bounded, we observe that it contains a “double” cancellation,
namely (0ik(x) — oix(y)) . (Ojk(x) — 0ji(¥)) when x approaches y. We proceed similarly
to the proof of [41, Lemma II.1]. We have

H @) . (0 (x) = oik(y)) . (Ojk(x) = 0k (¥)) . u(y) . 0ijpe(x — y) dx dy

loik(x) = oY) 10k (X) = 0 ()]

. . dy, (4.1.24)

< 192pllzee @l ulloo jdx e j

|x-yl|<ce
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using the Holder inequality, and using that pg(ﬁ) = e‘dp(g), where the smooth func-
tion p is fixed and has compact support (say in the ball of radius c). Next,

deg—d j loik(X) — o (V)] [0jk(X) = Tk (¥) dy

£ £
|x-yl<ce
1 1
< j dx J < J |Voi(x + tez)| dt)( J [Voji(x + tez)| dt) dz
|zl<c O 0
1 5 1 1 2 1
< ( ” ( J [Voirk(x + tez)| dt) dxdz) < ” < J [Voji(x + tez)| dt) dx dz)
lzlcc O lzlcc O
1 1 1 1
< ( ” J [Voir(x + tez)|? dt dx dz) ( ” J IVojk(x + tez)|* dt dx dz) , (4.1.25)
|z|l<c O |zl<c O

successively using the weak differentiability of ¢ and the Cauchy-Schwarz inequality.
Collecting (4.1.24) and (4.1.25), we deduce that

|Pe| < Cllgllze lullLe ||U||12ql- (4.1.26)
Collecting (4.1.19), (4.1.21), (4.1.23) and (4.1.26), we obtain our estimate of I.:

t : t
el < (lo°VellL2 + [|div ollzol@llz2)|ullzelola + @iz 0" VullL2llol a1

+ I pllze 1div ollzeo [ullz2 N0l + 1@l lulzo ol (4.1.27)

up to irrelevant, universal multiplicative constants. We readily note that since all our
arguments to establish (4.1.27) are based on Hélder-type inequalities, it is a straight-
forward modifications of the above manipulations to establish an estimate analogous
to (4.1.27) using ||¢| 1 instead of || 1, [[ulL» instead of |u|L~ and |o|w.r instead
of ||lo]lg:, provided % + % = % As announced above, it suffices then to argue by density
(notice that we have previously established the density of smooth functions in X defined
by (3.1.18)): for smooth functions, the commutator (4.1.15) vanishes with &, and the
bounds we have allows to approximate u, ¢ and o in the appropriate functional spaces.
In summary, we have therefore established, up to technical details we have omitted for
simplicity, that

|[1pe: 0uok03)0) 9| < Clulioc Iplmn

for some constant C, which actually typically depends on 1 + ||div o]~ ||o]|5: + IIUIIE1
and where the space H is defined in (3.1.18). This also writes, in a more abstract form

2
Ilpe, OikOjk O3] W1+ < Cllullzeons.

It is now easy, keeping track of the time variable everywhere in the above argu-
ments and in particular in estimate (4.1.27), to reinstate the time variable when the

EBSCChost - printed on 2/10/2023 3:34 PMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

126 —— 4 Extensions

functions u and ¢ depend on time (and possibly also b and g, then assuming that
b ¢ L1([0, T], W), o € L%([0, T], HY), div o € L1([0, T], L®)). It follows that we have
proven that, if u € X (X being defined in (3.1.3)) solves

o — %oika,-kafju =0,
then u, = p. * u solves 1
Otlle — Eofkojka?,-ug =R, (4.1.28)
where the remainder R, satisfies
R =% 0 inLl([0, T, LY) + L*([0, T, H). (4.1.29)

The above arguments (together with a now classical treatment of the term b. Vu) outline
the proof of the following Proposition 4, which summarizes the results of this section.

Proposition 4. Assume (3.1.4), (3.1.5), (4.1.14), that is,

bewhl, [divb]_ € L,
o€ HY, (4.1.30)
dive e L®, [Tr[(Do)?]], € L™,

where we recall the notation (4.1.12)—(4.1.13). Consider then equation (1) witha = %oat.
Then, for all initial conditions ug € L, (1) has a unique solution in the space X, that is,

{u e L™([0, T], L) n €°([0, T], LP), 1 < p < +oo, 6'Vu € L*([0, T], L?)}.

Remark 42. The case of aninitial condition ug € L?, for 1 < p < +oo0, instead of L* can
be treated using renormalization. The proof follows the pattern of that in Section 2.3.
We do not proceed in this direction.

4.1.3 Probabilistic interpretation of our assumptions

We now comment upon our couple of assumptions (divo € L®, [Tr[(D0)?]], € L®)
in (4.1.30) from the perspective of probability theory. We again argue for simplicity of
exposition in the case when b = 0, but our argument is general. We consider

dXt = O(Xt).th. (4.1.31)

We would like to understand what it means to control the Jacobian J; = |det %}E")I
(and actually its inverse) because we expect that, as in the deterministic setting, this
control is related to the preservation of norms, thus the issue of well-posedness, in
the associated partial differential equation. To this end, we assume all the regularity
necessary for our manipulations to make sense and now calculate the evolution of J;.
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We could use Itd differential calculus to deduce dJ; from dX; in (4.1.31), but it is
actually technically simpler to first write (4.1.31) in the Stratonovich form

dXt = C(Xt) dt + U(X[) o th, (4132)

where we denote by [c]; = —%ojkajoik, and use Stratonovich differential calculus,
which, as is well known, proceeds exactly alike classical deterministic differential
calculus. We deduce from (4.1.32) that

d][ = diVC(X[)][ dt+(diV0'(Xt))]t°th, (4133)

where 1 1
dive = - 0:(0k90i) = —E(Tr[(DU)Z] + 0704 Ok (4.1.34)

From (4.1.32)-(4.1.33), that is,

Xt _ C(Xt) O-(Xt) o
d (h) - (diVC(Xt)Jt> dt+ ((diVU(Xt))It> awe,

we now infer to the It6 form of the equation on J;:
1
dj = (div (X + E(div 0(X)J¢.05((div o(Xe))]t)
+ % Tr[o'(X;) . 0x((div G(X[))][)]) dt + (divo(Xy))J . dWy, (4.1.35)

where 1 1
E(div o(Xe)J¢ . 05((div (X)) = 5 |div a|%J¢ (4.1.36)

and
1., , 1
5 Tr[o" (X¢) . ox((div o(X¢))] )] = EU)’kaX,«((aiaik)]t)
1
= Ea,-ka,-,-o,-k]t. (4.1.37)
Collecting (4.1.34) through (4.1.37), we obtain
1
dJi = 5 (div o? - Tt[(Do)?))]; dt + (div 0)] . dW,.
We next obtain the evolution of J;! by Itd calculus:
—1y _ 1 . 2 2 —1 _ . —1
dg;") = 5(1divoP + Tr((Do)))j;* dt - (div o). dW. (4.1.38)

We recognize in this equation the term |div 0|2 + Tr[(Do)?] which also arises in our
theory for the associated parabolic equation, on the right-hand side of (4.1.11). We
notice that, indeed, no second derivative of ¢ appears in this equation. Taking the
expectation of (4.1.38), we have

dEx(J71) = Ex(%(ldiv o + Tr[(Do)Z])];l) dt (4.1.39)
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and our bounds therefore allow to estimate the evolution of J t‘l on average. As in our
calculations (1.1.5) in the deterministic setting for positive times, | ;1 indeed somehow
controls the preservation of norms. Actually, that claim is not exactly true. And the
discussion in the present paragraph must therefore be understood as at most an analogy,
which confirms the instrumental role played by the quantities |div 6|2 and Tr[(Do)?].
Indeed, we certainly have, using (1.2.3),

j lu(t, )| dx = j Ex(luto(Xe(x, )] dx = ﬂ luo(Xc(x, )| dx dPaw,

Formally using the Fubini Theorem, and next changing x into y = X:(x, w) for each w
fixed, this yields

oX¢(x, w)
ox

The rightmost quantity does however not involve E (J ;1) (in the notation we have used
throughout this paragraph), since the Jacobian is evaluated at x such that X;(x, w) = y.
The control we have in (4.1.38) and (4.1.39) does not provide any information on the
integrand in (4.1.40). We thus speak of an analogy and not of a mathematical argument.

-1
j lu(t, x)| dx = J Iuo(y)IIE( det ) dy. (4.1.40)

x=X;'(y,w)

4.1.4 Back to the L! estimate

As announced in Section 3.4, we devote this short section to the L! estimate on the
solution, and the corresponding L! estimate on 0'Vu as explained there, in the case of
an operator not in divergence form.

Very much in line with the manipulations we just made in Section 4.1.2 above, we
write

1 1 1
~5 0ik0i(TjkOju) = == 0i(0ikOjk0ju) + = (0i0ik) TjkOjU.

Denoting by © = % div o, we observe that the rightmost term of the above expression
reads as 00.Vu and therefore that, assuming

divo € L® (4.1.41)

allows to include this term in our discussion of Section 3.4 regarding the Girsanov-
type transform. Alternate assumptions on this term div o can possibly be imposed,
depending on the specific context.

Likewise, we may write

1 1
—Eo,-ka,-kaizju = —Eai(oikojkaju) + (aiO'ik)O'jkaju
1
+ E(O'ikaiO'jk - 0jk0i0jk)0jU. (4.1.42)

The second term is the term in div o we already saw above. We notice that the new
rightmost term is of the form b. Vu with

divh = —%|div o> + %Tr[(Do)z].
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The assumption
[Tr[(Do)?]]+ € L, (4.1.43)

in addition to (4.1.41), therefore allows to also address this term as a “regular” trans-
port term that has controlled divergence.

We note that our assumptions (4.1.41)-(4.1.43) in this section are of course remi-
niscent of (4.1.30). They allow to apply to operators that are not in divergence form the
considerations of Section 3.4. And, as emphasized in Section 3.4, they do not involve
second derivatives of g.

4.2 Application to the theory of stochastic differential equations

We have already seen in Section 2.2 the consequences on the theory of stochastic
differential equations of our results obtained in the partial differential equation setting
when the matrix ¢ is constant. We therefore only discuss here the necessary adaptations
when o varies, and satisfies the assumption of our Proposition 1, namely ¢ € H'.
Of course, we take b satisfying (3.1.4), but this is not our focus here. In its principle,
the construction of solutions to the stochastic differential equation

dX[ = b(X[) dt + O'(Xt) th, (4.2.1)

under the above assumptions on (b, o) follows the same pattern as that performed in
Section 2.2 for the solutions to (2.2.1) in the case of a constant ¢. The properties of
uniqueness, both in law and pathwise, follow similarly. Some additional arguments are
however necessary for our mathematical proofs, and we sketch those arguments in this
section. Using the result of the partial differential equation setting (here Proposition 4
instead of Theorem 1), we are going to show that, up to the elimination of a set of initial
conditions of zero Lebesgue measure, equation (4.2.1) is well-posed. The proofs show
that the limits are independent of the specific regularization procedure employed and
we will obtain a characterization of the solution constructed, via the Feynman—Kac
formula.

This is precisely the point we now focus on. In Section 2.2, assumption (2.2.3),
namely

jlﬁx(nA(xt» dx < clA|

for all Borel sets A, is precisely useful to eliminate remainders in the approximation of
the Itd formula. Now that o is not constant, we need to complement Definition 1, and
we do this in the following manner. We assume that

t

Ey J p(t-s,Xs)ds| < cllelio,m,L1)+L2(0,T],H) (4.2.2)
0

1
Ll,x

forall ¢ € L'([0, T], L') + L?([0, T], H), where we recall that H is defined in (3.1.18).
Note the latter space has dual space L®([0, T], L*®) n L*([0, T], H). This additional
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assumption (4.2.2) complements (2.2.3). It is satisfied by regular solutions and, there-
fore, will be satisfied by the solution we construct below by regularization.

Definition 3. We say that X;(x) (abbreviated as X; when there is no ambiguity) is a (fam-
ily of) solution(s) to (2.2.1), parameterized by the initial condition x, or a solution flow
to (4.2.1), that is,

dX[ = b(X[) dt + O'(Xt) th,

when
o  X;satisfies (2.2.3), that is, there exists a constant ¢ such that

lexmA(xt)) dx < clA|

for all Borel sets A,

« X, satisfies
t t

X =x+ jb(Xs) ds + I o(Xs) dWy (4.2.3)
0 0
for all times t > 0, almost surely and for almost all initial condition x,
o X; satisfies (4.2.2) that is, there exists a constant ¢ such that
t

Ex J o(t-s,Xs)ds| < cllio,m,cny+12(0,11,5)
0

1
Lt,x

forall ¢ € L1([0, T], LY) + L2([0, T], H),
« X, satisfies the semi-group property

Xt+s = Xt(Xs)

for all times s, t > O (where our notation assumes that the Brownian taken for X;
is that taken for X;,s from time s).

Remark 43. Asin Remark 5, we notice that the first two properties in Definition 3 imply
the continuity of trajectories stated in (2.2.14). Our argument on page 54 anticipated
the present case where ¢ varies.

Remark 44. In the particular case when ¢ is constant, condition (4.2.2) does not
exactly agree with assumption (2.2.3) of Definition 1. Condition (4.2.2) is “weaker”
in the sense that it is integrated in time. This feature was already sufficient for our
argument of uniqueness of the case o constant, as we observed in Remark 12, but
since in that case we were indeed able to prove the existence of a solution satisfying the
stronger condition (2.2.3), our assumption there is consistent and therefore the right
one. Condition (4.2.2) is also “weaker” than (2.2.3) because, on bounded domains,
L%([0, T], H) is a subspace ofL}’X and thus (4.2.2) is then implied by (2.2.3). In full gen-
erality, the conditions are slightly different and not really comparable to one another.
We focus here on the general case of a varying o that in addition needs not be positive
definite. Our arguments are thus intrinsically different from those of the case o constant
(and positive).
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We now get to the study of equation (4.2.1). Our argument of Section 2.2 successively
dealt with uniqueness in law, existence in law, pathwise uniqueness, and strong exis-
tence, based on similar considerations in nature. We know from our study there of the
case of a constant o that the key step is to be able to regularize the equation, perform Itd
calculus and establish a Feynman-Kac formula for our solution. For brevity, we there-
fore only mention here the modifications of our previous arguments of Section 2.2 that
are necessary to proceed with this key step. Likewise, we do not make precise the main
results, which are the necessary adaptations of those stated in Corollaries 2, 3, 5, 6
to the present setting. They of course are based on the results obtained on the partial
differential equation in Chapter 4 instead of Theorem 1, and on Definition 3 of solution
to the stochastic differential equation, instead of Definition 1.

We start with uniqueness in law. We observe that, in the solution process we

consider
t t

Xe—x= Jb(Xs) ds + J o(Xs) dWs,
0 0

the rightmost integral is a stochastic integral. Indeed, because of the L? integrability
of o and property (2.2.3) of X;, we have

T

J an,(|a(xt)|2 dt dx < CT|o|}, (4.2.4)

0
thus, for almost all x, o(X;) € L2(Q x [0, T]). It follows that the proof of the classi-
cal It6 inequality therefore applies and we have, for ¢ fixed, and a regularization
u, of u, unique solution we have constructed for the parabolic equation with initial
condition ug € L*°:

t

“ug(t, %) + ue(0, X,) = j % ue(t - 5, Xs) ds
0

t

Il
|
[SYS—

t
%(t s, X.)ds + Jb(Xs).Vug(t _s,X,)ds
0

N =

t
+ J 00 (X)D?ug(t - s, X;) ds
0

+ | Vue(t-s,Xs).0(Xs) dWs,

O t—_——

¢ ¢
=— J R.(t-s,X)ds + J ol (Xs)Vue(t —s, Xs).dWs, (4.2.5)
0 0

where we notice that, because 6/Vu € L? and for the same reason as in (4.2.4), the right-
most integral is a stochastic integral, and where we have denoted by R, the remainder
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term for the regularization procedure. The regularization of the parabolic equation we
have performed in the previous section (see equation (4.1.28)) indeed shows that

ou,
ot

1
-b.Vu, - EO'O'tDZUg =R,
for a remainder term that satisfies (see equation (4.1.29))
R: Z2% 0 in ([0, T}, L®) n L([0, T], H))'.

We next take the expectation at fixed x of both sides of (4.2.5) and obtain
t
e (6,0 - Ex(ue(0, X0) = Ex | Relt - 5,X;) ds.
0

Using (4.2.2) and letting £ vanish, we deduce that
u(t, x) = Ex(uo(Xy)),

which yields uniqueness, and, in fact again, the characterization of the solution process.
Consequently, the analogous result to that stated in Corollary 2 holds true in the
present setting.

For existence in law, our argument of Section 2.2 actually immediately applies to the
present case of a varying coefficient o, because we have already collected there all the
material pertaining to that case. The key ingredients, in turn used for the tightness of the
sequence of probabilities solutions to the regularized problem, were estimations (2.2.6)
and (2.2.12). The latter was precisely established for the present context of a varying o.
Both estimates are based upon (2.2.3). The fact that this estimation is uniform in the
regularization parameter is itself a consequence of the L! estimate on the parabolic
equation. So we assume that b and o are such that the L! estimate (2.1.24) holds true
for the solution to the parabolic equation. So is then estimate (2.2.3) and, likewise,
estimate (4.2.2), for the solutions we construct and consider. Then it is easy to proceed
with proving existence of a solution in law, using the formalism we introduced and the
ingredients we made clear in Section 2.2. Note that in the absence of an L! estimate
of the type (2.1.24), one could imagine to proceed with “only” the L? estimate (2.1.3)
which holds true more generally (see the related Remarks 31 and 8, which also apply
to Definition 3).

To proceed with pathwise uniqueness (and strong existence falls using the same
techniques), we introduce as in Sections 1.2 and 2.2 the parabolic equation in the
space of doubled dimension

u du ou 1 0%u
3 bi(X)a_Xi - bi()’)a_yi - Eaik(x)aik(x) 0X;0X;
aZu 1 azu
o ()0 — 201 (y)0ik(y) —— = 0. 4.2.6
ik(X)Ojk(y) ox0y; 2 ik(V)ojk(y) 3y:0y; ( )
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It may be written in the more compact form
1
ot —B(x, y). Vyyu - Ezzf(x, y)D; ju =0, (4.2.7)

where B and £ have been defined in (1.2.10). In order to apply our existence and
uniqueness result of Proposition 4 to equation (4.2.7), we need to check that assump-
tions (4.1.30) hold true.

The first three assumptions, namely B € W,},’)}, [divy,y B]- € Lg?y, Ye H,%,y, are evi-
dently equivalent, given the specific form of B and Z, to the standard assumptions

b e Wy, [divy b]_ € L®, 0 € HL. Similarly, we have
divy,y X = divy o(x) + divy 0(y),

and thus divy,y 2 € LY, amounts to divo € L. The argument is again similar for
the last assumption of (4.1.30), namely Try,, [(DX,yZ)Z] < C which is equivalent
to Tr[(Do)?] < C. Under this set of assumptions, that is, b € W,%’l, [divy b]_ € L{°,
o€ H},divo € LY, Tr[(Do)?] < C, pathwise uniqueness follows, thereby extending
the result of Corollary 5 of Section 2.2.3 to the present setting of a varying coefficient o.
Finally, under the same set of assumptions, the existence of a strong solution is proved
as in Section 2.2.3, and the analogue to Corollary 6 holds true.

We conclude the section by emphasizing that, clearly, there is room for improve-
ment in our understanding of this case when ¢ is not constant, notably for what regards
the most general assumptions to make.

4.3 Further extensions

We mention in this final section two possible research directions that follow up on
the results of these notes. For both directions, we only briefly outline the issues and
suggest possible arguments to solve those issues.

More regular initial conditions. For simplicity of exposition, we consider the case b = 0.
It is straightforward, if necessary, to reinstate b and treat the corresponding term in
the following argument (using ingredients developed in [64] and which we briefly
recall below).

A natural question, in particular in echo to the classical (H6lder) theory of parabolic
equations for which such a result holds true, is to ask whether a better regularity of
the initial condition allows to prove a better regularity of the solution. A prototypical
question is, does uy € WP imply u € C([0, T], W'P)? We now give some indications
to establish that this is indeed the case. First, at least formally, the question can be

stated and studied within the probability framework. Consider the couple (X¢, %)
solution to the following system of stochastic differential equations:
dX; = 0(X;) dWy,
(4.3.1)
d<%> ~vox 2% qw,.
ox ox
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The solution to the parabolic equation, and its derivative in space, can be expressed in
terms of this couple as follows:

u(t, x) = E (uo(Xe)) ,

X (4.3.2)
Vu(t, x) = IE(Vuo(Xt)%).

This is of course true in the regular setting at least but the arguments performed through-
out these notes indicate that this will also hold for more general settings. It follows
from (4.3.2) that the properties of Vu can be directly inferred from the understanding
of system (4.3.1).

On the other hand, a direct approach on the parabolic equation is also possible.
It is an observation by Krylov that, differentiating in space the equation

Ol — a,-jaiziu =0, (4.3.3)

one obtains
Ol g — al-jaizju,k - ak(a,-j)al?ju =0, (4.3.4)

where u i evidently denotes g—;‘k. Since equation (4.3.4) is not closed in u x (it indeed

involves u itself), the idea is to introduce the function

ou(t, x)
oxx

w(t, x, &) = &k,

with, as usual, the convention of summation over repeated indices, and write equa-
tion (4.3.4) in the form

w o'w  day(x), ’w
ot Uoxjox;  oxx Foxi0&

0. (4.3.5)

That equation is now a parabolic-type equation in w, in a higher-dimensional space,
and its study will provide information on the differentiability of the solution u to (4.3.3).

Equation (4.3.5), along with actually its probability theoretic companion equa-
tion (4.3.1), are both amenable to the techniques developed in these notes. One useful
guideline for adapting our proofs to that setting is to consider our previous work [64]
that establishes similar additional regularity of solutions when initial conditions are
more regular. We have considered in that work both the system

Y(t) = b(Y (1)),
R(t) = V,b(Y(D)R(t), (4.3.6)
Y(0)=y, R(0)=r,

and the specific transport equation

)
a—’; +b1(x1).Vyu +ba(xq, x2).Vy,u = 0. (4.3.7)
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System (4.3.6), where (Y, R) stand for (X(t, x), axsi,x) ), is clearly the deterministic anal-
ogous system to system (4.3.1). It is of course obtained by differentiating the equation
in the first line with respect to the initial condition x. On the other hand, the structure
of the transport equation (4.3.7) (actually, of course, the transport equation associated
to the differential system (4.3.6)) is similar in nature to that of (4.3.5), up to the formal
transformation of first-order terms into second-order terms. The point in (4.3.7) is
that the coefficient field b1 (x;) along V; only depends on the variable x;. Somewhat
similarly in (4.3.5), the term ag,-),-((kx) & a‘?:;”&_ , although involving a first derivative of a;;
and thus expectedly difficult to address, is a smooth function of £, since it is linear
in that variable. Our technique of [64], consisting in regularizing separately in the two
variables, and which allows to prove well-posedness of (4.3.7) (and, subsequently

of (4.3.6)) under the assumptions

{ b1 =b1(x1) € Wi'l CliVX1 b1 =0,

19

by = by(x1,x2) € L (Wy'), divy, by =0
is likely to apply to the case of (4.3.5) and (4.3.1).

Nonlinear equations. We mention in this final paragraph a possible pathway for
extending the results of these notes to the case of nonlinear scalar conservation laws

o¢u + divy (F(x, u(x))) = 0, (4.3.8)

where F(x, u) denotes a nonlinear flux. To relate to the contents of these notes, think
of, say, F(x, u) = f(u) b(x), where f is a nonlinear function, or the even simpler case
F(x, u) = f(u) b, for a fixed vector b, which allows us to focus on the difficulty related
to the nonlinearity in the solution u. In that case, we briefly recall that, in the classical
setting, the typical proof of uniqueness of entropic solutions of equation (4.3.8) follows
the method introduced by Kruzkov. That method can be formally summarized as follows.
We consider solutions that additionally satisfy the entropy condition: for all k € R and
all smooth, compactly supported, nonnegative functions ¢,

” (lu(t, x) — klorp + sgn(u(t, x) - k)(f(u(t, x)) — f(k))b.Vp)dxdt =0.  (4.3.9)

Condition (4.3.9) is actually equivalent to the alternate usual formulation of the entropy
condition, namely for all couples (1, ¢) of (entropy, flux) (meaning that 7 is convex
and 0¢(u) = n'(u)o(bf(u))),

on(u) +divy p(u) <0
in the sense of distributions. Suppose now we have two candidates u and v solutions,
both entropic in the sense of (4.3.9), and associated to the same initial condition.

We take k = v(t, y) in condition (4.3.9) stated for u, and, symmetrically, k = u(t, x) in
the condition stated for v. We obtain

[[J] tute. 0 - vy + 2:9)
+sgn(u(t, x) - v(t, y)(fu(t, x)) - fv(t, ) (b.Vxp + b.V,¢)) dx dt dy dt > 0.
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A suitable choice of test function ¢ then allows to show that

|| ute. 0 - vie. 10
+sgn(u(t, x) - v(t, ))(f(u(t, x)) - fv(t,x)))b. Vi) dxdt > 0 (4.3.10)

for all smooth, compactly supported, nonnegative functions . It is then deduced that,
in some formal notation (but the statement is indeed established and made precise
upon using a sequence of test functions ¥ in (4.3.10)), for t; < ¢,

” u(t, x) = v(t, )(8(t — 1) — 8(t — 1)) dx dt > 0.
This immediately writes
j u(ty, x) - v(t1, ) dx - j lu(ts, X) — v(tz, )| dx 2 0

thereby showing the decay in time of the norm |Ju — v||;:, and thus, given that u and v
agree at initial time, uniqueness.

The above outline shows that the classical argument for uniqueness of the entropic
solution is based upon manipulations of integrals using smooth test functions, duplica-
tion of the variables and related techniques. Such arguments are of a similar type, and
therefore compatible with, the techniques of proof developed in these notes, the latter
being essentially based upon a regularization by convolution using a kernel p.(- - x).
This suggests that, when one reinstates the dependency upon x through fields that
are possibly not regular, and starting from initial conditions likewise, one may thus
envision a possible proof of uniqueness consisting first in establishing the estimates of
the classical argument on a regularized version of the equation, and letting next the
regularization parameter vanish to obtain uniqueness in the generalized case, in the
spirit of what has been completed both for the transport and the parabolic equations
discussed above. For instance, in the case F(x, u) = f(u)b(x), if we assume (at least)
an initial condition ug bounded, a continuous flux f and a W! transport field b,
uniqueness should hold and can be expected. For such questions, along with related
questions in the general nonlinear case, we refer to the lectures [73].
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