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Steel wire ropes are frequently subjected to dynamic reciprocal bending movement over sheaves or drums
in cranes, elevators, mine hoists, and aerial ropeways. This kind of movement initiates fatigue damage on
the ropes. It is a quite significant case to know bending cycles to failure of rope in service, which is also
known as bending over sheave fatigue lifetime. It helps to take precautions in the plant in advance and
eliminate catastrophic accidents due to the usage of rope when allowable bending cycles are exceeded. To
determine the bending fatigue lifetime of ropes, experimental studies are conducted. However, bending
over sheave fatigue testing in laboratory environments require high initial preparation cost and a long time
to finalize the experiments. Due to those reasons, this chapter focuses on a novel prediction perspective
to the bending over sheave fatigue lifetime of steel wire ropes by means of artificial neural networks.

Chapter 4

Introduction and Application Aspects of Machine Learning for Model Reference Adaptive

Control With Polynomial NEUTODS. ......c..ceeeueririrtenieniinitetenienitetete sttt eeeete st st esee e b eaeesenees 59
Ivo Bukovsky, Czech Technical University in Prague, Czech Republic
Peter M. Benes, Czech Technical University in Prague, Czech Republic
Martin Vesely, Czech Technical University in Prague, Czech Republic

This chapter recalls the nonlinear polynomial neurons and their incremental and batch learning algorithms
for both plant identification and neuro-controller adaptation. Authors explain and demonstrate the use
of feed-forward as well as recurrent polynomial neurons for system approximation and control via
fundamental, though for-practice, efficient machine learning algorithms such as Ridge Regression,
Levenberg-Marquardt, and Conjugate Gradients; authors also discuss the use of novel optimizers such as
ADAM and BFGS. Incremental gradient descent and RLS algorithms for plant identification and control
are explained and demonstrated. Also, novel BIBS stability for recurrent HONUs and for closed control
loops with linear plant and nonlinear (HONU) controller is discussed and demonstrated.

Chapter 5
Optimum Design of Carbon Fiber-Reinforced Polymer (CFRP) Beams for Shear Capacity via
Machine Learning Methods: Optimum Prediction Methods on Advance Ensemble Algorithms —
Bagging COmMDBINAtIONS. ......couiiiiiiieieee ettt ettt ettt ettt ettt et e be e teeabeeabeeabeenbeeneean 85
Melda Yucel, Istanbul University-Cerrahpasa, Turkey
Aylin Ece Kayabekir, Istanbul University-Cerrahpasa, Turkey
Sinan Melih Nigdeli, Istanbul University-Cerrahpasa, Turkey
Gebrail Bekdasg, Istanbul University-Cerrahpasa, Turkey

In this chapter, an application for demonstrating the predictive success and error performance of ensemble
methods combined via various machine learning and artificial intelligence algorithms and techniques was
performed. For this reason, two single methods were selected, and combination models with a Bagging
ensemble were constructed and operated with the goal of optimally designing concrete beams covering
with carbon-fiber-reinforced polymers (CFRP) by ensuring the determination of the design variables. The
first part was an optimization problem and method composing an advanced bio-inspired metaheuristic
called the Jaya algorithm. Machine learning prediction methods and their operation logics were detailed.
Performance evaluations and error indicators were represented for the prediction models. In the last part,
performed prediction applications and created models were introduced. Also, the obtained predictive
success of the main model, as generated with optimization results, was utilized to determine the optimal
predictions of the test models.
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apply machine learning techniques to image processing. As a result, this chapter offers a scientometric
analysis for investigating the current literature of image processing studies for the civil engineering field in
order to track the scientometric relationship between machine learning and image processing techniques.
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In this chapter, the authors realized prediction applications of concrete compressive strength values via
generation of various hybrid models, which are based on decision trees as main a prediction method. This
was completed by using different artificial intelligence and machine learning techniques. In respect to
this aim, the authors presented a literature review. The authors explained the machine learning methods
that they used as well as with their developments and structural features. Next, the authors performed
various applications to predict concrete compressive strength. Then, the feature selection was applied to
a prediction model in order to determine parameters that were primarily important for the compressive
strength prediction model. The authors evaluated the success of both models with respect to correctness
and precision prediction of values with different error metrics and calculations.
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Innovation and technology are trending in the industry 4.0 revolution, and dealing with environmental
issues is no exception. The articulation of artificial intelligence (Al) and its application to the green
economy, climate change, and sustainable development are becoming mainstream. Water is a resource
that has direct and indirect interconnectedness with climate change, development, and sustainability
goals. In recent decades, several national and international studies revealed the application of Al and
algorithm-based studies for integrated water management resources and decision-making systems. This
chapter identifies major approaches used for water conservation and management. On the basis of a
literature review, the authors will outline types of approaches implemented through the years and offer
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Urbanization, industrialization, and increase in population lead to depletion of groundwater and also
deteriorate its quality. Madurai city is one of the oldest cities in India. In this study, the authors assessed
the quality of groundwater using various statistical techniques. The researchers collected groundwater
samples from 11 bore wells and 5 dug wells in the post-monsoon season, in 2002, and analyzed the
samples for physicochemical characterization in the laboratory. They analyzed around 17 physicochemical
parameters for all the samples. The aim of the descriptive statistical analysis was understanding the
correlation between each parameter. Then, the authors carried out cluster analysis to identify the most
affected bore well and dug well in Madurai city.
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into probe people and vehicles based on Global Positioning Systems, mobile phone cellular networks, and
Bluetooth, location-based social networks, and transit data with the focus on smart cards. For each data
source, the operational mechanism of the technology for capturing the data is succinctly demonstrated.
Secondly, as the most salient feature of this study, the transport-domain applications of each data source
that have been conducted by the previous studies are reviewed and classified into the main groups.
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Therapid growth in the number of drivers and vehicles in the population and the need for easy transportation
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real-world problem. Finally, the performances of the proposed approaches were evaluated by comparing
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Manual detection of abnormality in control data is an annoying work which requires a specialized
person. Automatic detection might be simpler and effective. Various methodologies such as ANN, SVM,
Fuzzy Logic, etc. have been implemented into the control chart patterns to detect abnormal patterns in
real time. In general, control chart data is imbalanced, meaning the rate of minority class (abnormal
pattern) is much lower than the rate of normal class (normal pattern). To take this fact into consideration,
authors implemented a weighting strategy in conjunction with ANN and investigated the performance
of weighted ANN for several abnormal patterns, then compared its performance with regular ANN.
This comparison is also made under different conditions, for example, abnormal and normal patterns
are separable, partially separable, inseparable and the length of data is fixed as being 10,20, and 30 for
each. Based on numerical results, weighting policy can better predict in some of the cases in terms of
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In this chapter, the authors explore keystroke dynamics as behavioral biometrics and the effectiveness of
state-of-the-art machine learning algorithms for identifying and authenticating users based on keystroke
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effective with limited data. Therefore, the authors conducted experiments with two different keystroke
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Xiv

Preface

Various optimization techniques have been utilized from the past to the present in order to solve engineer-
ing problems and obtain optimized designs. These techniques consist of classical mathematical methods,
and these methods remain incapable of optimally solving real-life problems that have a complex structure
with more than one requirement at the same time or of showing non-linear behavior. This situation shows
the truth of the need for new methods.

Nowadays, optimization techniques—which are advanced and more flexible in structure—have
emerged with the help of developing technology and computers. These are known as heuristic methods.
They involve an initial situation. Metaheuristic methods are one step ahead of heuristic methods. They
also involve different algorithms. However, although they avail much in terms of their ability to provide
solutions to many (multiple) problems, they require a very long time to process those problems and
determine the resulting solutions to those problems.

In order to solve these problems, and in order to obtain fast and effective solutions to a range of dif-
ferent problems, a different approach and one that is effective is the use of artificial intelligence (Al) and
machine learning (ML) methods. With these methods, it is not necessary to have continuous optimiza-
tion. Moreover, the optimum values of multi models can be determined simultaneously and quickly. In
this way, it is possible to determine the optimum value for multiple designs without the need for new
and repeated optimization processes via the learner model. At the same time, the optimal values for
various new models that have been constructed with the hybrid models enable users to estimate results
quickly and accurately.

Factors such as economic objectives (such as the goal of keeping costs to a minimum), the ensuring
the feasibility of achieving an intended purpose and a correct design; esthetic objectives, etc.; have played
arole in addition to the objective of providing all required safety features, among the principal aims of
engineering designs. In the process of deciding on the appearance of the designs, the designer may decide
to provide solutions all such aims at the same time. Such a decision often depends on the experience
of the engineers. Some conditions are optional. However, certain conditions must be carried out. For
instance, these include carefully and correctly calculating various variables that comprise the design;
and correctly incorporating controlled material usage in the framework of a safe and economic design.

In this respect, optimization methods become useful for solving various engineering problems most
appropriately. Especially nowadays, metaheuristics—which are derived from advanced optimization
methods—avail much in terms of various problems. Such problems include determining the best tool;
minimizing structural/material costs, optimizing structural weight; and managing projects. On the other
hand, the use of artificial intelligence and machine learning techniques (ones derived from today’s
technologies) is gradually increasing in multiple areas of engineering. Many problems can be solved
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rapidly, accurately, and effectively, thanks to these methods. These methods provide for the realization
of various activities such as forecasting, inference, and feature identification. At the same time, these
methods—when executed—can provide ease and efficiency in terms of time, cost, and effort.

With this goal, meeting the required/preferred conditions is ensured by resolving various engineering
problems through optimizing operations. This is being realized by using a variety of different methods
and by using the most appropriate values of the parameters of the problem. The ability of hybrid models
to predict outcomes is improved both in terms of speed and of correctness. These hybrid models are
created by using various Al and ML methods. This is a result of this process.

In recent years, machine learning and artificial intelligence applications have been gaining greater
and greater importance. Especially, they can provide effective solutions for different problems in engi-
neering applications. The main purpose of this book is to introduce concepts of artificial intelligence
and machine learning; to explain methods of machine learning; and to introduce various engineering
applications that are performed with these methods. In this respect, various examples of solutions which
have been realized with Al and ML methods will be reflected on. This book is intended as a guide for
various fundamental problems from the fields of civil engineering, mechanical engineering, and industrial
engineering, along with other engineering fields. Thus, the book can be a guide for students, researchers,
and academics in various fields of engineering.

Furthermore, some of the engineering problems in the book are related to examples that involve
optimum values obtained by optimization, and that are associated with training with machine learning
methods, and which thus minimize the time and effort required to generate new designs. Other problems
reflect efficiency and speed in solving of problem with using one of these methods. The book provides
new approaches in terms of ML methods and forms of usage.

The applications of artificial intelligence and machine learning—which have become widespread with
advancing technology—are no longer limited to certain areas. In many countries, in the field of educa-
tion—such as in universities; research centers; etc.—such applications are conveyed in various lectures
or courses, being sources of such information. In particular, it is thought that different applications can
be studied together by undergraduate and graduate students alike.

In addition, the book tackled artificial intelligence and machine learning concepts which are derived
from the most recent and technological methods and which represent practices that are performed in
various branches of engineering. They are also suitable for use by researchers.

Artificial Intelligence (Al) applications are the most interesting and fruitful subject of the new era.
The most trendy applications of Al are related to technological devices such as human-like robots; elec-
tronic devices; autonomous vehicles; drones; etc. There is no doubt that these technologies will be a part
of future life. But now, we use Al in our everyday life at present. We cannot realize that Al applications
are responsible from a process standpoint.

The main scope of the book is to express information concerning Al applications depending on a
prediction process via machine learning applications. Similar applications from everyday life using Al and
machine learning are also given. Engineering applications, especially in the fields of civil, mechanical,
and industrial engineering—may critically need Al techniques for organization, planning, and prediction.

The structure of the book is as follows:

In Chapter 1, a review of Al and ML methods are presented. The development of methods is given
by the explanation of basic features. The development of applications from past to present can be found.
Prediction applications using artificial neural networks (ANNs) are also mentioned at the end of the chapter.

XV
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The main aim second chapter is to present ANN in more detail—including the presentation of mul-
tilayer ANNS, feed-forward ANNs and back-propagation. Two prediction problems for the application
of structural mechanics are presented. The first problem involves the prediction of the optimal design of
tubular columns. In this application, the optimal results of several cases of design were used in training;
and a metaheuristic algorithm called Teaching Learning-Based Optimization (TLBO) is used for opti-
mization. For the second application, the optimal design of an I-beam is predicted for vertical deflection
minimization. For optimal results used in machine learning, a Flower Pollination Algorithm (FPA) is
used. At the end of Chapter 2, a code for the optimal design of the tubular column problem is also given.

In the third chapter of the book, a novel prediction proposal is presented for predicting the lifetime
fatigue of bent sheaves of steel wire ropes. In the prediction, ANN is employed. For providing a predic-
tion regarding the lifetime fatigue of bent sheaves of steel wire ropes used in cranes, elevators, mine
hoisting, and aerial ropeways, experimental methods are generally used. However, the fatigue testing of
bent sheaves requires high cost and time. For that reason, for this application, there are great advantages
to using ANN methods.

Chapter 4 is related to nonlinear polynomial neurons and batch learning algorithms for applications
such as plant identification and neuro-controller adaptations. This application employs Ridge Regres-
sion, Levenberg-Marquardt, and Conjugate Gradients for ML algorithms. A novel optimizer was also
used. Comparison results were discussed.

In Chapter 5, a civil engineering application is presented. In the retrofit applications presented, the
shear force capacity of the reinforced concrete (RC) beam is increased by carbon-fiber-reinforced poly-
mer (CFRP) wrapping. In the application presented, a methodology for the optimization and prediction
of optimal results is presented in the application.

Chapter 6 includes computer vision methods. In engineering, computer vision methods are used for
detecting cracks in structural members; extracting information from traffic flows; performing safety
analyses in construction processes; etc. Computer vision applications are supported via ML for image
processing.

The discussion of predictive applications in civil engineering continues in Chapter 7. In this chapter,
the prediction of the compressive strength of high-performance concrete (HPC) is presented. This pre-
diction is realized via the generation of several hybrid models, based on decision trees.

Chapter 8 is related to integrated water management resources and decision-making systems. The use
of Al method and soft computing algorithms for water management is important, because water resources
have direct and indirect inter-connectedness with climate change, development, and sustainability.

In Chapter 9, a brief case study is presented regarding the analysis of ground water quality using
statistical techniques. The case study is done for the city of Madurai in India.

Chapter 10isrelated to smart transportation. Applications regarding probing people-based and vehicle-
based data sources are presented. By using technologies, smart transportation is a formwork providing
a means for the acquisition, management, and mining of traffic-related data sources.

In Chapter 11, passenger demand prediction via ML methods is presented. The rapid growth of ve-
hicles and the need for the easy transportation of people increases the demand for public transportation.
In Chapter 11, a case study of Istanbul’s public transportation system is also presented.

Chapter 12 includes a clustering-based bus stop selection for bus routing problems. As an operational
research topic, the problem of vehicle routing is a complex and important one. In chapter 12, it is possible
to find discussion of methods such as K-Means, fuzzy C-Means, simulated annealing, genetic algorithm,
saving algorithm, and nearest neighborhood algorithm.

XVi
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Chapter 13 presents an ANN application for chart pattern recognition in unbalanced control data.
Comparatively, the automatic detection of abnormality in control data is more effective than manual
detection is. A weighting strategy implemented via the use of ANN was investigated.

Chapter 14 is related to biometric identification based on Keystroke dynamics. Several ML methods
are compared and discussed.

XVii
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ABSTRACT

This chapter presents a summary review of the development of artificial intelligence (Al). The chapter
provides definitions of Al, together with its basic features, and illustrates the development process of
Al and machine learning. Further, the authors outline the developments of applications from the past
to today and the use of Al in different categories. Finally, they describe prediction applications using
artificial neural networks for engineering applications. The outcomes of this review show that the usage
of Al methods to predict optimum results is the current trend and will be more important in the future.

ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING

Alongside generally related to computer sciences and engineering disciplines, artificial intelligence (Al)
pertains to science and technology, and benefits many fields, such as biology and genetics, psychology,
language learning and comprehension, and mathematics.

As Al is accepted as a branch of a science, being considered as a field of research and technology
at the same time, its various definitions are from many different sources. Some of these are as follows:
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1.  Thisapproach, whichis human-oriented, should be an experimental science thatincludes hypothesis
and experiences within (Russell & Norvig, 1995).

2. Al can be defined as an effort for developing computer operations, which will ensure to find out
the similarities of this structure, via an understanding of the human thinking structure (Uygunoglu
& Yurtgu, 2006).

3. McCarthy (2007) remarked that of Al is a science and engineering discipline, which is generated
by intelligent machines, especially computer programming, too.

4.  Luger (2009) defined Al as a computer science branch that is related to automation of intelligent
behaviors.

5. Al is an expert system to understand intelligent beings, and establish and make the process of
decision-making productive, rapid, and simple (Patil et al., 2017).

Based on these different definitions, Al is a technology, which is made of computers, which func-
tion similarly to humans’ intelligent structure and thinking behaviors, intelligently thinking software or
computer-controlled robots.

However, although this technology is a case, which is related to using computers in order to under-
stand human intelligence, it should not be limited to methods that are measurable only according to
biological factors (McCarthy, 2007). On the other hand, in recent times, the main reason of importantly
advancing of Al technology consists in developments in computer functions, which are integrated with
human intelligence, such as reasoning, nominated ability of discernment, learning, and solving probles.

Machine learning, which is seen as a subfield of Al, is a technology related to designing and devel-
oping algorithms and techniques, which ensure devices to learn, such as computers (Olivas, Guerrero,
Sober, Benedito, & Lopez, 2009). In this respect, the concept of machine learning expresses the generated
changes in systems by tasks, which include the actions which are realized with Al, such as recognition,
robot-controlling, detection/identification, and prediction. Also, with occurring changes, previously gen-
erated systems are developed or new systems are synthesized. Figure 1 shows the structure of a typical
Al tool, which illustrates this case more clearly.

This tool senses information coming from its surrounding and realizes a suitable modelling. Actions
are calculated based on the possible effects from the models being predicted. Conversely, changes, which
can occur in any of Al components Figure 1 shows, may be regarded as learning. Also, different learning
mechanisms may be run, based on the change of subsystems.

The definition of learning in the dictionary is gain of knowledge and success through study, under-
standing or experience, become skillful and changes that occurred via experience in behavioral tendencies
(Nilsson, 1998). Consequently, learning happens in a long and iterative process, and generates alterations,
which ensure certain attainments and experiences as a result of this process, too. The development of
many technological devices (e.g., computer) and becoming like humans are unavoidable when various
activities are carried out. In this case, machine learning is considered as gain of experience or informa-
tion of machines, such as computers, as a result of a variety of events (e.g., developing various decision-
making mechanisms and foreknowing similar states) which may be lived in the future.

As the authors remarked above, in order to have a successful learning process in devices, firstly ac-
tualized learning actions of biologic beings, namely people and animals, and the features of processes
should be understood properly. However, this information is insufficient alone and in terms of engineering,
too; some vital information and calculations are needed (Nilsson, 1998). Some of these are as follows:

2
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Figure 1. Artificial intelligence system
(Nilsson, 1998)
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1. The use of metalevel knowledge makes the control of solving-problem strategies more advanced.
Although this is a very hard problem, investigation of some current systems can be relatively con-
siderable as an area of research (Luger, 2009).

2. A program can only learn behaviors and factors, and which formation (mathematical or logical
definition) of itself may be represented. However, unfortunately, almost all of learned systems
depend on very limited abilities about representing the knowledge (McCarthy, 2007).

3. Some tasks are not described well without a sample. Therefore, it is possible to determine input-
output couples for tasks. Yet, a clear relation may not occur between inputs and desired outputs.

4.  The current amount of information of specific duties can be too much, because open coding can
be performed by people.

DEVELOPMENT PROCESS OF ARTIFICIAL
INTELLIGENCE AND MACHINE LEARNING

Machine learning technology is a branch of Al that focuses on independent computers and machines,
and realizes the conversion of these to smart entities. Various features which belong to humans (e.g.,
physical, genetic, and intelligence) benefit from this conversion.
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Since the discovery and usage of computers and various technological calculators, hand in hand
with the continuous development of technology, the development of more innovative and differentiated
machines has occurred. Nevertheless, only in the 20" century these machines were able to think, experi-
ence, and learn lessons from mistakes, by making various comparisons like humans.

In this respect, one of the first studies in the literature is cybernetics, meaning communication science
and automatic control systems between livings and machines, which Arturo Rosenblueth, Norbert Wiener,
and Julian Bigelow developed in 1943. In 1948, Weiner’s famous book was published with this name,
too. Between 1948 and 1949, Grey Walter performed an experiment in Bristol, based on the opinion that
little count brain cells can cause complex behaviors with autonomous robots, which are turtles called
Elsie and Elmer. Also, in 1949, Donald Hebb proved a simple and current rule for altering connection
weights between neurons which ensure to realize the learning (Buchanan, 2006).

The real important developments about Al in terms of machine learning occurred in 1950 and after.
For example, in 1950, Alan Turing published the Turing test, which is required for measuring intel-
ligent behaviors and which he included in the book called Computing Machinery and Intelligence. In
this book, the author discussed the required conditions to be able to think that a machine is intelligent.
According to Turing, it must be thought that the machine is certainly smart in case a machine shams a
human successfully, compared to a smart observer (McCarthy, 2007).

The application in Figure 2 is a method which Turing generated and named as a simulation game. In
this test, a machine and a human are brought to face opposite, and in a separate section another person,
called querier, is present. The querier cannot see directly any entities within the test and talk with them.
However, the querier actually does not know which entity is a machine or a human, and can communicate
with them using a device, such as a terminal, which can write only text. From the querier’s perspective,
the distinction of a human from a computer is based on given answers by entities existed in test, to ask
questions, which are asked with just the device. When the machine or the human cannot be distinguished,
it may be assumed the machine is intelligent, according to Turing.

Nevertheless, the querier is free to ask any question, regardless how deceptive or indirect, to reveal
the identity of the computer. For example, the querier can want arithmetic calculation from both, by as-
suming a high probability that the computer gives more accurate results than the human. Contrary to this
strategy, the computer may need to know when it may be unsuccessful about finding correct answers to
a set of problems as these, to resemble the human. The querier can want to ask both entities to discuss
a poem or artwork, to find out their identity based upon human sensitive structure. Also, a strategy is
required to allow the computer for information related to the sensual formation of mankind (Luger, 2009).

In this respect, the Turing test is a significant application to measure similarity between a machine
and a human. The results showed that machines have similarities with humans at high rate, but these
results cannot be considered as right exactly. The clearest reason stands in some features, which come
from human creation; machines do not have such sensual and humanized features. Therefore, machines
cannot carry out everything as humanoid and, consequently, the fact that machines are more successful
than or superior to humans may not be deduced through all kinds of applications.

On the other hand, in the 1950s, the use of the k-means algorithm started. It is one of the commonly
attracted clustering methods in machine learning and works to estimate the values of a complex and
multidimensional dataset with the help of its several average points (Olivas et al., 2009).

In the same period, another study consisted in chess programs, which Claude Shannon (1950) and
Alan Turing (1953) wrote for von-Neumann-style traditional computers. Then, in 1951, Marvin Minsky
and Dean Edmonds, who were graduate students at the Mathematics Department of Princeton University,
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Figure 2. Application of Turing test
(Luger, 2009)
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set up the first neural network computer. Between the years 1952 and 1962, Arthur Samuel wrote the first
program which can play games, with the aim of having the upper hand in a world champion by gaining
adequate skill in checkers. In this period, which started in 1952, the idea that computers can carry out
only determined actions by themselves was refuted, because this written program learned rapidly play-
ing a game better than its designer did. Logic Theorist, which was written by Allen Newell, J. C. Shaw,
and Herbert Simon, was a demonstration of the first functioning Al program (Russell & Norvig, 1995).

In addition, in 1958, Rosenblatt proposed a simple neural network called “perceptron,” which was
seen as a milestone in machine learning history (Han & Kamber, 2006). Again, in 1958, McCarthy, who
became an important name in the field of Al, discovered the LISP programming language, which is the
second oldest programming language still used today. At the beginning of 1960s, Margaret Masterman
and friends designed semantic networks for machine translation. In 1964, the thesis of Danny Bobrow
at the MIT sustained that computers were good at understanding natural language as well as solving
algebraic problems, too. Joel Moses demonstrated the power of symbolic reasoning for integral prob-
lems through the Macsyma program (a computer-aided algebra system) in his doctoral thesis, which
the MIT published in 1967. This program is the first successful knowledge-based program in the field
of math. Another event in this year was the design of a chess program named MacHack, which is based
on knowledge, and as good as being able of getting a degree of C-class in a tournament. Its author was
Richard Greenblatt, from the MIT (Buchanan, 2006).

In conjunction with an increased adoption of the approach of knowledge-based systems, the intel-
ligibility problem of a molecular structure was solved through the information which was acquired with
the mass spectrometer Ed Feigenbaum, Bruce Buchanan, and Joshua Lederberg had developed in 1969.
The program input was formed from the base (beginning) formula of the molecule, and, when the created
molecule was bombarded by cathode (electron) rays, the mass spectrometer put forth masses of various
parts of the molecule. For instance, the mass spectrometer can include a density at m=15 correspond-
ing to the mass of a methyl part. By producing all possible structures, which were interconnected with
the formula, with a simple version of the program, the effect on each part of the mass spectrometer was
compared with an original spectrometer by being predicted (Russell & Norvig, 1995).

In 1970 and after, with the rising of machine learning capabilities, more developments were experi-
enced in the fields of industry and neural networks. Moreover, with machines and robots designed for
space studies, the aim to use them to simulate the human became widespread gradually.
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Coming to 1980, the first expert systems and commercial applications became more and more devel-
oped. For example, Lee Erman, Rick Hayes-Roth, Victor Lesser, and Raj Reddy developed the Hearsay-I1
speech-understanding system, which has a blackboard model as a skeleton structure. With respect to
the middle of the 1980s, Werbos defined how to work neural networks by using the back-propagation
algorithm, for the first time in 1974. Pattern recognition, which is another technology, is an issue closely
related to machine learning; Bishop (1995) and Ripley (1996) explained the usage of neural networks
for it. On the other hand, Mitchell (1997) wrote a book covering many machine learning techniques,
also including genetic algorithms and reinforcement learning. Again, in 1997, the program called The
Deep Blue defeated Garry Kasparov, who was then world chess champion. At the end of the 20th cen-
tury, Rod Brooks improved the Cog Project at the MIT, which allowed a major progress on building
a humanoid robot. With these advances, it is sighted that any machines and systems have abilities on
human level and even come to a grade that will rival the human. For example, Cynthia Breazeal’s thesis
Social Machines described Kismet, which is a robot whose face can express its feelings. Also, in 2005,
Robot Nomad explored Antarctica’s far areas, to search for meteorite samples (Buchanan, 2006; Witten,
Hall, & Frank, 2011).

ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING

Machine learning improved with Al technology can be used for many different applications in various
areas. Performed applications and developments in these areas are explained as follows:

1.  Expert Systems: These systems generate solutions to existing problems in a similar way to solve-
style of any problem by an expert. When viewed from this aspect, expert systems were created
through conversion to a format that computers can apply for solving similar problems by gaining
information from a human expert.

Dendral, which is one of the oldest expert systems and is benefiting from domain knowledge about
solving problems, was developed at the end of the 1960s, at Stanford. Generally, the structure of organic
molecules is too big; this increases the possibility of the probable number of structures for molecules
is higher. Therefore, this system was developed to determine the structure of organic molecules, with
mass spectrometer information related to chemical bonds in molecules, and chemical formulas. Another
system that has a feature to be first is Mycin, which was developed in 1974. Mycin was improved by
using expert medical information, in a way to present cure advices by diagnosing spinal meningitis and
bacterial infections in the blood (Luger, 2009).

As another example, in 1991 Bell Atlantic developed a system which allows to assign a company’s
suitable technician based on the problem the customer reports on the phone. The system, which Bell
Atlantic developed with machine learning methods, has features for becoming an expert system, which
provides savings for more than ten billion dollars per year through carrying out this decision of improve-
ment in 1999 (Witten et al., 2011). The following systems were also developed as machine learning
methods: Internist, to diagnose internal diseases; Prospector, to determine the kind of mineral deposits
and possible locations, according to geological information about a site; Dipmeter Advisor, to comment
the results of oil well drilling (Luger, 2009).
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2. Robotics: Besides, Al is generated in order to perform the tasks and actions, which are carried out
by people, with a better and quick performance; numbers and usage areas of robots, which are one
of the practices developing with Al technology for fulfilling these tasks, increase day by day.

Indeed, Al technology and machine learning, which is a branch of it, are closely related to robotics
technology. The reason is that, generally, artificial neural networks (ANNS) or other classification systems
are used for various tasks, which are required to control robots (Onwubolu & Babu, 2004). However,
nowadays, structures with a simple form (e.g., algorithms, all sort software, Internet robots, and apps),
which are Al tools, together with structures with an advanced form (e.g., robots, driverless vehicles,
smart watches, and the other mechanical devices) exist. On the other hand, Floridi (2017) predicted that
generated digital technologies and automations would take place of employees in fields such as agricul-
tural and production sectors, while in service industry robots would come instead of humans. Even so,
the human performs as an interface between a vehicle and a GPS, documents in different languages, a
finished meal and its ingredients, or in cases such as diagnosing a disease which matched with symptoms.
Thus, robots replacing humans are posing a danger.

3.  Gaming: Gaming is one of the oldest fields of work of Al In 1950, as soon as computers became
programmable, Claude Shannon and Alan Turing wrote the first chess program. Since that time,
a resolute progression has been at stake in game standards, reaching up to the point that today’s
systems can challenge across to a world champion (Russell & Norvig, 1995).

The largest part of the first researches in this field was performed by using common board games,
such as checkers, chess, and fifteen crosswords. As board games have specific features, they represent an
ideal topic for Al research. Many games are played by using a well-described set of rules. This condition
facilitates the definition of the field of research and saves the researcher from most of the complexities
and uncertainness, which is inherent to less structured problems (Luger, 2009). Less abstract games, such
as football or cricket, did not attract Al researchers’ attention much. As increasing number of competitors
in games makes more complex and affects the operating of the installed functions.

Together with the progress in technology, researchers have included other kinds of games (e.g.,
football, tennis, and volleyball), which require human talent, physical capacity or humanoid responses
such as reflex, alongside intelligent games (e.g., chess and checkers), which are preferred as a beginning-
phase study field. Researchers obtained real-like values, besides observing the usage Al technology in
these kinds of game.

4.  Speech Recognition with Natural Language Process: Natural language processing is a research
and development field, which deals with written and talked (digitized and recorded) language and
its data. Natural language processing is known as the science and technology of features and usage
of human language, and is mentioned as NLP technology. NLP comes from the first letters of the
words ‘“Natural Language Process,” and emphasizes the origins of the languages people talk and
their role in information processing. The substantial execution areas of theory, tool, and techniques
developed in the NLP contain the topics of machine translation, text summarization, text mining,
and information extraction.
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Further, Olivas et al. (2009) sustained that NLP methods are able to process a manageable amount of
data, like people do, and analyze big amounts of data easily. For example, NPL’s combination of speech
parts automatically is close to faultless performance, which belongs to an adequate human.

One of the first designs is the Lunar system, which William Woods developed in 1973. This system
was the first natural language program, which allowed geologists for asking English questions about
rock/stone samples from the Apollo Moon Mission, and was used by other people practically (Russell &
Norvig, 1995). Besides, examples of modern-day developments of this technology are especially virtual
assistants as smart phones applications that transcribe speech, and systems which automatically correct
errors in messages and e-mails (Biswas, 2018).

5. Finance, Banking, and Insurance Applications: Expenditures, banking actions, and various fi-
nancial activities reflect the various features of people, and finance, bank, and insurance institutions
benefit from new technologies for increasing the number of customers who earn and for meeting
these customers’ expectations (i.e., customer satisfaction).

An example of application of these technologies can be determining which persons a loan corpora-
tion will give how much credit. In this case, loan companies apply a decision procedure by calculating a
numeric parameter according to the information they obtain from surveys to applicants. If this parameter
is above the defined threshold, the application is accepted, while it is refused if the parameter is below
the threshold (Witten et al., 2011). Another example of application of NPL technologies is that, in vari-
ous sectors, it is possible to plan sale timing by predicting the next purchasing time of a product/service,
buying operations for a travel, flight, car or house, the customer’s profile, when the operation may be
realized, and its rate of possibility of occurrence (Maimon & Rokach, 2010).

6. Medicine and Health: Medicine and health science is the primary areas area in which Al and,
especially, machine learning applications are used most. They are used for diagnosing and treating
of many diseases; moreover, machine learning practices are adopted for recognizing genetic and
biological features and improving new technologies.

For instance, determining the most proper medicine dose for a person in treatment of chronic diseases
generally occurs by trial and error. Machine learning methods are used in order to speed this process,
and identify the suitable medicine treatment for each person (Olivas et al., 2009). Also, these methods
help deduce phenotype information from the data of the gene expression, determine how the sequenc-
ing of protein and DNA will occur, examine pattern regulations on biological gene sequences and with
regard to the generation of different gene patterns, and find out recurrence frequency (Han & Gao, 2008;
Maimon & Rokach, 2010; Olivas et al. 2009).

7.  Vision Systems and Image Recognition Technology: Systems, which are created by benefitting
from sight sense and characters of beings within nature, are vision systems. These systems can
perform position determination, image selection and combination, pattern and photo analogy,
debugging, and many similar processes with image detection actions, mainly by using properties
and advantages of the sight sense.
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The vision system based on optical flow is an example, and is used for controlling of responses
of airplanes during landing. In addition, these systems are intended for aims, such as performing the
movement of mobile robots in an environment by detecting location of existing barriers and free spaces,
monitoring many astronomical bodies in space, determining varying land cover because of abrupt changes
in green zones by identifying damages, which are natural or man-made within ecosystems (Han & Gao,
2008; Russell & Norvig, 1995).

Except from these applications, vision systems are frequently preferred in various areas with many
purposes, especially geographical positioning, face recognition, determining vehicle route, detecting
faulty products, which can occur during production activities, and diagnosing diseased/healthy cells.

8.  Publication, Web, and Social Media Applications: Increase of the spending time on the Web
and social media, and varying of carried out actions cause to create of a big data stack. Also, the
improvement of the new technologies is becoming possible via using the data from people’s use
of social media accounts and various Internet sites in many scopes.

Particularly, one of these is the sequencing of Web pages by search engines. This problem can be
solved via machine learning, depending on a training set creating the data, which is obtained in line with
the decisions persons make previously. By analyzing training data, a learning algorithm can predict the
relation level of query, thanks to its features, such as URL address content for a new query or whether
it takes place at a header label. On the other hand, machine learning applications uses the search terms
to select adverts (e.g., choices of other users about advices to similar products on shopping a book or a
film/music CD) (Witten et al., 2011).

PREDICTION APPLICATIONS VIA ARTIFICIAL NEURAL NETWORKS

In various study fields, ANNs benefit many topics, such as feature extraction, clustering, classification,
notably prediction and forecasting. In engineering science, which is the primary of these fields, ANNs
can represent quite successful results, especially about predicting the values of design parameters in
handled problems.

Also, in civil engineering, some studies were performed to rapidly predict parameter values belong
to a problem, for designing a model. One of these is a study that developed of a model which can predict
salinity rate of Murray River in South Australia from 14 days ago, by used ANN and GA methods by
Bowden, Maier, and Dandy (2002).

Atici (2011) used ANNSs, besides multiple regression analyses, to predict the compressive strength in
different curing periods of concrete mixtures consisting of various amounts of blast furnace slag and fly
ash. These amounts depend on values and features of additives which are obtained with ultrasonic pulse
velocity and nondistructive testing. Momeni, Armaghani, and Hajihassani (2015) used ANNs combined
with the particle swarm optimization method, with the aim of increasing network performance, to predict
the unconfined compressive strength of granite and limestone rock samples from an area in Malaysia.

In 2015, Aichouri et al. (2015) developed an ANN with the aim of modeling the rain-runoff relation
in a basin, which has a semiarid Mediterranean climate in Algeria. Veintimilla-Reyes, Cisneros, and
Vanegas (2016) created a model based on ANN, which allowed to predict the water flow in Tomebamba
River in real time and for a specific day of the year. In addition, model inputs were precipitation and
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flow information, which occurred in determined stations. The reseaarchers used real data from a system
which was placed in the stations.

On the other hand, Chatterjee et al. (2017) determined the structural damages of multi-storey rein-
forced buildings via ANN, which they used to train the particle swarm optimization algorithm. Also,
Cascardi, Micelli, and Aiello (2017) devised a model based on ANN for predicting the compression
strength of reinforced circular columns, which are covered unremittingly by a wrap with fiber reinforced
polymer. Shebani and Iwnicki (2018) used ANNSs to predict the wearing rate of wheel and ray accord-
ing to different wheel-rail contact cases, such as under dry, wet, and oiled conditions and after sanding.

At the same time, ANNSs together with metaheuristic algorithms work well, and become hybrid, too.
Besides, they are quite suitable in prediction issues, and enable various applications that determined by
predicting optimum parameters for design problems under investigation.

For example, Ormsbee and Reddy (1995) realized optimum control of pumping systems to supply
water. Their study aimed at handling the working times of a pump as decision variable, and at minimizing
its operating costs. The researchers trained with a neural network the prediction data they had obtained
from the simulation model they used for the purpose, and then provided the optimization of the system
control by using the trained data in a genetic algorithm. Further, they compared the performance with
genetic algorithm and ANN methods, by developing a multi-stages prediction model that included the
firefly algorithm that is used to determine optimum values of the parameters in model, which is used
in prediction duration, with the support of a vector machine for predetermining the daily lake level ac-
cording to three different horizon lines, in Kigi et al.’s (2015) study. Sebaaly, Varma, and Maina (2018)
developed a model which combined ANNs with a genetic algorithm, by using a data set including in-
formation belonging to numerous asphalt mixtures.

The above-mentioned examples show that the use of Al methods, mainly ANNS, are the increasing
trend in science and engineering when the problem solving is too complex, impossible or the process
needs too much time.
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ABSTRACT

This chapter reveals the advantages of artificial neural networks (ANNs) by means of prediction success
and effects on solutions for various problems. With this aim, first, the authors explain multilayer ANNs
and their structural properties. Then, they present feed-forward ANNs and a type of training algorithm
called back-propagation, which used this type of networks. Different structural design problems in civil
engineering are optimized and handled for obtaining prediction results thanks to the usage of ANNSs.

MULTILAYER ARTIFICIAL NEURAL NETWORKS

Artificial neural networks (ANNs) are computer systems that realize the learning function, which is one
of the principal features of human brain. They carry out the learning activity by the help of samples.
These systems are used in various applications, such as prediction, classification, and problem control
in practice. Besides, they are a computational stencil composing from a group of artificial neurons (i.e.,
nodes, namely input, hidden, and output neurons), which are connected to each other and have the weight
value; they are based on biologic neural networks. In this regard, ANNs are an adaptive system, which
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can change its structure by internal or external information flowing along the network, along the learn-
ing process. This learning or training is a process whose weights are determined (Olivas et al., 2009).
In addition, the weight value of every connection between nodes reflects the effect of each neuron on
output value, and nodes are processed according to these weight values. Therefore, information that will
be occurred takes form with respect of these weights, too.

A layer name is given to the section that is made altogether of more than one neuron cell. The main
structure of ANNSs includes only input and output layers. However, multilayer ANNs contain a layer
called “hidden layer,” too. The input layer from these three layers, which compose the network structure,
represents the training data, and these data are processed according to the model continuously.

Similarly, the second layer is a hidden layer. In this layer, neurons are trained by the data, and they
are not open to a direct intervention from the external environment. Although generally only one hidden
layer is used in practice, the number of layers is at discretion, and can be between 0 and a high number.
Output values arranged with weight values produced by the last hidden layer are transferred to units
comprised of an output layer, so the network spreads the prediction values generated for training data
(Han & Kamber, 2006; Veintimilla-Reyes et al., 2016).

In this way, how compatible the obtained outputs are with actuals is observed by comparing the ul-
timate results obtained in the output layer and the real results, and error rate (variation) is investigated.
It is possible to say that a correct training of the network, in case of variation between the actual output
and output, which is obtained from the neural network, is in an allowable limit (Ormsbee & Reddy,
1995). If this rate is not within an admissible range, the network structure is arranged again by making
the required improvements. If required, the weights of the connections can be modified, too. Operations
are iteratively continued, and the network structure is completed when the error achieves the minimum
acceptable level. The following list reports some positive and negative properties of ANNs:

e  They can produce solutions properly to samples whose values are not known or were not applied
previously by generalization, through learning the linear or nonlinear relationship between input
and output data about any problem from current samples. Networks have the ability to work
rapidly due to their learning ability, adaptability to different problems, and the structure of their
components, which can be worked simultaneously. At the same time, they require less informa-
tion, and their implementation is easy (Uygunoglu & Yurtgu, 2006).

e  They can process external information, based on their previous experiences, and simplify the
complex and time-consuming problems, owing to their mapping ability (Gholizadeh, 2015).

e  Neural networks include long training times, thus they are more suitable for applications that al-
low long training. In a network structure, generally, many parameters, which are determined in the
best way experimentally, are needed (Han & Kamber, 2006).

e  They can solve problems related to uncertain models or data that have variables, which include
much missing and noisy information. This error tolerance feature addresses data mining problems,
because real data are generally dirty and follow the open-possibility structures statistical models
typically desire (Maimon & Rokach, 2010).

e  When an ANN structure is very small, the desired function cannot be carried out. When it is the
network is very big, that is it learns all created samples from a large search area, it does not gen-
eralize inputs of which it does not know the value or which it has not seen before, substantially.
From this respect, neural networks show extreme/peak behavior, in case numerous parameters are
present in the model (Russell & Norvig, 1995)
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Feed-Forward Artificial Neural Networks

Multilayer feed-forward ANNs are comprised of one input layer, one or more hidden layers, and one
output layer; also in this form of ANN, which is named as “perceptron,” all nodes and layers are arranged
in a way that allows a flow to go forward (Han & Kamber, 2006; Olivas et al., 2009). Therefore, the con-
nections in a feed-forward ANN are in a single direction, and cycle does not consist. In these networks,
every node can establish contact only with the nodes in the next layer. Nodes have not connection with
other/neighbor nodes in the layers, which are taken place of themselves, or nodes in the previous layer
(Russell & Norvig, 1995).

Every neuron (node) in the input layer transforms into outputs in the same way as it processes given
information, thus it takes on an information-processing task. Knowledge that will be generated thanks
to the linking paths between these neurons, can be produced and stored as connection weights, which
are related to the power of the relationship between different nodes. Although each neuron applies its
function slowly and faultily, the main structure of a neural network can carry out various tasks effectively
and allow to obtain remarkable results (Maimon & Rokach, 2010).

Figure 1 shows the structure of a feed-forward neural network composed of neurons that are arranged
as three layers. Here, the current input layer by i, the related input neuron by j, and the output neuron
in next layer by k are represented respectively, and input neuron by X, weight values of connections by
Wi and the bias value by bij are expressed respectively as i, j, k=1, 2,..., n.

Dependent variables expressed via neurons in the output layer are predicted by means of neurons in
the input layer in this network structure and corresponding to independent variables. Each input value
is multiplied via interconnection weights related to the output node. The output value is obtained via
processing all obtained multiplication results by means of an activation function (Gandomi et al., 2013).
As in this process, the hidden layer and its neurons are included with the aim of evaluating the informa-
tion according to various factors, learn it, and rearrange it by experiencing.

Figure 1. Multilayer feed-forward neural network
(Chou et al., 2015)
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The Back-Propagation Algorithm

Similarly to any artificial intelligence model, ANNs have learning ability, too. The most common and
efficient learning algorithm, which is used to train a multilayer ANN, is known as back-propagation
algorithm (Chou et al., 2015). On the other hand, in the learning process, errors, which will be occurred
between consecutive layers in the structure of ANNs, can be spread to a general network differently.
The most frequently preferred way is the back-propagation algorithm, which is based on rearranging
the error by spreading it backward.
Generally, the back propagation algorithm applied to multilayer feed-forward neural networks uses
the weight changes of connections to minimize the output error generated by the function of the network.
The name “back-propagation” is due to the errors in the output node spreading backward from the
output layer, in the same way as towards the hidden layer; these errors are used in an equation, which
ensures the weights of the hidden layer are updated. These errors propagating backward are determined as
the difference between real and predicted values, in the output layer (Chong & Zak, 2001; Luger, 2009).
Each neuron in the layers obtains a new output value/prediction (feed-forward process) (Figure 2). A
nonlinear logistic or sigmoid function operates the net value as activated via weighted summation of the
values which result from the multiplied output from the nodes connected to this output in the previous
layer. These nodes have connection weights between each other, together with the threshold value (named
as “bias”) as a net input value in each node. In this process, the difference between the real output and
the output value the network forecasts is the error value, which is transferred towards the input layer by
the back-propagation algorithm. Outputs (inputs) are obtained from the previous layer, and connection
weights are expressed as error value y and W, respectively (Chou et al., 2015; Han & Kamber, 2006).
The value, which is expressed as activation level (net), too, is obtained by summing up the weighted
summation (%) result and the bias value (0/,); the output prediction is carried out by processing this value
via the activation (threshold) function, which is indicated as f. These operation steps are calculated by
means of the equations below:

net=2yw, +0, (1)

Figure 2. Output prediction via activation of the back-propagation algorithm for the hidden or output

layer node
(Han & Kamber, 2006)
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f(net)=0, Zﬁ 2)

The error value presenting the difference between the real output (7}) and the value (Oj), which is
generated for any node of the output layer following a calculation process as in Equation (2) by the acti-
vation function, is 5}.. Also, the error value which is obtained for a node in the hidden layer is expressed
as 6,. These values are known as error propagating backward on the network, and are calculated via the
following equations:

5JZO/(1_O/)(7}_Oi) )
0, =0, (I—Ok)Zﬁjwkj “4)
J

Obtained errors are spread to weights on layer connections orderly. This operation is named as “train-
ing of the network;” in each of the performed ¢ cycles (iteration), the updating of the weights is carried
out according to Equation (5), for the hidden-output node, and Equation (7), for the input-hidden node.

For the hidden-output node:

Wy (1) = wy (1=1)+ Aw, (1) 5)
Aw,; (1)=n6,0, +ahw, (1) (6)

For the input-hidden node:

W, (t):wnk (Z—l)+Awnk (1)4 (7)
Aw,, (t)=né,y, +arw, (1-1) (8)

where 7 is the learning speed (rate) of the network, a is the parameter of momentum, and Aw_ is the
weight change occurred in a cycle.
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ARTIFICIAL NEURAL NETWORKS PREDICTION
APPLICATIONS FOR OPTIMUM DESIGNS

Tubular Column Cost Optimization via Artificial Neural Networks
The Cost Optimization Problem

This subsection tackles the cost optimization problem of a tubular column under compressive load (Figure
3). The aim is finding out the optimal center diameter (d, in cm) and thickness (¢, in cm) of the section,
which ensure the minimization of the total cost including material and construction.

As Figure 3 illustrates, the axial compressive load (P) is applied to the center of the tubular column
at the A-A cross-section. Also, the length of the column is indicated with / (cm).

The other components belonging to the problem are design constants that are yield stress (o) taken
as 500 kgf/cm?, density (p) taken as 0.0025 kgf/cm?, and modulus of elasticity (E) taken as 850000 kgf/
cm?. Besides the design variables, there are the center diameter and thickness, which will be optimized
in order to minimize the cost. Therefore, the objective function of the expressed optimization problem
can be written as in Equation (9). Also, constraint functions are six for the design problem, but only two
are related to the design. The other four constraints are related to minimum and maximum limit values
of the design variables. On the other hand, constraints functions are g, and g,, which are expressed as
axial compressive load capacity of the column and Euler buckling limit, respectively. All of them are
formulated as follows:

f(d,t)=9.8dt+2d )
g = ndl; -1<0 (10)
2
g =<0 (an
n3Edt(d +1 )

Equations (12) and (13). Show the ranges of the design variables which are subjected to optimization.

2<d<14 (12)
0.2<t<0.9 (13)
18
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Figure 3. Tubular column with A-A cross-section design parameters

(Hsu & Liu, 2007)
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Teaching-Learning-Based Optimization

During the optimization process, the researchers used the teaching-learning-based optimization (TLBO)
method (Rao et al., 2011), in order to obtain optimum values of the diameter and thickness of the center
by ensuring the cost optimization for a large number of P-1 data (the written Matlab, 2018, computer
code for the optimization process via TLBO is represented in the Appendix). This algorithm was gener-
ated based on the teaching-learning process between a teacher and his/her students in a classroom. Also,
the algorithm considers the interactions of the students with each other and the effects of the teacher’s
interaction with the students, with the aim of improving knowledge of both each student and the whole
class towards an iterative process. Therefore, the teacher, who is seen as the most experienced person,
impacts on the students’ achievement of a predetermined target, and is expected to increase the knowledge
level of the whole class, depending on his/her ability (Temiir & Bekdas, 2016; Togan, 2012).

This process is composed of two separate phases (i.e., teacher and learner phases) with the TLBO
method. The first process is the teacher phase, which takes form according to the teacher’s education and
skills to increase the students’ grades. The second process is the student or learner phase and consists
in increasing knowledge as a result of the students sharing. These phases are formulated as Equations
(14) and (15), respectively:

X

i,new

= Xi,j +rand(0’l)(Xi,best _(TF)Xi,mean) (14)

" f(X,)< f(X,). X, +rand(0,1)(X,, —X,,,b)
Y (X)) £ (X)X, + rand (0,1)

inew

(15)

>
|
>

In these formulas, X is the old value of the related design variable within the initial matrix, and X,
is its new value. Also, X, and X, are the best values with regards to the objective function (i.e.,
teacher solution) and average all-candidate solutions of this design variable, respectively. The value TF
expresses the teacher’s teaching force, namely the teaching factor taken as 1 or 2, randomly. Furthermore,
solutions X, and X;, in the equation of the learner phase are selected randomly from the initial matrix,

and f(X ) and f(X,) are the values of their objective function, too.
Artificial Neural Network Model and Its Training

In this chapter, the authors investigate prediction applications performed by using ANN models for
different problems. One of these is cost optimization of a tubular column. Thus, the authors carried out
optimization via the TLBO method and then operated the obtained results in the prediction process they
executed via ANN.

In this problem, the ANN is an effective, rapid, and well-convergent tool to predict values. Thus, the
researchers adopted feed-forward networks trained with the back-propagation algorithm.
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Numerical Examples

In numerical applications, firstly, the optimization process produced 10000 data (composed form P-1
random values) and the optimum design variables for these data. The researchers realized this process
by using the axial force (P) ranging in 100-5000 kgf and the column length (/) ranging in 100-800 cm,
as random. These means allowed to create a dataset including different P-1 design couples, together with
optimum design variables (Yucel, Bekdas, Nigdeli, & Sevgen, 2018).

Following the generation of the dataset, the training is done via ANNS. In this way, the researchers
determined two input nodes (P and [ values) and three output nodes (d, ¢, and the objective function Min
f(d,1)), in order to construct an ANN structure. This ANN model was trained by the Matlab neural net
fitting application available in the machine learning toolbox. For this reason, the nodes of the hidden
layer are 10, which this tool usually assigns as a constant.

Table 1, shows prediction error rates of the trained main model, in comparison with optimum values,
which were obtained via the TLBO method.

Moreover, by virtue of the prediction success of the main model, a test model was generated by using
the same ranges of P and / outputs. Table 2 shows optimization values for this model composed of 10 data.

Tables 3-5 report the obtained optimum design variable predictions, including Min f(d,t). In addition,
these Tables show error metrics from mean absolute error (MAE), mean absolute percent error (MAPE),
and mean-squared error (MSE) for design variables and objective function, by comparing TLBO-ANN.

Table 1. Error rates and evaluation of success for the main model

Error Metrics
Optimum Parameters Mean Absolute Error Mean Absolute Percentage Error Mean Square Error

(MAE) (MAPE) (MSE)

d 0.127 1.815 0.122

t 0.021 6.531 0.002

Min f (d,t) 0.398 0.931 2.262

Table 2. Optimum results obtained via the TLBO method for the test model
P (kgf) [ (cm) d (cm) t (cm) g, g, Min f (d,t)

171 551 4.2840 0.200 -0.8729 0 16.9646
1373 306 5.7978 0.200 -0.2462 -1.11x10"¢ 22.9593
958 110 2.3883 0.255 -1.11x10"¢ -1.11x10"° 10.7535
749 411 5.7669 0.200 -0.5866 -2.22x10°1¢ 22.8371
2043 701 11.5059 0.200 -0.4348 0 45.5635
433 568 5.9607 0.200 -0.7688 -2.22x10°1¢ 23.6043
3786 270 5.8814 0.409 -1.11x10"¢ -2.22x101¢ 35.3832
2702 217 4.7244 0.364 0 -5.55x10°1¢ 26.3062
2810 259 5.6466 0.316 -1.11x10"¢ 0 28.8245
870 686 8.5318 0.200 -0.6754 -1.11x10"¢ 33.7859
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The analysis of the error results highlights that these rates are very small and acceptable in compari-
son with determining the values of design variables by using the main model. The reason is the biggest
error value was realized for thickness indicated as ¢ and is 8.776% in terms of MAPE.

Therefore, for the test model, the calculation of the constraint functions g, and g, is possible because
prediction results are reasonable and proper. Table 6 shows the calculation of constraint functions; im-
portantly, only one value exceeds the limitation.

Table 3. d predictions for new samples via artificial neural network

ANN (10 neuron) Error Values for TLBO
P (kgf) [ (cm)

d(cm) MAE MAPE MSE

171 551 4.3687 0.0847 1.9780 0.0072
1373 306 5.7872 0.0105 0.1819 0.0001
958 110 2.4948 0.1064 4.4569 0.0113
749 411 5.7955 0.0286 0.4954 0.0008
2043 701 11.4767 0.0293 0.2542 0.0009
433 568 5.8880 0.0727 1.2198 0.0053
3786 270 5.7367 0.1447 2.4605 0.0209
2702 217 4.7064 0.0180 0.3805 0.0003
2810 259 5.6852 0.0386 0.6840 0.0015
870 686 8.5527 0.0209 0.2452 0.0004
Average 0.0554 1.2356 0.0049

Table 4. t predictions for new samples via artificial neural network

ANN (10 neuron) Error Values for TLBO
P (kgf) [ (cm)
t(cm) MAE MAPE MSE

171 551 0.197 0.0026 1.3181 0.0000
1373 306 0.228 0.0288 14.3849 0.0008
958 110 0.265 0.0098 3.8375 0.0001
749 411 0.219 0.0198 9.8751 0.0004
2043 701 0.187 0.0128 6.3985 0.0002
433 568 0.209 0.0092 4.5756 0.0001
3786 270 0.479 0.0693 16.9100 0.0048
2702 217 0.408 0.0441 12.1022 0.0019
2810 259 0.373 0.0564 17.8151 0.0032
870 686 0.198 0.0011 0.5428 0.0000
Average 0.0254 8.7760 0.0011
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Table 5. Min f (d,t) predictions for new samples via artificial neural network

P (kD) 1 (cmn) ANN (10 neuron) Error Values for TLBO

Min f(d,t) MAE MAPE MSE
171 551 17.2501 0.2855 1.6829 0.0815
1373 306 22.9529 0.0064 0.0279 0.0000
958 110 11.2577 0.5042 4.6883 0.2542
749 411 22.9484 0.1114 0.4878 0.0124
2043 701 45.7778 0.2143 0.4703 0.0459
433 568 23.3401 0.2642 1.1193 0.0698
3786 270 35.4033 0.0200 0.0566 0.0004
2702 217 26.3915 0.0854 0.3245 0.0073
2810 259 28.8227 0.0018 0.0061 0.0000
870 686 33.9598 0.1739 0.5147 0.0302
Average 0.1667 0.9378 0.0502

Conclusions

The analysis of error values shows that the prediction model was improved by using the ANN method,
which is one of the most used and intelligent machine learning algorithms, that is an efficient tool for
determining optimum values close to real/target data. Thus, the ANN model can be accepted as successful
in optimizing design variables rapidly, effectively, and easily. For this reason, the researchers realized a
prediction application to generate the test model; according to the obtained predictions, these values are
very close to real optimum data. Thus, differences, in other words, errors did not reach very big values.

According to error values, the MSE metric is very small for all design variables and for the objective
function. Also, the MAE shows the same situation as the MSE; indeed, their values are in the range of
only 0.0254-0.1667, and the biggest one belongs to Min f{(d,t) predictions. Percentage errors, namely

Table 6. The calculations for constraint functions for the new samples via artificial neural network

P (kgf) I (em) g, g,
171 551 -0.8737 -0.0443
1373 306 -0.3398 -0.1213
958 110 -0.0780 -0.1549
749 411 -0.6256 -0.1035
2043 701 -0.3946 0.0766
433 568 -0.7762 -0.0080
3786 270 -0.1231 -0.0802
2702 217 -0.1045 -0.0991
2810 259 -0.1570 -0.1694
870 686 -0.6744 -0.0019
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the MAPE, are in the range 0.9378-8.7760%. The value 8.7760% of the MAPE is related to thickness
(?). The reason is that the values of the variable ¢ are more precise, so predictions should be very close
and similar to real values, in order to ensure a decrease in errors.

Even so, in order to calculate the constraint functions belonging to the test model, design couples
can be validated by the success of the ANN prediction model. Therefore, the researchers calculated
constraints (i.e., g, and g,) by using ANN predictions of the new test samples. The results showed that
the prediction model is significantly successful because design constraints are proper to limitations. One
design model exceeded the limits for g,. In this regard, error values of design variables can be neglected
as independent (single).

This tool can be useful and efficient for determining design data for various usage fields, such as
engineering, medicine, and science. Also, it ensures the optimization of cost, time especially effort. In the
future, ANN models that aim at preventing waste of time and effort with the other residuals can be useful.

I-Beam Section Optimization by Using Artificial
Neural Network Optimum Predictions

Vertical Deflection Minimization of I-Section Beam

The second problem is related to the minimization of vertical deflection, which occurs in an I-section
beam.

This beam is acted from two loads composed by a vertical load (P) and a horizontal load (Q), which
are applied to the midpoint of the central axis of a beam span and to the middle axis point of a beam
web, respectively. From these loads, Q was dealt with as constant 50 kN. However, the vertical design
load P was normally constant like Q in optimization, but in this study the authors determined P values
in different ranges, randomly. This range is 100-750 kN. Also, the beam span length (L) was determined
between 100-350 cm. For the aim of this application, different optimum design models benefit from the
training of an ANN model (Yucel, Nigdeli, & Bekdas, 2019).

In this problem, design variables are composed of section properties, which are beam height (4),
beam width, beam flange thickness (tf), and beam web thickness (z, ), and all of them are denominated

Figure 4. Design variables and loads of an I-section beam
(Yang et al., 2016)

£ :
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in centimeters. Figure 4 shows the design loads (inputs for the ANN model) and design variables of the
beam section (outputs for the ANN model)(Yang et al., 2016):

While the researchers determined the optimum design variables in the optimization process they re-
alized by the flower pollination algorithm (FPA), the targeted objective function is as in Equation (16).
This function is concerned with the optimization of section properties by ensuring the minimization of
vertical deflection. In this equation, the elasticity modulus E is 20000 kN/cm? and the moment of inertia
(D) of the I-beam is formulated with Equation (17):

P
)= 851 (1o
3
t (h-2t bt h—t, Y

Constraint functions are g, and g,, which are related to the beam section area limitation (this cannot
exceed 300 cm?) and allowable moment stress limitation (this cannot be bigger than 6 kN/cm?), respec-
tively. Equations (18) and (19) represent formulations of constraints:

g, :thf+tw(h—2tf)£300 (18)

1.5PLh . 150Lb
o (h=2,) +2bt, (42 +30(h-21,)) 00 (h=2t,)+ 200"

g, = (19)

Also, the researchers handled design variables within specific ranges intended for desired design
conditions. For this purpose, the limits of design variables are determined in Equations (20)-(23):

10<h<100 (20)
10<b<60 1)
0.9<t <6 (22)
0.9<(,<6 (23)
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The Metaheuristic Method: The Flower Pollination Algorithm

The flower pollination algorithm (FPA) is known as a metaheuristic method and, nowadays, is preferred
to a large extent for solving various optimization problems.

This method was proposed by Xin-She Yang in 2012 (Yang, 2012) and, in the development process
of the algorithm, flowery plants are the inspiration for determining optimization stages (Bekdas, Nig-
deli, & Yang, 2015). In this respect, the FPA method is composed of two separate stages containing
cross-pollination, which is realized between flowers of different plants coming from the same type, and
self-pollination, which occurs between self-flowers of the same plant, or if a flower is one by one. Also,
these stages are simulated as global search and local search in optimization.

During cross-pollination, pollinators move from one flower to another with one type of search flight,
which is known as Lévy distribution rule, as in Equation (25). Also, this flight formulation is as follows:

Lévy = (ﬁjf ) %)

X :X,.’J.+Lévy(X.

i,new i,best - Xi,j) (25)

In these equations, Lévy and e expressions are Lévy distribution and a value ranging 0 and 1 deter-
mined randomly, respectively. X, is the old value of i design variable belonging to j” candidate solution
within the initial matrix. Also, X, is the new solution value for concerned design variable, and this
updates iteratively during optimization. X;, _1is the best solution, which ensures the minimum/maximum
objective function. The self-pollination process performs with the following equation:

X

i,new

=X, +/(Xx,-X,) (26)

Here, X,;m and XL , are two different candidate solutions as m and k, which are determined randomly,
ranging 0 and 1 for the i design variable.

In this study, too, the FPA was benefited with the aim of optimizing the design variables belonging
to the I-section beam by ensuring the minimization of the cost. In this regard, the researchers could
determine optimum values for the design variables, which are beam height and width, together with
flange and web thickness of beam.

Avrtificial Neural Networks Model

As in the authors mentioned before, ANNs are smart methods coming from machine learning and artifi-
cial intelligence. As they think, analyze, and exhibit behavior like a human, it is thought that ANNs are
intelligent. In this direction, the researchers adopted a prediction application for determining optimum
values for the I-section beam design by exploiting these advantages of ANNs. Thus, they developed an
effective and rapid prediction tool via ANNSs.
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Firstly, the researchers used optimum values of the design variables for generating a dataset as train-
ing process. They realized the training process with the Matlab R2018a program by using the neural
net fitting application. Besides, they generated the 750 P-L design model in the optimization process
for this aim. They handled these as outputs for the ANN model and determined them randomly during
optimization. Moreover, they selected optimum values of the design variables as inputs in the dataset.
For this, they could create the main ANN training model with the vertical load (P) and the span length
of beam (L), together with section values of the variables (4, b, 7, , and tf).

The aim of this process was predicting optimum designs for a new model. Therefore, the research-
ers proposed a new test model containing ten different design combinations, and they could realize the
prediction operations owing to the obtained ANN prediction tool.

Determination of Artificial Neural Network Predictions Belonging to the Test Model

Table 7 shows optimum values for the test model containing 10 different designs. Also, the optimum
values determined via the main ANN prediction model are also in Tables 8-11.

Following the prediction of design variables, the researchers carried out calculations of minimum
objective functions. Table 12 shows objective functions the researchers determined via predictions with
their error metrics.

CONCLUSION

According to tables including the optimum results for design variables within test model, error values
are very small, so predictions are close to real optimum values of the variables / and b, especially A.
However, design variables & and b have the same or very similar values for test model designs. As aresult,
all prediction process should be analyzed to understand and demonstrate the success of the ANN model.

Thus, the analysis of the variables 7 and !, show that the error measurements are a bit considerable
comparing to other variables. Nevertheless, not so big errors occurred in these variables in the test

Table 7. Optimum values belonging to designs within the test model

L (cm) P (kN) h b t, t, Min f (x)
120 652 100.0000 60.0000 0.9000 17766 0.002018
350 520 100.0000 60.0000 1.6303 1.1733 0.049381
285 743 100.0000 60.0000 1.6833 1.1289 0.038774
150 200 100.0000 60.0000 0.9000 17766 0.001209
345 264 100.0000 60.0000 11171 1.5989 0.020572
100 690 100.0000 60.0000 0.9000 17766 0.001236
250 442 100.0000 59.9999 1.0635 1.6428 0.012915
310 675 100.0000 60.0000 1.9552 0.9000 0.049937
270 482 100.0000 60.0000 1.2077 1.5244 0.018465
220 355 100.0000 60.0000 0.9000 17766 0.006771

27

printed on 2/9/2023 5:42 AMvia . Al use subject to https://ww.ebsco.coniterns-of-use



Artificial Neural Networks (ANNs) and Solution of Civil Engineering Problems

Table 8. h predictions of designs within the test model by using an artificial neural network

Predictions via ANNs - Error Metrics Comparing to FPA

h (cm) Error Absolute Error Error % Squared Error
99.9989 0.0011 0.0011 0.0011 0.0000
100.0121 -0.0121 0.0121 0.0121 0.0001
100.0283 -0.0283 0.0283 0.0283 0.0008
100.0045 -0.0045 0.0045 0.0045 0.0000
100.0061 -0.0061 0.0061 0.0061 0.0000
99.9984 0.0016 0.0016 0.0016 0.0000
99.9970 0.0030 0.0030 0.0030 0.0000
100.0279 -0.0279 0.0279 0.0279 0.0008
100.0029 -0.0029 0.0029 0.0029 0.0000
99.9942 0.0058 0.0058 0.0058 0.0000

- - MAE MAPE MSE

Average - 0.0093 0.0093 0.0002
RMSE - 0.0141 - -

Table 9. b predictions of designs within the test model by using an artificial neural network

Predictions via ANNs - Error Metrics Comparing to FPA
b (cm) Error Absolute Error Error % Squared Error
59.9968 0.0032 0.0032 0.0053 0.0000
60.0180 -0.0180 0.0180 0.0300 0.0003
60.0295 -0.0295 0.0295 0.0492 0.0009
59.9652 0.0348 0.0348 0.0580 0.0012
60.0047 -0.0048 0.0048 0.0080 0.0000
59.9933 0.0067 0.0067 0.0112 0.0000
59.9290 0.0710 0.0710 0.1183 0.0050
60.0200 -0.0200 0.0200 0.0333 0.0004
59.9336 0.0664 0.0664 0.1106 0.0044
59.9266 0.0734 0.0734 0.1223 0.0054
- - MAE MAPE MSE
Average - 0.0328 0.0546 0.0018
RMSE - 0.0424 - -
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Table 10. t  predictions of designs within the test model by using an artificial neural network

Predictions via ANNs - Error Metrics Comparing to FPA
t, (cm) Error Absolute Error Error % Squared Error
0.8851 0.0149 0.0149 1.652 0.0002
1.5850 0.0454 0.0454 2.782 0.0021
1.7029 -0.0196 0.0196 1.163 0.0004
0.9401 -0.0401 0.0401 4.457 0.0016
1.0728 0.0443 0.0443 3.965 0.0020
0.9265 -0.0265 0.0265 2.948 0.0007
1.0968 -0.0333 0.0333 3.133 0.0011
1.7537 -0.0420 0.0420 2451 0.0018
1.2371 -0.0295 0.0295 2.447 0.0009
0.9422 -0.0422 0.0422 4.684 0.0018
- - MAE MAPE MSE
Average - 0.0338 2.9681 0.0012
RMSE - 0.0346 - -

Table 11. 1, predictions of designs within the test model by using an artificial neural network

Predictions via ANNs - Error Metrics Comparing to FPA
t, (cm) Error Absolute Error Error % Squared Error
1.7867 -0.0101 0.0101 0.5669 0.0000
1.2128 -0.0395 0.0395 3.3666 0.0000
1.1206 0.0083 0.0083 0.7344 0.0000
1.7410 0.0356 0.0356 2.0065 0.0000
1.6336 -0.0347 0.0347 2.1718 0.0000
1.7486 0.0280 0.0280 1.5764 0.0000
1.6088 0.0340 0.0340 2.0714 0.0000
1.0812 0.0238 0.0238 2.1558 0.0000
1.4951 0.0293 0.0293 1.9223 0.0000
1.7341 0.0426 0.0426 2.3957 0.0000
- - MAE MAPE MSE

Average - 0.0286 1.8968 0.0000
RMSE - 0.0000 - -
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Table 12. Calculations of Min f (x) values via artificial neural networks predictions for the test model
samples

2:::5:;:: (f ;lil;clt’ix(');li‘gil:)lz: - Error Metrics Comparing to FPA
Min f (x) Error Absolute Error Error % Squared Error
0.0020 0.0000 0.0000 0.277 0.0000000
0.0486 0.0008 0.0008 1.613 0.0000006
0.0388 0.0000 0.0000 0.070 0.0000000
0.0012 0.0000 0.0000 1.225 0.0000000
0.0203 0.0002 0.0002 1.143 0.0000001
0.0012 0.0000 0.0000 1.006 0.0000000
0.0131 -0.0002 0.0002 1.357 0.0000000
0.0461 -0.0003 0.0003 0.653 0.0000001
0.0187 -0.0002 0.0002 1.191 0.0000000
0.0069 -0.0001 0.0001 1.614 0.0000000
- - MAE MAPE MSE

Average - 0.0002 1.015 0.0000001
RMSE - 0.0003

model. MAPE is 2.9681% for ¢, and 1.8968% for 1 both with extremely small values of RMSE, which
is closely related to the success of the ANN.

In addition, the analysis of the obtained results of objective functions indicates that error values are
extremely small and differ only 1.614% from real optimum results. As a result, the ANN prediction
model is an effective tool and suitable to approach real observations.
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APPENDIX

$App. (2.1): Cost Optimization of Tubular Column Under Compressive Load via
TLBO Algorithm

clear all

o

5 DESIGN CONSTANTS AND VALUES
yield: yield strength (kgf/cm”2)
E: elasticity modulus (kgf/cm”2)

o° o

o°

ro: density (kgf/cm”3)

oe

P: axial compressive load (kgf)

oe

1: column length (cm)

yield=500; E=0.85E6; ro=0.0025;

% DESIGN VARIABLES OF PROBLEM
% d: average diameter of column crossection (cm)

% t: thickness of column crosssection (cm)

% LIMITATIONS FOR DESIGN VARIABLES

% mind: lower limit for average diameter
% maksd: upper limit for average diameter
% mint: lower limit for thickness

% makst: upper limit for thickness

mind=2; maksd=14; mint=0.2; makst=0.9;

% PARAMETERS OF TLBO ALGORITHM

o

% stop criteria: stopping criteria of algorithm (maximum iteration)

% pn: population size (learner number)
stop criteria=20000; pn=15;

tic

for 1i=1:10000

P(ii)=round (1004+4900*rand()) ;
1(ii)=round (100+700*rand()) ;
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OPT P 1 comb(ii,1)=P(ii); %$recording of P random values
OPT P 1 comb(ii,2)=1(ii); $recording of 1 random values

\¢

% GENERATION OF INITIAL MATRIX

for i=l:pn
% Assigning of random values for design variables between determined limits
d=mind+ (maksd-mind) *rand;

t=mint+ (makst-mint) *rand;

$ OBJECTIVE FUNCTION OF PROBLEM
Fd_t=9.8*d*t+2%d;

% CONSTRAINT FUNCTIONS
% gl: axial load capacity (compressive strength should not exceed the
yield strength in design.)

% g2: buckling limit for column (Euler buckling load)

gl=(P(ii)/ (pi*d*t*yield))-1;
g2=8*P (ii)* (1(1i)"2)/ ((pi~3)*E*d*t* (d"2+t"~2))-1;

% OPT: Initial solution matrix

OPT (1,1)=d;
OPT (2,1)=t;
OPT (3,1i)=gl;
OPT (4,1i)=92;
OPT (5,1i)=Fd t;

if OPT(3,1)>0

OPT (5,1)=10"6;
end
if OPT(4,1)>0

OPT (5,1)=10"6;
end

end

% ITERATION PROCESS
for dongu=l:stop criteria

% GENERATION OF NEW SOLUTION MATRIX ACCORDING TO TLBO ALGORITHM RULES

°
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% Teacher phase
for i=l:pn
% Obtaining of the best solution (teacher ensuring that objective function is
minimum in initial solution matrix, and design variables belonging to this so-
lution
[p,r]=min (OPT (5, :));
best d=0PT(1,r);
best t=0PT(2,r);

% Determining again of design variables according to TLBO rules

% TF: teaching factor

TF=round (l+rand) ;

d=OPT (1, 1) +rand* (best d-TF*mean (OPT(1,:)));
t=0PT (2, 1) +rand* (best t-TF*mean (OPT(2,:)));

% Controlling of lower and upper limits of new generated design variables

if d>maksd
d=maksd;

end

if d<mind
d=mind;

end

if t>makst
t=makst;

end

if t<mint
t=mint;

end

% Objective function of problem
Fd _t=9.8*d*t+2*d;

% Inequality constraints of problem
gl=(P(ii)/ (pi*d*t*yield))-1;
g2=8*P (ii)*(1(ii)"2)/ (pi"3*Exd*t* (d"2+t"2))-1;

$OPT_Y: New solution matrix
OPT Y (1,i)=d;
OPT Y(2,1i)=t;
OPT Y (3,1i)=gl;
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OPT Y (4,i)=g2;
OPT Y (5,i)=Fd t;
% Penalized of solutions not providing required constraints in respect to de-
sign, with a big value (1076)
if OPT Y(3,1i)>0
OPT Y (5,1)=10"6;
end
if OPT Y(4,1)>0
OPT Y (5,1)=10"6;
end

end

\

% UPDATING OF MATRIX WITH VALUE OF VARIABLES BELONGING TO BETTER SOLUTION, BY
COMPARING OF CURRENT VALUES WITH NEWLY PRODUCED VALUES IN TERMS OF MINIMIZA-
TION OF OBJECTIVE FUNCTION

for i=l:pn
if OPT(5,1)>0OPT Y (5,1)
OPT (:,1)=0PT Y (:,1);
end
end
% Learner phase
for i=l:pn

Q

% Determining again of design variables according to learner phase rules
% Selecting randomly of required two solutions (students) as different from

each other

xi=ceil (rand*pn) ;

xj=ceil (rand*pn) ;

while xi==x]j
xi=ceil (rand*pn) ;
xj=ceil (rand*pn) ;

end

if OPT(5,xi)<OPT(5,x7)
d=0PT (1,1i)+rand* (OPT(1,xi)-OPT(1,x73));
t=0PT (2, 1) +rand* (OPT (2,x1)-OPT (2,x73));
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else
d=0PT (1,1)+rand* (OPT (1,x]j)-OPT (1,x1i));
t=0PT (2, 1) +rand* (OPT (2,x7)-OPT (2,x1i));

end

% Controlling of lower and upper limits of new generated design variables
if d>maksd
d=maksd;
end
if d<mind
d=mind;
end
if t>makst
t=makst;
end
if t<mint
t=mint;
end
% Objective function of problem
Fd t=9.8*d*t+2*d;
% Inequality constraints of problem
gl=(P(ii)/(pi*d*t*yield))-1;
g2=8*P (ii)*(1(ii)"2)/ (pi"3*E*xd*t* (d"2+t"2))-1;

$OPT_Y: New solution matrix
OPT Y (1,1i)=d;

OPT Y (2,1i)=t;
OPT Y (3,i)=gl;
OPT Y (4,1)=g2;
OPT Y (5,i)=Fd_t;

% Penalized of solutions not providing required constraints in respect to de-
sign, with a big value (1076)
if OPT Y (3,1)>0
OPT Y (5,1)=10"6;
end
if OPT Y (4,1)>0
OPT Y (5,1)=10"6;
end

end
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% UPDATING OF MATRIX WITH VALUE OF VARIABLES BELONGING TO BETTER SOLUTION, BY
COMPARING OF CURRENT VALUES WITH NEWLY PRODUCED VALUES IN TERMS OF MINIMIZA-
TION OF OBJECTIVE FUNCTION

for i=l:pn
if OPT(5,1)>0PT_Y (5,1)
OPT (:,1)=0PT Y (:,1);
end

end
end %end of the iteration
OPT cycle=zeros(5,1);

[min value, rank]=min (OPT(5,:));
OPT cycle(1,1)=0PT (1, rank); $d

) )
OPT cycle(2,1)=0PT (2, rank) ; st
OPT_cycle(3,1)=0PT (3, rank) ; %91
OPT _cycle (4,1)=0PT (4, rank) ; %92
OPT_cycle (5,1)=0PT (5, rank) ; $min Fd t

Q

% OPT cycle vector is that recording of result ensuring the minimum conditions
for each compressive load (that in end of iteration)

% OPT CEV is result storage matrix containing thickness, center diameter with
objective function values of vector that ensuring minimization of objective

function in updated optimization matrix generating for each compressive load

OPT CEV(:,1i)=0PT cycle(:,:);

o

end % end of any compressive load cycle

toc
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Chapter 3

A Novel Prediction Perspective
to the Bending Over Sheave
Fatigue Lifetime of Steel
Wire Ropes by Means of
Artificial Neural Networks
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ABSTRACT

Steel wire ropes are frequently subjected to dynamic reciprocal bending movement over sheaves or
drums in cranes, elevators, mine hoists, and aerial ropeways. This kind of movement initiates fatigue
damage on the ropes. It is a quite significant case to know bending cycles to failure of rope in service,
which is also known as bending over sheave fatigue lifetime. It helps to take precautions in the plant in
advance and eliminate catastrophic accidents due to the usage of rope when allowable bending cycles
are exceeded. To determine the bending fatigue lifetime of ropes, experimental studies are conducted.
However, bending over sheave fatigue testing in laboratory environments require high initial prepara-
tion cost and a long time to finalize the experiments. Due to those reasons, this chapter focuses on a
novel prediction perspective to the bending over sheave fatigue lifetime of steel wire ropes by means of
artificial neural networks.
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INTRODUCTION

Wire ropes are frequently used in elevators, cranes, bridges, aerial ropeways, mine hoisting, and so
on. Personnel, materials, cargo, etc. are lifted by steel wire ropes in a vast variety of material handling
systems. Carbon steel rods are drawn to make steel wires with different shapes and sizes. The very high
strength of the rope wires allows wire ropes to endure large tensile loads and to run over sheaves with
relative small diameters. One or several layers of steel wires laid helically around a center wire form
a strand. Traditional stranded steel wire ropes have six or eight strands wound around a core. Rotation
resistant ropes have higher number of strands in order to resist rotation (Feyrer, 2015). Cars and counter-
weights are suspended by steel wire ropes in traction elevators. That is, steel wire ropes are used to lift
personnel and freight in the car of the elevator (Janovsky, 1999). In cranes, ropes are used to lift, convey,
and discharge heavy goods from one location to another location within a specific area. Crane ropes
are selected to maintain a certain lifetime period in service (Suner, 1988). A Koepe (friction) system is
often used in mine hoisting to lift heavy loads from deep shafts by means of steel wire ropes with large
diameters (Onur, 2012). Wire ropes deteriorate gradually as a result of normal running or misuse while
operating. Those deteriorations exhibit themselves in different ways after a certain period of time. Mostly,
degradations that occur on steel wire ropes are due to fatigue. Furthermore, under almost all operational
conditions, wire ropes are subjected to fatigue due to alternate bending and longitudinal movements. The
fatigue in ropes can be divided into two main categories in general. One of the dominant fatigue types
in rope applications is tension-tension fatigue in which ropes are subjected to alternate tensile load with
time, such as with suspension bridges. Another type is known as bending over sheave (BoS) fatigue in
which ropes are subjected to dynamic repetitive bending and straightening travel due to the winding of
wire rope on a drum or sheaves, such as with cranes.

Fatigue causes degradation on the rope and reduces the lifetime of steel wire ropes. Knowing the
lifetime of the rope is an important issue in terms of occupational safety. Rope manufacturers are also
eager to extend their rope’s lifetime. Therefore, it is an important research topic to investigate the fatigue
lifetime of steel wire ropes.

This study addresses the BoS fatigue of steel wire ropes. Numerous studies have been conducted to
shed light on the effect of BoS fatigue on the lifetime of the steel wire ropes.

Gibson et al. (Gibson et al., 1974) performed bending fatigue tests by using 6x36 Warrington Seale
rope with a steel core, 6x24 Warrington Seale rope with a fiber core, and 6x26 Warrington Seale rope
with a steel core. Each rope has right regular lay. The 6x24 Warrington Seale rope is made of galvanized
high carbon steel, and the other two ropes are made of bright high carbon steel. Samples with diameters of
12.7 millimeters (1/2 inch) and 19.05 millimeters (3/4 inch) were used for bending fatigue tests. Accord-
ing to the results, the 6x36 Warrington Seale rope and 6x26 Warrington Seale rope had almost the same
fatigue performance, while the 6x24 Warrington Seale rope had lower values. The authors explained that
this rope may be used in applications where a low modulus of elasticity is desired. Therefore, it should
not be used in applications where better fatigue performance is expected. The authors also measured
temperature fluctuations at 45.72 m/min (150 feet/min) and declared that a low diameter ratio and high
tensile load would lead to a rapid increase in temperatures occuring on the rope (Onur, 2010).

Bartels et al. (Bartels, McKewan, &Miscoe, 1992) examined the factors that affect the life of wire
rope. Two 50.8 mm (2 inch) diameter 6x25 Filler ropes with fiber cores were degraded on a bending
fatigue machine. The authors determined the number of wire breaks, residual breaking loads, and per-
cent elongations at break due to the number of bending cycles. The test results indicated that once a
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wire rope nears the end of its service life, both deterioration and the consequent loss of rope strength
begin to increase at an accelerated rate (Onur, 2010). Verreet (Verreet, 1998) used Feyrer’s theoretical
rope breaking lifetime and discarding lifetime formulas and prepared a computer program by taking
into consideration the parameters such as rope type, rope diameter, sheave diameter, tensile load, wire
strength, and the length of the most stressed rope section in his research report. He found generalized
rope breaking lifetime and discarding lifetime results related to drive group and load collective. Suh
and Chang (Suh & Chang, 2000) conducted experimental studies to investigate the effects of the stress
variation, mean stress, and rope lay length on the lifetime of wire ropes subjected to tensile-tensile fa-
tigue. Authors observed that outstanding temperature variation was in the range of 2.5-4 Hz frequency.
Other authors (Chaplin, Ridge, &Zheng, 1999; Ridge, Chaplin, &Zheng, 2001) assessed effects of wire
breaks, abrasive wear, corrosion, plastic wear, torsional imbalance, and slack wires and strands on the
BoS fatigue lifetime. Therefore, the similar types of damages that are specified were created on the rope
samples, which were 6x25 Filler rope and rotation resistant rope with 34 compacted strands before the test.
Furthermore, the Feyrer’s theoretical rope fatigue lifetime equations were used to compare experimental
results gathered. In Gibson’s handbook (Gibson, 2001), an attempt was made to correlate rope contact
length on sheave with the rope fatigue lifetime. It is found that there was a reduction in the rope fatigue
lifetime until contact length is equal to the pitch length and there is no change in larger contact lengths.
Torkar and Arzensek (Torkar & Arzensek, 2002) performed a failure analysis of a 6x19 Seale steel rope
broken while running on a crane. The authors concluded that the main reasons for the failure of the wire
rope were fatigue and poor inspection. Feyrer’s book (Feyrer, 2015) presented recent developments in
instrumentations and experimental measurements in order to exhibit static and dynamic behaviors of
rope structures. The author revealed the effects of tensile load and diameter ratio, rope wire strength, rope
diameter, rope bending length on the sheave or drum, rope core type, zinc coating, lubrication, groove
geometry and its material, and reverse bending on the BoS fatigue lifetime. A regression analysis was
performed by using the obtained experimental results. Gorbatov et al. (Gorbatov et al., 2007) investigated
the variation of the rope BoS fatigue lifetime with the type of rope core and type of rope core lubricant.
A 6x36 Warrington-Seale rope with 16 mm in diameter was used. The authors revealed that the steel
wire rope, which has jute core and is lubricated by ASKM-1A, has a superior BoS fatigue lifetime than
a steel wire rope, which has a hemp core and is lubricated by E-1. In the technical bulletin published by
Wire Rope Works Inc. (Wirerope Works Inc., 2008), the rope lifetime curve developed by the wire rope
industry was explained in order to extract the effect of sheave diameter accurately to the performance of
wire ropes subjected to the BoS fatigue by using rope samples that were 12.7 mm (1/2 inch) in diameter.
The report revealed that increasing the diameter ratio provides longer BoS fatigue lifetime. In the case
of the diameter ratio becoming 55 instead of 40, the BoS fatigue lifetime increased 91%. Pal et al. (Pal,
Mukhopadhyay, Sharma, & Bhattacharya, 2018) investigated why a 6x36 steel wire rope failed after nine
months of service and tried to estimate bending fatigue life as per the Niemann equation. The authors
recommended changing the schedule of the investigated wire rope from nine to six months. Zhang et
al. (Zhang, Feng, Chen, Wang, &Ni, 2017) used a custom-made bending fatigue test machine to judge
the bending fatigue behavior of a 6x19 steel wire rope that had pre-broken wires before the test. The
effect of different distributions of pre-broken wires on bending fatigue behavior was determined. The
authors concluded that the broken wires changed the stress state of the inner wire strands and this led
to a concentration of severe wear, which accelerated the density of broken wires. Kim et al. (Sung-Ho,
Sung-Hoon, & Jae-Do, 2014) studied an 8x19 Seale elevator rope. Rope samples were corroded by a
salt-water test chamber and a bending fatigue test apparatus was used to evaluate the effect of corrosion
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fatigue on life expectancy. The authors concluded that a greater amount of corrosion, an increase in
the tensile load, and repeated bending cycles produced a rapid increase in the number of broken wires.

However, in addition to the investigations summarized above, although the usage of optimization
methods like artificial neural networks (ANN) and a genetic algorithm (GA) for the prediction of bend-
ing fatigue lifetime of steel wire ropes is not sufficiently discussed in the present literature, Dou and
Wang (Dou & Wang, 2012) used ANN to analyze the characteristics of wire ropes. According to their
idea, because of the recent advances in computer technology, the use of ANN become more feasible.
Also, ANN has the potential to solve certain types of complex problems that have not been satisfactorily
handled by more traditional methods.

BoS fatigue testing of steel wire ropes requires high initial preparation cost and significant time to
finalize the experiments and performance experienced by investigating numerous parameters in order
to determine the rope lifetime in the related literature. In addition, mathematical equations must be
found in order to evaluate the results obtained from the performed tests. Furthermore, it is impossible
to handle all kinds of parameters and conditions in the tests performed in order to determine the rope
lifetime. For example, there are limited studies on how the rope BoS fatigue lifetime will change as the
rotation speed increases and that determine the effects of parameters such as insufficient lubrication
and twisting on the rope on BoS fatigue lifetime. Due to those reasons, the use of computer systems
is accepted as an alternative method to minimize the high cost and performance performed during the
tests. For this purpose, techniques such as artificial neural networks (ANN), fuzzy logic, and a genetic
algorithm can be used as an alternative to traditional methods in determining rope life with developing
computer technology. ANN also have the ability to generate solutions quickly by creating an algorithm.
ANN, which are basically an algorithm based on the human nervous system, are used more frequently
than genetic algorithms because of their faster solutions for the problems that are large scaled, nonlinear,
and discontinuous/missing.

In this chapter, authors focus on a novel prediction perspective to the bending over sheave fatigue
lifetime of steel wire ropes by means of artificial neural networks. On the other hand, in order to research
the robustness and accuracy of the designed ANN model, theoretical calculations are done by using
Feyrer equations (Feyrer, 2015). Furthermore, the results obtained from ANN are compared with the
data presented in the literature (Onur & Imrak, 2012).

ROPES

The ropes generally consist of several strands laid helically in one or more layers around a core of fiber
or steel. A strand has two or more wires wrapped in a peculiar sequence around its core. Ropes are used
extensively as traction component of systems for lifting and transporting due to their flexible structure
and convenient use (Ciirgiil, 1995). Ropes can be thought as a machine that has many moving parts and
should be manufactured properly. It should be selected according to the place it is to be used. Further-
more, ropes are manufactured in various compositions, like machines, when their application areas are
taken into consideration. An identical rope may be suitable in one system, while it may not suitable for
another system (Cookes Limited, 2007). Ropes are divided into two groups, fiber ropes and wire ropes,
according to the material they are made of. The ropes made by steel wires are the highest stressed and
the most important component of transport machines. Different operating conditions are necessary to
manufacture various types of ropes. The characteristic properties of wire ropes are little known in practice.
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If the operating personnel lack the necessary information about the maintenance, control, and the use
of wire ropes, a proper and safe operation cannot be carried out. Apart from the designer, the user must
also have the necessary information about wire ropes (Demirsoy, 1991). As a result of the improvements
in wire ropes, chains, which were used previously in cranes, are not used in crane manufacturing today.
The superiorities of wire ropes over the chains can be listed as follows:

e  Due to their light weight, there is little mass effect on the lifting machines working at elevated
speeds.

Their operating safety is high and operation controls are easy.

They resist light impacts since they are more flexible than chains.

They operate silently at high speeds.

The unit prices are cheaper than the chains, conditionally.

Wire ropes don’t break suddenly like chains and, with taking care of initiation of broken wires, safety
precautions can be taken. The above qualities outline the reasons to choose wire ropes over chains. Fur-
thermore, wire ropes have a high lifting capacity. They don’t lose much of their strength due to fatigue
and moisture effects while operating. Operation safety is quite high due to the fact that the load is dis-
tributed over a large number of wires in the rope. Wire ropes can be operated at high operation speeds.
There is a convenient rate between their weights and lifting capacity, and they have a large amount of
elastic elongation. It is possible to visually control them easily during operation. The lifting capacity and
operation properties of wire ropes don’t change with low temperatures. However, ropes with fiber cores
should not be operated at temperatures above 100 C, and ropes with steel cores should not be operated
at temperatures above 250 C. The rope end connection should be checked very carefully at low and high
temperatures (Demirsoy, 1991). A wire rope structure is depicted in Figure 1.

Wire ropes can also be classified considering core material. Core material is either steel or fiber;
wire ropes can also be classified as parallel lay rope and cross lay rope, according to their strand ar-
rangements (Adivar celik halat, 2010) and can also be classified as special ropes (Celik Halat ve Tel
Sanayi A.S., 1999; Ciirgiil, 1995; Demirsoy, 1991; Tiirk Standartlar1 Enstitiisii, 2005). Wire ropes are
widely used in mining, oil wells, the transportation of heavy loads, elevators, trams, naval applications,
fishery, forestry, ships and yachts, aerial ropeways, and in general engineering applications (Celik Halat
ve Tel Sanayi A.S., 1999).

Figure 1. Wire rope structure
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ARTIFICIAL NEURAL NETWORKS

The nervous system consists of nerves and specialized cells known as neurons. There are approximately
10" neurons in the human body (Kohonen, 1988). The brain is composed of the combination of the
neurons, which exist not only in the brain, but also in the whole body in the nervous system. Neurons
can be called a network since they work in groups. Each neuron in this network has input (dendrite),
output (axon), connections (synapse), and a cell nucleus. A neuron structure is depicted in Figure 2.
Connections provide the communication between the cells. A neuron takes the signals incoming from
other neurons to the inlet part via the connections. Incoming signals are weakened or amplified by the
connections, then these signals are transmitted to the cell nucleus. If the signals incoming to the cell
nucleus exceed a certain threshold value as a result of their interaction with each other, a signal is sent
to the outlet and the nerve becomes active. If threshold value is not be exceeded, the signal cannot be
sent. In view of this situation, artificial neural networks models have been developed. The first study on
artificial neural networks was made in 1943 by a neurophysicist, McCulloch, and a mathematician, Pitts.
In this study, a cell model was developed according to a definition of an artificial nerve (McCulloch &
Pitts, 1943). In 1949, a study was conducted giving an idea about how a neural network can perform the
learning, and the “Hebbian Rule,” which is the basis of most of the learning rules used today, has emerged
from this study (Hebb, 1949). A model that reacts to the stimuli and is able to be adaptable was created
for the first time in 1954 (Farley & Clark, 1954). The perceptron was developed by Rosenblatt and was
the most important step after the emergence of the Hebbian Rule in 1958. This development also forms
the basis for the learning algorithms of today’s machines (Sen, 2004). The ADALINE (Adaptive Linear
Combiner) learning rule was developed in 1960. This learning rule has passed the literature as Widrow-
Hoff learning rule. Its most important feature is to aim to minimize the error that occurred during the
training of the model (Office of Naval Research Contract, 1960). In 1969, the book entitled “Perceptron”
was published and indicated that single-layer perceptrons could not solve complex problems, with the
example of an XOR problem. After the beginning of the more effective use of computers in the 1980s,
remarkable improvements emerged about ANN. It can be said that the modern era started in ANN with
the study of “Neural Networks and Physical Properties” in 1982. Nonlinear networks were developed
in this study (Hopfield, 1982). In the same years, the studies about ANN have accelerated with the de-
velopment of non-instructional learning systems in the studies performed by Kohonen (Kohonen, 1982)
and Anderson (Anderson, 1983). In 1986, the back propagation algorithm was developed for multi-layer
perceptrons. Since this developed algorithm has a strong structure, it provided resolutions for the previ-
ously encountered problems (Rumelhart, Hinton, & Williams, 1986). The back propagation algorithm is

Figure 2. Structure of a neuron

(Sen, 2004)
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one of the most widely used algorithms. Today, the use of ANN has gained a great intensity in parallel
with the developments in computer systems. New learning algorithms are being developed daily, and
new studies about the network architectures are being done.

Artificial neural networks can be used in almost every discipline and science. There are many prob-
lems solved with ANN, in many areas, such as science, mathematics, medicine, business, and finance.
ANN is used in many fields, such as classification, clustering, prediction, pattern recognition, function
approach, and optimization. Brief explanations of these fields are stated in the following.

e  C(lassification is the process of determining that one object belongs to which class in more than
one class. ANN provides to detect the next data belong to which class by using an existing
classification.

e  Clustering is different from classification, and it is done notwithstanding a certain limit. There
is no need for any information about the data processing. Clustering is performed by including
similar data in the same group.

e  The most popular application area of artificial neural networks is the prediction. Prediction is
producing an idea about the future data with regard to data in the past. Market volatility, sales
amount, and weather forecast can be given as examples. ANN gains an important advantage for
the estimation of variables, especially in a linear structure (Li, Mehrotra, Mohan, &Ranka, 1990).

e  The accurate one of the distorted patterns can be obtained by defining distorted or missing pat-
terns to ANN and comparing the patterns. This method can be used for processes such as face rec-
ognition or retina recognition, which are similar. Authentication is possible with those processes.

e  There are many calculation methods for which the mathematical expressions are unknown. In
other words, although its inputs and outputs are certain, there are situations in which the inter-
mediate function is unknown. The function approach is to define the function that will produce
approximately the same output data in response to the same output data. Function and prediction
approaches are similar models.

e  Optimization is the action of finding the best or most effective performance under the given con-
straints by maximizing desired factors and minimizing undesired ones for many commercial and
scientific events. In engineering, optimization is widely used, especially in the design phase.
Optimization can be basically divided into two groups. The first one is the traditional optimiza-
tion, which is done by creating a function based on the mathematical data. The second one is the
optimization technique done by using artificial intelligence. This method is used for the optimiza-
tion of complex structures that are cannot be expressed as a function. Artificial neural networks
also use this method (Civalek & Catal, 2004).

Structure of ANN

Artificial neural networks consist of many artificial nerve cells. It is desired to combine this structure
resembling the biologic nervous system with the process elements on the same direction. The basic ar-
chitecture consists of three types of neuron layers: input, hidden, and output layers, as shown in Figure 3.

The input layer is the layer where incoming data are received and transferred to the hidden layer.
No transaction is performed when transferring data in some network structures (Svozil, Kvasnicka, &
Pospichal, 1997). The intermediate layer, also known as the hidden layer, processes the data incoming
from the input layer and sends them to the output layer. There can be multiple hidden layers in ANN.
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The output layer processes the information incoming from the hidden layer and produces the output that
must be generated for the data presented to the input layer.

The information that comes to the cell from the external environment in the structure of ANN is input.
It forms an input layer by combining with the cell. The data formed in the input layer go to the process-
ing element with the weights on the connections. The weights indicate the mathematical coefficient of
an input acted on a process in the hidden layer. Weights are randomly assigned when the calculation
starts. Depending on the procedure, it can continue to change the weights until the error is minimum.
The input data combined with the weights are added by the joint function. The joint function can be the
maximum or minimum field or multiplication function according to the network structure. The output
is defined by processing the input obtained from the joint function with the activation function. There
are several types of activation functions. The most appropriate activation function is determined by the
trials of the designer. There are several activation functions used in ANN architectures as linear, sigmoid,
and tangent hyperbolic activation functions (Ozkan & Sunar, 2003). Since sigmoid activation function is
preferred as an activation function for the designed artificial neural network model in order to estimate
BoS fatigue lifetimes of 6x36 WS rope, it will be briefly explained with a subhead below.

Sigmoid Activation Function

Sigmoid activation function is differentiable and it is the most used function due to the continuity of
both itself and its derivative. The sigmoid function curve looks like a S-shape as depicted in Figure 4.
The sigmoid activation function produces only positive values and is defined by the following formula
in Equation (1):

()

Figure 3. Basic structure of artificial neural network

Connection

— \ / ;uron
—0

e

Input Layer Hidden Layer Output Layer

46

EBSCChost - printed on 2/9/2023 5:42 AMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

A Novel Prediction Perspective to the Bending Over Sheave Fatigue Lifetime of Steel Wire Ropes

After a brief definition of the sigmoid activation function, Figure 5 is the simple representation of
ANN process elements. In Figure 5, x is the input, W is the weight, Net is the adding function, F(x) is
the activation function, and Y is the output value.

Learning Types and Rules in ANN

The most widely used learning rules in artificial neural networks are the Hebb rule, Hopfield rule, Kohonen
rule, delta rule, and backpropagation algorithm (Hebb, 1949). Since backpropagation and Levenberg-
Marquardt (LM) algorithms are preferred for the designed artificial neural network model in order to
estimate BoS fatigue lifetimes of 6xX36 WS rope, they will be briefly explained with subheads below.
LM Algorithm
Also known as the damped least squares algorithm, the LM algorithm is an approach to Newton’s
method. The LM algorithm is the method to research the minimum. A parabolic approach is used to

Figure 4. Sigmoid activation function
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approach the error surface in each iteration and the solution of the parabola for that step is created. The
LM learning rule uses the Hessian matrix given by Equation (2).

H=J"J )

where J represents the Jacobian matrix. The Jacobian matrix as indicated in Equation (3) is the first
derivative of the network errors by weights.

J(n):é‘j/z—;(qn—)l) (3)

In Equation (3), n is the iteration number; J is the derivative symbol; e is the network errors vector;
w is the connection weights. In this case, the gradient is found by using Equation (4),

g=J"e )
and the connection weight between the neurons is obtained by using Equation (5),

W =W, [JTJ + ul]il J'e &)

where w,, is the weight at iteration k; / is the unit matrix; p is the Marquardt parameter. The Marquardt
parameter is a scalar value. The LM method is named as a Newton algorithm when the Marquardt pa-
rameter is zero. The Levenberg-Marquardt learning algorithm produces very fast results when compared
with other algorithms (Rojas, 1996).

Back Propagation Algorithm

The back propagation algorithm, or the generalized delta rule, is the most commonly used learning
rule. The algorithm produced by Rumelhart, Hinton, and Williams (Rumelhart, Hinton, & Williams,
1986) has given an important acceleration for artificial neural networks. Error is propagated backwards
in the back propagation algorithm. The weights are changed by back propagation of the error between the
actual outputs and calculated ones. As with all learning algorithms, the goal is to determine the weights
to ensure the best fit between the input and output data. The back propagation algorithm is the version
of the delta algorithm where momentum term is appended. The momentum term helps to find the point
where the error is minimum and to adjust the direction (Caudill, 1988).

ANN by Network Structures

Cells and connections may come together in many different ways. Considering their structures, ANN
differ from each other according to the directions of the connections between the neurons and the direc-
tion of flow within the network. Artificial neural networks are divided into two groups adhering to their
structures, which are feedforward artificial neural networks and feedback artificial neural networks.
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The processes are transmitted from input layer to output layer in feedforward artificial neural networks,
as shown in Figure 6. The input layer transfers the information received from outside to the cells in the
hidden layer without any modification. Data are processed in these layers and transmitted to the output
layer. Every output value in the hidden layers is used as an input value for the next layer (Wang, 2007).
In Figure 6, X, and Y are the inputs and output of the network, respectively.

In feedback artificial neural networks, the output of at least one cell is given to itself or to another
neuron as input. The information exchange in the feedback network can be not only between cells located
at same layer, but also between cells located at an interlayer. The feedback network can be used effectively
for the solution of nonlinear problems by exhibiting a dynamic behavior with this structure. Feedback
ANN are often used in digital filter designs. The feedback ANN operate more slowly than feedforward
ANN (Ucgan, Danaci, & Bayrak, 2003). The well-known feedback network types are Hopfield network,
cellular artificial neural network, Grossberg network, Adaptive Resonance Theory-1 (ART1), and ART2
networks (Hakimpoor, Arshad, Tat, Khani, & Rahmandoust, 2011).

APPLICATION OF ANN TO DETERMINE ROPE LIFETIME

The Properties of Used Rope

In order to demonstrate the application of ANN to estimate steel wire rope lifetime, steel wire rope
presented in Onur and Imrak’s work (Onur & Imrak, 2012) is used. The investigated rope construction

in (Onur & Imrak, 2012) their study is 6x36 Warrington-Seale (WS) steel wire rope. It has Independent
Wire Rope Core (IWRC) and 10 mm diameter (d). In addition, it has six strands around a steel core,

Figure 6. Feedforward ANN

Input Layer
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which is a wire rope itself. The 6x36 Warrington-Seale rope offers optimum resistance in fatigue and
crushing; thereby, it can be used in mine hoisting, oil industry, cranes, etc. A cross-section of a 6x36
Warrington-Seale rope with IWRC is depicted in Figure 7.

Onur and Imrak (2012) employed eight different tensile loads and two sheaves with 250 mm and
100 mm diameters for BoS fatigue tests to determine the effects of tensile load and sheave diameter to
the BoS fatigue lifetimes of 6x36 WS rope with 10 mm diameter in their work. Tensile loads that are
15 kN, 20 kN, 25 kN, and 30 kN have been employed when a sheave with a 250 mm diameter is used,
and tensile loads that are 10 kN, 15 kN, 20 kN, and 25 kN have been employed when sheave with a 100
mm diameter is used.

Theoretical Calculation of the Investigated Rope

Theoretical BoS fatigue life estimations have been performed by using the Feyrer equation that is given
in Equation (6).

Figure 7. Cross section of 6 x 36 Warrington-Seale rope with IWRC
(Onur & Imrak, 2011)

50

printed on 2/9/2023 5:42 AMvia . Al use subject to https://ww.ebsco.coniterns-of-use



EBSCChost -

A Novel Prediction Perspective to the Bending Over Sheave Fatigue Lifetime of Steel Wire Ropes

log(N)=b, + (bl +b, log (3)].(10?, (%J - (0.4).1og[ 1?;() D + bz.log(gj +

0.52 1.49 ©
log ﬁ +log l/.d >s i +log(f.)
—0.48+| — 249 ==
(16) ( 57.5 j

where D/d is the diameter ratio; S/d” is the specific tensile load; R is the wire grade; d is the rope di-
ameter; [ is the bending length; f  is the rope core and number of strands factor. The constants b,’s in
Equation (6) are given in Feyrer’s book (Feyrer, 2015). Table 1 includes the constants and parameters
for 6x36 WS rope.

Feyrer proposes that the numbers of bending cycles calculated by means of constants in Table 1 are
valid for up to a few million bending cycles if some conditions are provided. The conditions proposed by
Feyrer are: well lubricated with viscous oil or Vaseline for the wire rope samples, having steel grooves
for sheaves, groove radius-rope diameter ratio r/d is 0.53, there is no side deflection, and it is in a dry
environment. In the case of different conditions in operation, in order to determine the final BoS fatigue
life calculation, correction factors must be taken into consideration.

ANN Application

For devising an artificial neural network model in order to estimate the BoS fatigue lifetimes of 6x36
WS rope, experimental test data given in Onur and Imrak’s study (Onur & Imrak, 2012) have been used
and the back propagation learning algorithm is utilized to predict the data obtained from the data set.
In this ANN model, specific tensile load S/d? and diameter ratio D/d parameters have been chosen as
the input parameters, and the number of bending cycles (V) has been regarded as the output parameter
(Onur, imrak, & Onur, 2016). In order to decide the optimum structure of the neural network, the rate of
error convergence was checked by changing the number of hidden neurons. The networks were trained
up to cycles where the level of the mean square error (MSE) is satisfactory and further cycles had no
significant effect on error reduction. MSE is calculated by using Equation (7),

Table 1. Constants and parameters used for 6x36 Warrington-Seale rope

Constants and Parameters Values

d (mm) 10

R, (N/mm?) 1960
Parameters

1 (mm) 600

f 0.81

b, 1.278

b, 0.029
Constants

b, 6.241

b, -1.613
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MSE="L%"(de,~0,)’ ™

where de, is the desired or actual value, O, is the predicted output value, and m is the number of data. For
simulating an automated neural network model, MATLAB software has been used. A structure with 18
neurons in the hidden layer is formed and a logistic sigmoid function is preferred as the activation func-
tion. During training, the automated neural network is presented by the data thousands of times, which
is referred to as cycles. After each cycle, the error between the automated neural network output and
desired values are propagated backward to adjust the weight in a manner to mathematically guarantee
to converge (Haykin, 1998). MSE is used to stop training automatically. Furthermore, 45% of the data
set given in Onur and Imrak’s study (Onur & Imrak, 2012) are used for training the network, and 30%
are selected randomly to test the performance of the trained network. A final check on the performance
of the trained network is made using a validation set (Vadood, Semnani, & Morshed, 2011).

Table 2 includes the results obtained by experimental data given in Onur and Imrak’s study (Onur &
Imrak, 2012), theoretical results obtained by using Feyrer’s equation given in Equation (6), and results
acquired by means of simulating designed ANN.

For running ANN simulation, either MATLAB ANN toolbox or commands can be utilized. In order
to intervene in the simulation performance and conditions, MATLAB commands can be used in the
command window instead of an ANN toolbox. The following command lines are utilized to simulate
the designed ANN model in order to predict the BoS fatigue lifetimes of wire rope investigated.

$Matlab scripts for calculating the BoS fatigue lifetimes.
%%Input data

pl = input(‘Please input inputl data:’,’s’) ; % data of s/d?
p2 = input(‘Please input input2 data:’,’s’); %data of D/d
p=I[pl; p2]; %input vector includes pl and p2

$%0utput data

= input (‘Please input output data:’,’s’); % Output data N

o

test

$%$Normalization

Table 2. Results obtained by Feyrer’s theoretical estimation, experimental results (N, ) in [47,] and

ANN results (N, ) for 6x36 Warrington-Seale rope
S/d? (N/mm?) D/d I/d N, w(cycles) Nreym(cycles) N, (cycles)

150 25 60 174693.96 171146 163456
200 25 60 86791.95 90213 86792
250 25 60 70295.48 54898 69619
300 25 60 35504.97 36585 38505
100 10 60 32515.07 25951 32516
150 10 60 28832.41 13653 27774
200 10 60 15469.40 8656 13170
250 10 60 4683.89 6078 4684
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[pn, minp, maxp, tn,mint, maxt] = premnmx(p,t);
%%Designing, training and simulation of ANN
net=newff (minmax (pn), [N 1], {‘logsig’ ‘purelin’},’trainlm’); % N %is the num-

ber of hidden layers

net.performFcn = ‘mse’;

net.trainFcn = ‘trainlm’;

net.layers{l}.transferFcn = ‘logsig’;
net.layers{l}.initFcn = ‘initnw’;
net.layers{2}.transferfFcn = ‘logsig’;

[netl, tr] = train(net,pn,tn);

an = sim(netl,pn);

[a] = postmnmx (an,mint,maxt); %$Inverse of normalization

y= sim(netl,pn);

e=t-y;

$%Plotting training data and output of ANN
figure(l),plot3(pl(1l,:),p2(1,:),t,’0");

hold on,plot3(p(l,:),p2(1,:),a,’r*’"),grid on;

legend (‘Exact value’,’Output of ANN’),xlabel (‘pl’),ylabel (‘'p2’),zlabel(‘'t’)
view (net)

%$%Preparing test data

ptest=[p(1,1:3);p(2,1:3)]

ttest = [t£(1,1:3)]

[ptn,minpt, maxpt, ttn,mintt, maxtt] = premnmx (ptest,ttest);
atn = sim(net,ptn); %Simulasyon

[at] = postmnmx (atn,mintt,maxtt);

%$%Plotting test data and output of ANN

figure (2),plot3 (ptest(l,:),ptest(2,:),ttest,’0’);

hold on,plot3(ptest(l,:),ptest(2,:),at,’r*"),grid on;
legend (‘Exact value’,’Output of ANN’),xlabel (‘pl’),ylabel (‘p2’),zlabel(‘t’),ti
tle(‘Test data’)

plotregression(t,y,’Regression’)

plotfit (netl,p,t);

plottrainstate (tr);

plotperform(tr);

In order to provide convenience for comparing the results given in Table 2, a graphic has been plot-
ted and shown in Figure 8.

Results obtained by experimental tests given in Onur and Imrak’s study (Onur & Imrak, 2012) and the
designed ANN model results are very close to each other, with 0.0036577, 0.0029135, and 0.0001987
minimum square errors for testing, training, and validation, respectively, as shown in Figure 8. Although
theoretical estimations of BoS fatigue lifetime can be performed by using Feyrer’s equations given in
Equation (6), as it can be seen, it requires substantial expertise in the mathematical definitions. Therefore,
artificial neural networks can be considered as a useful tool in order to predict the BoS fatigue lifetime
of 6x36 Warrington-Seale steel wire ropes.
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CONCLUSION

This chapter aimed to evaluate the artificial neural network in predicting Bos fatigue lifetime. Although
there are some more theoretical estimations and analysis for BoS fatigue lifetime predictions, they
require substantial expertise in the mathematical definitions of equations. As an alternative to the exist-
ing references, it is evident from the present study that the ANN model has good prediction capability
to predict the BoS fatigue lifetimes of 6x36 Warrington-Seale steel wire ropes with input parameters
like specific tensile load S/d” and diameter ratio D/d. Based on the study, it is established that the ANN
approach seems to be a better option for the appropriate prediction of BoS fatigue lifetimes of 6x36
Warrington-Seale steel wire ropes. The results predicted with this designed ANN model are compared
to calculations with Feyrer’s equations and with the experimental data presented in Onur and Imrak’s
study (Onur & Imrak, 2012). Errors obtained are within acceptable limits. It has been concluded that
the ANN model can be effectively utilized as a prediction tool for such a purpose. Furthermore, the
developed ANN model can be used to estimate the BoS fatigue lifetimes of different types of wire ropes
for a wide range of parameters for future research.

Figure 8. BoS fatigue lifetime results given in Table 2
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A Novel Prediction Perspective to the Bending Over Sheave Fatigue Lifetime of Steel Wire Ropes

KEY TERMS AND DEFINITIONS

Architecture: The structure of aneural network consists of the number and connectivity of neurons. An
input layer, one or more hidden layers, and an output layer are the layers that generally form the network.

Back Propagation Learning Algorithm: The algorithm for multi-layer perceptron networks to ad-
just the connection weights until the optimum network is obtained. In the back propagation algorithm,
errors are propagated back through the network and weights are adjusted in the opposite direction to
the largest local gradient.

Computer Simulation: It is a simulation that runs on a computer to model the behavior of a system.

Fatigue Testing: It is a type of test performed to determine the behavior of materials under fluctuat-
ing loads. In fatigue testing, a specified mean load and an alternating load are applied to a specimen and
the number of cycles that are required to produce fatigue life is determined.

Lifetime Prediction: It is the prediction of lifetime by using some methods.

Multi-Layer Perceptron: It is one of the most widely used networks, which consists of multiple
layers interconnected in a feedforward way.

Neuron: The basic building block of a neural network. A neuron sums the weighted inputs, processes
the weighted inputs by means of an activation function, and produces an output at the last stage.

Rope Lifetime: It is the time for using the rope effectively. In other words, the time until the rope
is considered unusable.
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ABSTRACT

This chapter recalls the nonlinear polynomial neurons and their incremental and batch learning algo-
rithms for both plant identification and neuro-controller adaptation. Authors explain and demonstrate
the use of feed-forward as well as recurrent polynomial neurons for system approximation and control
via fundamental, though for-practice, efficient machine learning algorithms such as Ridge Regression,
Levenberg-Marquardt, and Conjugate Gradients, authors also discuss the use of novel optimizers such as
ADAM and BFGS. Incremental gradient descent and RLS algorithms for plant identification and control
are explained and demonstrated. Also, novel BIBS stability for recurrent HONU s and for closed control
loops with linear plant and nonlinear (HONU) controller is discussed and demonstrated.
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INTRODUCTION

Machine learning and control algorithms have been amazingly, theoretically developing in recent decades.
The data-driven trends of system approximation based on neural networks and this way-based adaptive
control is of significant interest to the research community; however, we may observe that these trends
are not correspondingly spreading into industrial practice. The main reasons are the relatively high de-
mands on operator qualification, i.e. education in mathematics and dynamical systems and operators’
technological competences and ability to understand the concepts and proper applications of machine
learning related to neural networks (there are many more parameters and aspects than there are with PID
controllers, e.g.). For sure, the stability of nonlinear control loops with neural networks, i.e. the stability
of such nonlinear time invariant systems, together with the risk of heavy costs resulting from unstable
development within factory lines (or power plant units, for example) is also a crucial consideration, so
the control algorithms in the industry remain conservative, preserving comprehensible and analyzable
techniques, such as PID control and other linear-based approaches. Thus, we believe that the transition
from conservative linear techniques of control toward nonlinear and machine learning—based ones can
be successful, if such control principles are well comprehensible both to the academic and industrial
community and if the stability analysis is also not acceptable and comprehensible for both sides.

The recent trends of Deep Networks and Deep Learning (Goodfellow, Bengio, & Courville, 2016;
LeCun, Bengio, & Hinton, 2015) are not always achievable in industrial practice for control, especially
when dynamical systems should be approximated from data, and these neural networks require large
training datasets. The networks with Long Short-Term Memory (LSTM) neurons (Hochreiter & Schmid-
huber, 1997) are very popular today as well; however, their application to control might be practically
limited due to the need for heavier computations for training and due to a relatively complex architecture
for analysis. Furthermore, many industrial control tasks would not need to implement a too complex and
too nonlinear plant model and controller. When a conventional control (like PID) is doing a less or more
sufficient job in practice, then there is a high chance that the control performance can be significantly
optimized with reasonably nonlinear neural networks

Thus, the neural computation presented in this chapter relates to polynomial neural networks that
can be ranked among shallow neural networks and that, contrary to other shallow networks, feature a
linear optimization problem, while the input-output mapping is customable nonlinear. Other shallow
neural architectures that shall be mentioned are random vector functional link (RVFL) networks (Zhang
& Suganthan, 2016) and recently published their alternatives known as Extreme Learning Machines
(ELMs) (Huang, Zhu, & Siew, 2006a, 2006b; Zhang & Suganthan, 2016) and of course also the multilayer
perceptrons (MLPs) (Hornik, Stinchcombe, & White, 1989) with a very few hidden layers. Regarding
MLPs, it shall be mentioned that novel types of hidden neurons with non-sigmoid somatic operations,
i.e. ELU or RELU (Glorot, Bordes, & Bengio, 2011), shall be also considered for their applications due
suppressing the issue of vanishing gradients and improving the convergence.

Higher order neural units (Bukovsky, Hou, Bila, & Gupta, 2008; Gupta, Homma, Hou, Solo, & Bu-
kovsky, 2010; Gupta, Bukovsky, Homma, Solo, & Hou, 2013) are standalone architectures stemming
from the branch of polynomial neural computation originating from the works, or higher order neural
networks (Ivakhnenko, 1971; Kosmatopoulos, Polycarpou, Christodoulou, & Ioannou, 1995; Nikolaev
& Iba, 2006; Taylor & Coombes, 1993; Tripathi, 2015).

The adaptive control that is presented in this chapter belongs among the control that utilizes a data-
driven model, which is also approximated as a polynomial neural architecture.
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Nowadays, the neural network—based control approaches can be classified according to the main
principle as follows:

° Model Reference Adaptive Control (MRAC) (Elbuluk, Tong, & Husain, 2002; Narendra &
Valavani, 1979; Osburn, 1961; Parks, 1966), where the model of controlled system is required to
derive controller learning and the desired behavior is defined by a reference model; the controller
learning may be batch offline or it can be incrementally running in real time as well.

) Model Predictive Control (MPC), such (Garcia, Prett, & Morani, 1989; Lawryriczuk, 2009; Morani
& Lee, 1999), where the model is necessary for finding such a sequence of control inputs that most
suits the desired sequence of system outputs, and it is recalculated at every single sample time.

° Adaptive Dynamic Programming (ADP), also reinforcement learning (Wang, Zhang, & Liu, 2009;
Wang, Cheng, & Sun, 2007), where an analytical model is not required, but data for the controller
network and for the penalty/award network are obtained from experiments with the system itself.

An advantage of the proposed MRAC-HONU-based control loop design is the rather computation-
ally efficient and fast real-time performance with learning algorithms such as Conjugate Gradients
(CG) (Dai & Yuan, 1999; El-Nabarawy, Abdelbar, & Wunsch, 2013; Zhu, Yan, & Peng, 2017) and
the recursive least squares (RLS) algorithm, achieving strong error minimization capabilities even for
nonlinear process control.

The purpose of our chapter is to review and summarize MRAC as one possible comprehensible ap-
proach to nonlinear adaptive control that can be practically considered in cases when more powerful,
though also more complex, control schemes are not to be utilized and also when no intensive, real-time
computation is required. Also, we newly discuss the BIBS stability approach for these nonlinear adaptive
control loops as the method has potential for its comprehensibility and straightforwardness.

Fundamentals on HONUs
This section recalls the background about HONUs s for SISO linear and non-linear dynamic systems that

we found practical, especially up to the 3™ polynomial order. The very fundamentals of static or dynamic
HONUs are their configuration and their Jacobian matrix, which can be defined as follows.

Figure 1. Neural network-based model reference adaptive control (MRAC) loop structure
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HONU for Plant Approximation

For the MRAC control scheme with HONUS, the plant (Figure 1) is to be approximated from input-
output data via static or dynamic HONU. The augmented input vector into dynamic (recurrent) HONU
(1) is given as

1170:].
KAl - - T ~1
x=| {1 k1) o gkny) wk=1) o ulken,)| =5y 1)
T Ux

n

where gy neural output, u is control input, and x =1 is the augmenting unit allowing HONUS for neural
bias and also for lower polynomial orders being subsets of higher order polynomials.
To define a static (feedforward) HONU, the neural output in (1) yields the measured value as

Yy ¥x Vx> 2)
so a recurrent HONU was generally defined. Further details of HONUs for plant approximation are
given in Table 1.
The Jacobian matrix for a static HONU, i.e. the input vector (1) with only measured values, is as follows
x! for r=1

J . (k)=07(k)/ow=1 colx” for r=2 3)
colx™ for r=3,

Table 1. Summary of HONUs for plant approximation of up to 3rd order of nonlinearity

Polynomial Order of HONU

LNU, r=1 QNU, r=2 CNU, r=3
n non n n n
=0 =0 j=i =0 j=i imj

Col"(Okernel form

j=w-col"=*(x)

j=w-col™=3(x)

"E «
xo col? (x):[{zixj}] col“(x):[{wixjmﬁ}]
x=| % =l .., w={{u,} w={{w,,,)
z, Vi,5;0<i<j<n Vi, gk 5 0<i<j<sk<n
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where colx is a long column vector of polynomial terms as indicated in Tab. 1. Then, equation (3) in-
dicates that Jacobian is constant for all training epochs of static HONUs (i.e. when the input vector is
defined as in (1)).

Recurrent HONUs require us to recalculate Jacobian at every sample step and are more difficult to be
trained; however, they can be trained for longer output response, i.e., not just for one step ahead predic-
tion as static HONUs do, conditioned by that the real plant has such nonlinearity that can be captured
from data by a HONU of given polynomial order for given sampling and configuration.

HONU as a Controller

From previous works as such (Benes & Bukovsky, 2014; Benes, Bukovsky, Cejnek, & Kalivoda, 2014;
Benes, Erben, Vesely, Liska, & Bukovsky, 2016; Ivo Bukovsky, Benes, & Slama, 2015) HONUSs are
initially identified as dynamic plant models, i.e. via recurrent HONUs followed by training of a single
HONU feedback controller. In this paper, we extend the classical HONU-MRAC control loop with
multiple feedback HONU controllers, in accordance with Figure 2. Usually we assume that the mag-
nitudes of the input and output variables, i.e. of d, y, and Y, are normalized (z-scored). Further, the
input gain r, can be also adaptive, and it compensates for the true static gain of the controlled plant. An
added advantage of the customizable controller non-linearity of the extended HONU-MRAC control
scheme is that the controller computation can be tailored to target different aspects of control for the
process dynamics, e.g. one HONU controller can be used to suppress noise and another may be used to
minimize steady state error.
A typical input vector into HONU as a controller unit can be state feedback, defined as follows

]T

€ =1 Yoy (5-1) 0,0 (k=2) .. g (b—m,)| @

where ¢ is the index of a unit in the controller layer (Figure 2), and m, is the number of tapped
delay feedbacks forming the controller input. The details of controller units and their aggregation by
merely summation are given in Figure 2.

In Figure 2, a single layer network of HONUs serves as feedback controller to calculate control
inputs as follows

o)

Y

300

where n, is the number HONU s in the controller layer.
Jacobian matrix J, is then via the backpropagation chain-rule (given proper application of the time
indexes) as follows

_0y(k)_070udq,
ov, 0Oudgq, v,

Iy, [k;] (6)

63

printed on 2/9/2023 5:42 AMvia . Al use subject to https://ww.ebsco.coniterns-of-use



Introduction and Application Aspects of Machine Learning for Model Reference Adaptive Control

Table 2. Summary of HONU as ' unit within the controller layer (Figure 2) of up to the 3rd order of

nonlinearity

Polynomial Order of HONU

LNU, y=1 QNU, y=2 CNU, y=3
m m m m m m

I notation g=) v 4=D D g€y | 22D ignbibibe
=0 =0 j=i =0 j=i k=)

col'()kernel form

q=v-col 7 (&)=w-E

g=v-col’*(£)

g=v-col’(£)

details

col’(8)=[{¢:¢,}]
V:[{%}T

Vi,j; 0<i<j<m

6013(2)2[{&:@@:}]
V:[{Ui,j,lf}]

Vi, gk s 0<i<j<k<m

Figure 2. Discrete time Model Reference Adaptive Control (MRAC) loop with multiple HONU control-
ler: One HONU serves as a plant model and the controller can be a layer of various HONUs of various
configurations and even possibly of various learning algorithms
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and the last term of Jacobian can be fully recurrently calculated or in many practical cases simplified
as follows

0
0i(k=1)/0v,
'8§—Lv(k)=cOm<ab)T+vL- O(k=2)/dv, |=col (g,)T , @
Oi(h—m,)/3v,

where m, denotes the total number of neural controller weights (i.e. for corresponding length of v,)
and

du(k—1)

av, =—1,col" (§,)" . (8)

An essential in controller tuning is to define a reasonable data set of measured values for plant iden-
tification and further controller tuning. In this paper, we define several key components of the principle
input vector x further, v in the sense of a HONU feedback controller. The term d denotes the desired value
that we can feed into the plant to measure the corresponding plant output data y; further, Yor corresponds
to the reference model of the process, i.e. simulating the desired behavior of the process, taking into ac-
count the dynamic capabilities and limits of the system properties. The ultimate objective is to modify
the control loop so it adopts the reference model behavior once the controller is properly trained. We
thus desire that the trained controller provides such output value g so the next sample of the controlled
plant y matches with the prescribed reference model output y, .

Learning Algorithms for HONUs

Both for plant identification and for controller learning, sample-by-sample (incremental) or batch learn-

ing can be applied for both static and dynamic HONUs. And of course, the learning algorithms for both

plant identification and controller tuning can be:

e  manually derived and implemented in your custom code (the must for students and also highly
recommended to newcomers for better understanding of the fundamentals of machine learning
with dynamical systems and MRAC control), or/and

e  existing optimization libraries can be utilized.

These aspects are discussed further with the most fundamental details on the learning algorithms.

Incremental Learning for Plant Approximation and Controller Learning

The most fundamental sample-by-sample adaptation algorithm of both static and dynamic HONUs is
the typical backpropagation-family representative algorithm, i.e., the gradient descent rule, e.g. with a
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normalized learning rate known for linear adaptive filters (Mandic, 2001; Mandic, 2004), that adapts
HONU for plant approximation as follows

w(k-1)=w(k) - Aw=w(k) - I Q) ©)
AP ow

where € is a small regularization term in denominator that improves adaptation stability (Bukovsky &
Homma, 2017), p is learning rate, and Q(k) is the error criterion usually defined as Q(k)=e*(k), where

e(k)=y(k)=y(k), (10)

so e(k) is the neural output error of plant approximation at the last measured time k. Similarly, the ad-

aptation of the +'" controller unit via gradient descent can be derived as follows

Ln 0 Qref (k)

Vb(kﬁ—l):V[/(k)—i-AV,/:VL(/{Z) T
eHE I OV,

(1D

where 7, is the learning rate of the ™ controller unit, Qref(k) is the reference error criterion usually
defined as Q =€, %(k), where the reference error, i.e. the error between the desired output and control
loop output is as follows

erqf(k):y(k)_yref(k) ) (12)

and which is for controller learning implemented via substitution y<—¢ .The above gradient rules for
plant identification and control are easily derived and implemented in a code, and they can be also found
well working for many practical control tasks with SISO (stable) plants or for improvement of existing
PID control loops (Bukovsky et al., 2010; Bukovsky et al., 2015; Bukovsky, Redlapalli, & Gupta, 2003;
Benes & Bukovsky, 2014). Also, interested readers who are new to adaptive control should try to derive
and implement this fundamental algorithm to better understand the MRAC control prior to moving
forward to more advanced algorithms.

Another efficient learning algorithm advantageous for real-time plant identification is the RLS
learning algorithm. Though its application in the field of adaptive filters is quite readily published, its
extension to HONUSs for plant identification is still a not widely investigated area. The advantages of
the RLS algorithm is also its applicability for use in the whole MRAC-HONU closed control loop plant
and controller tuning due to its fundamental composition comprising from the covariance matrix of the
principle partial derivative for adaptation.

As an initial step, we may recall the classical form of the inverse covariance matrix R'(k) to the RLS
algorithm as
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R‘l(k):i-[R‘l(k—l)—%], (13)

where R is the covariance matrix; denoting I as the identity matrix of corresponding dimension, R can
be initialized at the very first step by

R(0)==1. (14)

_ T
B =R (k1) 278 258) " R4, 1) and (15)
ow ow
a5k (k)
R =p+ 28 R (k1.0 (16)
2 ow w
oy(k
simplifying the partial derivative it ):colx(k:),we obtain
co
_1 —_ . . T- _1 —_—
R‘l(k):l-(R_l(k—l R (k—1)-colx(k)-colx(k)" -R™"(k—1) a7
H p+-colx(k)"-R™1(k—1)-colx(k)
where the weight update rule yields
Aw=¢(k)-colx” R7(). (18)

The sample-by-sample RLS learning (13)-(18) is also applicable to HONU controller learning based
on 0f(k)/0v instead of Oy(k)/Ow . As shown in Figure 2, the RLS usually outperforms the classical
gradient descent and L-M algorithm as it rapidly minimizes the sum of square errors (SSE).

In addition to the the straightforward concept and comprehensibility, another advantage of sample-by-
sample learning algorithms for MRAC control is that they can provide us with reasonable (and definitely
much better than PID) control for many practical systems, as low polynomial-order HONUs (or even
linear ones) can temporarily capture the nonlinearity due to real-time adaptation.

Batch Learning for Plant Approximation and Controller Learning
The most straightforward algorithm for plant approximation with static HONUS, i.e. for one sample-ahead

predictive model, the Ridge Regression (RR), Levenberg-Marquardt (L-M), and Conjugate Gradients,
(CG) can be recommended as efficient and comprehensible algorithms that are easily derived and imple-
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Figure 3. MRAC-HONU control loop on Two-Tank liquid system (54)-(55), where one dynamic HONU
is as a plant model and second as a nonlinear state feedback controller. The RLS algorithm is superior
to classical GD and L-M learning.
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mented in a custom code that can practically work very well, and these are excellent for educational
purposes too. The more recently popular optimization algorithms, such as ADAM or BFGS, can be
efficiently implemented with existing optimization libraries as well.

For batch learning, we first define the batch matrix of all vectors as follows

X(kh)T
X= X(k?)T : (19)

x(hy )"

and by applying the column-wise polynomial kernel for HONUs (Bukovsky & Homma, 2017), we
obtain matrix

col” (x(kl)):TF
col"(X)= col” (X(kQ ))

col” (x(kN))T

, (20)

so all outputs from static HONU are calculated in batch as follows

y=col"(X)-w’, 21
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where w' denotes the column-wise vector of HONU weights.
Then, to calculate the weights for plant approximation via static HONU directly, the fundamental
variant of the RR algorithm can be derived from error criteria

!

O—llol2 L\l B=(v —rnl (XwD v —ral™ (X w TV Awrow? —min (22)

and thus we can obtain weights of the static HONU for plant approximation as follows

0 -1

H—Q:0:>WT :<colr (X)T-col” (X)-I—)\-I) col”(X)y> (23)
ALYA

where A is the regularization term to suppress the magnitude of neural weights, I is the identity matrix,
and y is the vector of all real outputs (targets).

In general, col'(X) = J , i.e., it is the Jacobian of HONUs and as X is a constant matrix for static
HONU s, so the Jacobian is constant for static HONUS too.

The Levenberg-Marquardt algorithm can be recommended also as a first to meet batch algorithm
with HONUEs. It is applicable for both static and dynamic HONUs where the weight updates Aw can
be calculated as follows

-1
AW:[JWT'JW "‘l'lw] Jw' e, (24)
1

where J is the Jacobian matrix, I is the identity matrix, and the upper index ' stands for matrix inversion.
Then in the sense of the L-M algorithm, the controller weight can be trained via the following relation

-1
AVz[J%-JV—i—l -IV] T, (25)
Hoy

where the subscript v indicates it is the controller learning rule.

For plant approximation via recurrent HONUE, i.e. to approximate more accurately the long output
response knowing initial conditions and only plant input, we should implement the L.-M algorithm
where X has to be recalculated for every time sample. To accelerate L-M batch learning, especially for
HONUs, the CG algorithm can be suggested (see Figure 4). The principle of CG is to solve a set of
equations as follows

b—A-w=0,, (26)

where b is a column vector of constants, A is a positively semi-definite matrix, and w is a column vec-
tor of unknowns (neural weights). Due to the in-parameter linearity of HONUs, the Jacobian (3) is not
directly a function of weights. Thus, the training with respect to a HONU can be restated from (26) as

69

printed on 2/9/2023 5:42 AMvia . Al use subject to https://ww.ebsco.coniterns-of-use



EBSCChost -

Introduction and Application Aspects of Machine Learning for Model Reference Adaptive Control

y—col"(X)-w=0., 27)

which is in fact using the Jacobian of a HONU for all training data (of total length N). Multiplying (6)
from the left with the term colX” yields that

Jy—JT.Jw=0. (28)

This results in a positive definite matrix; therefore, the CG learning form may be directly applied
to both static or recurrent HONUs. On the initiation of training, i.e. for the very first epoch, we initiate
CG with

r,(e=0)=c—A-w(e=0), (29)

where € denotes the index of training epochs from now and further
p(e=0)=r,(e=0). (30)
Then for proceeding training epochs (i.e. €>0), we calculate the following

(6): rg(e)‘re(e) ] (31)

p’ (€)-Ap(e)
With the parameter calculation from (31), the following weight update rule yields
w(et+1)=w(e)+a(e)-p(e), (32)

where Aw=a(e)p(€) and other CG parameters for the next training epoch are then calculated or updated
as follows

ro(e+1)=r,(€)—ale)-A-p(e), (33)
and in a similar sense as the Fletcher-Reeves nonlinear CG method

rl (e41) 1, (e+1)
€)= , (34)
e T, (€)Te(€)

therefore resulting in

p(e+1)=re(e+1)+05(€) p(e)- (35)
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This section derived the extension of the classical Conjugate Gradient learning algorithm for ap-
plication to HONUs. Due to its structure, is not so suitable for controller weights v training, as the sym-
metric positive definite matrix is not so achievable, and the CG for a controller then becomes a much
more complicated task. As illustrated in Figure 1, the use of pre-training via the L-M algorithm can be
enhanced via CG training, following a switch after several epochs. Thus, the proposed CG training is
suggested to use in lieu with the L-M training algorithm for rapid acceleration during plant identification,
where only L-M can be used as a comprehensible training algorithm for HONUs, including a feedback
controller algorithm via the MRAC control scheme Figure 2. As an extension of the work (Bukovsky
et al., 2017) the proceeding section extends an efficient incremental training algorithm (RLS) to the
presented HONU architectures.

For batch controller tuning, the L-M algorithm can be easily derived and implemented in code with
HONUSs. More novel algorithms such as ADAM and BFGS and its variants can be efficiently implemented
and investigated using existing optimization libraries, where the objective function can be defined as
described above. For static HONUs as a plant model, we can efficiently design a controller with these
optimizers when we make a substitution for input vector

1
x=|y, | where y(k)<—ymf(k) within y . (36)

Uy

Figure 4. Acceleration of training of neural weights of static CNU initiated with L-M learning and
changed for CG learning for training epochs >ty

5 10 15
epochs
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Normalized Mini-Batch Gradient Descent

Batch learning algorithms use the entire training set. That’s not usually possible in real-time learning and
learning with a small sample time. The training set can grow and then upgrades can be computationally
demanding. Incremental learning algorithms use a single training set. Their computational complexity
is low, but their learning ability is also lower. Mini-batch learning algorithms use a subset of the train-
ing set and seem to be a good compromise for real-time learning. The normalized mini-batch gradient
descent is described below.

~——

W(k—i—l):W(k;) ,unm,m( )i (37)

W
~——

=S s )ik ot (e, (8] (38)

=1 =1

where Q is the cost function, p_is the normalized learning rate, and e, is the reference error between
the real output of the system Vo and the output from the model y. The mini-batch is chosen as m ran-
dom training sets from the wmdow in the range k-h<i<k-1. Putting (38) into (37), we get the following
formula for weights adaption.

i (0 2ulk)
(k1) =w(E)+ ttnorm (k ); (k)= ow(k) (39)

=W(k)Fftnorm (£ )Ze( Jeol” (i) (k)=w(k)—ttnorm (k)" (k)T (k)

The optimal learning rate p,_ minimizes the cost function after updating weights and can be calcu-
lated by the least squares method as follows:

ol
op

(40)

>

where Q is the cost function after updating weights to w(k—i—l) and can be written as follows
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_ 1 m
Qk) =52 e k) —wk-+1)col”(x,) (1)
i=1
2
- Z[yrefz +Mn0rm Ze COV (k)]'a)lr (xi)T (k)] =
i=1 41)
2
:%E[Q (k)ilunm“m 26 COV (k)'COV (xi)T (k)] =
i=1
1 T
=5-[e<k>—umm(k>-J-JT-e<k>] -[e(k)—ummw)-J-JT-e(k)}
Putting (41) into (40), we get the following formula for the optimal learning rate:
T . . T .
o () =2 (k)-J(k)-J” (k)-e(k) 42)

o (k}(I(k)-37 (k) e(k)

(42) can be extended of 0<p<1,where p=1is the maximal learning rate. The final formula for p
is as follows:

norm

e (k)-J(k)-J7 (k)-e(k)

2 (43)
e (k){(I(k)-I7 (k) -e(k)

Hnorm <k) =

The ability to learn depends not only on the learning rate, but also on the batch size m and the length
of the training sets window h. Testing data and trained LNU for m=256 are shown in Figure 5.

The MSE function for different sizes of the batch m is shown in Figure 6. It is shown that the higher
learning ability is better for a bigger batch and with smaller fluctuations. Fluctuations during learning
were given by noise in reference signal y.

Stability Analysis
Decomposition Approach to HONU-MRAC Control Loop Stability

This section analyzes the dynamical stability of the proposed MRAC-based closed loop via the decom-
position method presented in the 2016 work of Benes and Bukovsky (Benes & Bukovsky, 2016) and,
further, in their 2018 study (Benes & Bukovsky, 2018), where its extension as a MRAC control loop was
presented. For better comprehensibility, let us assume a single static LNU as a plant, with extension of
the control law (5). With this statement, the HONU, as per Table 1, can be redefined as

n,+n, n,+n,

jk)= Y & (k—i)d + > i (k=i)3 +Cilwy), (44)

i=1
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Figure 5. Mini-batch identification LNU from data with a noise
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Figure 6. MSE for different length of the batch m
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where we introduce a new vector of state variable terms X(-1) , corresponding to previous step-delayed
output terms of the HONU-MRAC based control loop. Similarly, @(k-1)corresponds to the vector of
step-delayed input terms; both can be explicitly defined as

K(k)=[F(k—(ny+my)+1) . $(-1) F(8)] ,and (45)

G(K)=[d(k—(ny +m) 1) .. d(k-1) d(®)] . (46)

Then, for simplification, the operator C(.) is now introduced to denote the sum of constant neural
bias weight terms. Then the local characteristic coefficients & and may be computed via the following

sub-polynomial expressions:
Ty "tl

&i =T 'any +j ZCZ (QZ (k_])) for i=12,. Ty T+, (47)
=1 =1

where, in the sense of a dynamic LNU plant, the coefficient dl for i=1,2,3,...,n_is given as

&, =w;—r,y wy, ;> Cilgk—j)) for i=123,.n,. (48)
=1 =l

The corresponding coefficient terms ﬁ for the input vector @(k-1) may then be computed as

N, n,

T, wnyﬂ-—anﬁj-ZCi(ql(k—j)) for i=l...n,

B = = =1 “9)
v n, q
—To'anm-ZCi(ql(k—j)) for i=n,+1..n,+n,,
=1 =1

where the resulting expressions (47)-(48) as well as (49) may be applied to the more classical HONU-
MRAC configuration as in the work of Benes and Bukovsky (Benes & Bukovsky, 2018) and Bukovsky
et al. (Bukovsky et al., 2015). Then, we may express the resulting canonical state space form as

K(k)=M(k-1)-X(k—1)4+N, 0, (k—1) ; y(k)=C-x(k), (50)
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0 1
0 0 1 - ? 9 . 9
M= 0 0 0L NS o ol (51)
0 0 .01 B B B
d"w."u dnw—nu71 dQ &1 Ty 10 (nu+nu)71 1

For further reference, we term M as the local matrix of dynamics (LMD). Further, the augmented
input matrix and input vector may be defined as

(52)

According to the definitions of BIBO and ISS stability ( Wang & Liu, 2014), the forms (50)-(51)
for the HONU-MRAC closed control loop may be justified for ISS (further BIBS) stability (Benes &
Bukovsky, 2018), if the following holds from an initial state sample & until..

k-1 k=1 ||k—1
§ =[xw)|- [TMGo)- o)+ 20 [TTMG) - Na(s)-liuel] <O (53)
R=ky R= o ll*=r

where a sufficient condition for maintaining BIBS yields if AS(k)=S(k)-S(k-1)<0, given the relation
(53) in sample £ is not violated.

Two-Tank Liquid Level System

To investigate the application of the decomposed stability approach described in section 5.1, let us con-
sider a weakly non-linear two-tank liquid level system described via the following balancing equations:

A _

A—=
dt

Qt _Cdb’51‘ 29(h1_}L2)7 and (54)

d [ [
Ad_}?: db'S1° 2'g'(hl_h2)_cdc'52' 29 ) (55)

where Q [m’s"'] denotes the inlet flow rate of the system. The tank cross-sectional areais A=0.002[m’], the
orifice cross-sectional areas are s, =s,=0.000785 [m?], the orifice discharge coefficients are C ,=C,.=0.60,
the density of water is p=1000[kg/m?], and the gravitational constant of acceleration g=9.81[ms?]. To
add discussion on the application of dynamic HONUSs, the approach (48)-(49) is investigated with two
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HONUs, i.e. one dynamic HONU as a plant and the second as a feedback controller as in the work of
Benes and Bukovsky (Benes & Bukovsky, 2018).

For the offline tuned HONU-MRAC control loop, a single dynamic HONU is identified via RLS
training with five previous model output values. Four previous process inputs are further incorporated
into the input vector. The HONU feedback controller consists of a single HONU feedback controller
with the same input vector length, i.e. n =5 and n =4 and the feedback gain is r=0.01. The offline tuned
HONU-MRAC control loop tuned after 200 epochs is in its last training epoch, introduced with a large
increase in its learning rate to p=0.9998 at time t>488[s]. It is evident that from t>490[s] the condition
(53) switches from a monotonic decrease to AS(AS>0) and hence signifies the onset of instability where
the BIBS condition is violated for t>492[s]. This is reflected in Figure 8 b) and c) via the violation of
BIBO stability corresponding to spectral radii p(.)>1; however, due to the relation (53) accounting for
the previous samples of HONU-MRAC state transitions, AS(AS>0) yields a stronger condition that
clearly pronounces that onset of instability. Due to the relation (53) accounting for the previous samples
of HONU-MRAC state transitions, AS(AS>0) yields a stronger condition than a standalone assessment
of the spectral radii that clearly pronounces the onset of instability. It further justifies the trajectory in
state space for the given control input is becoming unstable, as opposed to the local dynamics in the
vicinity of the discrete state point. In such a case, though the LMD eigenvalues may locally recover, i.e.

Figure 7. Comparison of offline tuned and real-time application of HONU-MRAC as constant parameter
control loop on real two-tank liquid level system: One as a plant model and second as a nonlinear state
feedback controller

0 200 400 600 800 1000

T T T T
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Figure 8. a) Adaptive (RLS) LNU-QNU control loop becomes unstable soon after learning rate u
1>488)=0.9998. b) Spectral radii through time of LNU-QNU closed loop LMD. c) BIBS condition (53)
through time. d) Showing the positive difference of (53), i.e. AS(AS>0) reveals instability onset soon
after (53) learning rate becomes changed for t>488.

a)
o—= . ™

—— yHONU_Stable [
— yHONU_Sim. Model l
i

ylem]

487 488 489 490 491 492
c)
15 -
o= /
5 /
o 7
. v
-10

487 488 489 490 491 492

p()<1 in the sense of an adaptive control loop, in a global sense, the HONU-MRAC response may be
dynamically unstable with respect to transition from neighboring states.

Experimental Analysis
Torsional Pendulum

To provide further analysis on the incremental control algorithms, namely normalized gradient descent
(NGD) and RLS, and further, to emphasis the limits for applicability of the discussed approach, let us
consider a torsional pendulum (56) adopted from the work of Liu and Wei (Liu & Wei, 2014). As a modi-
fication, we introduce an increased friction coefficient for stabilization of the system to obtain training
data. Itis thus a key point to note that our MRAC-HONU control loop scheme requires sufficiently stable
training data in order to properly identify the corresponding process dynamics and extend controller tun-
ing. With this note, the modified (stabilized) discrete time inverted pendulum model is then as follows:

X1(k+1)=x1(k)+0.1-x5 (k)

. (56)
Xo(k+1)=—0.49-sin(x; (k))+(1—0.1f;)-x2 (k)+0.L-u(k),
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where the measured output is simulated as y=Yx; , f,=0.6 is the friction and u is control input. Given
the successful setup in Figure 8, in a similar manner, a static CNU featuring n =n =2 is trained viaL_M
over 20 epochs, followed by an additional 20 epochs of CG training to accelerate the plant identification.

Following a successful plant identification, a single static QNU (i.e. HONU, r=2) is applied as a
feedback controller for controller input vector lengths n_=n_=3, respectfully. Two setups are tuned on
the previously identified HONU model (as a dynamically trained HONU) on the first epoch via NGD
and RLS tuning, respectively, for comparison. Figure 10 illustrates the performance of both approaches
on the same HONU-MRAC control loop configuration. Although the NGD algorithm towards the final
samples of training data starts to fit closer to the desired control loop response, as can be seen in the
HONU feedback controller weights, the tuned values are more erratic during training and not so margin-
ally retuned as compared to the neural weights shown for RLS training of the same control loop. Figure
9 and Figure 10 illustrate the performance of both approaches on the same HONU-MRAC control loop
configuration. Figure 9 shows that, although the NGD algorithm towards the final samples of training data
starts to fit closer to the desired control loop response, as can be seen in the HONU feedback controller
weights, the tuned values are more erratic during training and not so marginally retuned as compared to
the neural weights shown in Figure 10 for RLS training of the same control loop. In the final samples
of training data, the RLS algorithm, even after one epoch, is able to adequately minimize the steady
state error to fit the desired control loop response, which is reflected in the substantially retuned neural
weights across the whole set of training data.

However, for higher amplitudes at the applied plant input, a strong sinusoidal non-linearity can be
seen, as depicted in Figure 11. On application of higher amplitudes of the plant input, in this case, the
desired value of the control loop, it is evident that for increased amplitudes, the HONU-MRAC closed

Figure 9. A single static HONU trained via L-M with CG algorithm after 20 epochs for plant identifica-
tion of (56). Used for investigation of performance in control of plant between NGD and RLS feedback
controller training (see Figure 10)
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Figure 10. Superior controller tuning performance via RLS compared to NGD after one training epoch
for control of plant. A single static HONU controller is tuned on identified HONU model via RLS and
applied as an extension to a P-control loop.
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vall_NGD

0 500 1000 1500 2000 2500 3000
samples

"
el
2 0 s ———————
©
>
0 500 1000 1500 2000 2500 3000

samples

control loop struggles to maintain accurate control of such strong nonlinearity within the system, hence
highlighting the boundaries for the application of such a control approach to nonlinear systems.

CONCLUSION

This paper presented a HONU-MRAC control strategy, with a focus on static HONUS to avoid recurrent
computations and further improve convergence of the controller training and multiple HONU feedback
controller configurations. The CG algorithm was presented as an efficient technique for accelerating plant
identification in lieu with the L.-M training algorithm. This adaptive control technique was shown to be
easily applied to weakly nonlinear system,s which can be well approximated with HONUs of appropriate
polynomial order (here < 3). In addition to the work of Bukovsky et al. (Bukovsky et al., 2017), a deeper
investigation behind incremental training algorithms, namely GD, NGD, and RLS, were presented, and
the capabilities of RLS training with application to the presented HONU-MRAC control loop approach
were highlighted. Furthermore, a study into stability analysis of the proposed control loop configura-
tions was presented, whereas in any adaptive control loop, design plays a paramount role in ensuring
the adaptive control loop maintains dynamical stability along its trajectory in state-space, especially in
the sense of real-time application. Connotations to practical industrial processes were highlighted via
this straightforward control approach; however, as seen in the sense of the torsional pendulum example
for dynamical systems with such strong nonlinearity, maintaining accurate control across all operating
points remains a challenge of the presented HONU-MRAC based design.
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Figure 11. Control of plant with the increasing desired value (dashed); the accurate control is more
difficult to achieve as the sinusoidal nonlinearity becomes stronger with increasing magnitude of de-
sired value, so it demonstrates current limits and challenges of the identification and control of strongly
nonlinear systems with HONUs
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ABSTRACT

Inthis chapter, an application for demonstrating the predictive success and error performance of ensemble
methods combined via various machine learning and artificial intelligence algorithms and techniques
was performed. For this reason, two single methods were selected, and combination models with a
Bagging ensemble were constructed and operated with the goal of optimally designing concrete beams
covering with carbon-fiber-reinforced polymers (CFRP) by ensuring the determination of the design
variables. The first part was an optimization problem and method composing an advanced bio-inspired
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metaheuristic called the Jaya algorithm. Machine learning prediction methods and their operation
logics were detailed. Performance evaluations and error indicators were represented for the prediction
models. In the last part, performed prediction applications and created models were introduced. Also,
the obtained predictive success of the main model, as generated with optimization results, was utilized
to determine the optimal predictions of the test models.

INTRODUCTION

Artificial Intelligence (AI) methods are effective in solving multidisciplinary engineering problems.
Also, Al methods can be trained with optimization methodologies to provide the prediction of opti-
mization results. In this chapter, the authors present a study showing the application of the predictive
success and error performance of ensemble methods employing various machine learning and artificial
intelligence algorithms. Two single methods were selected, and combination models with a Bagging
ensemble were constructed. The optimal design is that of using concrete beams with a covering of
carbon-fiber-reinforced polymers (CFRP) by ensuring the determination of design variables for the
minimization of CFRP material in order to increase the shear capacity of the beam. For an RC beam
using CFRP, the width, spacing, and application angle of the CFRP strip are the design variables. Their
optimization has previously been done (Kayabekir, Sayin, Bekdas, & Nigdeli, 2017; Kayabekir, Sayin,
Nigdeli, & Bekdas, 2017; Kayabekir, Sayin, Bekdas, & Nigdeli, 2018; Kayabekir, Bekdas, Nigdeli, &
Temiir, 2018) by using several metaheuristic algorithms—namely, Flower Pollination Algorithm (FPA)
(Yang, 2012), Teaching-Learning-Based Optimization (TLBO) (Rao, Savsani, & Vakharia, 2011), and
Jaya Algorithm (JA) (Rao, 2016).

CARBON-FIBER-REINFORCED POLYMER (CFRP) BEAM MODEL
The Optimization Problem

The capacity of reinforced concrete elements may be insufficient due to reasons such as a change in the
purpose of use of the structure (for examples, adding a new floor to the existing structure or retrofitting
it for a capacity increase due to earthquake force mitigation; etc.). In such cases, various retrofit meth-
ods are utilized to increase the shear force, flexural moment, or axial force capacities. These methods
generally necessitate the partial destruction of existing members; and the use of such structures may
not always be possible in such case. Furthermore, since the total weight and rigidity of the structure are
changed, a structural re-analysis is required. Another option is to use carbon-fiber-reinforced polymer
(CFRP), having a linear deformation behavior with a large strain capacity, without changing the existing
behavior of the structure. This method can be easily applied and provides for the use of the structure
during its application.

In this chapter, optimal carbon-fiber-reinforced polymer design is presented with the goal of in-
creasing the shear capacity of T-shaped RC beam members. This is done by considering the rules of
regulation ACI 318 (Building Code Requirements for Structural Concrete); and by following various
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advanced machine learning applications that were carried out. It was likewise done by determining these
designs rapidly and effectively in a short time—with the purpose of preventing the loss of effort, time,
and cost while generating structural designs. In the optimization process, the Jaya Algorithm (JA)—a
metaheuristic method—was utilized. Objective function was defined as being the minimization of the
required CFRP area per meter. In other words, optimal design variables providing the minimum required
CFRP area per meter and providing for structural safety are searched. The mentioned design variables
are the spacing (s f), width (wf), and angle of CFRP strips (). Structural model and design variables of
the problem are shown in Figure 1.

In the figure, df represents the depth of beam, where the wrapping of CFRP is applied. It can be
calculated as

d=d-h, (1)

in which h represents the thickness of the slab, and d represents the effective depth of the beam.
In addition, objective function of the problem can be written as in Equation (2). Here, the total area
covered with CFRP within the beam unit length (m), which is defined by A, is minimized.

2df

sin?

+b

w

Wy

A= 21000 2)

Here, b  represents the breadth of the beam.
Design constraints are determined according to the regulation of ACI 318. These constraints can be
given as given in Egs. (3-5);
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Figure 1. Structural model and design variables of the problem
(Khalifa & Nanni, 2000)
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In these equations, V., R, t, fe. f’c, and V_indicate the required additional shear capacity, the reduc-
tion factor, the thickness of the CFRP, the effective tensile strength of the CFRP, and the compression
strength of the concrete total shear force capacity of the rebar, respectively. In addition, the design con-

stants and ranges of the design variables are summarized in Table 1.
Metaheuristic Method for Optimization: Jaya Algorithm

Jaya was originally a Sanskrit word, and its meaning (in English) is “victory.” After testing the algorithm,
Rao (2016) probably was the one who gave it this name because of its having achieved such success-
ful results. The most important feature of this algorithm is that it does not require the user to enter any
user-defined parameters. For that reason, it is easy to apply it to optimization problems. Similarly, as
with other metaheuristics, the optimization process of Jaya can be explained in five steps. These steps
are summarized in following section.

In the first step—that of optimization—the design constants, the ranges of the design variables, and
population and termination criterion are determined. In this optimization problem, termination criterion
is defined as being the maximum iteration number.

In the second step, the initial solution matrix—including candidate solution vectors (in other words,
a set of candidate solutions)—is generated. These candidate solution vectors include randomly generated
design variables. The initial solution matrix can be indicated symbolically as follows, in Equation (6).

Table 1. Design constants and variables

Components Definition Symbol Unit Value
Breadth of the beam section b, mm 200-500
Height of the beam section h mm 300-800
Effective depth of the beam d mm 0.%h
Thickness of the CFRP L mm 0.165
Reduction factor R mm 0.5

Design constants
Thickness of the slab h/ - 80-120
Compression strength of the concrete , MPa 20
Effective tensile strength of the CFRP £, MPa 3790
Additional shear force Vo kN 50-200
Shear force capacity of the rebar Vs kN 50
Width of the CFRP w, mm 10-1000
vaDéiilg)ll: s Spacing between CFRPs S, mm 0-d/4

Covering angle of the CFRP B ° 0-90
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Xl,l Xl,? ot Xl,’un
X2,1 X2,2 ot XQ,vn
CL = (6)
pn—1,1 X[m—l,Q o pn—1lun
pn,l pn,2 ot pn,on

Each column of the CL matrix represents a candidate solution set. The total number of these candidate
solutions is a user-defined value, and it is called a vector number (vn). In the matrix, Xi,j characterizes
the value of the i design variable in the j* solution vector. The values of the design variables are gener-
ated via Equation (7).

X =X

I I (min)

+ rand(X - X ) @)

I(max) I(miu)

X,y @and X, indicate the ultimate limits of the design variables. Rand is a function producing a
random number between 0 and 1.

In the third step, the objective function is calculated (Equation (2)) for each of candidate solution
vectors. The calculated objective function values are stored in a vector for later comparison. Also, can-
didate solution vectors must provide design constraints in order to ensure structural safety. Therefore,
for candidate solutions that do not provide design constraints, the objective function is punished with
very large values.

These first three steps are similar for optimization processes of all metaheuristic algorithms. The
differences start with the fourth step. In this step, a new solution matrix is generated, considering the
rules of the algorithm. According to the rules of the Jaya algorithm, new values of design variables are
generated by utilizing the best and worst solution vectors in the existing solution matrix.

The best and worst solution vectors are determined according to values of the objective function. In
this optimization problem, since the design of the CFRP having a minimum area for 1 meter is searched
for, the best solution represents a candidate solution vector providing a minimum value of the objec-
tive function. The worst solution represents a candidate solution vector giving a maximum value of the
objective function. This situation can be expressed numerically via Equation (8).

X;;Tl = X:'_]. + rand (g* - ‘Xﬁj‘) - mnd(g” - X;].

) ®)

Here, X :]H , X :] and t represent a new (or a next) candidate design variable, an existing (or an old)

design variable, and an iteration number, respectively. On the other hand, g* indicates the values of i
design variables in the best candidate solution vector; and g* indicates the values of i design variables
in the worst candidate solution vector.

New candidate solution vectors (including new design variables) which are generated are stored in a
matrix. Candidate solutions that do not meet design constraints are penalized with large objective function
values, as in Step Three. Then, comparisons are done between the existing solution matrix and the new
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solution matrix. This part of the comparison constitutes the last step of the optimization process. In this
step, if the new candidate solution or solutions provides a better solution, the existing solution matrix is
modified with a new candidate solution. Otherwise, no changes are made in the existing solution matrix.

The last two steps are repeated until the provision of termination criterion and the optimization pro-
cess of JA can be summarized as follows, in Figure 2.

MACHINE LEARNING METHODS
Multilayer Perceptrons (MLP)

Artificial Neural Networks (ANNs) can be seen as being a machine learning method that ensures the
mimesis of various behaviors unique to the human brain, in regard to different systems (Yucel, Bekdas,

Figure 2. The optimization process of JA
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Nigdeli & Sevgen, 2019). There are so many models and types of ANNs in the literature. One such
ANN is that of multilayer perceptrons (MLPs), which have input, output, and one or more hidden layers.

These MLP neural networks can learn from samples. The input layer, hidden layers, and output layer
includes input nodes, calculation nodes, and output node, respectively. The input and output nodes store
the data samples and result predictions, respectively (Chou, Tsai, Pham & Lu, 2014). In these respects,
MLPs have an ability to determine the effects of input parameters onto output parameters. This can
result in the occurrence of a map of relation for input-output parameters (Maimon & Rokach, 2010).
A multilayer perceptron structure is presented in Figure 3 for the prediction of two different FRP beam
design outputs in this study.

While realizing this process, a set of training stages is carried out with different algorithms with respect
to the aim of determining the output result. The reason for this is the input data that can be nonlinear or
unsuitable to operate by using a specific curve or an equation for predicting the output values directly.
With this aim, MLP are trained by means of numerous input samples.

In this issue, an algorithm called back-propagation, which is one of the most frequently preferred
algorithms nowadays, was proposed by G. E. Hinton, Rumelhart and R. O. Williams in 1986 in order to
train neural networks (Raza & Khosravi, 2015).

This training process is realized after the spreading of input data, as a feed-forward mechanism. At this
stage, firstly, there is an independent multiplication of each input with the connection weights belonging
to nodes within the next layer; and a summation of these multiplications is obtained.

Moreover, this summation is carried out with the sum function (X), which benefits to determine the
net input for any single node. Net input (net,) is obtained as a combination of the weighted summation
and the bias value (b) for any node j as follows, in Equation (9). Also, activation function (f) is beneficial
for the calculation of output prediction by means of processing the net input (Equation (10)). Obtained
prediction output and real output differences are named as being an error, and this value is used to update

Figure 3. Multilayer perceptron model generated for optimal design variables
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the connection weights via transference to the general network. These components and operations can
be seen in Figure 3.

In addition to this, expressed in these equations and in Figure 4, i is input node, in other words, outputs
existing in previous layer; j is current node that targets the determination of its net input; Wij represents
the connection weights between nodes i and j; X. is the output value from the previous layer, and o is a
constant value which ensures the function gradient (Topcu & Saridemir, 2008).

n

net, = ZWI/)Q +b )
i=1

f(net,) = He;t (10)

On the other hand, this activation function expressed in the above equation is a sigmoid/logistic
function and is known as being a transfer function, too. Additionally, there are various types of func-
tions such as a hyperbolic tangent, sine, cosine, linear, or identity function. However, the most-used
one from among these is the sigmoid function, in virtue of advantages related to nonlinearity and good
simulation with respect to the operation of human brain neurons intended for prediction applications
(Maimon & Rokach, 2010).

Random Tree

The random tree method is a decision tree algorithm. In this respect, it is an algorithm applied to obtain
an ultimate prediction result by splitting the tree according to defined labels of parameters via decisions
made in the direction of the values of these labels. On the other hand, this algorithm is generally applied
for generating random forest ensembles. Therefore, each of the random trees can be considered as being
a member existing in forest. This decision tree algorithm is called Random Tree. It can be preferred/
intended for the application of solving classification and regression problems. It was proposed by Leo
Breiman and Adele Cutler (Kalmegh, 2015). During the constructing of the random decision tree model,
root and internal labels must first be determined in order to branch the tree structure. However, there

Figure 4. Calculation of the output for any node via activation of the sigmoid function
(Topgu & Saridemir, 2008)
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is no obligation to do that in an analysis of the problem data for the identification of attributes, which
will be taking part in the interior nodes of the decision tree, because of the renewable and exchangeable
structure of the tree (Jagannathan, Pillaipakkamnatt & Wright, 2009).

Bagging Learners

Bagging method is one of the independent ensemble learning techniques developed by Breiman, and its
name occurred with respect to a combination of bootstrap and aggregation approaches (Cichosz, 2015;
Skurichina & Duin, 2002). Ensemble models have an ability related to generalizing learning due to
making mistakes less than that which base learners perform independently (Jagannathan et al., 2009).

This method applies an approach which is related to the fact that one basis prediction value is obtained
by integrating the output results produced by different learner methods or classifiers, with the purpose
of enhancing prediction accuracy (Rokach & Maimon, 2015). In this respect, this approach is carried
out so that the major dataset is split into different subgroups by those data samples which are selected
randomly. Hence, these can include the same data more than once. Also, these sub data samples can be
trained via any method, which is named as the basic/main learning algorithm or classifier.

This random selection, which is realized for its determination of data belonging to K different sub-
groups, is performed by means of sampling with replacement (putting sampled data back into the dataset)
of each data sample from the training set composed of n samples. As has been said before, some data
can be selected many times. Therefore, some of these may not take part in the training set. On the other
hand, each basic learner method in ensemble is trained with training sets/subgroups including n samples
different from each other, and the results (predictions) are combined with voting of majority (Kiling,
Borandag, Yiicalar, Oz¢ift & Bozyigit, 2015). However, these prediction results of sub data groups can
be combined by using the other rules, too (Skurichina & Duin, 2002). A chart about prediction process
via the Bagging method is given as Figure 5.

PREDICTION AND ERROR EVALUATION INDICATORS

After performing output prediction, the evaluation of obtained values in comparison with real data is
required. The aim of this operation is that validation of accuracy, reliability, and precision belonging to
the generated prediction model is provided. By means of this, the possibility and measure of making
mistakes by the prediction model can be observed, and the success and performance of the model can
be sensed more clearly.

All of the presented evaluation criteria and error performance indicators, their formulations, and their
components acting as these indicators are shown in Table 2.

Correlation Coefficient (R)

The Correlation Coefficient (R) metric is a measure of compatibility between real/actual and predicted
values belonging to data samples. It shows how much these values are close or similar to each other.
This coefficient value can take the form of values between -1 and 1. It can be said that if R is O, then
there is no similarity of values. In addition, if its value is 1 or close to 1, there is strong fitness between
the actual and predicted results of the data.
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Figure 5. Prediction process via the bagging method
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Mean Absolute Error (MAE)

Absolute error means the absolute value of the error occurring between the actual value and the pre-
dicted result of the data sample. For this reason, the Mean Absolute Error (MAE) metric is the mean
value of these errors observed for all samples. In addition, the absolute function is beneficial when used
for preventing the incorrect processing of negative error, which is generated in the case that the actual
value is smaller than predicted.

It is possible that the MAE metric, which is an important indicator with respect to determining the
best and most promotive solution in any case such as a regression problem, can be called an absolute
loss (Cichosz, 2015).

Mean Square Error (MSE)

Square error expresses the squared error of difference. In other words, it shows error which is observed
when actual values are compared with predicted values. Therefore, Mean Square Error (MSE) is an
average value of the error squares of all samples. On the other hand, MSE error indicator benefits from
enabling noticing and evaluating of errors more carefully, owing to the fact that the square function can
perform an amplification of the observed error rate.

Also, increasing the success of prediction can be carried out by means of reducing the value of the
MSE metric (Hill, Malone & Trocine, 2004).
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Table 2. Error performance indicators and various details

Pe;:g:::z:lce Abbreviation Formulation Components
QIR O] )3
Correlation R Zm:l ’ Zz,:l v Zy,:l ¢
Coefficient / ; N 2 / R ; 2
2 2
EOSNG RIS
Mean Absolute MAE
Error
Mean Square Error MSE
a; i" actual value
p;: i" predicted value
m : mean of the actual data
Root Mean Square RMSE n:adata number
Error
Relative Absolute RAE
Error
Root Relative RRSE
Square Error

Root Mean Square Error (RMSE)

The Root Mean Square Error (RMSE) metric is the root value of the MSE indicator. In other words, it
shows the root of the mean of all occurred errors’ squares, according to a specifically adjusted line. For
this reason, this root value expresses ultimate error, and actually expresses the mean distance between
actual and predicted results (Chou & Tsai, 2012).

Relative Absolute Error (RAE)

The Relative Absolute Error (RAE) metric, as seen in its formulation, is related to deviation from the
mean value of actual data. Therefore, this metric is beneficial in that it helps users in noticing the mean
deviation of the predicted results. Moreover, a case is suitable when relative absolute error value is
smaller than 1, or when—in a good model—it even equals O (Cichosz, 2015). In addition, RAE metric
generates the total absolute error value (Witten & Frank, 2005).
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Root Relative Square Error (RRSE)

The Relative Square Error (RSE) metric, as in relative absolute error, is performed with normalization
of errors. Therefore, RSE metric square errors of all samples are summed up and determined by dividing
the squares of deviation from the mean of actual values belonging to that data. Also, the Root Relative
Square Error (RRSE) metric is a root value of the RSE metric (Witten & Frank, 2005).

All of the evaluation criteria and error performance indicators, their formulations, and their compo-
nents acting as these indicators are shown in Table 2.

PREDICTION APPLICATIONS VIA MACHINE LEARNING
METHODS FOR OPTIMAL FRP BEAM DESIGNS

The Main Model

The optimization process was carried out with the aim of determining the design variables belonging
to beams covered with carbon-fiber-reinforced polymers (CFRP). Values obtained for variables and
design properties, which will be dealt with in prediction applications by machine learning algorithms,
were used to generate a dataset.

As expressed in the optimization process, design constants composed of various numerical expres-
sions and beam properties. These include h (height), b, (breadth), h (the slab thickness of the beam), and
V,,, (additional shear force values). These were considered as being input parameters for the prediction
model. In addition, design variables that engineers aim to optimize are p (CFRP covering angle), w (FRP
width), and s ’ (the amount of space between two consecutive CFRPs) values. However, a new parameter
was generated by using w,and s, variables besides 3, with the aim of its being used in a training dataset
as one of the output parameters. This output is CFRP rate (r) and expresses CFRP width existing in
length until the starting point of the next CFRP. The CFRP rate equation can be formulated as follows:

r—— (11)
wf +5f

Also, machine learning algorithms and combinations of them were determined, together with the
creating of dataset intended for prediction operations, owing to the performance of model training.

During predictions of optimal variables for CFRP beam designs, four different machine learning
approaches as two single and two hybrid prediction models, generated from (and comprising) multi-
layer perceptrons (MLPs), Random tree, and Bagging methods combined with MLP and Random Tree
methods as separate base learner methods, were proposed. In this respect, the dataset—which includes
four inputs (h, b , hf and V ) and two outputs (f§ and r)—was trained in the direction of these prediction
models using Weka machine learning software (Witten et al., 2016).

For the main training model, the results of the optimal variables’ predictions and indicators for error
evaluations are shown in Tables 3 and 4 for § and CFRP rate, respectively.
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Test Models

After the training process, test models were handled for evaluation for the main model. These models
are composed of 10 different design combination data, and optimal design parameters and variables for
these combinations are expressed in Table 5.

The obtained results for optimal variable predictions, made by means of each machine learning train-
ing models, are shown in Tables 6-9 for B, together with the CFRP rate. Furthermore, in these tables,
various performance error indicators—mean absolute (MAE), absolute percentage (MAPE), and square

error (MSE)—are shown, with the purpose of comparing them according to JA used in optimization for
analyzed prediction models.

CONCLUSION

For the main model, according to the results, it is seen that the correlation coefficient (R)—which ex-
presses how well actual values are explained by predicted values—is observed as being extremely high
in all models for both CFRP rate and  outputs. Moreover, the success of the ensemble models is (to
a large extent) remarkable in terms of increasing predictive success for § via each hybridization of the
bagging method. However, for the CFRP rate only, the ensemble model that operated by combining with

Table 3. Error indicators and performance of prediction for  output

. Prediction Models
e MLP Bagging+MLP Random Tree Bagging+Random Tree
Correlation coefficient (R) 99.69% 99.77% 98.89% 99.38%
Mean absolute error (MAE) 0.0908 0.0776 0.1305 0.1069
Root mean squared error (RMSE) 0.1155 0.0998 0.2176 0.1684
Relative absolute error (RAE) 8.0829% 6.9034% 11.6068% 9.5150%
Root relative squared error (RRSE) 7.9472% 6.8622% 14.9707% 11.5845%
Total Number of Instances 231 231 231 231

Table 4. Error indicators and performance of prediction for CFRP rate (r) output

Prediction Models
FRP Rate (r)
MLP Bagging+MLP Random Tree Bagging+Random Tree
Correlation coefficient (R) 99.70% 99.49% 99.36% 99.59%
Mean absolute error (MAE) 0.0121 0.0176 0.0123 0.0139
Root mean squared error (RMSE) 0.0175 0.0249 0.0258 0.0215
Relative absolute error (RAE) 6.4224% 9.3321% 6.5124% 7.3985%
Root relative squared error (RRSE) 7.6681% 10.9200% 11.3089% 9.4058%
Total Number of Instances 231 231 231 231
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Table 5. Optimization results for designs in test model determined with the JA metaheuristic algorithm

h (mm) bw (mm) hf (mm) \ (kN) (1@ W, (mm) S, (mm) CFRP Rate (r)
350 200 120 70000 65.016 35.170 61.271 0.365
530 420 85 55000 63.324 18.639 54.053 0.256
750 370 100 120000 63.593 83.198 59.184 0.584
680 500 95 110000 62.608 58.911 53.272 0.525
420 450 120 70000 62.753 61.816 110.000 0.360
300 300 100 100000 64.259 99.541 104.068 0.489
770 220 90 80000 64.974 58.013 93.878 0.382
400 510 85 90000 62.683 76.496 106.484 0.418
550 200 80 50000 64.839 31.058 102.775 0.232
800 300 100 120000 64.217 97.372 68.646 0.587

Random Tree became successful in terms of moving in the right direction towards the achievement of
this purpose.

According to the error evaluations for these four different prediction models, mean absolute error
(MAE) values are extremely low for both outputs. However, MAE values decreased for 8, and increased
for the CFRP rate, from the point of view of the base learner methods (the MLP and Random Tree
algorithms alone) in comparison to their combination with the Bagging algorithm. In addition, the
root mean square error (RMSE) metric showed a similar behavior as MAE with respect to both design

Table 6. f° and CFRP rate (r) predictions for the test model via the MLP algorithm

MLP Model
Error Values for JA Error Values for JA
e Absolute Error Square Error CERP Rate () AEi(:_lol;te Square Error

63.657 1.359 1.847 0.604 0.239 0.057
63.644 0.320 0.102 0.240 0.016 0.000
64.902 1.309 1.714 0.377 0.207 0.043
63.930 1.322 1.747 0.372 0.153 0.023
61.858 0.895 0.801 0.456 0.096 0.009
61.944 2.315 5.358 0.910 0.421 0.177
65.969 0.995 0.991 0.220 0.162 0.026
61.508 1.175 1.382 0.545 0.127 0.016
65.498 0.659 0.435 0.212 0.020 0.000
65.531 1314 1.726 0.353 0.234 0.055

MAE MSE MAE MSE
Mean 1.166 1.610 0.168 0.041
RMSE 1.269 0.202
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Table 7. p° and CFRP rate (r) predictions for the test model via the Bagging algorithm in conjunction

with the MLP algorithm
Bagging+MLP Model
Error Values for JA Error Values for JA
e Absolute Error Square Error CERP Rate (0 A}gi(:_l;te Square Error

63.556 1.460 2.132 0.621 0.256 0.066
63.634 0.310 0.096 0.236 0.020 0.000
64.917 1.324 1.754 0.370 0214 0.046
63.880 1.272 1.618 0.367 0.158 0.025
61.780 0.973 0.947 0.460 0.100 0.010
61.846 2413 5.822 0.945 0.456 0.208
65.977 1.003 1.007 0.210 0.172 0.030
61.506 1.177 1.386 0.551 0.133 0.018
65.487 0.648 0.420 0.208 0.024 0.001
65.558 1.341 1.798 0.343 0.244 0.059

MAE MSE MAE MSE
Mean 1.192 1.698 0.178 0.046
RMSE 1.303 0.214

Table 8. p° and CFRP rate (r) predictions for the test model via the Random Tree algorithm

Random Tree Model
Error Values for JA Error Values for JA
6 Absolute Error Square Error CERP Rate () AEi(:_lol;te Square Error

64.239 0.777 0.604 0.353 0.012 0.000
63.597 0.273 0.075 0.237 0.019 0.000
64.944 1.351 1.826 0.277 0.307 0.094
63.940 1.332 1.774 0.323 0.202 0.041
61.143 1.610 2.592 0.353 0.007 0.000
61.733 2.526 6.380 0.987 0.498 0.248
66.158 1.184 1.402 0.279 0.103 0.011
61.753 0.930 0.866 0.607 0.189 0.036
65.762 0.923 0.852 0.191 0.041 0.002
65.458 1.241 1.539 0.279 0.308 0.095

MAE MSE MAE MSE
Mean 1.215 1.791 0.169 0.053
RMSE 1.338 0.230
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Table 9. p° and CFRP rate (r) predictions for the test model via the Bagging algorithm in conjunction
with the Random Tree algorithm

Bagging+Random Tree Model
Error Values for JA Error Values for JA
L Absolute Error Square Error CERE Rate (0 AEbi(:Ll:.te Square Error

64.335 0.681 0.464 0.346 0.019 0.000
63.595 0.271 0.073 0.235 0.021 0.000
64.892 1.299 1.688 0.282 0.302 0.091
63.942 1.334 1.779 0.326 0.199 0.040
61.227 1.526 2.328 0.372 0.012 0.000
61.707 2.552 6.512 0.955 0.466 0.217
66.115 1.141 1.302 0.290 0.092 0.008
61.818 0.865 0.749 0.605 0.187 0.035
65.708 0.869 0.756 0.191 0.041 0.002
65.468 1.251 1.564 0.285 0.302 0.091

MAE MSE MAE MSE
Mean 1.179 1.722 0.164 0.049
RMSE 1.312 0.221

variables. Nevertheless, one difference was realized in CFRP rate prediction performance via the Bag-
ging algorithm combined with Random Tree algorithm. This is a decreasing of the RMSE value for
prediction in the CFRP rate model.

Following this, for the test model comprised of ten design samples, the prediction of optimal values
for p and CFRP rate outputs were carried out by means of predictive success and low error of proposed
machine learning methods, and their combinations created by using the bagging ensemble algorithm
with respect to the main model. In this direction, two different error metrics comprised of MAE and
mean square error (MSE) were calculated from the obtained results via Weka software, comparing this
to the Jaya metaheuristic optimization algorithm.

For B output, MAE error is 1.166 and 1.192, respectively, in MLP and Bagging combined with MLP.
Also, for CFRP rate, these values were 0.168 and 0.178, respectively in both models. In addition to this,
MSE values showed increases from 1.610 to 1.698 for p, and 0.041 to 0.046 for CFRP rate, despite the
main model not being successful only for the CFRP rate in terms of the MLP algorithm when comparing
it to the Bagging algorithm according to correlation.

Both error metric values increased in comparison to real optimal design values for variables, too.
Actually, these error values were pretty low, but if combinations for Bagging models are evaluated, the
model/method that combined the Bagging and MLP algorithms can be considered as having failed in
terms of its prediction of test model designs. Nevertheless, it can be seen that the increasing error rate
for the f model is higher than that of the CFRP rate for the model that combined the Bagging and MLP
algorithms. In addition, RMSE, which expresses ultimate (or what can be considered as being average)
error for all models, is 1.269—-1.303 for f, and 0.202-0.214 for the CFRP rate in MLP and Bagging with
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MLP hybridization, respectively. The obtained increase in this metric was lower in the CFRP rate, as
was likewise the case for the other metrics.

On the other hand, another machine learning technique—and one used in combination with the Bag-
ging algorithm—is the Random Tree algorithm.

By combining the Random Tree and Bagging algorithms relative to this method, this ensured that
MAE values decreased for both p (1.215 to 1.179) and CFRP rate (0.169 to 0.164) outputs. Moreover,
MSE errors were decreased similarly to MAE. MSE values changed from 1.791 to 1.722 for f, and
from 0.053 to 0.049 for the CFRP rate. Thus, due to this model’s low error rate, it can be said that the
Bagging with Random Tree hybridization model is successful for the prediction of values. Also, errors
could be reduced in a major part of design samples for the prediction of optimal results via this model.
RMSE values were decreased, too.

As aresult, it can be concluded that all four models are successful for the prediction of optimal values
belonging to design variables by means of their good predictive performance and low error performance.
As was especially the case for the CFRP rate, the error values obtained were very close to 0.

Differences were discovered between the two models and their combinations. The first combination,
created via the Bagging algorithm in comparison with its base learner (MLP), was not successful with
regard to outputs. The second one, though, performed better than the first one did, in terms of its achieve-
ment of its purpose of predicting  and the CFRP rate. However, if general evolution were to improve
these four models even further, then MLP as a single algorithm, and Bagging with Random Tree as a
combination of algorithms, would become considered as being even more suitable and efficient means
of making output predictions.
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ABSTRACT

Computer vision methods are widespread techniques mostly used for detecting cracks on structural
components, extracting information from traffic flows, and analyzing safety in construction processes.
In recent years, with the increasing usage of machine learning techniques, computer vision applications
have been supported by machine learning approaches. So, several studies have been conducted which
apply machine learning techniques to image processing. As a result, this chapter offers a scientometric
analysis for investigating the current literature of image processing studies for the civil engineering field in
order to track the scientometric relationship between machine learning and image processing techniques.

INTRODUCTION

Construction works need frequent monitoring and investigation. Computer vision applications are becom-
ing essential techniques for monitoring components autonomously. Besides investigating construction
components, image processing methods are suitable for monitoring traffic-flows and for making safety-
level valuations. As far as developing various measurement techniques, image processing tools have
become a versatile technique for various applications. In the field of civil engineering, image processing
techniques are used for several applications. These include object detection, object tracking, action rec-
ognition (Seo, Han, Lee, & Kim, 2015), and crack detection (Yamaguchi & Hashimoto, 2010). Object
detection is a comparatively primitive method among these methodologies. Object detection techniques
are convenient algorithms for detecting the degree to which a construction site is unsafe, by detecting data
regarding construction workers and their equipment. The basic principle of object detection methodology
is dividing up the image into several mini-sized frames, and then detecting the searched-for object by
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scanning these mini frames. (Murphy, Torralba, Eaton, & Freeman, 2006). One of the other applications
for object detection is vehicle detection transportation video records (Bas, Tekalp, & Salman, 2007).
A second methodology, object tracking, is a more sophisticated methodology than the object detection
method. To implement object tracking methodology, video records are needed. In the first frame of the
video record, the object is detected; and in the subsequent frames, the same object is tracked to obtain
the object’s trajectory. Three type of methodologies are used for object tracking: (1) point tracking, (2)
kernel tracking, and (3) silhouette tracking (Yilmaz, Javed, & Shah, 2006). Structural health monitor-
ing is another object tracking application by which buildings’ frequencies are determined from video
recordings (Feng & Feng, 2018).

In recent years, machine learning techniques have been developed to fulfill the demand for frequent
use of image processing and computer vision applications in the civil engineering field. The most
frequent methodology for image processing applications is a kind of neural network algorithm named
Convolutional Neural Networks (CNN) that uses a framework analogous to the functioning of an ani-
mal’s neural cortex. LeCun et al. (1989) first applied CNN methodology, and applied it for identifying
written numbers. However, after more than a decade, this methodology has become more applicable to
the field following the spread of GPU technologies. Additionally, there are various competitions in im-
age recognition for various fields. Traffic sign recognition is one of the most prominent areas in these
competitions (Stallkamp, Schlipsing, Salmen, & Igel, 2012). Other than traffic sign recognition, the
CNN method is used for several areas in the field of civil engineering such as safety level assessment
from site images in construction projects (Ding et al., 2018; Fang, Ding, Luo, & Love, 2018), and crack
detection in structural components (Cha, Choi, & Buyukozturk, 2017; Huang, Li, & Zhang, 2018). For
assessing the impact of these studies and new trends in the field of construction building technology, a
scientometric analysis is a convenient methodology which has been used for various fields. In this study,
these various applications are tracked with a scientometric analysis, and frequently-cited publications
are investigated through their keywords and research area.

The impact of publications depends on citation statistics, and scientometrics is a quantitative method-
ology that uses citation statistics of publications and generates some statistical output using bibliometric
data in the literature. In the context of scientometrics, the whole body of literature can be modeled as a
network structure (Price, 1965). Additionally, each publication is variable input within scientometrical
analysis. Analyzing and defining citation mechanisms are the main way in which articles that are joined
to one another with citation and co-citation relationships in order to constitute citation graphs in order
to assessing their impacts. Additionally, utilizing inner-citation statistics enables publications to be
grouped together. Using scientometric analysis, author and publication contributions can be evaluated
after these citation statistics are obtained. In the context of construction building technology, the study
of Zhao (2017) is a prominent scientometric review regarding BIM research studies. Other studies have
been found to be focused on such topics as safety searches (Jin et al., 2019), and green building searches
(Zhao, Zuo, Wu, & Huang, 2019). The focus of the scientometric analysis of this particular study is
measuring the impact of computer vision applications for construction building technology in which
results are given with visual citation maps. In the first section, the concept of scientometrics is briefly
introduced. In subsequent sections, the analysis of current publications on computer vision techniques
is given. In the last section, the outputs of scientometric analysis are given. In the conclusion, research
trends are discussed.
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BACKGROUND

Scientometric methodologies were firstly used in the 1960s in order to quantify scientific impacts.
Citation statistics of a publication in the timeline is the main part of a scientometric analysis. Based on
citation lineage, visual demonstration of the publication’s references and their other cited publications
is an efficient methodology for briefly gathering a summary amount of knowledge about the publication
and both of its references and cited publications. Each node describes a publication that, in the case of
two publications citing mutual references, were scientometrically close each other. With these connec-
tions, a whole graph can be generated to represent publications in a network format. In this network
graph, highly cited publications are depicted with wider nodes than low-cited publications. The node
centrality depends on the citation count of the publication and represents the impact of the publication
in the literature. Depending on the citation count, the publication is located more centrally in the group
of publications. For labeling publications, classifying and clustering are two essential steps. In this case,
the research front and the intellectual base are two definitions for labeling the publication. The research
front represents research area of publications that are cited in the publication. The intellectual base is
the research area of the publications in the reference list of the publication. The research front includes
instantaneous content and knowledge that stays updated for a period of time. The intellectual base is a
constituted set of background knowledge that is referenced by the current publication (Persson, 1994).

Publications become promoted as they get cited by other publications. Frequently cited papers became
more visible, especially in search engines. So, they have a high probability of being accessed and cited
by researchers. This phenomenon is similar to rich people becoming richer—called the Matthew effect
(Merton, 1968). Besides frequently cited publications, authors usually choose to refer to updated publica-
tions in order to append newer knowledge upon recent developments. So, it can be said that most of the
publications have a limited period of time in which they are cited. After this period ends, the originality
of the publication starts to fade. To define this phenomenon, Price (1965) termed it the immediacy factor.
Burton and Kebler (1960) modeled this publication aging phenomenon with citation half-life periods.

Scientometric analysis requires a huge amount of computational processing. Various software tools
have been developed for conducting scientometric analysis. Scientometric software packages require
data files that are imported from research databases such as the WoS and Scopus databases. Table 1
shows several scientometric software packages with their features. Our expectations from the use of sci-
entometric software are for the software to plot a visual image that depicts the whole field of literature,
facilitating the spotting of important publications and authors in the search area. Scientometric software
packages listed in Table 1 are convenient ways to satisfy these requirements. For this particular analysis,
CiteSpace has been chosen because of its providing various statistical outputs, and due to the ease in
which it can be accessed and used.

Research Methodology

Inthis study, files that contained bibliometric data aboutimage processing publications for civil engineering
were retrieved from the Web of Science (WOS) database. Bibliometric data files were downloaded from
the WOS database, which includes titles, authors, abstracts and reference lists of searched publications.
By using CiteSpace software, scientometric analysis is made based on these bibliometric data. The main
concern about the data files is they should cover the whole literature about image processing studies
regarding construction building technology. To gather the bibliometric data files, in the Web of Science

106

printed on 2/9/2023 5:42 AMvia . Al use subject to https://ww.ebsco.coniterns-of-use



EBSCChost -

A Scientometric Analysis and a Review on Current Literature of Computer Vision Applications

Table 1. List of scientometric software programs

Software Characteristics
. A Java-based software package that analyzes the literature and develops a visual network display of
VOSviewer L
citations (van Eck and Waltman 2009)
. A Java-based software package that analyzes the literature and develops a visual network display of
CiteSpace L
citations (Chen, 2006).
. Developed for managing scientometric data and visualizing maps. It can cooperate with other software
Bibexcel
packages such as Excel (Persson et al. 2009).
Genhi A Java based open-source software package that analyzes the literature and develops a visual network
P display of citations (Bastian, M., Heymann, S., & Jacomy, M., 2009).

database, the advanced search option is selected. Then, for retrieving the publications, the query is in-
serted as “T'S=(“image processing” or “computer vision” or “image-processing” or ‘“computer-vision”)
AND (SU=“Construction & Building Technology” or WC="Engineering, Civil”)”. The result of the
query appears after the search process is performed. Then, the bibliometric data files can be obtained by
clicking the “export” button and selecting “other file formats.” The file has to include a full record and
cited references, and the file format is plain text format. The criterion of retrieving the bibliometric data
has to cover the whole body of civil engineering and construction building technology research studies.
This search returned 1,653 publications and 32,104 citations.

The downloaded files can be directly imported into CiteSpace software. Then, several types of net-
works are generated based on these files by using text-mining techniques. The network types are listed
in Table 2. Each network type involves its own node and connection type combinations. There are three
connection types designed in CiteSpace. The first one involves co-author type connections. In this con-
nection type, depending on the node type, each node defines an author, institutionm or country, and
each connection between nodes shows a co-authorship relationship between the authors, institutions, or
countries. The second connection type involves co-occurrences where each connection between nodes
shows co-occurrences of individuals depending on node types such as categories or keywords. The last
connection type involves co-citation type connections which can be defined as each connection repre-
senting mutual citations publications. There are a total of nine different networks that can be defined in
CiteSpace, as listed in Table 2. Besides, the user can trim the network by defining different time ranges
by which to view the literature overview within different periods. In software terminology, these time
periods are called time slices (Chen, 2006).

One of the important attributes of CiteSpace is its ability to eliminate infrequently cited publications.
Table 3 lists selection criteria for the filtering process. The mutual principle of whole criteria is prominent
publications are selected that was published in a certain time slice. The first row’s criterion, named “Top
N” rule, selects most N cited publications from each slice. The second row’s criterion, named the “Top
N%” rule, selects the top “N percent” of publications from each slice. There, three different statistical
parameters are defined for threshold values that filter the publications by their citation counts. “Usage
180” is a newly introduced parameter that uses the download-count from the WOS database for each
publication over the last 180 days. After choosing one of these options, the software eliminates some
publications relative to their citation performance before visualizing the results, in order to clear away
statistically insignificant items. In addition to the filtering process, the merging process unifies items
belong to different period in order to build a network large enough to model the whole literature field.
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Table 2. Network types in CiteSpace

Node Type Connection Description
Author Co-authorship Shows which authors collaborated with whom
Institution Co-authorship Shows co-authors’ affiliations
Country Co-authorship Shows co-authors’ countries
Term Co-occurrence Shows co-occurrences of different terms in mutual resources
Keyword Co-occurrence Shows co-occurrences of different keywords in mutual resources
Category Co-occurrence Shows co-occurrences of different WOS categories
Cited Reference Co-citation Shows citation relationships between publications in reference lists
Cited Author Co-citation Shows citation relationships between authors
Cited Journal Co-citation Shows citation relationships between journals

Co-Authorship Network

In most cases, several authors collaborate for publications. In the scientometric context, this collaborat-
ing can be tracked and viewed. As shown in Table 2, author, institution, and country network types use
co-authorship-type connections that show collaborations between authors, institutions, and countries,
respectively. In the networks generated by CiteSpace, connection thickness is related in terms of col-
laborating frequencies. Citation statistics affects node visibility and thickness. Figure 1 shows the author
network and collaborations between the authors.

Figure 1 shows the most-collaborated-with authors and their collaborators. It can be seen that some
collaborators work as groups. However, some other authors were spread around the graph. The main
reason for that was that these authors’ collaborators did not get enough citations to be seen in the graph.
In the authorship network, there are a total of 249 authors who contributed to the field. From the selec-
tion criteria, the “top 30%” of most-cited authors are selected from each time slice. The reason for this
is that, as compared to the number of references, there are fewer authors and connections available for
building a network. After pruning and merging processes, out of 249 authors, only 5% of authors ended
up being plotted and labeled. Table 4 shows the top ten productive authors, along with their affiliations
and research areas. Half-life is a required period for decreasing annual citation quantity to its half-value.
Articles that have longer citation half-lives, being cited, would be continued for a longer period of time
than others would. These kinds of articles may be considered as being classical publications. By contrast,
transient publications get a high citation count in a short amount of time, yet the number of citations
they receive decays after a while (Price 1965).

Table 3. Selection options

Selection Criterion Description
Top N Selects the “N” most cited items from within a given slice
Top N% Selects the top “N” percent of items most frequently cited from within a given slice
Thresholds Values Citation-counts (c), Co-citation counts (cc) and Co-citation coefficients (ccv)
Usage 180 The items most frequently downloaded in last 180 days.
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Figure 1. Co-authorship network for image processing studies
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Table 4. The most-collaborated-with authors in field.

BUYUKOZIURK O

AR O

Co-authorship Author Affiliation Area of Expertise
26 3 Tarek Sayed University of British Columbia Transportation
15 2 Mohamed H. Zaki University of British Columbia Transportation
14 1 Heng Li Hong Kong Polytechnic University | Construction Management
13 3 Mohan Trivedi University of California Intelligent Vehicles
9 7 Zhenhua Zhu Concordia University Construction Management
8 5 Ioannis Brilakis University of Cambridge IT in Construction
7 1 Marcus Oeser RWTH Aachen University Pavement and Traffic Engineering
7 3 Hongjo Kim Yonsei University Construction Management
7 1 Jing Hu Southeastern University Material
6 3 Necati Catbas University of Central Florida Structural Identification

Countries and Institutes

As is seen in Table 2, CiteSpace can display the contributions of countries and institutes. Similar to au-
thorship networks, each node is joined to other nodes with co-authorship type connections. For instance,
this occurs if there is frequent collaboration by authors from two different countries. This collaboration
frequency results in connection thickness between these nodes representing countries, citing statistics
effect node sizes. From the bibliometric data, 42 countries contributed to the field. The United States
is the most contributing country, with 404 articles. China is second, with 382 articles. The third one is
Canada, with 109 articles. In the case of institutions, the most active institution is Southeast University,
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from China, with 28 articles. The second one is the University of British Columbia, from Canada, with
26 articles. The contribution of institutions and countries can be seen from Figure 2.

Co-Citation Network and Clustering

Besides reference lists, keywords and titles are another such viewpoint for visualizing publications’ re-
search areas. In the case of one publication being cited by different publications, the citing publications
are called co-cited publications. The main point is that the citation statistics define co-citation strength.
To view cited references with co-citation connection networks, the “cited reference” selection from Table
2 is chosen. In the case of choosing the “cited reference” as node type in Table 2’s eighth row, CiteSpace
will display frequently cited references and publications, and will connect them with co-citation rela-
tionships. The main drawback of the datafiles is there is no information about cited references’ research
areas. To overcome this drawback, CiteSpace can build clusters within the network. To infer referenced
publications’ research areas, CiteSpace utilizes citing publications’ research areas that can be acquired
directly from bibliometric data files. Figure 2 describes a citation scheme of a publication by several
publications that have bibliometric data by using this concept, the cited reference’s research areas can be
inferred. CiteSpace clusters publications by using nearness factors and, after that, clusters the publica-
tions according to usage of the most frequently used phrases included in the cluster.

Figure 2. Contributions of countries and institutions.
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Figure 3. Inferring the topic of a referenced publication
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Figure 4. The network of clustered publications
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From the alternative options in Table 3, “top N” criterion is chosen. The top 50 most frequently cited
publications are selected in order for the software to give such prominent publications that considers
priorities in the network-building process. Based on these principles, the publication network is produced.
It is shown in Figure 4. Every node represents an individual publication, and the node size depends on
the citation count.

As shown in Figure 4, the software builds groups based on publications’ having inter-relationships
with co-citation relationships. It does so in order that publications can easily be clustered, After that, the
clusters gain labels from the most frequently appeared phrases in publications within clusters. There are
three different options—abstract terms, indexing terms, and title terms—to be scanned in order to tag the
clusters. Figure 4 shows clusters that are labeled with index terms. Sometimes the most frequently used
keywords donotrepresentresearch backgrounds. Forinstance, the label of the first cluster—*“#construction
equipment”—refers to a quite generic phrase rather than to a research field or methodology. The second
case label of the cluster—"#1 digital image processing”—indicates the methodology. In fact, the whole
obtained methodology of the publications is related to image processing. Cluster numbering is sorted
by ascending order, with lower numbers indicating the most important, highest-ranking clusters.

The Network of Co-Occurring Keywords, and Usage Bursts
Co-occurring keywords are keywords that mutually used by different publications. Similar to co-author
and co-citation relationships, co-usage frequencies play an important role in determining relationship

strength between keywords so that it affects line thickness between nodes in the network plot. By using
statistical outputs, users can track trends by monitoring keyword usage. In the results of co-occurring

1M
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keyword analysis, the overall analysis will firstly be divided into three decades, for presentation of the
data. Then, the overall analysis is given with burst values. Bursts are suddenly increasing frequencies
of keyword usage. Table 4 is given for determining the changing popularity of keywords. The most
frequently used keywords in different time ranges are listed.

As shown in Table 5, generic terms more frequently appeared. By investigating the variation of
rankings, it can be inferred that the number of studies about concrete has increased in search. The main
reason for that is that the keyword “concrete” has undergone a trend towards its increasingly being used
over the last three decades. Besides using frequencies, bursts are important parameters for investigating
the variation of the usage frequency of keywords. Table 6 shows keywords that have had top usage bursts
in the literature field as a whole.

Table 5. Keyword frequencies for different decades

1991-2001 2001-2011 2011-2019
Frequency Keyword Frequency Keyword Frequency Keyword
25 image processing 83 image processing 191 image processing
5 system 44 computer vision 150 computer vision
4 transport 26 system 93 system
4 computer vision 17 model 85 model
2 Gp 14 algorithm 65 concrete
2 automation 14 digital i.m age 63 tracking
processing
2 segmentation 13 segmentation 53 digital image processing
2 modelling 13 image analysis 44 classification
2 vision 12 classification 43 performance
2 image analysis 12 image 41 image analysis
Table 6. Top keywords with top burst values
Frequency Burst Keyword
278 16.66 image processing
32 5.63 crack detection
59 5.26 digital image processing
17 5.18 pattern recognition
35 5.08 recognition
12 4.83 damage
12 4.83 surface
24 4.5 mechanical property
39 4.18 segmentation
29 3.99 simulation
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Figure 5. Co-occurrence of keywords in the research field
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As we focus on research topics, two keywords draw attention to display research trends. These are
“pattern recognition” and the other one is “crack detection.” The other keywords represent more generic
definitions. For instance, the term “pattern recognition” is a subfield of machine learning techniques,
and “crack detection” addresses a specific research area. Figure 5 shows the co-occurrence network of
keywords drawn from image processing studies in the field of civil engineering.

The Network of Keywords from the Most Downloaded Publications

The Web of Science database has an important feature for acquiring download counts. The database logs
the download statistics and inserts them into the publications’ data. CiteSpace accesses the download
count from bibliometric data files and selects prominent studies, using these download counts. Depending
on the type of network, ‘unattractive’ (uncited) publications or keywords that belong to such publications
will not appear in the network plots.

Citation Bursts and Half-lives

Similar to usage bursts, citation bursts are rapid increases in the gaining of citations. Two main oc-
casions cause citation bursts. The first kind of cause is an important discovery that leads to a number
of searches that delve into outcomes of the discovery. The second kind of cause is the emergence of
newly-appearing opportunities and necessities affecting various related research studies. Kleinberg’s
study (2002) proposed a detection algorithm for detecting bursts in email streams. Citation half-life is
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Table 7. Top cited publications with other parameters

Resource Keyword Citation Burst LELARI
(Years)

(Cha et al., 2017) Identification; Architectures; Segmentation; Algorithm; 25 1
Surfaces; Images
Artificial Intelligence; Automation Imaging Techniques;

(Brilakis, Park, & Jog, 2011) Automatic Identification Systems; Models; Information | 22 6
Technology

(Seo et al., 2015) Cons.truc.:non Safety and Health; Computer Vision; 2 6.96 3
Monitoring

(Felzenszwalb, Girshick, Object Recognition; Deformable Models; Pictorial 21 5

McAllester, & Ramanan, 2009) | Structures; Discriminative Training; Latent SVM.

Pattern Recognition; Construction Worker; Detection
(Park & Brilakis, 2012) Tracking; Remote Sensing; Image Processing; 21 6
Computer Vision

(Ismail, Sayed, & Saunier, Camera Calibration; Traffic Monitoring; Traffic Data

2013) Collection; Video Analysis; Road User Tracking 20 4.76 2
(Zou, Cao, Li, Mao, & Wang, Crack Detection; Edge Detection; Edge Grouping; 20 473 5
2012) Tensor Voting; Shadow Removal ’

o Tracking; Frames; Computing In Civil Engineering;
(Rezazadeh Azar, Dickinson, & Vehicle Loads; Algorithms, Trucks; Load Factors; 19 3.93 4
McCabe, 2012) .

Earthmoving

(Nishikawa, Yoshida, . . . S
Sugiyama, & Fujino, 2012) Genetic Algorithms; Optimization; Network 19 6.74 6
(Chi & Caldas, 2011) Visual Surveillance; Project-Management; Tracking; 18 6

System; Productivity; Algorithms

another parameter that is a period for decreasing annual citation count to its half-value. Publications with
a longer half-life are cited longer than other publications with shorter half-lives. Classical or benchmark
studies are prone to have longer half-life durations. In getting citation statistics, transient publications
are short-lived publications that are frequently cited for a short period of time, and then abruptly decay,
start to be cited less frequent (Price, 1965). Table 7 displays the most cited publications with citation
burst and half-life values.

CONCLUSION

In the area of construction-building technology, image processing studies have focused attention on
“concrete search” and “crack detection.” The main reason is the priority that investigators necessarily
place on monitoring and measuring structural deformations. Another highlighted output is a cluster
Figure 4 termed “deep learning field.” From Table 7, the study of Cha, Choi, and Buyukozturk (2017)
is related to the “convolutional neural network algorithm.” Despite its research focus being quite new to
the field, their study has gained the best citation record in its overall area of research. From this analysis,
it can be concluded that image processing applications increasingly utilize machine learning techniques.
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ABSTRACT

In this chapter, the authors realized prediction applications of concrete compressive strength values via
generation of various hybrid models, which are based on decision trees as main a prediction method. This
was completed by using different artificial intelligence and machine learning techniques. In respect to
this aim, the authors presented a literature review. The authors explained the machine learning methods
that they used as well as with their developments and structural features. Next, the authors performed
various applications to predict concrete compressive strength. Then, the feature selection was applied to
a prediction model in order to determine parameters that were primarily important for the compressive
strength prediction model. The authors evaluated the success of both models with respect to correctness
and precision prediction of values with different error metrics and calculations.
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INTRODUCTION AND LITERATURE REVIEW

Concrete, which is a structural material frequently used in civil engineering, is composed from water,
cement, and various mineral or chemical materials. Engineers use this material to connect structural
components to each other. For instance, in a beam and a column, and each component in place during
the construction of structures. In this regard, strength and quality of concrete is important for ensuring
resistance and sustainability of structures to various factors.

This case causes a considerable problem related to determining concrete strength with precision
based on the features of the materials themselves, together with their mixture rates, acting to quality of
concrete (Kiigiik, 2000). However, the process of calculating the compressive strength of concrete is a
time-intensive and expensive operation. Altogether, calculating and observing concrete strength takes
28 days (Turkish Standards Institute, 2000). On the other hand, various environmental effects, such as
air and gas rates, temperature, humidity, and the properties of the sample tools or techniques used for
measurement contribute to the strength of concrete. For this reason, the strength values could deviate
from the real results and so, show change.

Nowadays, various advanced methods, which can be useful alternatives to traditional laboratory
analyses and test methods, may be utilized in to effectively and rapidly calculate and determine numeri-
cal values for structural materials. Considering that these methods are frequently machine learning and
artificial intelligence prediction techniques, serve the benefit of preventing loss of time and effort, with
cost residuals.

In the first periods when researchers operated machine learning and statistical applications, non-
destructive tests were greatly preferred by many researchers, and numerous studies were realized with
these techniques. One example of this technique is the ultrasonic pulse velocity method, which may be
beneficial to researchers because it uses its own values to predict compressive strength. With this aim,
the authors carried out various studies in the literature review that follows:

Hota and Schabowicz (2005) performed artificial neural networks (ANNs) implementation using the
features obtained by means of the nondestructive testing as input variables for prediction of concrete
compressive strengths. Next, Kewalramani and Gupta (2006) used multiple regression analysis and ANNs
to predict the concrete compression strength of samples belonging to concrete mixtures that have two
different sizes and forms in longtime, by used ultrasonic pulse velocities and weight values. In another
study, the authors applied multilayer neural network, which is one kind of ANNs technique, to estimate
compressive strength of concrete by values of ultrasonic pulse velocity besides concrete mixtures prop-
erties (Trtnik, Kavci¢ & Turk, 2009).

On the other hand, Bilgehan and Turgut (2010) presented an application regard to performing pre-
dictions for the compressive strength of concrete based on the ultrasonic pulse velocity method. In this
study, the authors generated a great deal of data through the usage of different concrete parts of a variety
of ages and concrete rates. The authors did this by taking samples from concrete structures with the aim
of training of ANNSs. Nevertheless, Atici (2011) performed a study that assessed compressive strength
in different curing times of concrete mixtures containing several amounts blast furnace cinder and fly
ash by depend on qualities and values. The authors obtained this information via rebound number from
a non-destructive test, ultrasonic pulse velocity of additive agents forecasted via ANNs, and multiple
regression analysis methods.
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In addition to these studies, intelligent systems working with various algorithms have started to come
into prominence and use thanks to advancing technology and computational methods. One of these is
fuzzy logic methods, and some studies are as follows:

Topcu and Saridemir (2008) used fuzzy logic methods and ANNs in forecasting the daily period
compressive strength of three different types of concrete with fly ashes inside and high and low-level
lime. Next, Cheng, Chou, Roy and Wu (2012) developed a prediction tool by combining three differ-
ent methods, including fuzzy logic, support vector machine, and a genetic algorithm under the name
of “Evolutionary Fuzzy Support Vector Machine Inference Model for Time Series Data” to foresee of
the value of compressive strength for high performance concretes (HPC). by depend on an opinion that
determining of these concretes’ behavior is more difficult opposite to traditional concretes.

Nevertheless, from other respects, methods like artificial neural networks, various kinds of regres-
sion analysis, and decision tree models are some of the principal techniques that have the most usage
and preferability with regards to artificial intelligence applications, such as prediction, forecasting,
recognition, classification by researchers and performers of machine learning. In this direction, Nader-
pour, Kheyroddin and Amiri (2010) carried out a study that dealt with ANNS. In this study, the authors
determined the compressive strengths of concretes covered with fiber-reinforced polymer (FRP) by
using the properties of FRPs and concrete sample. Also, the authors composed five separate models to
determine HPC compression strength with usage of k-nearest neighbor machine learning method. This
was optimized using a type of differential evolution, together with generalized regression neural networks
and stepwise regressions (Ahmadi-Nedushan, 2012). An application in which recycled aggregates were
used, was actualized by Duan, Kou, and Poon in 2013. In this study, an ANN model operating via back
propagation algorithm was established with 14 inputs for estimation of the compressive strength for
concrete varieties with recycled aggregate, which were obtained from 168 different mixture data taking
place in literature.

Authors executed a prediction application made in 2013 for high performance concrete, and they
applied many advanced machine learning techniques and algorithms to determine compressive strength.
These techniques are ensemble-structured ANNs, which consisted of using methods such as bagging and
gradient boosting. Moreover, authors implemented a wavelet transform operation combined with predic-
tion models for the purpose of increasing of precision of these models (Erdal, Karakurt & Namli, 2013).
Furthermore, Akande, Owolabi, Twaha and Olatunji (2014) investigated the support vector machines by
comparing them with ANNSs from respects that observing of estimation success for concrete compressive
strength. Chou, Tsai, Pham and Lu (2014) presented an extent study regarding the compressive strength
prediction issue of high-performance concrete. from the authors used several enhanced machine learning
algorithms, such as multilayer perceptron (a kind of artificial neural network), support vector machines,
classification and regression tree method (CART), and linear regression. In addition to these applications,
the authors applied ensemble models for prediction of this mechanic property.

Additionally, another study in which Deshpande, Londhe, and Kulkarni (2014) applied three various
methods is the prediction of compression strength 28-day values of concrete consisting of recycled ag-
gregates which was used as additives material. With this aim, specific input parameters, such as different
aggregate types, water and cement amounts, and the other material rates were determined to realize the
prediction process using two different methods besides ANNs; model tree and non-linear regression.

Nikoo, Zarfam, and Sayahpour (2015) used a different type of ANNs. The authors ran these neural
networks, consisting of self-organizing feature maps, to estimate the compressive strength of 173 concrete
mixtures. Additionally, the authors turned ANNs models with self-organizing maps to optimized-case
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design through use of genetic algorithm. Furthermore, in 2016, Chopra, Sharma and Kumar performed a
study via ANNs and genetic programming methods by using the data obtained in different curing times
consisting from 28, 56, and 91 days. This study served the purpose of developing models for determining
concrete compressive strength values.

Furthermore, Chithra, Kumar, Chinnaraju, and Ashmita (2016) used multiple regression analysis
with ANNS to predict the compression strength of numerous high-strength concrete samples, including
particular rates of different additions materials, such as nano silica and copper slag. In addition, these
predictions were directed to curing times consisting of six different days, like 1, 3, 7, and so. Addition-
ally, Behnood, V. Behnood, Gharehveran, and Alyamac (2017) utilized an algorithm that is called M5P
model tree to estimate compressive strength for normal and high strength concretes (HPC).

In another study conducted by Akpinar and Khashman in 2017, the authors used ANNS to carry out
classification, which is a type of machine learning applications. In this direction, separating the mixture
of concretes according to different strength level became possible through an improved model.

ANN models, which possesses a feed-forward structure working via a back propagation algorithm
were developed to estimate the compressive strength and concrete tensile strength that have steel-slag
aggregate. For modeling of ANN prediction structure in this study, the authors determined various input
parameters, including different curing times, water/cement rate, and value that replacement of a type of
blast furnace slag with certain amounts of granite (Awoyera, 2018).

Behnood and Golafshani (2018) applied a two-stage work that grey wolf optimization method was
benefited for construction of the most proper ANNs model to predict the compressive strength of concrete
mixtures that a part of Portland cement was constituted by alter with silica fume material, which comes
in use for nature from many respects. However, Bui, Nguyen, Chou, Nguyen-Xuan and Ngo (2018)
developed an expert system consisting of combinations of ANNs and metaheuristic firefly algorithm
(FA) to estimate tensile and compression strengths of high-performance concretes. Yu, W. Li, J. Li and
Nguyen (2018) also developed a prediction model with support vector machines for high performance
concretes. In addition to this, the authors optimized the operated technique parameters, which is impor-
tant on increasing of model performance and success, via cat swarm optimization, which is one of the
metaheuristic algorithms.

Also, Yaseen et al. (2018) used extreme learning machine technique besides multivariate adaptive
regression spline, M5 tree model, and support vector regression, for determination of compressive strength
of concrete adding foamed. Similarly, Al-Shamiri, Kim, Yuan and Yoon (2019) realized the predic-
tion of concrete compressive strength for concrete with high-strength quality by using a newer method
compared to other methods, called extreme learning machine. For this purpose, mentioned method is
benefited respect to training of a model, which was developed with the usage of many experiment data,
by artificial neural networks.

In this study, the authors improved hybrid prediction models with one of the decision tree models,
which consisted of Random Forest and ANNs as base learners. These were combined with different
advanced machine learning techniques, namely Additive Regression, Rotation Forest, and Bagging,
which are ensemble learning algorithms, with the aim of determining the HPC compressive strength
for concretes. In addition, following this process, the authors performed feature selection application
to determine mainly effective parameters on a model developed for prediction of values of concrete
compressive strength.

Also, the authors calculated various error metrics, composing mean absolute error (MAE), root mean
squared error (RMSE), relative absolute error (RAE) and root relative squared error (RRSE), and coef-
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ficient of correlation (R) to evaluate prediction success belonging to first main models and next models,
which are performed for the optimization of features.

MATERIAL AND METHODS
Base Algorithms
Rotation Forest

Rotation Forest (RotF) is a method that applies a principle that is based on generating ensemble classi-
fiers through decision trees, which are trained separately (Kuncheva & Rodriguez, 2007).

The Rotation Forest algorithm operates in a similar way to random forest in that the classification
(or regression) process is realized by using more one tree. In this direction, Bootstrap algorithm, which
is one of ensemble-based classification methods, is used as a base classifier method with the aim of
training each of the data groups. On the other hand, in this method, analysis of principal component
(PCA) determines attributes belonging to Bootstrap data groups, which is generated in order to train each
decision tree. In the end of the process, the user determines the main/principal components belonging
to K attribute parts, and the user generates a new attribute set by combining each of these components
obtained in each attribute group for the data groups (Kiling, Borandag, Yiicalar, Ozcift & Bozyigit,
2015; Kuncheva & Rodriguez, 2007). Ensuring difference is made possible by performing the process
separately for all decision trees.

In this paper, this new attribute set is constructed with nonlinearly, arranged from the relationships
between attributes of PCA technique, which was proposed by Karl Pearson in 1901 (Rokach & Maimon,
2015).

Figure 1 shows the pseudo code of rotation forest algorithm, which is explained by the operating
logic of this method. In Figure 1, as expressed that in previous, initially, attributes are split for base
classifiers, namely decision trees of sub data groups (S, ) for training. This division is made randomly
with M number, which is the same in each attribute subset (Fi,j). Also, sample quantity within each
data groups is composed from three-quarters of Si’j, and this portion of samples is called as ‘Bootstrap
sample’ (S,;"). Following this step, PCA analysis is applied to all S,;” samples, and the main classifier
is built after in various steps.

Bagging

Bagging (bootstrap aggregating) is one of the best-known ensemble-based machine learning algorithms.
In order to form an aggregated predictor, bagging method produces multiple predictor variants (Breiman,
1996). The bagging algorithm improves the prediction accuracy of model by operating a training data
set before base learner’s prediction process (Dietterich, 2000).

Bagging algorithm makes the selection of subsamples without any replacement for training data.
After that, the subsample is used instead of original data set for fitting base classifier or predictor, which
finally builds the model for next iteration. Nevertheless, bagging ensemble method, which is proposed
for regression models, was clarified via several equations that follow (Aydogmus et al., (2015); Biihl-
mann, & Yu, 2002).
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Figure 1. Rotation forest pseudo code
(Rokach & Maimon, 2015)

Rotation Forest

Require: I (a base inducer), S (the original training set), 7' (number of
iterations), K (number of subsets),
1: fori=1toT do
Split the feature set into K subsets: F;; (for j=1..K)
for j =1to K do
Let S; ; be the dataset S for the features in F; ;
Eliminate from S; ; a random subset of classes
Select a bootstrap sample from S; ; of size 75% of the number of
objects in S; ;. Denote the new set by S;]-
Apply PCA on S,f,]- to obtain the coefficients in a matrix C; ;
8 end for
9:  Arrange the C;j, for j = 1 to K in a rotation matrix R; as in the

A

N

equation:
1) (2 M
aly,af?, ... a{{V o (2)[01 o [0]
R; = (0] a; 3, i,2""vai,22 (0]
= -
[0] [0] ag)l,z,af‘k?,...,aglk )

10:  Construct R{ by rearranging the columns of R; so as to match the
order of features in I

11: end for

12: Build classifier M; using (SR?, X) as the training set

In these equations, D is a training set that includes data couples composed from (X)Y) as i=1,2,...,n.
X. components express the multi-dimensional predictor variables, and Y, is a realization of a variable
with a real value. A predictor variable is given in Equation (1) and denoted by Equation (2).

E(YIX=x) = f(x). (1)

C(x)=h(D,,....D)x) 2)

Figure 2. Bagging algorithm structure
(Erdal et al., 2013)
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Theoretically, bagging is described in this way: bagging starts with the bootstrapped sample construc-
tion process that follows:

D' = (Y Xj) 3)

2 13

In accordance with the experimental distribution of the pairs D =(X,Y), where (i=1,2,...,n). After
that, prediction of the bootstrapped predictors, defined via Equation (4), is carried out by using the
principle of plug-in:

C(z)=h, (Dj,...,D*)(:c) 4)

510

Additive Regression

On one hand, regression is a method that is used to observe the effect of one or more independent
variables on a dependent variable and determine the statistical relationship between these variables.
On the other hand, Additive Regression (AddReg)is an amplified version of regression method via any
algorithm. In this regard, besides that basically regression analysis is performed, this analysis is carried
out by applying a learning algorithm to each data set.

Generally, this method expresses that the way of producing any prediction is by collocating the con-
tributions obtained through all off the other separate models. While most of learning algorithms cannot
generate the base models on their own, they try to generate a main model group, which optimizes pre-
dicted performance according to specific standard by completing each other together with a regression
model (Witten, Hall, & Frank, 2011).

Learner Algorithms
Artificial Neural Networks

The method of ANN is an algorithm inspired by the human nervous system. ANNs are black box opera-
tions that are based on nonlinear basis functions (Malinov, Sha, & McKeown, 2001). ANN algorithms
have wide application areas due to the ability of solving highly non-linear complex problems (Seyhan,
Tayfur, Karakurt, & Tanoglu, 2005). ANNs models have ability, which is made possible that be able to
learn the connection of input parameters with the output or target parameter because they benefit from
mathematical training processes (Dahou, Sbartai, Castel, & Ghomari, 2009).

Back-propagation is explained as a technique that calculates an error between actual values and pre-
dicted values and propagates the error information back through the network to each node in each layer.
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Error back-propagation method includes two significant parameters for learning the target variable or
variables. These are composed of learning rate and momentum. Learning rate expresses the quantity
of comprehension by network — in other words changing or updating of weight values according to
observed errors. Also, momentum value means that weights wish to perform gradient in a direction,
where weight values are changed.

Conventional backpropagation is formulated in the equation that follows (Erdal et al., 2013). Output
value, which belongs to any / " neuron exists in the n " layer and can be calculated with Equation (6).

o (1)= 6|0 (1) 1)+ 0 ©

In Equation (6), ¢.is the activation function used for the ultimate summation obtained with weight
n—1
j

is the input value for any j neuron within the previous layer, t is value of iteration or time indicator, and

values for inputs. Also, fwl'; indicates the weight values for connections between neurons in layers, y

U =w' (t) defines the bias value for related / neuron. Furthermore, value of synaptic connection
0

weight ( w]’; (t) can be calculated via Equation (7), where ij”z <t> expresses the differentiation of weight

value compared to the previous time.
wh (t+1) = w! () + Aw’ (t) (7

In Figure 3, an ANN structure generates from three layers, which correspond to the input layer, the
hidden layer, and the output layer respectively, is shown representatively. Hidden layers can become as
more from indicating in this presentation. In this Figure, x_ is expressed the data given to each i" input
nodes by i=1, 2, ..., m.

Random Forest

On one hand, each node within a forest structure is parted according to the best split among all model
parameters. On the other hand, each node existing in a random forest is split using the best predictor
among a subset of predictor variables randomly chosen at that node. At the same time, RF also is ex-
pressed as a different model of Bagging ensemble algorithm. The intercorrelation of each independent
tree classifiers in the forest ensures that researchers find out the error rate of the random forest base
learner. Thus, accuracy for performance belonging to the RF model arises by based on each tree learner
(Khoshgoftaar, Golawala, & Van Hulse, 2007; Ozturk, Namli, & Erdal, 2016).

In regression problems, RF is defined as non-parametric regression approximation. This process
forms of a set of M trees (Adusumilli, Bhatt, Wang, Bhattacharya, & Devabhaktuni, 2013).

The following expression as p-dimension input vector, which builds a forest, is {7\(X), T,(X), ...,
T (X)} where, (X .X,....X,}.

The authors present M outputs related to each tree produced by ensemble algorithm via Equation (8).
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Figure 3. Structure of artificial neural networks (ANNs)
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where, }}m,m =1,.., M is the m™ tree output. Also, the average value of predictions determines the
output value.

Feature Selection

Researchers apply feature, or attribute or variable selection application, with the purpose of observing and
determining the essential and significant components that are effective over any data model, and owing
to this, reducing the load of input space (Rokach & Maimon, 2015). Actually, the aim of this technique
is improving prediction success and decreasing of error that occurs according to the real values of data
samples for any machine-learning model. However, this cannot be possible every time.

Moreover, researchers regard the principal subject in terms of machine learning technology as selec-
tion of features. The reason for this is to ensure usage of less quantity during learned of data, to improve
learning possibility of more intense things, and to complete the operation process in less time by the
feature selection technique (Hall, 1999). In addition, for the selection of features, numerous different
technique and algorithms can be used in machine learning applications, such as prediction, classifica-
tion, pattern recognition, etc.
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Backward elimination by Marill and Green, best-first search by Winston, and genetic algorithms
by Goldberg, nearest-neighbor learning by Kibler with Aha, and Cardie, and correlation-based feature
selection method by Hall (which the authors utilized in this study for feature selection), are among some
of these techniques (Witten & Frank, 2005).

Correlation-based feature selection method (CFS; seen as ‘Cfs subset evaluator’ in Weka software) is
a technique used in statistical relationships between attributes. For this reason, the technique determines
the effective features by some select features according to relations between each, other besides relations
according to the output or target features (Cichosz, 2015). This case can be considered as correlation,
and so, this technique may become a correlation-based selector or evaluator.

On the other hand, the CFS evaluator has many advantages for selecting principal features, such as
operating easily and rapidly, ability of clear the not effective features, and so prediction can be improved
many times. In this regard, the technique uses a heuristic function related with correlation and realizes
of rank the subsets of features. The evaluation function for CFS is given in Equation (9) (Hall, 1999).

erf
M = : )

s p—

k+k(k—1)r#

In this equation, M indicates the heuristic value belonging to any § subset of features, including k

features. Also, 7. ’

and Ty is the average of features’ correlations according to each other.

is the average value of correlations existing among each feature with output class,

CALCULATIONS AND EMPIRICAL RESULTS
Dataset Description

In this study, the authors obtained a dataset containing various parameters acting to measure concrete
compressive strength. This dataset includes defined information obtained from performed experiments
at the University of California (Yeh, 1998a, 1998b). In addition, these samples amount to 1030, and the
samples consisted of normal Portland cement, which has various additives and was cured via normal
conditions. Also, these numerical observations for model samples were gained from research laboratories
taking place in a different university.

Table 1 represents the dataset and its various properties, and Figures 4-12 show the number of each
feature label for samples within dataset.

Cross Validation
Cross validation is a technique applied for observation by collecting the data samples inside indepen-

dent groups (namely, fold) for developing prediction performance of any machine learning algorithm
to design a model.
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Table 1. Properties of inputs and output in data set

Ultimate Values
Features Unit
Min Max
Cement kg/m? 102.0 540.0
Blast-furnace slag kg/m? 11.0 359.4
Fly ash kg/m? 24.5 200.1
Water kg/m? 121.8 247.0
Superplasticizer kg/m? 1.7 322
Coarse aggregate kg/m? 801.0 1145.0
Fine aggregate kg/m’ 594.0 992.6
Age of testing Day 1.0 365.0
Concrete compressive strength MPa 2.3 82.6
Figure 4. Frequency of age input feature for data samples
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Figure 5. Frequency of blast furnace input feature for data samples
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Figure 6. Frequency of fly ash input feature for data samples
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In this respect, this method applies an approach that is related to dividing samples into two separate
groups consisting of training, in other words learning, and testing part, which is preferred for validating
of model. Thus, these groups should be sequenced consecutively. On the other hand, k folds exist in
classic form of this method (Refaeilzadeh, Tang, & Liu, 2009).

Figure 13 represents the operation logic of k-fold cross validation method. As mentioned before, this
data model is first split as training and testing data, and then each testing fold is evaluated by means of
learning and modelling of all training folds (as (k-1) fold). As a result of realizing all cross-validation
operations, obtained performance results are collected in the final prediction value for operated algorithm.

However, in this study, the authors preferred cross-validation, as k is equal to 10-fold to detect of
prediction success and performances of proposed machine and ensemble machine learning models.
In this study, the dataset, which was randomized initially, is composed of 10 separate folds, and their
single fold is a test and the remaining 9 folds are training folds. The authors carry out calculation of
error values belonging to each cross-validation set, and the following total error value can be obtained
after this sequential process.

Figure 7. Frequency of superplasticizer input feature for data samples
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Figure 8. Frequency of cement input feature for data sample
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Figure 9. Frequency of water input feature for data samples
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Figure 10. Frequency of coarse aggregate input feature for data samples
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Performance Evaluation Metrics

In Table 2, various error evaluation metrics are composed from mean absolute error, relative absolute
error, root mean squared error, and root relative squared error, which are considered generally as basic
observations and are frequently used. These are given and intended for evaluating of success of machine-
learning prediction models.

Table 3 represents formulations of metrics used in this study.

On the other hand, a different measurement was realized for evaluating error as commonly. This
method is called Synthesis Index (SI) calculation. In this respect, the authors used XSI as a comprehen-
sive performance measure, and its equation is expressed via Equation (10).

Figure 11. Frequency of fine aggregate input feature for data samples
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Figure 12. Frequency of concrete compressive strength output feature for data samples
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Figure 13. k-fold cross validation method
(Chou, Lin, Pham, & Shao,2015)
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Table 2. Error evaluation metrics
Abbreviations Definitions
R Correlation Coefficient
MAE Mean Absolute Error
RAE Relative Absolute Error
RMSE Root Mean Squared Error
RRSE Root Relative Squared Error
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Table 3. Formulation of evaluation metrics

oS-~ ()5
() (5] ()~ (5)

Correlation Coefficient (R) S

n
Mean Absolute Error l z ‘ y—y l‘
(MAE) n 4=

Root Absolute Error
(RAE)

Root Mean Squared Error (RMSE)

Root Relative Squared Error (RRSE)

2SI = (1-ErrorSI) + PerformanceSI (10)

Where ErrorSI (E-SI) and PerformanceSI (P-SI) are calculated by the following formula as in Equa-
tion (11) (Huang et al., 2016):

1 (P-P
sl= — i min,i (1 1)
m i=1 Pmax,i, - Pmin,z'

Discussion and Results

According to these results, the authors found AddReg-RF hybrid model to be superior to other methods.
One of the causes was that the correlation coefficient (R) belonging to mentioned hybrid model is the
best value with the point of prediction performance, according to other ones. In addition to this perfor-
mance, the authors observed the least values in terms of all of the error evaluation metrics towards this
hybrid model.

After the feature selection process, which was used to determine the fundamental effective parameters
for the concrete compressive strength prediction model, the authors observed that the results were close
to the results obtained with eight features existing in the initial model. However, observed values for
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prediction performance were a decreased to a lesser degree compared to the initial model. On the other
hand, the selected features are cement, water, superplasticizer, and age.
Table 6 shows the percentage change of performance results (error metrics) between the first model
and after feature selection process. The percentage change in R values are in an acceptable range.
In Table 7 and Table 8, the authors combined all performance metrics with error SI method, and the
authors ranked the results for readers to easily interpret them.

Table 4. Performance results of machine and ensemble machine learning models

RF ANN Bagging-RF B’fﬁi;g' AddReg-RF A‘Xg{gg' RotF-RF | RotF-ANN
R 0.9630 0.9023 0.9598 0.9149 0.9713 0.9187 0.9464 0.9165
MAE 3.1963 5.5957 3.5096 5.2329 2.4945 5.1139 4.0526 5.1697
RMSE 4.6031 7.2950 4.8649 6.7596 4.0025 6.6883 5.6928 6.8207
RAE 237152 | 415172 | 26,0397 38.8257 18.5076 37.9422 30.0726 37.3617
RRSE 275379 | 43.6426 | 29.104 40.439 23.9449 40.013 34.0613 40.8102

Table 5. Performance results of machine and ensemble machine learning models applied selection of

features
RF ANN Bagging-RF Bngﬁil{J‘g' AddReg-RF A‘:\ﬁsg' Rﬁf " | RotF-ANN
R 0.9259 0.8501 0.9229 0.8633 0.9444 0.8573 09111 0.8662
MAE 4.5607 6.9468 47796 6.5228 3.6391 6.7875 52162 6.4578
RMSE 63130 9.0045 6.4429 8.4303 5.4946 8.7302 6.9190 8.4017
RAE 33.8425 51.5491 35.4670 48.4025 27.0039 503671 38.7069 47.9203
RRSE 37.7721 53.8767 38.5499 50.4410 32.8754 522352 413982 50.2696

Table 6. Percentage change of performance results (error metrics) between first model and after feature

selection process
q Bagging- AddReg-
RF ANN Bagging-RF ANN AddReg-RF ANN RotF-RF | RotF-ANN

R -3.85 -5.79 -3.84 -5.64 -2.77 -6.68 -3.73 -5.49
MAE 42.69 24.15 36.19 24.65 45.88 32.73 28.71 24.92
RMSE 37.15 23.43 32.44 24.72 37.28 30.53 21.54 23.18
RAE 42.70 24.16 36.20 24.67 4591 32.75 28.71 28.26
RRSE 37.16 23.45 32.46 24.73 37.30 30.55 21.54 23.18
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CONCLUSION

As the authors mentioned before, researchers presented various methods and models for prediction of
HPC compressive strength. Machine learning-based studies showed that ML is one of most influential
methods in this area. The construction sector is an industry where international competition is very
intense. To survive in this intense and ruthless competitive environment, managing time efficiently will
be a great advantage. In this case, waiting for the results of concrete compressive strength for days will
cause unnecessary time loss, increase construction completion time, and increase costs.

The authors have proposed an advanced ML based prediction model of HPC in this study. The prediction
model could be used as a decision support system that could eliminate the time to wait for laboratory test
results. According to sudden solutions of ML model execution, the process of construction never stops.

In this study, the authors explained eight different ML and EML techniques, composed from RF and
ANN algorithms, which were used as base learners for prediction performance comparison of Rotation
Forest, Additive Regression, and Bagging EML methods, besides only themselves. In addition, the au-
thors applied a feature selection process to the model to decrease calculation time and to make accurate
predictions with less information. The results obtained showed that there are acceptable declines in R
values. Finally, the results also demonstrate that the Additive Regression method with Random Forest
base learner is the most accurate model in predicting HPC compressive strength, according to evalua-
tion metrics.

Table 7. SI results of machine and ensemble machine learning models

1-R MAE RMSE RAE RRSE SI Average Value Rank
RF 0.12 0.23 0.18 0.23 0.18 0.19 2
ANN 1.00 1.00 1.00 1.00 1.00 1.00 8
Bagging-RF 0.17 0.33 0.26 0.33 0.26 0.27 3
Bagging-ANN 0.82 0.88 0.84 0.88 0.84 0.85 7
AddReg-RF 0.00 0.00 0.00 0.00 0.00 0.00 1
AddReg-ANN 0.76 0.84 0.82 0.84 0.82 0.82 5
RotF-RF 0.36 0.50 0.51 0.50 0.51 0.48 4
RotF-ANN 0.79 0.86 0.86 0.82 0.86 0.84 6
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Table 8. SI results of machine and ensemble machine learning models after feature selection process

1-R MAE RMSE RAE RRSE SI Average Value Rank
RF 0.20 0.28 0.23 0.28 0.23 0.24 2
ANN 1.00 1.00 1.00 1.00 1.00 1.00 8
Bagging-RF 0.23 0.34 0.27 0.34 0.27 0.29 3
Bagging-ANN 0.86 0.87 0.84 0.87 0.84 0.86 6
AddReg-RF 0.00 0.00 0.00 0.00 0.00 0.00 1
AddReg-ANN 0.92 0.95 0.92 0.95 0.92 0.93 7
RotF-RF 0.35 0.48 0.41 0.48 0.41 0.42 4
RotF-ANN 0.83 0.85 0.83 0.85 0.83 0.84 5
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ABSTRACT

Innovation and technology are trending in the industry 4.0 revolution, and dealing with environmental
issues is no exception. The articulation of artificial intelligence (Al) and its application to the green
economy, climate change, and sustainable development are becoming mainstream. Water is a resource
that has direct and indirect interconnectedness with climate change, development, and sustainability
goals. In recent decades, several national and international studies revealed the application of Al and
algorithm-based studies for integrated water management resources and decision-making systems. This
chapter identifies major approaches used for water conservation and management. On the basis of a
literature review, the authors will outline types of approaches implemented through the years and offer
instances of the ways different approaches selected for water conservation and management studies are
relevant to the context.

INTRODUCTION

Artificial intelligence (Al) is not a new concept in the modern era of technology. Al was introduced
in ancient time, but the word “artificial intelligence” was not coined until 1956 when Dartmouth Col-
lege introduced the word Artificial Intelligence. Scientists introduced this word to describe the human
mind thinking as the “Symbolic System” (Buchanan, 2005). Artificial intelligence can be captured as a
brain-mimicry. Al refers to computer systems that “can sense their environment, think, learn, and act in
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response to what they sense and their programme objectives,” according to a World Economic Forum
report published in 2018. As the fourth Industrial Revolution gains momentum, technological innova-
tions become increasingly connected and accessible. Al has a progressive role as both knowledge and
non- knowledge-based activities towards creating a positive impact while delving into urgent environ-
mental challenges. Al together with the big data sources, information accessibility, recent advances in
Al algorithms, advancements in hardware, and innovative technologies have resulted in Al to propelled
out of the lab and into daily based life and industry sectors, including the energy and environment
sectors (World Economic Forum, 2018). The United Nations Sustainable Development Goals (SDGs)
provides another motivation for the implementation of innovative technologies for the challenges facing
the environment and humanity. In the current and rapidly changing environmental issues, researchers
see the role of Al as a game changer for environmental predictions and decision making. According
to Coumou and Rahmstorf (2012), with climate change impacts worsening in the coming decades, as
believed by many scientists, they result in increased extreme weather events and disasters. Along with
climate change issues, the loss of biodiversity, conservation efforts, ocean health, clean air, and water
security are important critical challenges that require transformative actions in the next decade.

According to the United Nations, the world population will increase to 8.5 billion by 2030, and
demographers expect India to have the largest population (United Nations Department of Economic
and Social Affairs, 2015). With this population size amalgamated with changing weather extremes and
events, countries across the world will face water scarcity. The inefficient mechanism for water resource
management is another reason contributing to water scarcity. The agriculture sector is another sector
where the demand for water has increased. This sector is accountable for about 70% of the total global
water withdrawal (FAO, 2017) and with the increase in population, the demand for water and efforts
for conservation of resources will also show a trend by 2050. With the growing demand on water, there
is a dire need for the implementation of innovative technologies that contribute to water conservation
efforts. Al could play a crucial role in solving this issue. Managing water resources, designing efficient
supply systems, optimizing present water resources, and planning infrastructure of water resources and
safe water mechanisms can be efficiently addressed by the use of Al technologies in water resource
management (Lin et al., 2018). Scientists have introduced Al in the water management field for reducing
wastage of valuable resource. Researchers have reported the breakthrough cases advocating Al usage
to effectively reduce water wastage. Various researchers including Tsanis et al. (2008), Yesilnacar et al.
(2008), and Sahoo et al. (2006) used the effective, successful Al as a counterfeit mechanism to traditional
hydrological approaches, and Kia et al. (2012), Sahay and Srivastava (2014) used for flood monitoring
and management of water.

The latest report predicted that the market of the AI would grow from the $21.46 billion that it gener-
ated in 2018 to $190.61 billion in 2025, which is a CAGR of 36.62%. The major reason for the growing
Al market would be big data, increasing demand of the cloud-based system, advancement of Al-enabled
analytical systems (Markets and Markets, 2018). India has recorded many developments in the water
management because of the increased trend in demand. Al is also one of the areas in technological in-
novation in India that researchers have explored for water management and developed algorithms for
water quality (Kulshreshtha and Shanmugam, 2018; Chatterjee et al., 2017; Visalakshi and Radha, 2017).
The Ministry of Water is also going forward to collaborate with Google platform for developing an Al
model for weather forecasts and a flood warning system for the users. In 2017, Microsoft Corporation
announced the Al for Earth program for the organizations and people, which aids them in resolving en-
vironmental challenges through the power of Al This program includes applications to climate change,
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biodiversity, water, and agriculture. These efforts show the trend of Al supporting the conservation of
biodiversity and natural resources in India.

In recent decades, several studies at the national and international levels have revealed the application
of Al and algorithm-based studies for integrated water management resources and conservation-related
decision-making systems. During the current review, the researcher attempts to identify the major ap-
proaches used for water conservation and management. On the basis of the literature review, the author
will attempt to outline types of approaches implemented through the years. Furthermore, the author offers
instances of different approaches selected for water conservation and management studies relevant to the
context. Finally, this review study finds that the Artificial Neural Network (ANN) approach is common
globally and also specific the context in India towards the water domain studies. The scope of the study
is an attempt to review these broad concerning water management and conservation of water resources.
In the present study, the authors reviewed published papers from Scopus online database journals to
date which used artificial intelligence as a tool in water conservation and management. The author nar-
rates the objectives of the review study in the following research questions: (1) Which methodology or
approach is commonly used in studies for water conservation and management? (2) What is the trend of
the Al method, and what are the application areas in the field of water conservation and management?
(3) What are the benefits, complexities, and water conservation requirements included in studies?

The advantage of such a review of literature on Al and water management is to help in studying the
trends and heterogeneity in the scope of results. This study also gathers evaluates multiple studies, and it
extrapolates results by providing the future scope of development of Al in water management. Overall,
the systematic study of Al and water is a valuable research alternative that will attempt to provide, (a) an
opportunity through identification of gaps, (b) divergent views on the use of technology as an approach
for water conservation and management, (c) flexibility in analyses of the concept of Al and water man-
agement with different scopes and purposes, (d) further unification of conceptual and empirical criteria
between the technology and sector to understand the innovations among a certain group to solve the
major environmental problems nationally or globally, and (e) a useful tool for addressing challenges
and barriers to the integration of Al in solving environmental issues that are important to identify the
future concerns for researchers.

METHODOLOGY
Al Methodologies and Concept

Al methodologies generally emphasize the application of logic and the formal way of representation of
data gathered. Other times, data may be generated through an application-oriented bottom-up approach
based on experimental and investigative approaches. Based on these two approaches, the Al methodolo-
gies generally consist of broad two categories for research: (a) Conventional Al, and (b) Computational
Al A further elaborated application of Conventional Al is programming, which is attempted by machine
learning and emphasizes statistical analysis for calculating probable outcomes. The key areas include:

e  Behavior-based AI: Behavior-based Al decomposes intelligence into autonomous modules at-
tempted by Behavior-Based Al (BBAI). This area is popular in the field of robotics.
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e  Bayesian networks: Bayesian networks based upon probability theory. The problem domain is
represented as a network in graph form that users can understand simply.

e  Expertsystems: Expert systems are programmed to capture the expertise of humans in a particular
field, which resembles working like a human expert. This is the most successful method amongst
conventional Al.

e  (Case-Based Reasoning (CBR): CBR is used to solve problems based on the historical problem
and solution data.

On the other hand, computational intelligence (CI) depends upon complex design algorithms (heu-
ristics) and computation. Whereby using iterative learning, intelligence can be developed by software.
The key areas of CI are (a) Neural Networks, in which difficult problems can be solved by the neural
network. Here, many nodes are used-based and developed by simulations with the human neuron system;
(b) Fuzzy Logic, which refers to reasoning depending on probability. Zero and one are the values used
in the binary system, which provides a broader answer in value. Sometime, a hybrid model is also used
to find solutions using the two methods described below.

Research Methodology

The present study consists of extensive research on the previous year’s papers to assess and analyze their
respective applications of different Al approaches in the field of water management and conservation. For
this reason, the authors used the “Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA)” as suggested by Moher et. al. (2009), as a preferred research methodology. The purpose of
this methodology is to identify the water conservation area, available Al techniques, and its application.
This approach will result in existing approaches and applications for findings based on the assessment
and evidence from the studies. When implemented, the meta-analysis will provide a useful path for
executing the validated outcomes based on the screened resources. To review the study, the authors
processed Scopus database, extracted data, and summarized the relevant papers. The authors used the
keyword syntax “Artificial Intelligence” and “Water” to identify the scientific journal articles. Figure
1 illustrates the analysis and procedure of systematic review. Under the exclusion criterion, the authors
excluded in-press articles, non-English articles, books, book chapters, conference proceedings, notes,
survey reports, reports, and trade journal articles while screening articles. The authors finally sorted
the articles based on the relevancy to the research objective. Results revealed six papers related to the
Al application using ANN approaches in the field of water management and conservation. In searching
for topics specific to the Indian context, the authors conducted a literature review for the same and the
discuss important tools and methodologies in the sections presented in this study.

Results and Discussion

Using the PRISMA approach and screening tools as the authors described in the sections above, in
context specific to India, the authors retrieved a total of six studies that discussed the application and
importance of Al in water management in different application areas. Researchers have reported the ap-
plication of Al techniques for predictive modelling of scouring phenomenon and sediment transport in
rivers as a very useful tool (Haghiabi, 2017; Parsaie et al., 2017; Parsaie et al., 2019). The predominant
studies found to be in the water management application area (83%). Researchers widely used the ANN
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Figure 1. Classification and screening of papers based on artificial intelligence and water conservation
(As per PRISMA Approach)

Screening of Articles Based on AI and Water Conservation

Documents Identification related to Artificial intelligence and Water

using SCOPUS database year 1973- 2019
(n=3200)

Exclusion Criterion: Conference
Papers, Review Articles, Books,
Book Chapters, Articles in
Press, Report, Note, Survey
Report, etc. (n=2542)

Articles screened by Source
type, Keywords, Subject
area relevancy (n=608)

Articles screening by only
English Language (n= 581)

Identification and sorting of articles related to Artificial
Intelligence+ Water Conservation+ Water Management
(n=56)

|

= Limit to Keyword Search Artificial
In context to India Neural network + ANN
(n=5) (n=18)

Full text articles assessed for eligibility
and relevancy to the research objective
(n=06)

/ Categorize as per ANN
Method
Included in Review F

Categorize as per
Application Area

Discussion and Conclusion

prediction model in the diverse application areas. The major areas of application covered are in the field
of water demand, water resource management, water quality, and trapping efficiency using the ANN
prediction models. Integrated water management (17%) is another application area where researchers
used the Al methodology in ANN non-predictive only in India. Furthermore, researchers successfully
reported the Al technique in water quality modelling across the globe (Haghiabi et al., 2018) as well as
the prediction of flow discharge in streams (Parsaie and Haghiabi, 2017; Parsaie et al., 2017)

The researchers used the decision support system (DSS) for the framework. This system consists of
water balancing terms, water demand-supply, reuse options, basic details, stormwater management, and
wastewater management to develop a system using these data for the urban water balancing study con-
ducted for Varanasi city, India (Maurya et al., 2018). The study estimated that the annual water balance is
very low, and the actual demand is increasing by 37%, which advocates for an urgent water management
intervention to help improve the water balance condition in the area. Maurya et al. (2018) suggested to
increase the reuse capacity and improve the water balance of the urban city with the three scenarios that
used the data of ground extraction, water balance, annual stormwater, and untreated wastewater. Research-
ers designed this framework to evaluate the water balance from the reuse to disposal using DSS, but the
data that is used in the system is already available from the different departments. To some extent, this
acts as a limitation. Instead, the use of real-time data in the framework will provide more accurate and
informed results for the water balance and overall management decisions.
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In another study, researchers implemented a more advanced approach towards the water management
of the Barmer region of Rajasthan State in India. Water quality management through the data-driven
intelligence system to understand the parameters of the water quality for the public sector and sustainable
usage of groundwater using the spatiotemporal related real-time data has resulted in a meaningful and
logical application towards groundwater use (Sinha et al., 2018). Similarly, in a study of groundwater
levels and management, researchers implemented prediction modeling using different algorithms and
architecture for Tirupati, India, which has a dry climate with an annual rainfall of 700 mm. Researchers
used ANN models, such as Radial basis function network, forward neural network, Elman type recurrent
neural network, Input delay neural network and the14 different types of algorithms involving data and
input selection from the observed lake in Tirupati for the prediction of the groundwater levels (Sujatha
and Kumar, 2011). The study is important in terms of advocating the reliability of algorithmic forward
neural network technique for its accuracy and application.

Considering the global scenarios, using the application of Al for water specific areas shows a more
dominant use of different approaches, including both predictive and non-predictive ANN modeling (Table
1). Researchers use the ANN prediction models in different application areas, such as water quality, water
demand, water management, and trap efficiency of the dam. Global studies also reveal some integration
of prediction methods with another approach resulting in a more accurate presentation of results for
informed decisions. The non-prediction model of the ANN applications shows simulation-based tools,
which give an optimal solution for water conservation in arid coastal environments that is helpful for
crop and water consumption (Grundmann et al., 2013).

Table 2 summarizes the benefits, complexity, and water conservation requirement parameter of the
published studies. The authors state few of them below:

1.  Benefits: The benefits of the ANN prediction model are higher than the non- prediction model.
Researchers can use the prediction models for strategies such as water restriction programs, save
water systems, sustainable water consumption, etc. (Adamowski and Karapataki, 2010). Such
models are also very useful approaches for problem solving and decision-making for other engi-
neering problems like quality (Raheli et al., 2017), for other flood-prone zones, for uncertainty of
the problems (Chiang et al., 2018), for controlling sediment by trap efficiency prediction (Parsaie
et al, 2018), and for controlling soil moisture content with cost-effective model (Tsang and Jim,
2016). On the other hand, researchers can use the non-prediction model for any river in which in-
dividuals can manage the water quality and quantity. This model gives results in a few hours rather
than months (Grundmann et al., 2013).

2. Complexity: Complexity in the ANN prediction model as well as the non-predictive modeling both
involves parameter availability and selection, uncertainty in results, the problem of the constraints,
and algorithm functionality.

3. Water Conservation Requirement: ANN prediction and non-prediction methods both show that
researchers can use these technologies are information to answer where what, how, and when ques-
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Table 1. Description of studies about ANN methods, application area, study purpose, and outcomes

integrated approach using Firefly
algorithm(FFA) and multilayer
perception(MLP)

Authors ANN Methods Application Area Study Purpose Outcomes
Purpose of this study is too Rre:duil:tsigg(;vz 31:;131 ©
accurate short-term water l\?v ater demand by y
Adamowsl.(l and Prediction Water demand df:mand forecasting using . Levenberg Marquardt
Karapataki, 2010 different technology comparisons
. . ANN method was more
such as multilayer linear
. accurate than other
regression and ANN
methods
tstudy purp;)sfe of thl: paper(;sl Results show that
for monthly water quality by an | MLP-FFA perform
Raheli et al., 2017 Prediction Water Quality y 4 y oy better than MLP model

for forecasting of water
quality

Grundmann et al., 2013

Non-prediction

Integrated water
management

this paper present a new
integrated water management
tool based on simulation in arid
coastal environments for water
management

Results show that the
integrated simulation
approach of SCWPF
and ANN provide
optimal results in
groundwater abstraction
and cropping patterns

Chiang et al., 2018

Prediction

water resources

Purpose of the study is
Integration of two technique
(ensemble technique and

Results show reducing
uncertainty and show
that different strategies
are consistent and

data to simulate soil moisture
changes to develop an optimal
irrigation strategy.

management artificial neural networks) of insensitive to the
used to reducing uncertainty in hydrological and
the streamflow prediction model. | physiographical
condition.
Purpose of the study is Results observc?d vi/vs
. . - parameter and its shows
investigated the trap efficiency that TE is increasin
Parsaie et al., 2018 Prediction Trap efficiency (TE) of retention dams by using . . g
. . if mean diameter grain
Al techniques with laboratory . . .
. size and specific gravity
experiments. . .
of sediment increase.
This study employs artificial Results .by using The
. . ; simulation model
intelligence algorithms composed . .
P shows that improving
of an artificial neural network lant coverace reduce
Tsang and Jim, 2016 Prediction Water management and fuzzy logic, using weather P &

the 20% of water use
and maintain the soil
moisture content from
0.13 to 0.22 m3/m3

tions about the water. These models can also answer which optimal solution should be provided,
so that researchers can make informed decisions for water conservation.
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Table 2. Description of the benefits, complexity and water conservation requirement of included studies

Water Conservation

Authors Benefits Complexit; .
P y Requirement
Resolve the problem of drought climatic variables not used in this | water conservation strategies
Adamowski and in Cyprus by imposing water research include evaporation, are required after the
. use restrictions, implementing wind speed and relative humidity | prediction of water demand
Karapataki, 2010 K R . .
water-demand reduction programs, | that could be a major factor for an | which can solve different
optimizing water supply systems. accurate result problems

Water quality management, It is helped to find out water

aquatic life well-being and the After using lots of data, conservation requirements
Rabheli et al., 2017 overall healthcare planning of river | Uncertainty still there in the . . 4
. in the river or not by water
systems. It applies to other model

engineering problems also. quality prediction.

multi-criteria optimization within a . . Best water conservation
. Further analysis requires for . .
reasonable time (a couple of hours more ontimal solution by usin technique can be implemented
Grundmann et al., 2013 instead of months) it can be used p . Y g using a simulation-based
. appropriate constraints and . .
to manage both water quality and aleorithms optimal solution of water
quantity g quality and water problem
Only hydrological or . .
. L Y lydrolog . By using this model for a
Reducing uncertainty in the physiographical condition : .
. .. . . . different area, we can find
Chiang et al., 2018 prediction model. It can be used for | considers checking sensitivity. .
. . where water conservation is
the different flood-prone zone. The accurate result requires more .
. required.
conditions.

By using this we can find TE
of the dam and where to put

the retention dam so, we can
conserve more water

there can be other parameters
Parsaie et al., 2018 controlling sediment transport which are efficient for TE
mapping and prediction of dam

Reducing the water consumption It used for Green roof irrigation. water conservation by the
. and maintaining the soil moisture It cannot be used for big farmland | simulation model which
Tsang and Jim, 2016 . . Lo
content and Cost-effective than where more data and more money | helped in a reduction in the
available systems in the market require water consumption

CONCLUSION

Artificial intelligence is a very broad term in the application of the area globally involving many different
approaches and tools. Artificial intelligence has now become ubiquitous from the perspective of environ-
mental and regulatory stakeholders while dealing with environmental issues and problems, like resource
scarcity. As the authors found in the literature review, the ANN techniques involve the prediction and non-
prediction modeling approaches. For this study, the parameters such as the application area, study purpose,
outcomes, benefits, complexity, and water conservation requirement were considered. The outcomes suggest
that researchers have widely used the ANN approach globally as well as in the Indian context for water
resource management and conservation-related practices within the broad application areas that range from
demand-supply to quality measurement and solving other issues related to it. The overall advantage of using
the Al technique is in its robust mechanism of dealing with the data (both primary and secondary data).
The studies reveal that the application and ability of Al integration with other environmental techniques
(like GIS, statistical forecasting tools, etc.) makes it more reliable and adds credibility to the forecasting and
decision-making process amongst the managers. The study also pointed out that challenges faced in using
the Al in the environmental sector overall. The data quality, availability, and uncertainty are few factors
that play a crucial role in the implementation of these techniques and approaches.
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The complexity is only limited to the condition inclusion for the model in both predictive and non-
predictive modeling. The advantage and the opportunity with the application of using a non-prediction
model is in its ability to deliver the results in a very short time duration with little complexity, but on
another part, this compromises the accuracy and uncertainty. Therefore, researchers can view more
algorithm and models-based infusions in the environmental area as an opportunity in the field of the Al
application of energy and environment field, if the objective of better results and obtaining an optimal
solution for the model is to be accomplished. Within the limitations of available data related to hydro-
logical issues like water balance, water level, quality of water, floods, annual precipitation, and the Al
techniques such as ANN can provide a credible and reliable solution in a less cost-effective manner
compared to big data mechanisms used in other analytical studies. Many company sources have reported
that the software programs inculcated with the neural networks play a strategical step towards the water
dynamics, operations, and management.

Overall, if the data availability and data authenticity is ensured, the Al has the capability of dealing
with the current changing environmental issues for proper planning and management of those scarce
resources. The application of Al when dealing with environmental issues has limitations, but these limita-
tions can present opportunities and recommendations for future studies. The results show that evident and
summarized the benefits, disadvantages, and water conservation requirement show that prediction and
non-predictive modeling in Al both provide the best result with fewer constraints for obtaining optimal
solutions. The limitation of this study is its scope selection used for screening the studies. The authors did
not include the exclusion criteria like reports, book chapters and trade studies in the study. Therefore, to
further expand the study and obtain more concrete conclusions, researchers could widen the horizon of
screening and inclusion criteria. Additionally, future studies can be extended based on different, sectors,
industries, etc. The study also reveals that there are no common areas for any studies, which shows that
there is continuous research trending in the Al field with different approaches to modeling.

The study recommends that there are larger scopes and requirements of applications in this emerging
field of technology. With the industry 4.0 revolution with new innovative and emerging technologies,
Al could be a useful approach for the stakeholders to deal with environmental problems. Researchers
will appreciate the scope of research in the field in the future, as many countries are investing and col-
laborating with companies towards sustainable growth, as per the SDGs requirement.
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ABSTRACT

Urbanization, industrialization, and increase in population lead to depletion of groundwater and also
deteriorate its quality. Madurai city is one of the oldest cities in India. In this study, the authors assessed
the quality of groundwater using various statistical techniques. The researchers collected groundwater
samples from 11 bore wells and 5 dug wells in the post-monsoon season, in 2002, and analyzed the
samples for physicochemical characterization in the laboratory. They analyzed around 17 physicochemi-
cal parameters for all the samples. The aim of the descriptive statistical analysis was understanding the
correlation between each parameter. Then, the authors carried out cluster analysis to identify the most
affected bore well and dug well in Madurai city.
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INTRODUCTION

Groundwater makes up to 23% of fresh water in the world. Also, it is easily accessible to all. More than
85% of groundwater is used in rural areas. A total of 50% of groundwater is used for urban drinking
needs. Increasing industrialization and population growth lead to groundwater pollution, depletion, con-
tamination, and saltwater intrusion. Level of groundwater table also keep on reducing. Improper solid
waste also influences the quality of groundwater. Statistical tools are very helpful to pre-process the data
and analyze the relationship between parameters. Patil studied the quality of groundwater using Pearson
correlation (Urxqgzdwhu, n.d.). Kim J., Kim, R., Lee, Cheong, Yum, & Chang (2005) investigated the
quality of groundwater and identified the factors which influence it using multivariate statistical analysis.
Anwar (2014) studie