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Preface

Violent competition in today’s global market offers a powerful motivation for 
developing the ever more sophisticated supply chains and logistic systems. This 
book, written for the computer science manager and researcher, presents a survey 
of the modern theory and application of logistics, supply chain management and 
an application in the field of transportation and supply chain management in all 
domains, especially in-home healthcare. The goal of the book is to present the state 
of the art in the science of logistics management and their optimization in all areas 
in computer science, engineering, transport, public transport.

This edited book is intended to discuss application applications of Transportation, 
Logistics, and Supply Chain Management in Home Healthcare. The focus of this 
volume is to bring all the related areas in transportation and optimization in the field 
of health care and no limited. The book will present techniques, case studies, and 
methodologies that combine the use of intelligence approaches with optimization 
methods for facing problems in transport, logistics and supply chain problems.

The book will present detailed techniques and research studies that manage 
with common industrial and public problems in several fields, as transportation, 
logistics, and supply chain management in home healthcare. Home health care (HHC) 
companies are extensive in European countries and wish to serve patients at home 
to help them recover from complaint and injury in a personal environment. From 
the time when transportation costs are amid the biggest sources of disbursement in 
company activities, it is of great significance to optimize this in the HHC industry. 
From the perspective of optimizing the cost of transportation, this book studies the 
Vehicle Routing Scheduling problem as it applies to HHC companies. According 
to a review of the HHC corporations, during the process of distributing medication 
drugs, the quantity of drugs necessary for each patient is non-deterministic when 
the company creates planned tours.

The goal of the book is to provide theoretical and empirical research and 
application in the science of logistics management and transportation, scheduling 
routing and their applications in-home health care and logistics. This book provides 
a regular and rigorous presentation of the theory of transportation, logistics and 

vii
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Preface

supply management and of the main methodologies for its application in-home 
health care, engineering, management, transport economic, etc., also it provides 
empirical research findings in the area. The aim of this book is to helps researchers 
and practitioners to understand the optimization of the transportation model and 
a supply chain logistics to health care through IT logistics tools and the state-of-
the-art in transportation, logistics and supply chain management. It provides a 
comprehensive discussion on supply chain planning models; logistics and transport; 
transportation and scheduling; metaheuristics to solve complex supply chain; logistics 
and transportation problems; algorithms and applications of transport in-home 
health care; real case applications; home health care logistics planning; management 
and social science; routing and scheduling optimization; quantitative methods and 
decision support systems; economics in logistics; technical logistics and logistics 
engineering; IT for logistics; the design, operation, and use of application systems 
or IT networks for logistical tasks.

The papers in this edited volume search for building on the legacy of published 
routing and scheduling problems (RSP) studies in three ways. They recapitulate the 
most significant results of the HHC routing and its variants. They present significant 
methodological developments or new methods for resolving current RSP. They 
present original problems that have risen in the routing area and highlight new 
challenges for the field.

This book is organized into two sections: review and directions in modeling 
and algorithms (3 papers), and practical applications (3 papers). We hope that the 
researchers ingoing the field and specialists in health care will find all papers in 
this volume fascinating, informative, and beneficial.

We thank all of the authors for their contribution to the excellent volume. We 
also thank IGI Global administration for their reinforcement and support.

Jalel Euchi
College of Business and Economics, Qassim University, Saudi Arabia 
August 2019

viii

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



Acknowledgment

We express our gratitude towards all the authors, who made the volume possible. 
We would also like to thank the publisher IGI Global and the editorial staff who 
invited us to publish this book and provided encouragement and support throughout 
the entire process.

ix

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



Section 1

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



Copyright © 2020, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  1

1

DOI: 10.4018/978-1-7998-0268-6.ch001

ABSTRACT

This article presents a study case focused on the establishment and improvement of 
the service level in a central warehouse of a hospital organization in Colombia which 
provide the products of medical use, clothing, anesthetics, and supplies, to nineteen 
medical dependencies. The warehouse is managed by a person, developing planning 
processes, purchases, reception, and administration of products or inventories who 
depends on the administrative and financial sub-direction of the institution. Through 
the use of interviews and surveys conducted at different dependencies. As well as the 
collection of information in the field, there were problems with the availability of 
products due to problems related to planning purchases which are done empirically 
without data analysis. Taking into account the problematic previously raised, we 
took different models of predictions as well as the use of the Mean Squared Error 
(MSE) and the accuracy of predictions to determine the best model according to 
with the product analyzed.

Improvement of the Level 
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INTRODUCTION

Health is considered as an own good and a fundamental right for people (Herazo, 
2010; Jaberidoost, Nikfar, Abdollahiasl, & Dinarvand, 2013). However, it is notice 
that in some cases is undermined by the provision of an inadequate service by health 
entities. This translates into failures and complaints from users (Argas et al., 2010), 
primarily if the necessary elements such as medical and surgical supplies, which 
sometimes considered critical, are not available (Little and Coughlan, 2008), and 
as it is figured to have indicators or metrics such as the level of service (Narayana 
et al., 2014). Is fundamental in health services (Kelle et al., 2012), which in turn 
allows establishing the availability of products playing an essential role to save lives 
(Londoño, Morera, & Laverde, 2008).

The European commission defines the necessity of increase the sustainability of 
the public health services in 2007 (Azzi, Persona, Sgarbossa, & Bonin, 2013). To 
achieve that, the commission defines the next challenges to be face:

1. 	 Demographic changes. The Statistical Office of the European communities 
estimates that, by 2060, 30% of the population of the EU countries will be 
over 65 years of age. This makes the ratio of productive individuals low, which 
mean means that healthcare expenses will increase exponentially as individuals 
grow older.

2. 	 Inefficient and redundant processes (often “law-oriented”). The excess costs, 
within the healthcare supply chain, this result from inefficient and redundant 
processes.

3. 	 Patient safety needs to be improved through high quality and safe processes. 
Is imperative guarantee the safety as well as the availability of the medicines 
and services required by the user of the system.

To facing these challenges, is necessary that all the institutions start to apply 
concepts of management practices that allows controlling all the operations, to 
achieve the efficiency and effectiveness required. Within these practices are the 
management of the supply chain and the operations.

The supply chain is conjunction of all processes involved, directly or indirectly, 
to give an adequate response to the necessities of the final consumers of a good 
or service. This includes all processes of provisioning, production, distribution, 
warehousing and replenishment, among others, where the main aim is the integration 
of all the steps of the chain from suppliers to final costumers.

In the case of Health services, its supply chain management refers to obtain all 
the resources, supplies, and delivering goods and services from providers (hospitals, 
doctors and health units) and their patients. To achieve this, physical goods and 
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information about medical products and services go through manufacturers, insurance 
companies, hospitals, providers, and several agencies (Jarrett, 1998; Lee, Lee, & 
Schniederjans, 2011; Yadav, 2015).

One critical aspect for many organizations is the inventory management. The 
inventory is the mechanism through which the companies guarantee cover the 
necessities of the demand, products of services, whether with raw materials, 
supplies or finished goods. However, depending on the strategy used to respond to 
its demand, the companies will define the type of inventory and the way to manage 
it. To determine both capacity and inventory levels is necessary to have forecasting, 
and based, on that establish service levels and provisioning distribution strategies 
(Shah, 2004; Singh & Verma, 2018; Bowersox and Closs, 2002).

Forecasting Management in Health Services

As has been mentioned above, forecasting is important for planning and making decisions 
Ballou (2004) defines forecasting are the basic input needed to do good planning and 
implementation of policies in all the functional areas of the company allowing foresee 
the resource requirements in the future. The above refers to planning and define policies 
related to aspects like capacity required to provide a service or production level as 
well as the number of goods to be produced to cover a possible demand. The decision 
maker at the organizations in charge of obtaining the forecasts, have the basic task is to 
make decisions with future consequences, and therefore, they must prepare forecasts, 
which indicates what will happen in the future with the variables studied, establishing 
not only the value expected but also the variability associated. On the other hand, they 
must foresee scenarios that allow them to anticipate possible eventualities, being able 
to evaluate adequately the convenience or inconvenience of an alternative.

The forecast could be on qualitative, quantitative or computational Basis. The 
qualitative are based on expert criteria influenced by the experience or subjectivity 
of whom give the forecast. The quantitative are based on mathematical or statistical 
techniques, where there is Two large classes of models can be used to prepare 
forecasts, causal and the based-on time series (Abdollahzade et al., 2015; Gooijer 
and Hyndman, 2005). The models based on computational algorithms are adaptive 
nature, which is the artificial intelligence principle.

In other point of view, Pérez and Briceño (2013), affirms that forecasting can be 
classified as qualitative, quantitative and causal. The qualitative is used, especially in 
environments where the market conditions are dynamic. The second classification, 
presents an adequate cumulative data over time, time series data, and evidence that 
a past situation is expected to repeat in the future, and the causal forecasting, is 
based on the relationships that exist between 1 dependent variable and 1 or more 
independent variables.
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Regarding the types of forecasts, these can be classified according to three criteria: 
(i) according to the time horizon, (ii) according to the economic environment covered 
and (iii) according to the procedure used (Hanke & Deitsch,1996):

•	 Depending on the time horizon. They can be long, medium or short term, and 
their usefulness ranges go from the preparation of plans at the strategic level 
to those at the operational level respectively.

•	 Depending on the economic environment. Can be micro or macro
•	 According to the procedure used. As have been mentioned above, they can 

be: (i) purely qualitative; in those cases, in which an open manipulation of 
data is not required and only the judgment or intuition of the expert who 
releases the forecasts; or (ii) purely quantitative, when using mathematical 
and statistical procedures that do not require subjective elements. Finally, 
(iii) Computational methods based on IA algorithms, which are the current 
tendency with the high volume of data as well as the needs of automation.

For all quantitative method, it is necessary a metric establish the efficiency and 
effectiveness of the model chosen. In the case of Causal models, where the decisions 
makers have to select de variables to be related, the correlation will be the first but 
after that, they have to analyze the collinearity and the heteroscedasticity. Once 
de model is accepted, has to establish the forecast and prediction intervals, based 
on the standard error of the model, that could be linear or not linear. On the other 
hand, the models developed based on time series has to be calculated four basic 
indexes. The MSE (mean square error) defines the accuracy of a model, and is the 
index that allows choosing the best model between the selected initially. The MAE 
(Mean Absolute Error), MPE (Mean Percentage error) and MAPE (Mean Absolute 
Percentage Error) allows seeing the effectiveness of the model chosen (Makridakis 
et al., 1982; Martínez, 2010).

With the improvements in computational techniques, emerge the artificial 
intelligence (AI) and machine learning techniques. Nowadays have a relevant spot 
to the development of forecast models. The principal advantage that employing 
AI techniques allows, is that they adapt easily to manage stochastic non-linear 
behavior, and to problems in which the collinearity is present, high variability and 
no stationarity (Behnamian & Fatemi Ghomi, 2010; Wang, Wang, & Zhang, 2013; 
Fajardo-Toro, Mula, & Poler, 2018).

The AI techniques used to obtain forecasts include neural networks (ANN) 
(Adhikari, 2015; Dunea, Pohoata, & Iordache, 2015; Egrioglu, Aladag, & Yolcu, 
2013; Günay, 2016; Sánchez-Sánchez & García-González, 2017; Yu, Wang, & Lai, 
2009). Support vector machines (Chen & Lee, 2015; de Oliveira & Ludermir, 2015; 
Gui, Wei, Shen, Qi, & Guo, 2015; Shafaei & Kisi, 2016), case-based reasoning (CBR) 
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(Chang, Liu, Lin, Fan, & Ng, 2009; Chun & Park, 2006; Corchado & Aiken, 2002; 
Fdez-Riverola & Corchado, 2003; Toro, Gómez Meire, Gálvez, & Fdez-Riverola, 
2013) and fuzzy logic-based techniques and optimization heuristics, like genetic 
algorithms (Bajestani & Zare, 2011; P.-C. Chang, Liu, & Lai, 2008; Egrioglu et 
al., 2013; Li & Hu, 2012)

On the case of the health services context, there is the necessity to forecast a 
different kind of variables, both to define service levels (e. g. numbers of doctors, 
surgery rooms available or number of possible emergency services) as well as 
amount of medicines and supplies required (Biggerstaff et al., 2018; Jalalpour, 
Gel, & Levin, 2015; Khaldi, Afia, & Chiheb, 2019; Kroezen, Van Hoegaerden, & 
Batenburg, 2018; Park, Han, Kim, & Lee, 2016). Because of the estimation of all 
these variables, is possible to say that always that values will affect the provisioning 
required of medicine and supplies. This because e.g. if there is a pandemic, implies 
the preparation of a high number of beds available at the hospitals, doctors, and 
medicines. The same occurs when some catastrophic event is relatively predictable 
or in certain seasons the volume of accidents or violent events increase (Biggerstaff 
et al., 2018, Li, Li, Lu, & Panagiotelis, 2019).

On the other hand, there are the suppliers of the health systems, which could be 
from transportation services to pharmaceutical provisions comprised of medicines 
and medical supplies. At the pharmaceutical industry, the models used tries to 
estimate demand of the according to an estimation of the possible number of sick 
people as well as the demand based on time series methods (Merkuryeva, Valberga, 
& Smirnov, 2019; Nikolopoulos, Buxton, Khammash, & Stern, 2016). Concerning 
the hospitals or attention centers, they try to estimate the behavior or some sickness, 
like influenza or the flu, as well as the probable number of services required by 
emergencies associated to different causes like heart diseases or accidents (Bouckaert, 
Van den Heede, & Van de Voorde, 2018; Jalalpour et al., 2015).

For the work presented in this document, the forecasting methods based on time 
series analysis has been chosen. The models have to be selected according to the behavior 
of the series. The Methods selection for a specific series is based on the components 
or patterns of the time series, which are random variation, tendency, seasonality, and 
cyclicity (Makridakis et al., 1982; Hanke & Deitsch, 1996). The Models selected are 
Simple moving average, double moving average, single exponential smoothing; winter´s 
triple exponential smoothing, Browns, and Holt’s double exponential smoothing.

Inventory Management in Health Services

Amaya, Beaulieu, Landry, Rebolledo and Velasco (2010) consider that “hospital 
logistics classify the activities of transformation and flow of resources and patients 
that support the provision of health services” (p. 85). Moons, Waeyenbergh and 
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Pintelon (2018), affirm that the internal functions associated to a hospital supply 
chain include the processes of purchases, inventories, distribution and consumption.

In regard to the inventory management, is known that is a daily problem in 
organizations. The inventory is a buildup of raw materials, supplies or finished goods 
that later will be used to satisfy future demand. Their objective is getting a balance 
between the quality of service offered to customers and the necessary economic 
investment by implementing a variety of models that must have parameters, such as 
demand, delivery time and associated costs. the main scope of inventory management 
refers the relationship between replenishment lead time, costs of inventory, asset 
management, the forecasting, valuation, visibility, and future price of the inventory, 
physical inventory control, the physical space available and required, the quality 
management, replenishment, returns, and defective goods (Singh & Verma, 2018).

The inventory is determined as the existence of a product or resource used in an 
organization that performs a double occupation affecting the cost of products and 
services, but also contributes to the order fulfillment. At present the organizations 
are dealing with the challenge of endure acceptable levels of inventory that supply 
to cover those differences between predicted demand and actual demand (Coyle, 
Langley, Novack, & Gibson, 2013). On the other hand, the inventory control includes 
a series of policies and mechanisms that verify inventory levels, the right time to 
stock up and how large the orders should be (Chase & Jacobs, 2014).

Concerning the inventory models, there are many aspects to taking into account. 
By one hand, there is all reference to a classification of the inventory. This could be 
according to its nature, raw materials, supplies, product in process, finished goods. 
According to its cost and volume required as it is with ABC classification, which is a 
method based on Pareto Analysis, and in the case of health services, according to the 
importance of the medicament or supply (Oztekin, Pajouh, Delen, & Swim, 2010).

On the other hand, there are models to define the policies of purchase, replenishment 
with lead times, reorder points and security stock. The models could deterministic, 
which is the case of the EOQ model, or probabilistic as well as with continuous 
or periodic revision. Normally the models are probabilistic due to the stochastic 
nature of the variables that intervene or affects the behavior of the phenomena, for 
this case the demand (De Vries, 2011).

A way to determine the inventory levels is to set up an objective level of service, which 
can be understood as the expected probability of not running out of inventory during a 
cycle (Krajewski, Ritzman, & Malhotra, 2016). This perspective involves the availability 
of the product and the costs of supplying a certain level of product convenience.

In the case of the health systems, the inventory of medicines and supplies is not 
only for the sustainability and for competitiveness of the business but also because 
the nefarious consequences that could have with humans lives, since a scarcity on 
the inventory can cause death or permanent injuries or diseases
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Lapierre & Ruiz, (2007) propose that in the health institutions, there are two 
main approaches regarding logistics activities planning: inventory oriented and 
schedule oriented. In the inventory-oriented approach, the reorder point criteria 
are used. Aside from that implies the used of model based on EOQ concepts, also 
is needed a good forecast process as well as space for storage with the consequent 
labor, control system and cost associated. The scheduling-oriented approach focuses 
on the optimization of the supply chain and, based on that, handling purchasing 
operations. In this approach, replenishments, purchasing activities and supplier 
deliveries are well scheduled, helping to avoid stock-outs and used a periodic revision, 
while in the inventory approach normally is a continuous revision (Nicholson, 
Vakharia, & Selcuk Erenguc, 2004). As the care of patients is a sensitive issue 
due to unpredictable nature of services need from health institutions, especially 
those that give intensive care, a minimum stock that guarantees to adequately face 
situations like disease outbreak is important or emergencies caused by catastrophic 
events (Pan & Pokharel, 2007). The health sector is no unaware to this context. The 
Dinero magazine (2017) establish that aspects related to hospital logistics represent 
15-18% of total administrative expenditure in hospitals in Colombia.

Respect to the Information technologies used to inventory management, there 
is many options, but one frequently used is the RFID. This technology helps to 
lace the exact position of materials or goods and specific space. In hospitals, this 
technology helps the medical personnel to locate medicines, medical equipment or 
supplies (van der Togt, Bakker, & Jaspers, 2011; Çakıcı, Groenevelt, & Seidmann, 
2011; Fisher & Monahan, 2008; Oztekin et al., 2010). On the other hand, to 
improve the provisioning and replenishment problem, especially if the strategy is 
centered in a scheduled approach where the purchase could be more frequently, the 
e-procurement has become an option. This strategy allows integrating at a low cost 
the pharmaceutical distributors with the hospital o general pharmacies, making 
more efficient the control of inventory levels, especially under a periodic revision 
strategy (Mettler & Rohner, 2009).

In order to carry out the control of inventories, it is taking into account the 
criteria that allow the administrative and operational on the products that add most 
value to the business. The variables that are frequently used in regard to: cost, staff 
turnover, volume and importance (Vidal, 2017), but for the health services institutions 
providers (Instituciones Prestadores de Servicios de Salud - IPS) the cost and the 
analysis of profitability loses importance in front of the cost of a person’s health 
or even their life.

An approach to classify the inventory is based on the criterion of medical criticality 
in which the inventory is classified by its importance in the medical method, according 
to Londoño, Morera and Laverde (2008). This are divided into basic, essential and 
complementary products, being the first two fundamental to safeguard the lives 
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of patients. Due to the basic is considered as that element that can lead to serious 
problems for health and even death, and the essential is that who takes part in 95% 
of the patient’s pathologies and not using them can lead to effects or disabilities.

CASE ANALYSIS

The present develops in a health service institution provider in Colombia, which has 
two warehouses that supply products for medical use: the first one is managed by 
means of Outsourcing, and the second, took place under the direct administration 
Hospital, supplying 19 dependencies doctors with a portfolio of 395 references.

The surgery rooms, within the dependencies represent 60% of the consumption, 
followed by the unit emergency with 8.5%, being the main customers of the warehouse 
regarding to the volume of products.

In meetings at the hospital, as well as visits made to the warehouse there were 
problems in the planning and control of inventory, just like failures in the collection 
and use of information, in such a way that the level of service and calculate the 
supply opportunity which is important in the improvement of medical procedures 
and patient’s health.

METHODOLOGY

This study was developed in 3 phases, diagnosis, model design and evaluation of 
service levels. In the diagnosis, the problems were evident in the central warehouse. 
The warehouse is centered in an inventory-oriented approach, but they not have 
defined a security and service level based on statistical data. Because of that, the 
first step was to organize and collect the information necessary to construct a good 
model. to achieve that aim, it was decided collecting the information during a period 
of 3 years in order to establish the products with typical use and service levels.

Subsequently, the forecast models were applied. The time series models were 
chosen to elaborate on the forecasts.to done that, the first step was to analyze the 
behavior of the series, observing the patterns they had. Based on the observation 
of those patterns the initial models were applied, chosen the best one in each case 
based on the Mean Square Error - MSE - Criteria.

Finally, we proceeded to develop a model that supports the changes in which 
inventories are suppress contributing to the reliability in the service by the warehouse, 
and concludes with the evaluation of compliance for the model by monitoring the 
behavior of the products analyzed during a period of 3 months.
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DATA ANALYSIS AND DISCUSSION

In order to delve into the problem of IPS, interviews are conducted with each of 
the dependencies of the central warehouse supplies, evidencing that 47% provide a 
negative, bad or regular rating of the service due to they have presented problems 
in relation to the availability and timeliness of product delivery, the pervious is 
generated by the lack of data analysis and metrics for decision making.

In the warehouse four processes are carried out: purchase planning, product 
purchase, product reception and inventory management, the planning being the 
focal point of this study.

The planning is carried out through each unit empirically without knowing 
the real value of what they require and / or the number of products they have, and 
afterwards, it is sent to the warehouse in order to consolidate and have an aggregate 
of product requests. Subsequently, the available inventory is review and quotations 
from suppliers are requested, including delivery times. The purchase plan is prepared 
by presenting it to the purchasing working group, which evaluates the quantities 
requested, if there are some adjustments to do, the quantities are lowered or raised 
in order to fulfill with the monthly budget assigned to the warehouse.

The products of the warehouse were classified taking into account the criteria 
of the medical specialists, as well as the division into products: Basic, essential and 
complementary, as proposed for Velasco, Barrera and Amaya (2012).

With the classification, it is analyzed that the warehouse has 180 products, 116 
basic, 58 essential and 6 complementary. Basic and essential products are necessary 
in the IPS because they are used for medical procedures. However, 16 of these 
180 products represents 95.7% of the consumption of the warehouse which is the 
purpose for the project.

The classification of the designated products with invented names for confidentiality 
of the information of the IPS, as well as their level of service illustrate under table 1:

To carry out the analysis and proposal of forecasting models we analyzed the 
simple, subjective, simple, double and triple exponential methods, without taking 
into account ARIMA, because there is not at least 72 monthly data to apply the 
model (Nahmias, 2007), through RMSE (Root Mean Squared Error), the 3 methods 
that best fit in the historical data are determined and the accuracy of the forecasting 
is analyzed.

Taking into account the set up, it is evident in Table 2, which results of the studies 
according to the selected method, the accuracy of the model and its variability.

The product identified as “P” has a very clear pattern of consumption for consume 
always 240 units every month except in June and December where the consumption 
is “0” in this class of behavior is not necessary a forecasting study because of we 
have the behavior pattern by itself.
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In view of the predictive methods are not 100% correct, safety inventories were 
established to minimize uncertainty, especially for those products whose precision is 
below 90% and the reorder point is calculated so as not to generate exhausted effects.

It is an Institution that Provides Health Services-IPS, the criteria for the 
establishment of inventory is structured according to the level of service that you 
want to offer, which is defined by the entity with 99%. Regarding with the this, 
security inventory controls and reorder points are performed. Table 3 show the 
summary of the data obtained from safety inventory, reorder point and maximum 
delivery time, according to the product.

Applying the conditions to demonstrate data runs and comparing these against 
the real ones, it is evident that the proposed of inventory models generated an 
increase in the service level of the products studied, since 11 of the 15 products 
obtained 99% of level of service and 4 remaining products presented values of 97% 
or greater, regard to a period of analysis of 3 months, which creates a better service 
to the patient, and decrease the rate of cancellations or postponement of surgery 
due to missing of product in storage.

Table 1. Products selected according to their classification and level of service 

Product Classification Level of service

A Basic 97%

B Basic 93%

C Basic 100%

D Basic 99%

E Basic 100%

F Basic 100%

G Basic 97%

H Basic 94%

I Essential 98%

J Essential 98%

K Essential 97%

L Essential 99%

M Essential 98%

N Essential 86%

O Essential 87%

P Essential 95%
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CONCLUSION

The study to IPS analyze the problems that presents in relation to planning and 
control in the central warehouse, which affect not only the level of service expected 
in each of the products, but can also lead to the presentation of events that pressure 
the lives of patients, due to the absence of these.

An interesting discovery of the project refers to the low number of studies in the 
health sector in opposition to the specific analysis of individual products, based on 
consumption histories in order to establish predictions models that allow improving 
their service levels.

The classify of the prediction method, as well as the safety inventory and the 
reorder point for each of the essential and basic products, which represents 95.7% of 
the consumption of the warehouse, supply the IPS with the parameters and adequate 
information to prevent the scarcity of products.

Table 2. Method of application, precision and variability according to product

Results of forecasting studied 

Product Method of forecasting Average accuracy Variability

A Triple exponential smoothing 97.38% 0.64%

B Simple exponential smoothing 85.49% 11.27%

C Simple exponential smoothing 92.43% 2.68%

D Simple exponential smoothing 92.73% 3.63%

E Double exponential smoothing 86.83% 7.07%

F Triple exponential smoothing 47.79% 10.84%

G Double exponential smoothing 92.54% 4.33%

H Triple exponential smoothing 89.09% 7.39%

I Average weighted 3 periods 88.4% 8.35%

J Double exponential smoothing 79,00% 5.4%

K Triple exponential smoothing 79,10% 12,80%

L Double exponential smoothing 86.3% 3.25%

M moving average 3 periods 74.4% 26.4%

N Double exponential smoothing 84.6% 6,00%

O Simple exponential smoothing 81.3% 16.36%

P N/A - -
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The models lead to obtain service levels between 97 - 99%, creating a positive 
impact on fulfillment of rates in the central warehouse in opposition to the 
dependencies it supplies.

Lower rate of surgical cancellations or postponement due to absent product in 
warehouse

Future studies should intensify the analysis of the behavior of products in other 
IPS produce advanced models of prediction of demand, based for example on the 
area of hospitals or clinics, or the category of these.

In the same way, the use of technology in the IPS such as barcodes, RFID, 
VMI, should be strengthened in order to have more consistent information along 
the value chain.

Table 1. Inventory of security, reorder point and maximum delivery time according 
to the product analyzed.

Product Forecasting Average 
error

Error 
standard 
deviation

Safe 
inventory

Reorder 
point

Delivery 
time

A 84.349 2.62% 0.64% 3.476 8.162 3

B 10.854 14.51% 11.27% 4.424 1.050 3

C 7.651 7.57% 2.68% 1.056 740 3

D 5.609 7.27% 3.63% 882 724 4

E 6.115 13.17% 7.07% 1.813 592 4

F 841 52.21% 10.84% 651 109 4

G 456 7.46% 4.33% 80 44 3

H 641 10.91% 7.39% 180 62 3

I 3.292 11.60% 8.35% 1021 319 3

J 4.614 21% 5.4% 1549 744 5

K 2.286 28.06% 12.84% 1324 295 4

L 1.841 13.69% 3.25% 391 178 3

M 746 25.19% 26.43% 647 96 4

N 464 15.4% 6% 136 75 5

O 278 18.71% 16.36% 158 27 3

P 240 - - - - 5
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ABSTRACT

The nurse scheduling problem (NSP) is the problem involving allocating the monthly 
shifts (day and night shifts, holidays, and so on) for nurses under various constraints. 
Generally, the NSP has a lot of constraints. As a result, it needs a lot of knowledge 
and experience to make the scheduling table with its constraints, and it has been 
made by the head nurse or the authority in the hospitals. This allocation of the shifts 
gives a lot of burden (time and efforts) to them, and it has been growing the demand 
for the automatic nurse scheduling system. This chapter aims to develop a genetic 
algorithm application for the Nurse Scheduling Problem (NSP). The application 
will be developed using Microsoft Visual Studio in C# programming language.

INTRODUCTION

Nurse scheduling problem deals with the jobs, vacations, and shifts arrangement for 
the nursing staffs in hospital’s daily operation. Many factors need to be considered 
while the nurse chiefs arrange the nurse scheduling activities, for instance, the 
hospital management policies, the government regulations, and the fairness among 
nurses (Tsai and Li, 2009).
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Home health care is growing in the French medical sector since demands increase. 
Organizations providing home care services are willing to optimize their activities 
in order to meet the increasing demand for home care. Consequently, research on 
this problem has appeared by the end of the 20th century. Most of the work being 
application-based, the number of publications rises to cover the different variants of 
the problem. The problem is complicated by factors such as caregivers qualification, 
various patients demand, multiple home care offices, caregivers workload limitation, 
shared visits, patients availability and workload fairness among caregivers (Decerle 
et.al., 2017, Bertrand, 2010).

Home Health Care is a wide range of health care services that can be given in one’s 
home for an illness or injury. In recent years, the health care industry has become 
one of the largest sectors of the economy in developed countries such as France, 
Germany, Australia, etc. Since the transportation cost is one of the most important 
spendings in the company activities, it is of great significance to optimize the vehicle 
routing problem in home health care company. According to a survey (Mankowska 
et al., 2014; Harris, 2015; Liu et al., 2013) of the home health care companies, 
each day, an HHC company carries out various logistics activities including the 
delivery of drugs or medical instruments from the pharmacy to patients, and pickup 
of the biological samples and waste from patients’ home to the laboratory. A large 
number of patients are located in a town or village, and the task of a home health 
care company is to provide health care services to the patients at ones’ homes one 
by one. The main operational process of the HHC can be summarized as three steps 
(Shi et.al., 2017: 13987):

1. 	 The HHC company collects information from the patients, this information 
may include: name, address, sex, type of the illness, symptom and other related 
information;

2. 	 The HHC company plan to arrange the visited routes and assign nurses according 
to the information collected;

3. 	 The nurses are scheduled to visit the patients. Each nurse is assigned to a 
planned route, and he/she has to carry out all of the service-related activities 
for the route. This nurse will drive the vehicle to visit the patients one by one 
according to the designed route.

Among the first papers about home health care, Begur et al. (1997) described a 
decision support system not taking into account time window and shared visits in 
opposite to Cheng and Rich (1998) who considered patients and care givers time 
window as well as multiple home care offices. They solved small instances with 
exact and heuristic approaches. Shared visits have been lately studied in the literature. 
Eveborn et al. (2006) developed a decision support system for an application in Sweden 
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including shared visits who have also been studied by Rasmussen et al. (2012) using a 
branch-and-price algorithm or by Mankowska et al. (2014) using an adaptive variable 
neighborhood search algorithm as solving approaches (Decerle, 2017: 14662).

A SHORT LITERATURE REWIEV

Aickelin and Dowsland (2004) studied Genetic Algorithms (GAs) approach to 
a manpower-scheduling problem arising at a major UK hospital. An alternative 
algorithm for solving a nurse-scheduling problem in the form of a GA coupled 
with a decoding routine. In comparison to the previous ‘direct’ GA approach 
described in Aickelin and Dowsland this has two advantages: Firstly, the GA solves 
an unconstrained problem leaving the constraint handling to the decoder that uses 
them to directly bias the search rather than in penalty functions alone. Secondly, 
all problem speci6c knowledge is held in the decoder routine, thus the algorithm 
can be quickly adapted to changes in problem specification. The overall results are 
better than those found by previous evolutionary approaches with a more flexible 
implementation than Tabu Search.

Tsai and Li (2009) developed a two-stage mathematical modeling for a nurse 
scheduling system wherein hospital management requirements, government 
regulations, and nursing staffs’ shift preferences are incorporated. In the first stage, 
the nurse work and vacation schedules are arranged and genetic algorithm (GA) is 
used to solve for the optimal schedules and to check for any violation of government 
regulations, hospital management requirements, and the scheduling fairness. In the 
second stage, the nurse roster schedule is arranged and GA is further adopted to 
solve the optimal schedule. An empirical case study is performed and the results 
show that GA can be an efficient tool for solving the nurse scheduling problem. In 
addition, it can also be easily modified to suit different cases encountered in hospitals.

Cai and Li (2000) proposed a new genetic algorithm (GA) to solve the problem. 
The proposed GA differs from traditional GAs in the following components: (1) it 
performs its parent se-lection by using a ranking scheme that considers successively 
the three criteria; (2) it uses a multi-point cross over operator based on the hamming 
distance between schedules; and (3) it adopts a heuristic to resolve the problem of 
infeasibility created by crossover operations. Computational results are reported, 
which show the effectiveness of the proposed approach in finding desirable solutions.

Frifita et al. (2017) proposed a General Variable Neighbourhood Search approach 
to deal with HHC problem with time windows and synchronized visits. Experimental 
results demonstrate the efficiency of their approach. Experiments conducted on 
benchmark instances from the literature clearly show that their method is fast and 
outperforms the existing approaches on half of the instances.
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GENETIC ALGORITHMS

The Genetic Algorithm (GA), often referred to as genetic algorithms, was invented 
by John Holland at the University of Michigan in the 1970s.22 It is similar to the 
(μ, l) Evolution Strategy in many respects: it iterates through fitness assessment, 
selection and breeding, and population reassembly. The primary difference is in 
how selection and breeding take place: whereas Evolution Strategies select all the 
parents and then create all the children, the Genetic Algorithm little-by-little selects 
a few parents and generates a few children until enough children have been created 
(Luke, 2015: 36).

To breed, we begin with an empty population of children. We then select two 
parents from the original population, copy them, cross them over with one another, 
and mutate the results. This forms two children, which we then add to the child 
population. We repeat this process until the child population is entirely filled (Luke, 
2015, p. 36).

GAs are generally attributed to Holland and his students in the 1970s, although 
evolutionary computation dates back further (refer to Fogel for an extensive review 
of early approaches). GAs are stochastic meta-heuristics that mimic some features 
of natural evolution. Canonical GAs were not intended for function optimization, as 
discussed by De Jong. However, slightly modi6edversions proved very successful. 
For an introduction to GAs for function optimization, see Deb. Many examples of 
successful implementations can be found in Back, Chaiyaratana and Zalzala and 
others (Aickelin and Dowsland, 2004).

GENETIC ALGORITHM VIA C# FOR NURSE SCHEDULING

With the increasing population, the number of personnel in hospitals increases. These 
hospitals are in hospitals to provide a quality service to the working staff. This is 
the increase in service quality and the analysis problem based on one.

The constraints of the problem are shown as below:

The problem aims to find the solution of nurse scheduling for a period of 1 week 
(7 day)

There are 3 shifts in a day.
In morning and evening shift there must be at least 2 nurses in charge.
In night shift there must be only one nurse in charge.
Each nurse will have one night shift per week
Each nurse should take 2 days off, 1 day on weekends and 1 day on weekdays
Must be an off day after the night shift
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Morning (09:00 - 17:00)
Evening (17:00 - 01:00)
Night (01:00 - 09:00)

n: nurse number
d: off day in weekday
e: off day in weekend
a: off day after night shift

One of the most important steps in genetic algorithm is adjusting chromosome. 
In other words; chromosome contains the definition of the problem. In this problem, 
the chromosome is defined as follows;

Chromosome: [n1], [d], [e], [a] –
[n2], [d], [e], [a] –
[n3], [d], [e], [a] –
[n4], [d], [e], [a] –
[n5], [d], [e], [a] –
[n6], [d], [e], [a] –
[n7], [d], [e], [a]

The numerical view of one of the chromosomes can be like these;

Chromosome: [n1], [1], [6], [1] –
[n2], [4], [6], [3] –
[n3], [3], [7], [2] –
[n4], [5], [6], [7] –
[n5], [2], [7], [6] –
[n6], [1], [6], [5] –
[n7], [2], [6], [4]

The chromosome has 7 pieces for each nurse. Each pieces contains the possible 
solution for each nurses.

The value of parameter d can be one of the (1- 2 - 3 - 4 – 5)
The value of parameter e can be one of the (6 – 7)
The value of parameter a can be one of the (1 - 2 - 3 - 4 - 5 - 6 - 7)
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Firstly for each piece of the chromosome, 20 points should be added to the 
solution point. If the value of d and a or d and e are the same, then -10 point should 
be added to the solution point. If d or e is not 1 point higher than a, then -10 point 
should be added to the solution point. The chromosome that has the worst point 
removes from the gen population and the chromosome that has the best solution 
re-added to gen population.

The chromosome that gives the best solution after some iteration is chosen as 
the solution of the problem.

Algorithm of Genetic Algorithm is shown as below:

1. 	 Start
2. 	 Define variables
3. 	 Create initial population
4. 	 Calculate fitness values
5. 	 Is the maximum number of iterations reached go to step 9
6. 	 Selection
7. 	 Crossover
8. 	 Mutation
9. 	 Show results
10. 	 End

As a result, each nurse works 5 days a week, rests for 2 days, and each nurse has 
a night shift and 1 day rest after night shift. The solution is described on Table 1.

Table 1. Solution of NSP

Nurses Monday Tuesday Wednesday Thursday Friday Saturday Sunday

n1 x x x o x n o

n2 x x o x n o x

n3 n o x x o x x

n4 o o x x x x n

n5 o n o x x x x

n6 x x n o x o x

n7 x x x n o x o

x: Morning and evening shift
n: Night shift
o: Off day
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Figure 1. Flowchart of Scheduling Nurses Via Genetic Algorithm
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CONCLUSION

There are multiple solutions for NSP. This paper studied the method of the coding 
(Microsoft Visual Studio 2012 C# Programming Language) and the genetic operations 
via Genetic Algorithm with the absolute constraints for NSP. The exchange of shifts 
was done to satisfy the absolute constraints in the coding and after the genetic 
operations. It can be said that Genetic Algorithm is an effective method for nurse 
(or any other personnel) scheduling problems.
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ABSTRACT

Hybrid energy systems (HESs) are an excellent solution for electrification of remote 
rural areas where the grid extension is difficult or not economical. Usually, HES 
generally integrate one or several renewable energy sources such as solar, wind, 
hydropower, and geothermal with fossil fuel powered diesel/petrol generator to 
provide electric power where the electricity is either fed directly into the grid or 
to batteries for energy storage. This chapter presents a review on the solution 
approaches for determining the HES systems based on various objective functions 
(e.g. economic, social, technical, environmental and health impact). In order to take 
account of environmental and health impacts from energy systems, several energy 
optimization model was developed for minimizing pollution and maximizing the 
production of renewable energy.
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INTRODUCTION

The energy consumption is always increasing in the world. This energy increment 
cannot be sustained on conventional energy sources productions which rely on 
exhausting fossil fuels (IEA, 2017). Conventional fuel resources is a principal 
cause of greenhouse the gases, environmental and health impacts, renewable energy 
sources production sound feasible solution (e.g. solar Photovoltaic, Solar Thermal, 
Wind Turbine, Biomass, Hydropower and geothermal) and preserve the rise in 
energy demand (Inglesi, 2016). However, the problem of renewable energy sources 
is mainly their dependence on weather, climatic changes and the unpredictable 
nature. The solution is to a couple of sources of renewable energy and conventional 
energy of supply and forms a hybrid system. In addition, HES is an electrical system, 
comprising than one or more conventional energy sources and at least one renewable 
energy sources, while minimizing fuel consumption (Adefarati & Bansal, 2016). This 
system may or may not be connected to the National Grid (Twaha & Ramli, 2018). 
To efficiently utilize the resources for Hybrid energy system, economic, reliable and 
environment optimization is required, which can be done using diverse techniques 
of operations research (e.g. optimization approaches, multi-criteria decision making, 
simulation, and hybrid techniques).

ENERGY SOURCES

Energy is obtained from many sources, such as fossil fuel energy like petroleum, 
coal, and natural gas and renewable sources like solar Photovoltaic, Solar Thermal, 
Wind Turbine, Biomass, Hydropower and geothermal. These energy sources are 
converted to electric where the electricity is either fed directly into the Grid or to 
storage batteries.

Solar Energy

Solar energy can be converted into electricity by solar photovoltaic (SPV) and 
solar thermal (STH). The nature of Photovoltaic power system depends on the 
geographical location. Solar panels are connected either in parallel or in series 
based on the required current and voltage. On the one hand, SPV system is the direct 
converting solar radiation into current electricity using semiconductors that exhibit 
the photovoltaic effect (Overstraeten et al., 1986). On the other hand, STH systems 
collect and concentrate sunlight to produce the high-temperature heat needed to 
generate power (Asif, 2017).
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Wind Turbine Energy

Wind turbines work by converting the rotational kinetic energy in the turbine of the 
wind into electrical energy. It can be classified into two types based on the horizontal 
axis and vertical axis about which the turbine rotates. In addition, this turbine that 
rotate around a horizontal axis are most common while vertical-axis turbines are 
less frequently used (Babu, 2013).

Biomass Energy

Biomass can be considered a renewable energy source based on the carbon cycle 
such as wood, crops, and algae. It can be converted into biogas or into liquid biofuels 
for the production of energy. It is the only renewable energy source that releases 
CO2 (Carbon dioxide) in use (Goffé & Ferrasse, 2019).

Hydropower Energy

Generally, hydroelectric energy comes from the force of water (river, waterfall, 
stream, wave, etc.). It is rated a renewable energy source since the water cycle is 
constantly renewed by the sun (Sharma et al., 2019).

Geothermal Energy

Geothermal energy is energy derived from the original formation of the planet, 
from radioactive decay of minerals, from volcanic activity, and from solar energy 
absorbed at the surface (Kakkar et al., 2012).

Fossil Fuel Energy

Fossil fuels come from the living matter, remains of plants or animals. They contain 
big percentages of carbon like petroleum, coal, and natural gas. They are currently 
the most used energy source in the world with a rate of 86.8% (IEA, 2017).

ELECTRICITY DISTRIBUTION

Electric power distribution systems are a one or mix of both nonrenewable and 
renewable resources established near the consumer’s emplacement. There are many 
research related to design, minimize cost, minimize emissions and configuration of 
hybrid Electric power distribution systems connected to the distribution networks or 
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to the national grid systems. The National Grid is a network of public electricity that 
distributed energy production around the country and into houses and businesses. 
This chapter presents a review of the solution approaches for HES, considering 
both stand-alone and grid-connected systems (National Grid). Stand-alone systems 
which are producing power are not connected to a National Grid but instead, are 
utilized to charge a bank of batteries. Stand-alone systems comprise the majority 
of photovoltaic installations in remote regions of the world because they are the 
most cost-effective choice for applications far from the national grid (Kaundinya et 
al., 2009). There are several disadvantages forcing to throw away the extra energy 
generated such as excess battery costs and low capacity to store electricity

HYBRID ENERGY SYSTEM

The problems with renewable energy sources are known, they are intermittent, 
expensive and often not predictable. In recent years, HES are becoming popular on 
energy systems for providing electricity in remote areas due to advances in renewable 
energy sources and rise in cost of fossil fuels. Fig.1. shows the representation of 
HES consisting of different energy sources, energy consumption, grid connection, 
and battery bank system.

OPTIMIZATION OBJECTIVES FOR HES

This chapter presented the relevant papers with two categories, single-objective and 
multi-objective optimization problem. Some papers used optimization objectives 
to optimize HES (Singh et al., 2016). Several energy system models represented 
as optimizing a hybrid energy problem with a single objective function, the prime 
objective is the total cost of HES, while in multi-objective function, the other 
objectives (e.g. technical, social, political, environmental and health impact). 
The economic objectives which includes minimization the Net Present Cost of 
energy, minimization the annualized cost, minimization the initial investment cost, 
minimization the total net present cost and other cost-linked optimization. Technical 
optimizations are discussed in several energy problems such as maximizing the 
production of renewable energy, highest reliability, minimization energy losses, 
and other technical-linked optimization. In the environment and health objectives 
which include higher reliability and less emission. Various social objectives are 
discussed to optimize energy systems such as maximize job creation, maximize the 
Human Development Index and other environment-linked optimization. Political 
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acceptance refers to renewable energy sources contribute to support government 
policy on technological development and its compatibility with the legislative and 
administrative situation (Haddad et al., 2017).

OPTIMIZATION METHODS APPLIED TO HES

The diverse methods available for the optimization or evaluation of HES can be 
extensively classified into five categories, i.e., optimization methods, multi-criteria 
decision making, software tools and hybrid approaches.

Figure 1. Hybrid Energy System
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Optimization Methods

Mathematical Program

Mathematical program (MP) is applied to solve continuous and discrete variable 
based optimization problems. It which has already been used to optimize HES 
operation includes various models such as linear programming (LP), nonlinear 
programming (NLP), integer programming (IP), mixed-integer linear programming 
(MILP) and dynamic programming (DP). Table 1 shows a brief summary of the 
studies published using Mathematical programs for optimization energy systems.

The work of Ashok (2007) applied an NLP for getting the optimal combination 
of community based HES in Indian. The mathematical model was formulated 
for optimal sizing of the wind-photovoltaic- micro-hydropower hybrid system at 
minimum life cycle cost. Saif et al. (2010) formulated an LP of wind-photovoltaic-
diesel-battery HES with two objectives: minimizing total cost and minimizing total 
CO2 emissions. The paper of Riffonneau et al. (2011) proposed a DP to improve 
HES using grid-connected photovoltaic with storage. The study of Supriya & 
Siddarthan (2011) developed an LP to improve HES using grid-connected wind-
photovoltaic energy system with the minimum life cycle cost while meeting the 
energy balance condition. The work of Theo et al. (2016) proposed a MILP to 
optimal sizing of on-grid HES with the minimum net present value of the overall 
energy production cost. In reality, it is difficult to use a mathematical program to 
solve such optimization of hybrid energy systems problems. Genetic algorithm, 
particle swarm optimization, simulated annealing approach, and Tabu search are 
examples of these novel searching-techniques.

Genetic Algorithm

Genetic algorithm (GA) is an evolutionary method that simulates the principles of 
natural evolution to solve optimization problems (Holland, 1975). Therefore the 
literature review includes many researchers based on GA (we refer the reader to the 
paper of Euchi (2017)) for building energy systems. Table 2 shows a brief summary 
of the studies published using GA approaches for optimization energy system.

In addition, the paper of Hong et al. (2012) applied GA to determine optimal 
sizes for wind, photovoltaic, and diesel was determined to minimize cost. Similarly, 
the studies of Bilal et al. (2013) and Tegani et al. (2013) used Multi-Objectives GA 
approach to optimal sizing a stand-alone hybrid wind-photovoltaic-diesel system 
with minimizing the Levelized Cost of Energy and the CO2 emission. Shadmand 
& Balog (2014) proposed a Genetic Algorithm for multi-objective optimization is 
to simultaneously maximize the power availability and minimize the cost of HES. 
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The work of Bilal et al. (2015) used Multi-Objectives GA approach to design and 
optimize a stand-alone hybrid wind-photovoltaic-diesel-battery system in Senegal. 
The paper of Gokul et al. (2017) developed optimal Size methodology of a wind-
Photovoltaic-diesel-battery HES by using GA.

Particle Swarm Optimization

The work of Eberhart and Kennedy (1995) developed a new optimization approach 
using the study of bird and fish movement behavior. Many types of research proposed 
that for hybrid energy system problems, the PSO algorithm can be a good approach 
for resolving these problems.

Table 3 shows a brief summary of the studies published using Particle swarm 
optimization for optimization energy system.

Also, the work of Ardakani et al. (2010) applied PSO to optimize HES which 
comprised of wind, photovoltaic and battery storage for certain region of Iran. 
Bashir & Sadeh (2012) developed a HES based on wind–photovoltaic with battery 
system for minimize the Net Present Cost applying PSO method. Maleki et al. 
(2015) optimized a HES with Photovoltaic-wind-battery power system using PSO 
method. The study of Mohamed et al. (2016) used PSO to obtain the optimum size 
of a wind-photovoltaic-diesel-battery based hybrid system for Saudi Arabia. Sawle 
et al. (2017) used PSO to optimize sizing of a wind-photovoltaic-biomass-battery-
diesel HES with a cost of energy is minimized.

Ant Colony Algorithm

Ant Colony Algorithm (ACA) was introduced by the work of Dorigo (1992) in his 
Ph.D. (Dorigo & Gambardella, 1997). This algorithm was aiming to search for an 
optimal path in a graph, based on the behavior of ants in searching of the shortest 
path among their nests and source of food (Euchi et al., 2016). In the literature 
review, the researchers have observed some researchers that use the ACA to solve 
the optimization problems of optimal HES design. Table 4 shows a brief summary 
of the studies published using Ant colony algorithm for optimization energy system.

Suhane et al. (2014) applied ACA to optimize sizing of a wind- photovoltaic HES 
with the minimum total cost which is the sum of total Investment cost, Operational 
and maintenance cost, and replacement cost. The paper of Fetanat & Khorasaninejad 
(2015) used ACA based integer programming applied for optimal sizing of the hybrid 
wind-photovoltaic energy system with the minimum total cost. Vijay & Durga (2017) 
proposed an ACA for optimal placement and design of hybrid wind- photovoltaic 
energy system with minimum cost.
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Simulated Annealing

Due to the complexity of the resulting mathematical programming approach, it 
is necessary to utilize simulation methods to model the energy systems such as 
Simulated annealing (SA). It is an algorithmic approach to solve combinatorial 
optimization problems (Kirkpatrick et al., 1984). Table 5 shows a brief summary 
of the studies published using simulated annealing for optimization energy system.

The work of Ekren and Ekren (2010) applied SA to optimize sizing of a wind-
photovoltaic-battery HES to minimize total Net Present Cost in Turkey. The paper 
of Agarwala and Kumarb (2012) applied SA to determine optimal sizes for hybrid 
photovoltaic-diesel-battery energy system. However, few studies have analyzed the 
HES by Simulation Annealing.

Tabu Search

Tabu Search (TS) originally developed by Glover, which is an iterative approach 
that starts from a random initial solution and tries to find a better solution escaping 
local optima (Glover & Laguna, 1999; Euchi & Chabchoub, 2009). Up to now, 
there are few researches has been developed a TS in HES. For example, the work 
of Katsigiannis and Georgilakis (2008) applied TS to determine optimal design for 
hybrid wind-photovoltaic-diesel-battery energy system with minimum cost.

MULTI-CRITERIA DECISION MAKING

Efficiency evaluation of energy systems can be a challenging task, where there are 
multiple factors. Multi-criteria decision making (MCDM) techniques have become 
increasingly popular in decision making aid for energy sector because of the multi-
dimensionality of energy systems and the complexity of different objectives (Shmelev 
et al., 2016; Elleuch & Frikha, 2018; Elleuch et al., 2019). Some of the MCDM 
methods that can be used are:

Table 5. Summary of Simulated Annealing method for Optimization HES

Author Method Objectif
Energy sources Best 

configurationWT SPV STH BI HY GE FF BT GC

Ekren & Ekren (2010) SA Economic X X X WT+SPV +BT

Agarwala & Kumarb 
(2012) SA Economic 

Environmental X X X SPV+FF+BT

WT: Wind Turbine; SPV: Solar Photovoltaic; STH: Solar Thermal; BI: Biomass; HY: Hydropower; GE: 
Geothermal; FF: Fossil Fuel; BT: Battery; GC: Grid-connected.
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•	 Analytic Hierarchic Process (AHP);
•	 Preference Ranking Organization Method for Enrichment Evaluations 

(PROMETHEE)
•	 Technique for Order Performance by Similarity to Ideal Solution (TOPSIS)
•	 Multi-Criteria Optimization and Compromise Solution (VIKOR)
•	 Data Envelopment Analysis (DEA)
•	 Etc

Table 6 shows a brief summary of the studies published using MCDM methods 
for evaluation energy system.

The study of Papadopoulos & Karagiann (2008) utilized an Electra III method 
to evaluate four renewable energy sources and decide the best scenario giving to 
the criteria such as economic feasibility, stability, and CO2 emissions. The paper of 
Brand and Missaoui (2014) apply the VIKOR method to evaluate five power mix 
scenarios power generation in Tunisia. Al Garni et al. (2016) used AHP to evaluate 
five renewable energy sources: solar, wind, biomass, and geothermal in Saudi Arabia 
according to various criteria economic, technical, environmental, social and political. 
The ranking results show that photovoltaic is the most favorable technologies. The 
work of Haddad et al. (2017) used AHP to evaluate and sustainability ranking of 
renewable energy sources in Algerian.

Software Tools For Hybrid Systems

The simulation is the best common practice, which saves more time and cost for 
simulating, optimizing and sizing of HES. Several software tools are available 
for this purpose like HOMER, HYBRID 2, EnergyPLAN, SOMES, TRNSYS16, 
HOGA, RETScreen. It is inferred from the literature that best applied software tools 
found in the literature review is Hybrid optimization method for electric renewable 
(HOMER). HOMER simulates diverse renewable energy source configurations and 
shorted them on the basis of single objective function for minimizing Net Present 
Cost (Himri et al., 2008, Askari & Ameri, 2012; Khan et al., 2017). Grid-connection 
is also considered in HOMER design procedure (Koussa et al., 2011; El-Tous, 2012; 
Adaramola, 2014; Nurunnabi & Roy, 2015; Usman et al., 2018; Al Garni et al., 
2018; Ahmad et al., 2018; Amit et al., 2018). Table 7 shows a brief summary of the 
studies published using software tools for optimization energy system.
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HYBRID APPROACHES

Hybridization is a method of combining two or more techniques (e.g. Euchi & 
Frifita (2017), Elleuch et al. (2019)). In recent years, diverse authors have developed 
hybrid approaches to optimize HES. Table 8 shows a brief summary of the studies 
published using Hybrid approaches for optimization energy system.

The work of Katsigiannis et al. (2012) used SA and TS, for Optimal Sizing of 
Autonomous Power Systems with minimum cost. Rojas abd Yusta (2015) apply a 
combination of two multicriteria decision-making methods to evaluate several HES 
according to various factors with technical, economic, environmental and social 
criteria. Yahiaoui et al. (2016) used PSO-simulation based method to optimal sizing 
of the hybrid wind-Photovoltaic-diesel system with three objectives: minimizing the 
total cost of the system, the total CO2 emission, and Loss of load probability LLP. 
The studies of Cayir et al. (2018) implemented a combination of goal programming, 
fuzzy-TOPSIS, and AHP. It was applied to determinate of energy investment policy 
for Power Company. Vishnupriyan and Manoharan (2018) applied a techno-economic 
optimization model based on HOMER simulation and AHP method to improve a 
HES in Indian state.

Table 9. Summary of advantages and disadvantages of optimization methods.
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Advantages and Disadvantages of Optimization Methods

Optimization methods applied to hybrid energy system have many benefits but it 
has various limits.

LOCATION SPECIFIC STUDIES

The HES studies are presently going worldwide, some specific locations where 
the studies are being carried out include, Egypt (Kamel, 2005), Tunisia (Brand & 
Missaoui, 2014), Senegal (Bilal et al., 2013), Algeria (Haddad et al., 2017), India 
(Vani & Khare, 2013), Australia (Clarke et al., 2015), Japan (Ren et al., 2009), 
Taiwan (Lee & Chen, 2009), Saudi Arabia (Al-Nory & Brodsky., 2014), Malaysia 
(Theo et al., 2016), Pakistan (Ahmad et al., 2018), mexico (Torres et al., 2014), 
Texas (Shadmand & Balog, 2014), Nicaragua (Ranaboldo et al., 2015), Crete 
(Koutroulis & Kolokotsa, 2010), Romania (Catalina et al., 2011), France (Panayiotou 
et al., 2012), Spain (Carroquino et al., 2015), Switzerland (Lauinger et al., 2016), 
Turkey (Buyukozkan & Guleryuz, 2016). A summary of location-specific studies 
for optimization HES have been reported in Table 10.

DESALINATION SPECIFIC STUDIES

In the literature, recently much effort has been dedicated to developing and 
enhancing systems for hybrid reverse osmosis (RO) desalination that use various 
energy technologies from solar Photovoltaic, Solar Thermal, wind, geothermal, 
grid connection diesel, battery power or other sources. However, we present some 
studies of energy systems modeling such as wind energy (Miranda & Infield, 2003; 
Dehmas et al., 2011), Photovoltaic energy systems (Georgiou et al., 2015 ; Ahmad 
et al., 2015; Esfahani & Yoo, 2016), Photovoltaic/wind (Cherif & Belhadj, 2011), 
wind/battery (Bourouni et al., 2011; Caldera et al., 2016; Cabrera et al., 2018), 
Photovoltaic/battery (Clarke et al., 2015 ; Monnot et al., 2018; Mostafaeipour et 
al., 2019), wind/Photovoltaic/battery (Koutroulis & Kolokotsa, 2010; Zhang et al., 
2018), Photovoltaic /diesel (Bilton et al., 2011;), wind/Photovoltaic/diesel (Setiawan 
et al., 2009; Novosel et al., 2015; Lai et al., 2016), Photovoltaic/diesel/battery (Wu 
et al., 2018), wind/Photovoltaic/diesel/battery (Gökçek, 2018; Padrón et al., 2019), 
wind/Grid (Kershman, 2003), Photovoltaic/Grid (Voivontas et al., 2001; Jones et 
al., 2016) and Photovoltaic/wind/Grid/diesel (Rheinländer et al., 2003). Table 11 
shows a brief summary of the studies published for optimization energy system in 
desalination plants.
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Koutroulis & Kolokotsa (2010) applied GA to determine optimal sizes desalination 
systems power-supplied by wind, photovoltaic and battery was determined to 
minimize cost. Georgiou et al. (2015) used AHP and PROMETHEE to evaluate five 
alternatives energy generation developed in a desalination unit in Jordan. Gökçek 
(2018) used HOMER software to evaluate seven alternatives (off-grid) power systems 
(wind-photovoltaic-diesel-battery) to provide electricity for an RO system to meet 
the fresh water demand on Bozcaada Island, Turkey. Wu et al. (2018) applied TS to 
optimal sizing of a reverse osmosis desalination based on photovoltaic and diesel 
energy plant for growing potable water availability and meeting the electrical load 
demand in Iran.

CONCLUSION

In the current era of sustainable development, energy planning has become complex 
due to the involvement of multiple benchmarks like economic, technical, social, 
environmental and Political. This chapter presents a review of the solution approaches 
for determining the HES systems, considering two principal classifications are stand-
alone and grid-connected systems. There are various modeling and optimization 
techniques of operations research used on HES systems, containing of optimization 
approaches, multi-criteria decision making, simulation, and hybrid approaches. 
This study encompasses the selected journal papers published especially in the 
last ten years. Other approaches will be considered in future research to improve 
HES. For our future works would be necessary to better adapt the innovative hybrid 
approaches to optimize HES with various factors such as economic, social, technical, 
environmental and health impact.
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ABSTRACT

In this chapter, we deal with the flow shop-scheduling problem through blocking 
known to be difficult, where there is no space and a task remains blocked on a 
machine until the next machine is available. For this reason, we propose the heuristic 
approach to minimize the delay (tardiness) as an optimization criterion. This chapter 
proposes a VNS-based heuristic the solutions of which are compared to those of 
the metaheuristic Greedy Randomized Adaptive Search Procedure (GRASP). We 
have developed a heuristic-based VNS to get better solutions in a reasonable time. 
Finally, comparisons with optimal solutions for small problems have shown that all 
versions can give good results; it would be interesting to extend the ideas presented 
in this document to the blocking flow shop at minimizing the total delay.

A Variable Neighborhood 
Search Algorithm to Solve 
the Flow Shop-Scheduling 
Problem Through Blocking:
Variable Neighborhood Search (VNS)

Dalel Bouzidi
Sfax University, Tunisia
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INTRODUCTION

In this chapter, we are interested in solving the flow shop scheduling problem 
through blocking constraint. This solution consists in treating a set of tasks on a 
set of machines.

In a blocking situation, the machine remains blocked by a stain until its operation 
on the next machine is finished and leaves the machine. The range of different flow 
shop problems is very wide and close to real applications. According to (Hall et 
al., 1996), the blocking of the scheduling problems can be related to the production 
process itself in which there is no waiting.

For example, blocking can be found in the manufacture of concrete blocking, 
which does not allow stock in a few steps of manufacturing processes (Grabowski 
et al., 2000) and in a robotic cell where a task can block a machine while waiting 
for the robot to pick it up and move it to the next machine (Sethi et al., 1992), In 
addition, the constraint of blocking consists of industrial waste treatment and rail 
transport (Gandibleux et al., 2006).

The flow shop scheduling problem with blocking constraint is classified among 
the NP-difficult problems. As a result, and like many so-called difficult problems, 
the exact methods remain limited. In fact, the use of approached methods is more 
frequent for problem-solving, particularly metaheuristics, which represent a rapidly 
growing field. Similarly, they use generic techniques that can optimize a wide range 
of different problems without major changes in basic algorithms. The advantage of 
this type of method is to build a large number of possible solutions in a reasonable 
time, and reuse of the information collected during the research through the evaluation 
of the generated solutions.

For instance, the Greedy Randomized Adaptive Search Procedure (GRASP) was 
introduced by Ronconi et al. (2009) to reduce the objective of this section is to explore 
and justify the application of the VNS algorithm (variable neighborhood search) 
for the scheduling of flow shop type problems with blocking constraints. Therefore, 
we present our method to solve this problem with the purpose of minimizing the 
total scheduling delay.

PROBLEM DESCRIPTION

Let J1, J2,…,Ji,…,Jn be the sequence to be evaluated, where Ji represents the task that 
occupies position i in the considered sequence, the, M1, M2,…, Mj,…Mm the ordered 
sequence of machines, Pk,j the processing time of task k on machine Mj, and dk the 
due date of task k, D

Ji ,0
 the starting date of the task Ji on the first machine and 
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D
Ji , j  the starting date of the ask Ji on machine Mj. The departure dates of each task 

on each machine are given by the following expressions:
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Since the completion time of tasks ( D
Ji , j ) is known, therefore, the total delay 

is given by:

Proposed Heuristic

LBNEH Performance

LBNEH: According to the LBNEH algorithm proposed by Ronconi, (2005) and 
Armentano et al., (2000) based on the tests performed by the authors, LBNEH is the 
best constructive procedure for the minimization of the total delay on a flow shop 
problem with a blocking constraint and unlimited storage capacity.

The GRASP performance proposed by (Ronconi et al., 2009).
The Basic version: In fact, several tests were carried out to select the components 

of the GRASP in its basic version therefore, the following parameters were chosen. 
Moreover, the construction phase consists of the FPD rule (the adaptation processing 
as well as the deadline which generates a list of priorities among the distribution 
tasks associated with a list called RCL (TE Restricted Candidate List) which has been 
previously defined while in other cases, it may vary from one iteration to another. 
As a consequence, the description of the construction phase is presented as follows:
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Step 1: ket x= be an empty partial sequence.
Step 2: ket C= be all the tasks
Step 3: let c (e)=be the (e) for the candidates’ tasks e ∈ C.
Step 4: Build the RCL using the selected Scheme Based on Scheme 1
(RCL e C c e c pmin� � � � �� �� � | 1 , where p is a parameter in [0, ∝ ).
Step 5: Choose e from the RCL at random.
Step 6: Allocate job e at the end of the partial sequence x.
Step 7: Remove the selected job e from C.
Step 8: Compute c(e)=Fe for the candidate jobs e∈C.
Step 9: If x is not complete, go back to step 4.

Before using a local search, the solution is improved by the insertion procedure of 
the algorithm NEH. The local search utilizes the insertion move and first improvement 
strategy. The algorithm is executed until n local searches are completed or the 
maximum CPU time of the 1800s is reached.

GRASP with Path-Relinking

Path relinking was originally proposed by (Glover, 1996) as an intensification 
strategy that explores paths that connect high-quality solutions obtained by tabu 
search. (Laguna et al., 1999) the first presented the use of path relinking associated 
with GRASP as an intensification strategy. According to Resende et al., 2003 the 
application of Path relinking as an intensification procedure in each local optimum 
seems to be more effective than using it only as a post-optimization step. Therefore, 
for this implementation, a path is evaluated at each local optimum using a high-
quality solution as an initial solution and the local optimum as the guide solution. 
This strategy was chosen because, according to (Ribeiro et al., 2002), if only one 
path is to be investigated, the best solutions are found when the relinking procedure 
starts from the best solution. They also observed that exploring two different paths for 
each pair of solutions takes about twice the time needed to explore only one of them, 
with hardly any improvement in the quality of the solution. The high-quality solution 
used is randomly selected from the set S, which is stored during the application of 
GRASP. Every local optimum is considered to be part of S and is included in this 
set if the value of the objective function is better than any element of the set.

In order to build the path connecting the initial solution xi and the guide solution 
xg, the symmetric difference between them, given by ∆(xi,xg) must be calculated. In 
this problem, this difference is defined as the number of jobs that are not at the same 
absolute position in the initial solution and in the guide solution. First, the procedure 
examines all possible insertion moves m∈(xi,xg) of the initial solution and selects 
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the lowest cost solution. This move is made and is a new intermediate solution (x). 
If necessary, the best solution x* is updated. The set of available moves ∆(x,xg) is 
updated and a new iteration of the procedure begins with the current solution x. A 
similar search strategy is described by Resende et al., 2005). It should be noted that 
it is possible to connect xi to xg in up to m moves using insertion moves if each move 
is made of in an ordered way. However, if the moves are not ordered, it can be shown 
that more than m moves could be needed as one move can corrupt a previous one.

The steps below show the proposed path relinking strategy:

Step 1: When a local optimal xls is reached make xg=xls.
Step 2: Choose the initial solution xi from S and let iter = 1.
Step 3: Compute ∆(xi,xg) and make iter_max = ∆(xi,xg), where iter_max is the 

maximum number of iterations.
Step 4: Evaluate all moves m∈∆(xi,xg) 
Step 5: Choose the move m with the lowest cost solution.
Step 6: Set xi = x

i
⊕m  m, where ⊕  defines the insertion move execution.

Step 7: Let iter = iter +1.
Step 8: Let x* = the best solution (xi,x

*), where the best solution compares two 
feasible solutions and returns the best one.

Step 9: Compute ∆(xi,xg).
Step 10: If ∆(xi,xg)>0 and iter≤ietr_max, go back step 4.

Solution Representation

The well-known job-based encoding is frequently used in the literature of the flow 
shop problem with blocking, in this representation; the jéme  number in the permutation 
denotes the job located in position j. In order to guarantee the diversification in the 
solution, we use an initial random solution of P individuals uniformly distributed.

Initial Solution

In this part, we describe construction heuristics based on precedence rules from the 
literature, as well as their adaptations for the resolution of a problem considered. 
These heuristics have been proposed to solve the flow-shop with blocking with as 
criterion total tardiness.

The initial solution is generated by Earliest due date EDD: the jobs are sorted 
in ascending order of increasing due dates. In other words, priority is given to the 
most urgent tasks.
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A Variable Neighborhood Search Algorithm

Variable neighborhood search VNS is a metaheuristic with two steps: a local search 
that generates a local optimum and a shaking step to escape.

We have developed two local searches based respectively on insertion and 
permutation neighborhood structures (Jarboui et al., 2009). Specifically, the 
permutation procedure of swapping all jobs two by two (algorithm 1). The insertion 
procedure starts when the local optimum is reached and all permutation possibilities 
are executed. It consists of making all possible insertion movements by inserting 
each job in all possible positions within the current solution (algorithm 2). Then 
we return to the permutation procedure with the improved solution as the current 
solution, if a local optimum is found, we reapply the permutation procedure until 
the lack of improvement in the solution.

If the solution obtained is the best, we replace this solution with the new solution 
and we reset the number of iterations to 0, if we increment, the number of iterations. 
As a result, we move to the developed perturbation phase to modify the current 
solution to k consecutive neighborhood-induced motions where we choose two 
distinct positions (i, j) randomly following the uniform distribution in the interval 
[1, n] of the best solution and the jobs are traded on these positions. The entire 
procedure is repeated until reaching the maximum number of iterations. They are 
presented pseudo-code of the algorithm is given in algorithm 3.

Algorithm 1: pseudo-code of swap local search procedure
1: Procedure swap local search (x0)
2: xbest=x0; //xbest is the best solution obtained by swap local search procedure
3: set i=1;
4: do
5: set j=i+1;
6: while (j≤n)
7: � �x  Permuter the jobs in the positions i and j in xbest;
8: if TT x x

best
�� � � � �� �TT  then //check the improvement of best solution

9: x x'
best

= ;
i=i‑1;
10: j=i+1; 
11: else
12: j=j+1; 
13: end if
14: end while
15: i=i+1; 
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16: if (i>n‑1) then i←1; 
17: until (no possible improvement)
18: return xbest;
19: end

Algorithm 2: pseudo-code of insert local search procedure
1: Procedure insert local search (x0) 
2: xbest=x0; //xbest is the best solution obtained by insert local search procedure
3: Set i=1;
4: do
5: set j=1;
6: while (j≤n) 
7: � �x  Insert the jobs in the position i to position j in xbest;
8: if TT x x

best
�� � � � �� �TT  then //check the improvement of the best solution

9: x x'
best

= ;
10: i=i‑1; 
11: j=1; 
12: else
13: j=j+1; 
14: end if
15: end while
16: i=i+1; 
17: if (i>n) then i=1; 
18: until (no possible improvement)
19: return xbest
20: end

Algorithm 3: pseudo-code of VNS algorithm
1: Procedure VNS (x0) 
2: xbest=x0; // xbest is the best solution obtained by VNS procedure
3: xcurrent=x0;
4: do
5: do
6: � �x  swap _local_ search (xcourant);
7: xcourant← insert _local_search (x0);
8: Until (no possible improvement)
9: if (TT(xcurrent)<TT(xbest)) then // check the improvement of the best solution
xbest=xcurrent;
10: end if
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11: xcurrent=xbest
12: find i and j randomly and permute the jobs I the positions i and
13: j in solution current
14: until (stopping criterion is found)
15: return xbest;
16: end
17:

Numerical Experiments

The codes were written in C ++ and the tests were conducted on an Intel® Pentium® 
Dual with a 2.3 GHz processor, Windows XP, and 512 Mb RAM. The VNS heuristic 
is evaluated by the percentage improvement ratio compared to the LBNEH algorithm 
proposed by (Ronconi, 2005) (Armentano et al., 2000) were considered, with m = 
5, 10 and 20 and n = 20, 50, 100,200 and 500. The improvement PI is calculated 
using the following expression:

PI � �
�

T T

T

LBNEH VNS

LBNEH

100 	

where TLBNEH and TVNS are the values total tardiness obtained by the algorithm 
LBNEH and VNS respectively. 

When TLBNEH = TVNS = 0 the improvement obtained by VNS in relation to LBNEH 
is defined as zero (as in all the other cases where TLBNEH = TVNS). When TLBNEH =0 
et TVNS>0, the above expression suggests an improvement of - ∞. However, this 
case did not occur in the presented computational experiments.

The VNS metaheuristic is evaluated by the relative percent improvement over 
the metaheuristic GRASP base version and GRASP path relinking.

Table 1 shows the average percentage improvement of each class with 10 problems. 
The overall average percentage improvement of 34.65% was achieved by VNS.

In most cases, increasing the number of jobs with the same machine takes 
advantage of the performance of the VNS algorithm. PI max can be observed the 
best average results of PI min and PI moy, the Tmin column shows the average 
CPU time is the best of Tmax and T moy so the CPU time of VNS is better results 
than GRASP. The main exception is the case of job 500 and machine 20, probably 
because of the short CPU time allow to running the algorithm.

It should be noted that the basic version GRASP algorithm is faster, although 
better solutions can be found by the VNS algorithm.
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CONCLUSION

This document is interested in flow shop type scheduling problems with blocking 
considering the total tardiness as optimization criterion where the buffer is zero.

In this thesis, the minimization of the total tardiness has been studied in a flow 
shop scheduling problem with blocking. We proposed a local search-based approach 
called VNS.

In a comparison of the VNS against the basic version GRASP algorithm, the 
proposed algorithm presented an average percentage improvement of 34.65%.

Then we developed a VNS based heuristics to get better solutions in a reasonable 
time. Finally, comparisons with optimal solutions for small problems have shown 
that all versions can give good results, it would be interesting to extend the ideas 
presented in this document to the flow shop with blocking to minimize the total 
tardiness.

Table 1. Percentage improvement of VNS compared to basic version GRASP and 
path re-edition path.

Instance 
n × m

GRASP version 
de base

GRASP path-
relinking VNS

PA
CPU 
temps 

(s)
PA

CPU 
temps 

(s)

PI 
min

PI 
moy

PI 
max

Tmin 
(s)

Tmoy 
(s)

Tmax 
(s)

20 × 5 42.24 0.10 44.42 0.11 55.91 55.43 54.74 0.20 0.65 2.03

20× 10 16.78 0.19 17.48 0.22 21.25 21.00 20.64 0.45 0 .80 1.79

20 × 20 9.68 0.31 9.09 0.34 10.06 9.95 9.88 0.91 1.22 1.58

50× 5 57.32 9.48 60.14 9.72 75.70 73.77 72.00 4.34 6.96 9.67

50 × 10 39.85 23.71 40.15 24.51 51.45 49.45 46.97 12.35 17.81 25.88

50 × 20 29.94 38.11 30.70 39.55 35.75 34.81 33.69 23.96 35.21 48.46

100× 5 59.56 308.84 59.95 317.87 85.61 84.22 82.64 31.41 58.40 91.75

100 × 10 45.94 730.46 46.66 755.73 65.51 63.77 62.15 82.48 148.08 232.26

100 × 20 33.90 1517.56 34.24 1576.46 48.90 46.97 44.09 182.85 377.20 653.60

200 × 10 40.44 1705.82 39.75 1676.97 70.05 68.24 66.49 974.93 1594.45 1800.01

200 × 20 28.76 1800.02 27.81 1803.66 48.65 75.02 46.05 1800 
.01 1800.01 1800.01

500 × 20 11.38 1800 
.02 9.57 1800.03 39.39 38.30 37.19 1800.01 1800.01 1800.01

Moyenne 34.65 661.22 35.00 667.10 50.65 51.74 48.04 409.49 464.73 538.92
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ABSTRACT

Welfare community projects, mainly related to health care, are essential for the 
development of societies. For this reason, the optimization of its resources through 
methodologies that support decision making becomes of interest for all stakeholders 
in order to reach the target users. In Colombia, particularly in the city of Medellin, 
several social projects are being developed seeking to provide health and other 
social services to vulnerable populations. The purpose of this chapter is to deal 
with a real application of the home health care routing and scheduling problem 
(HHCRSP), in which a set of health professionals grouped by teams should visit a 
set of users geographically scatter over the city. Here, it is proposed a mixed integer 
linear model and a heuristic solution approach. The mathematical model is based 
on vehicle routing problem with pickups and deliveries (VRPPD) with additional 
features related with the specific application and geographical conditions.
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INTRODUCTION

Welfare community projects, mainly related to health care, are essential for the 
development of societies. For this reason, the optimization of its resources through 
methodologies that support decision making becomes of interest for all stakeholders 
in order to reach the target users. The population aging and the increase in the care 
requirements for chronic diseases have overtaken the health institutions capacity, 
generating a growing trend in home care. In Colombia, particularly in the city of 
Medellin, several social projects are being developed seeking to provide health 
services to vulnerable populations. One of these projects seeks to deliver attention 
to low-income disabled citizens, which are called users in the sequel, and their 
caregivers through four areas of health: psychology, nutrition, physiotherapy and 
nursing. This social project aims to give health services from each area to each 
user and the corresponding caregiver during a given horizon period. In that sense, 
professionals should visit home users by designing adequate routes to be performed 
by team each day.

In the field of Operations Research this problem is closely related to the Home 
Health Care Routing and Scheduling Problem (HHCRSP), which can be described 
as the problem in which a set of patients, dispersed on a geographical area, need 
care services, that is, home visits, which must be provided by professionals from a 
health service institution. The problem aims to define a set of routes to manage the 
group of patients. The objectives can vary and depend on each context and institution. 
Among the more common are the maximization of the patients served, as well as 
their level of satisfaction. On the other hand, operational performance measures can 
be sought such as cost, travel time or waiting times minimization, among others.

The HHCRSP is considered a variation of vehicle routing problem (VRP), which 
is a combinatorial optimization problem with multiple applications that has been 
extensively studied in the literature (Vidal et al. 2013). There is a wide range of 
applications that has led to proposing variants to the problem that include different 
characteristics and restrictions, which can be called attributes, seeking to obtain more 
detail of the system or decision making, which is known as multi-attribute vehicle 
routing problem (MAVRP) (Vidal et al. 2013). Many HHCRSP applications can 
be considered as MAVRP. The dimensions of this type of problem is an obstacle to 
the use of exact methods for the solution, so most of the authors propose heuristic 
methods.

The purpose of this chapter is to deal with a real application of the HHCRSP 
based on a social project from Medellin, Colombia. In this application a set of health 
professionals from different specialties of health should visit a set of users. This 
project has associated around 1,920 users, three teams of four professionals and a 
time horizon of five months, which applies around 7,680 visits and each professional 
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must attend on average 5,8 users every day. Each user must be visited once by one 
professional of each of four specialties. The visits, from the different professionals, 
to each user are performed in such a way that two consecutive visits are separated by 
a period of at least four weeks. There are no precedence nor specific order between 
different areas of health. A vehicle is available for each team of professionals and 
it must leave them and pick them up to user homes. Professional also can move 
between user homes by walking as long as the distances does not exceed a maximum. 
A solution also includes to decide which transportation mode must be used. As 
the time is limited for the project and professionals time is scarcer, here it is used 
as objective function the minimization of the traveled time and waiting time by 
professionals, i.e. the time in which they are not on an appointment. Note that the 
number of professional can vary for every travel and it is not necessarily optimal to 
transport only one professional every time.

Here it is proposed a mathematical model and a heuristic solution approach. 
The mathematical model is based on VRP models with Pick up and Deliveries 
(VRPPD) and additional features coming from selective and resource constrained 
problem. Note that, as some travels can be done by walking, vehicles do not need 
to pick up and deliver professionals for every node. In addition, professionals have 
the role of resources due to they are available until they start a service and cannot 
be delivered to other user’s homes until they finish the service in process and they 
have been picked up. The proposed solution methods contribute in the following 
decision making within the project:

•	 Assignment of visits that are performed by each of the health professionals, 
looking for a balance in the daily visit load of each one of them.

•	 Definition of the route order for each vehicle assigned to the teams.
•	 Definition of which transportation mode (vehicle or walking) should be used 

by the professional in the assigned route.
•	 Definition of the minimum time sufficient for the fulfillment of the attention 

goals, that is, to comply with the defined user coverage.

The mathematical model is a mixed integer linear program which is tested with a 
small instance while heuristic algorithm is tested with both, a small instance in order 
to compare its performance and large instances inspired on real case to evaluate it 
in more practical cases. The results are compared by using an efficiency measure 
based on the ratio between the time required to give service to all patients and the 
total time used by routes in the solution.
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BACKGROUND

The first studies of HHCRSP are attributed to Begur et al. (1997), who developed 
a support system in spatial decision-making using a heuristic approach for daily 
nurses’ scheduling and routing for a real case of home-health-care (the Visiting 
Nursing Association (VNA) of Birmingham, Alabama provides services to residents 
in several counties of central Alabama encompassing an area of 2,727 square miles). 
The heuristic approach is based on the savings algorithm and enhance the solution for 
each nurse based on TSP an using the nearest neighbor heuristic. They also mention 
a MILP formulation to optimize nurses’ routes for a five-day routing problem.

Cisse et al. (2017) present a review of the recent models developed for the 
HHCRSP, defining the most relevant characteristics that are considered in these 
models, analyze them according to the restrictions and objective functions, and 
finally, discuss future research directions. They emphasize that the features considered 
in the existing HHCRSP models reflect the diversity of HHC operations and can 
be divided into three groups depending on whether they concern the HHC service 
organization, patients, or care workers. A given HHCRSP model results from the 
combination of features considered in the formulation of the problem. Each feature 
is formulated as either a constraint or a satisfaction. Table 1 show the different 
constraints used based on the three described groups. They also define the most 
frequently used criteria to evaluate a solution which are classified in four main types: 
minimize total routing cost, minimize the number of unassigned services, minimize 
the number of care workers and maximize satisfaction.

The developed models, by the particularities of each problem, are not easily 
comparable to each other. Nevertheless, the authors present below a brief review 
of papers with a greater similarity with the problem that is intended to solve, either 
by the restrictions or by the defined objective functions.

Table 1. Classification scheme based on constraints (Cisse et al., (2017)

Actors Temporal constraints Assignment 
constraints Geographic constraints

HHC service 
organization

• Planning horizon 
• Frequency of decision • Continuity of care

• Sectors/districts 
• Typology of HHC 
services provided

Patient

• Frequency of visits 
• Time windows 
• Temporal dependency 
• Disjunctive services

• Preferences • Type of network 
between home locations

Care worker • Contract type 
• Capacity/working hours

• Qualification/skill 
• Workload balancing

• Location of care 
workers
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Trautsamwieser et al. (2011) address the Home Health Routing and Scheduling 
problem during times of natural disasters focused on the following objectives: to 
minimize the sum of driving times and waiting times and the dissatisfaction levels 
of patients and nurses. To achieve this, they defined seven aims for the objective 
function: travel time of professionals, extra work done, cost of unmet preferences, 
time windows of professionals and clients not met (soft restrictions), time not paid 
for transportation and service times covered by professionals with qualification 
levels above those required.

Liu et al. (2013) approach the vehicle scheduling problem for home health care 
logistics. It involves the delivery of medicines and medical devices from a defined 
depot to the patients’ homes, the delivery of special medications from a hospital to 
patients, the withdrawal of laboratory samples, unused medications and patient’s 
medical devices. The problem can be considered as a Pick up and Delivery Vehicle 
Routing Problem with Time Windows (PDVPRTW), with four types of demands: 
delivery of medicines from pharmacy to patient, delivery from a hospital to patient, 
transfer of a patient to a depot and collection from a patient to a medical laboratory. 
Each patient is visited by a vehicle and each vehicle visits each node at most once. 
Two models MILP are proposed. Then a Genetic Algorithm (GA) and a Tabu Search 
(TS) metaheuristics are proposed. GA is based on a permutation chromosome, a 
Split procedure and local search. The TS is based on the attributes of patient route 
assignment, an increased cost function, re-optimization of routes and aspiration 
levels based on attributes.

Fikar et al. (2015) deliver a solution to a real scheduling and routing problem, in 
which a transport service takes professionals with different skill levels to the users and 
picks them up after the completion of their services. It is considered the possibility 
of assigning restrictions such as walking towards clients, interdependencies, time 
windows and obligatory rules of time of work and rest. The introduced matheuristic 
algorithm consists of two stages, identifying possible routes for walking and optimizing 
the transport system. The numerical studies presented are carried out with real-time 
instances of the Austrian Red Cross, an important provider of home care services in 
Austria. The results show that the implementation of treks and the grouping of trips 
into solution procedures substantially decreases the number of vehicles required.

Braekers et al. (2016) indicated that home care providers often face multiple 
conflicting goals such as minimizing their operating costs and maximizing the level 
of service offered to their customers by taking their preferences into account. They 
proposed a bi-objective mathematical model which includes nurses’ qualifications, 
working regulations, overtime costs, travel costs depending on the mode of 
transportation, hard time windows and client preferences on visit times and nurses. 
A distinctive feature is that the scheduling problem for a single route is a bi-objective 
problem in itself, which considerably increases the difficulty of the problem. The 
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first objective function minimizes the total cost, which consists in the route cost 
and the required overtime, and the second objective function minimizes customer 
dissatisfactions, which is measured by the deviation in the selected attendance time 
and nurse. They also propose a metaheuristic algorithm integrating an LNS (large 
neighborhood search) within the framework of a multi-directional local search.

Frifita and Masmoudi (2018) addressed the problem of scheduling and routing 
for home care to dependent people such as citizens who have difficulty leaving their 
homes by offering them social, medico-social, and medical services such as cleaning, 
cooking, shopping, hygiene assistance, nursing, etc. The problem is defined as an 
extension of the vehicle routing problems with time windows and synchronization 
constraints (VRPTW-S). The objective described is to design lower cost routes for 
home care workers who serve a group of geographically dispersed clients, respecting 
time windows and time-dependent restrictions, such as synchronization, disjunction 
and priority between visits. In the article is proposed the mathematical formulation 
for the new variant called Vehicle routing problems with time windows, time 
dependencies (synchronization, precedence and disjunction), multiple structures 
and problems of multiple specialties (VRPTW-TD-2MS). They developed three 
VNS methods to solve this problem in a reasonable calculation time: Variable 
neighborhood search (VNS), General variable neighborhood search (GVNS) and 
General variable neighborhood search with ejection chains (GVNS-EC).

Fathollahi-Fard et al. (2018) formulated a new bi-objective optimization model, 
defined as Green Home Health Care (GHHC), as a variation of VRPTW in which 
a balance between transport costs and environmental pollution is pursued when 
considering the rate CO2 emission released per unit of distance according to the 
transportation type. Four heuristics presented were considered to find the best 
tradeoff between two conflicting objective functions and to alleviate the drawbacks 
the authors proposed a number of memetic metaheuristics. The improvements 
involved of both modification and hybridization of Simulated Annealing (SA) as a 
well-known single-solution metaheuristic employed repeatedly in the literature as 
well as Salp Swarm Algorithm (SSA) as a recent nature-inspired swarm algorithm.

Xiao et al. (2018) formulated a mixed integer linear programming model of 
a home health care scheduling and routing problem with daily planning horizon 
with the objective of minimizing the total operation cost. The model includes the 
synchronization of several caregivers that must be assigned to the same patient in a 
given time window. The proposed model also represents multiple restrictions, such 
as working time, caregiver qualifications and patient preference, and flexible lunch 
break requirements.

Decerle et al. (2018) addressed a HHCRSP problem with time window (availability 
according to patient preferences) and synchronization (some visits may require the 
presence of two staff members simultaneously) constraints. They developed a mixed 
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integer programming model and a memetic algorithm featuring two original crossover 
operators. The memetic algorithm is the hybridization of a genetic algorithm with a 
local search procedure. Decerle et al. (2019) addressed the same problem, HHCRSP 
with time windows and synchronization constraints, but with new restrictions that 
include workload balancing between caregivers. They developed a hybrid algorithm 
combining memetic and ant colony optimization algorithm and highlighted the 
efficiency of the proposed hybrid algorithm compared to other metaheuristics and 
commercial optimization solver. Decerle et al. (2019b) addressed the multi-objective 
home health problem, similar to those described earlier in this paragraph, with the 
aim of ensuring the applicability of the planning. The objectives considered in the 
proposed model are the minimization of the total working time of the caregivers, 
while maximizing the quality of service and minimizing the maximal working time 
difference among nurses and auxiliary nurses. A memetic algorithm is proposed for 
the solution of the problem.

Grenouilleau et al. (2019) addressed the HHCRSP in a one-week time horizon, 
where they take into account restrictions such as caregiver competencies, specialty, 
language, caregiver gender, patient availability (days and time windows), caregivers’ 
work shifts, minimum and maximum amount of working time per day and week, 
and the repercussions of delays in travel time through a time- dependent distance 
matrix. The solution method is based on a set partitioning formulation and a large 
neighborhood search (LNS) framework. They proposed an algorithm that solves a 
linear relaxation of a set partitioning model of using the columns generated by the 
LNS. Then, a constructive heuristic is called to build an integer solution.

In the real base proposed problem, each group of professionals has a vehicle 
which must leave each professional to different user home, and then it must pick 
them up to leave them to other user home and so on until all appointments are 
concluded. It is permitted that the professional walks between two user’s homes, 
as long as the distance between them below a defined maximum. Related with that, 
in the field of problems of pickup and delivery, Parragh et al. (2008) distinguish 
between two kinds of problems: the first class refers to situations in which all goods 
delivered must be loaded into one or more deposits and all the goods collected 
must be transported to one or more deposits. Problems in this class are often called 
vehicle routing problems with backhauls (VRPB). The second class includes all 
those problems in which goods (passengers) are transported between pick-up and 
delivery points (destinations) and are called vehicle routing problems with pickups 
and deliveries (VRPPD).
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PROBLEM DEFINITION AND MATHEMATICAL FORMULATION

Problem Description

The government is interested on give health attention and support to low-income and 
disable population and their caregivers. The project defines three teams made up of 
four professionals from different areas of health: psychology, nutrition, physiotherapy 
and nursing. Nowadays, each team manually determines the assignment or set of 
patients, the order of the visits, the routes to be followed by the vehicle and the 
transportation modes between home patients.

Each team has a vehicle that transports them and a set of assigned users who must 
receive a total of four visits, one per health area. According to this description, it is 
identified that it is a vehicle routing problem with multiple periods where the visits 
of the different professionals to a user are intended to be distributed throughout the 
time horizon of the project. It also has multi modes of transport since travels between 
home users can be perform on a vehicle or walking if distance is close enough. In 
addition, as professionals must be left on each node and pick them up after attention, 
it can be also modeled as a pick up and delivery problem.

Tables 2 and 3 present examples of assigning to professionals. Table 2 depicts an 
example of the assigning of 60 users (U1 to U60), which are visited once for 3 days 
by 4 professionals (PR1 to PR4). For instance, user U1 is visited the first day by the 
professional PR1. Here we assume that, in order to complete a solution with four 
visits, once for each professional, it is possible to visit it once and the pattern of the 
first visit can be repeated with different professional assignments. For instance, Table 
3 shows the same pattern assignment depicted in Table 2 with different professionals; 
i.e. user U1 is now visited the first day by the professional PR4.

Note that the number of users visited every day by each professional is not 
necessarily the same.

Each team, with the help of an address locator, identifies the users in a sector 
and defines the route for each professional considering the proximity between 
the users. There is a single point of departure or deposit for the vehicle and its 
professionals. According to the proximity of the users, professionals are left in 
each of their destinations. Considering that some of the journeys between users are 
short, professionals can go to their destinations walking. If required, professionals 
ask the vehicle to pick them up once the visit is over. It is possible that the vehicle 
has picked up another professional before or requires to pick up another professional 
just before taking them to their destinations (users), that is, there can be additional 
waiting times. The average attention time is 60 minutes for each user and each health 
area. At the end of the last user’s attention, each professional is picked up by the 
vehicle in their locations to return to the starting point.
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Figure 1 depicts an example of the development of a route with 3 professionals 
and 7 users that require attention. Straight continuous lines represent the vehicle 
travels, dashed lines represent walking travels and curved lines indicates the travels 
performed in order to pick up a professional in a home user. In the example the 
vehicle leaves the deposit and delivers the professional PR1 in node 4 (U4), PR2 in 
node 1 (U1) and PR3 in node 2 (U2). Once the service time has ended, the vehicle 
must pick up PR1 in node 4, PR2 in node 1 and PR3 in node 2 to continue with their 
visits in nodes 3, 12 and 7, respectively. Note that professional PR1 once finished 
the attention in node 3 goes walking to node 24 (dashed line). The vehicle has a 
waiting time in node 7 (attention time) until the professional PR3 finishes, then the 
vehicle picks up PR2 and PR1 in nodes 12 and 24 respectively. Finally, after picking 
up all professionals, the vehicle finishes its route in the deposit.

Table 2. Professionals scheduling for the first month and week

Week 1 - month 1

Day 1 Day 2 Day 3

PR1 PR2 PR3 PR4 PR1 PR2 PR3 PR4 PR1 PR2 PR3 PR4

U1 U6 U12 U17 U21 U26 U30 U36 U41 U46 U51 U56

U2 U7 U13 U18 U22 U27 U31 U37 U42 U47 U52 U57

U3 U8 U14 U19 U23 U28 U32 U38 U43 U48 U53 U58

U4 U9 U15 U20 U24 U29 U33 U39 U44 U49 U54 U59

U5 U10 U16 U25 U30 U34 U40 U45 U50 U55 U60

U11 U35

Table 3. Professionals scheduling for the second month, first week

Week 1 - month 2

Day 1 Day 2 Day 3

PR4 PR1 PR2 PR3 PR4 PR1 PR2 PR3 PR4 PR1 PR2 PR3

U1 U6 U12 U17 U21 U26 U30 U36 U41 U46 U51 U56

U2 U7 U13 U18 U22 U27 U31 U37 U42 U47 U52 U57

U3 U8 U14 U19 U23 U28 U32 U38 U43 U48 U53 U58

U4 U9 U15 U20 U24 U29 U33 U39 U44 U49 U54 U59

U5 U10 U16 U25 U30 U34 U40 U45 U50 U55 U60

U11 U35
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MATHEMATICAL DEFINITION

This chapter addresses a vehicle routing and scheduling problem whose purpose is 
to transport health professionals to different patients (users) homes, which means 
leaving and picking them up in different locations, seeking to minimize the spending 
time by professionals in transportation and waiting for a vehicle.

In order to model pick up and deliveries at patient homes, each node is represented 
by two separate nodes: one to deliver a professional an another to pick him up. 
Thus, the problem can be defined on a complete graph G=(V,A) where A= {(i,j): 
i,j∈A, i≠j} is the set of arcs and V= {0, 1,…, n,…, 2∙n} is the set of vertices. The 
vertex 0 represents the deposit, which is the starting and arrival point. The vertices 
V\{0} can be split on delivery nodes Vd= {1,2,…,n} and pick up nodes Vp= {n+1, 
n+2,…, 2∙n}. Note that for each pair of nodes (i,j+n) with i∈Vd and i+n∈Vp they have 
the same coordinates or geographical position. Each node i∈Vd has a service time 
or attention time s which must be accomplished before a professional leaves that 
node. In addition, each arc (i,j)∈A is characterized by a travel time τij (transportation 
time between nodes i and j when it is performed by a vehicle) and a walking time wij 
(transportation time when a professional walks between nodes i and j). A professional 
only can walk between two nodes if the distance (or travel time) between them is 
less than the maximum accepted distance W.

Figure 1. Route example
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Each user is visited by one of the professionals p∈P. In this context, professionals 
behave as renewable resources which are activated when a node is visited and cannot 
be assigned to another node until during the period of the service time. In that sense, 
it is assigned a demand qi to each node i, being 1 for each node in Vd and -1 for each 
node in Vp. When a route is performed it is possible to guarantee that the number of 
professionals (load of the vehicle) is greater than zero and is less than the capacity 
Q, i.e. a maximum of Q professionals by team are assigned.

A solution is a collection of feasible routes, starting and finishing at the deposit, 
which visits all nodes such that the waiting and transportation time of professionals 
is minimized. A feasible route includes professional assignments and transportation 
modes decisions. Note that, given that exists a working time duration, routes cannot 
last more than that limit M.

It can be assumed, without loss of generality, that the set of routes contained on 
a solution can be organized to be performed during a number of days. For instance, 
if a solution is composed by nine routes and there are three teams available, three 
routes can be performed every day for three days.

Mixed Integer Linear Formulation

The HHCRSP defined in this chapter can be mathematically formulated as a mixed 
integer linear program (MILP). In the literature it can be found several mathematical 
models, however, they differ from specific features included on each study. To the 
best of our knowledge, there are not a mathematical model with the specific features 
dealt in this chapter. The mathematical model proposed for the problem under study 
is presented by Equations (1) to (34).

In this MILP, nodes represent users. But, as a vehicle visits each node twice (once 
to leave a professional and them to pick him/her up), copies of nodes are created 
in order to have a delivery node and a pickup node associated to each user. In a 
similar way, every delivery node demands the service of a professional and every 
pickup node allows to have a professional available for next users in the route. The 
last feature is modeled by defining a demand equal to 1 for delivery nodes and -1 
for pickup nodes.

Finally, it is assumed that it is not necessary to define the routes for the total 
horizon period and all visits of all professional. Instead, the proposed MILP assures 
a visit of one professional for each user, and after that routes are performed, they 
can be repeated differing only on the professional assigned to each user.

In the sequel the subscripts, sets, parameters, decision variables, objective function 
and constraints are defined.
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Subscripts

i: Represents the previous user location, i.e. origin of an arc.
j: Represents the next user location, i.e. destination of an arc.
k:: Represents a route.
p: Represents a professional.

Sets

Vd={1,2,…,n}: Set of delivery nodes.
Vp={n+1,n+2,…,2∙n}: Set of pickup nodes.
V V Vd p� � �� �0 : Set of all available nodes, delivery nodes, pickup nodes and 

deposit.
 �� �1 2, ,...,K : Set of routes.
P={1,2,…,Q}: Set of professionals.

Parameters

τij: Travel time in vehicle from node i to node j.
wij: Walking time from node i to node j.
s: Service time for the node j.
qi: Demand of professionals in node i. qi is equal to 1 for all i∈Vd, and -1 for all i∈Vp.
M: Maximum duration of the working day.
Q: Vehicle capacity i.e. number of professionals transported in the vehicle.
W: Maximum accepted walking time between nodes.

Decision Variables

x
if arc i j is traversed by the route k
otherwiseij

k �
� ��

�
�

1

0

, ,

,
.	

y
if arc i j is performed by walking in the route k
otherwisij

k �
� �1

0

, ,

, ee
�
�
�

.	

z
if nodei is served by professional p
otherwisei

p �
�
�
�

1

0

,

,
.	
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I
if nodei is served beforenode j by the samevehicleand

botharij
p �

1,
ee served by same professional p

otherwise0,

�

�
�

�
�

	

ti: Arriving time to node i.
Tk: Ending time of routek.
lij
k :  Load of vehicle k in the arc (i,j).

Mixed Integer Linear Formulation
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Equation (1) represents the objective function to be minimized. The main goal 
of the project is to minimize the time used by professional doing activities which 
are different to attend users, i.e. transportation and waiting for a vehicle or another 
professional. In that sense, for each professional it can be measured as the total 
time of routes less the time spent with a patient. Equation (35) sums up that time 
for all professional.

min F P T s Z
k

k
i V p P

i
p

d

� � � �
� � �
� ��


	 (35)

Nevertheless, as all users must be visited, the second term in Equation (35) is 
constant and it can be reduced to Equation (1). That is, minimize the total time spent 
by professional doing activities which are different to attend users is equivalent to 
minimize the total length or duration of routes.

Equations (2) to (7) refers to start or finish of each route. Constraints (2) guarantee 
that a route has at most one initial arc, but not all available route need to be used. 
Constraint (3) ensures that the first route is used within the solution. Constraints 
(4) and (5) avoid some infeasible arcs: routes cannot start on a pickup node nor 
finish after a delivery node. The restrictions (6) indicate that arcs of a route k only 
can be used for active route, i.e. routes with an initial arc. When a route is activated 
the maximum number of delivery nodes visited is n. Constraints (7) ensures that 
the routes are assigned in order, i.e. a route cannot be used if previous route is not.

Equations (8) to (12) help to configure feasible routes. Constraints (8) ensure 
that vehicle visiting node i must leave it. Constraints (9) guarantee that all delivery 
nodes are visited once; the professional can arrive using the vehicle or by walking. 
Constraints (10) guarantee that all pick-up nodes are leaved once. Note that when 
a travel is performed by walking from node i∈Vp to node j∈Vd, there is not arc 
leaving the node j and there is not arc arriving to node j. Constraints (11) guarantee 
consistency and integrality between flow in and flow out variables, including vehicle 
and walking travels. Constraints (12) indicate that only short distances, limited to 
W, can be performed walking.

Equations (13) to (15) are related to vehicle capacity and load of the vehicle; 
here load is referred to the number of professionals available in the vehicle to be 
left on visited nodes. Constraints (13) force to have one professional of each health 
area at the beginning and at the end of the routes. Q represents the total number 
of available professionals on teams, i.e. number of health areas. Constraints (14) 
guarantee that the number of professionals on traversed arcs (i,j) do not exceed Q. 
On the other hand, they must be zero for no traversed arcs. Constraints (15) ensure 
that when a vehicle arrives to a node i, the demand qi can be accomplish, get in 
(qi=-1) or get out (qi=1) a professional.
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Equations (16) to (20) limit decisions on assignments of professionals. Constraints 
(16) ensure that all delivery nodes have a professional assigned. Constraints (17) 
guarantee that the same professional p is assigned to nodes i and j if a professional 
travels between those patients homes by walking. In an opposite way, Constraints (18) 
avoids that a professional is assigned to two consecutive delivery nodes on a route. 
Constraints (19) indicate that if arc (i,j). is performed walking the corresponding 
delivery nodes must be assigned to the same professional. These constraints, contrary 
to (17), also indicates that node i is visited first which is used after to limit arrival 
times. Constraints (20) force to assign a visit order between two delivery nodes if 
they are visited by the same professional in the same route.

Equations (21) to (25) refer to arrival times at delivery and pickup nodes. Note that 
these constraints also avoid the presence of subtours. Restrictions (21) limit arrival 
times for first delivery node on each route. Constraints (22) limits the arrival time 
for two nodes consecutively visited by a vehicle. They differ, at least, on travel time 
and service time. Constraints (23) indicates that the difference between the arrival 
time to a delivery node and it corresponding pickup node is at least the service time. 
Similarly to Equation (22), constraints (24) limit the arrival time when a travel is 
performed by walking. Constraints (25) limit arrival time for nodes visited by the 
same professional.

Equations (26) and (27) are related to the length or duration of routes. Constraints 
(26) impose a maximum time duration for each route, i.e. the total duration of each 
rout must be less than a working day. Constraints (27) limit the finish of a route by 
its relation with the last visited pickup node.

Finally, constraints (28) to (34) represent the domain of the decision variables.
The total number of available routes K can be computed as the product between 

the number of available days and the number of teams.

MULTIPLE PHASES HEURISTIC APPROACH

This problem is considered a generalization of the VRP, that is defined by Lenstra 
and Rinnooy Kan (1981) as a NP-Hard problem since it cannot be optimally solved 
in polynomial time. Consequently, HHRSP is also considered as NP-Hard. Therefore, 
the proposed MILP can only be used to solve very limited size cases and a heuristic 
method is also proposed. The solution method is composed by four phases, as follows:

Phase One: Defines the group of users that are going to be visited by a route and 
the order in which they are going to be visited. In this phase, the savings 
algorithm (Clarke and Wright; 1964) is used looking for a routing for deliveries 
at each user.
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Phase Two: Assigns the travels which professionals must perform by walking from 
one user’s home to another. In this phase, a local search-based algorithm is 
used which replaces vehicle travels for slower walking travels if the walking 
distance is lower than a predefined value.

Phase Three: Defines the order to pick up the professionals from each user’s homes. 
In this phase a best insertion algorithm is used.

Phase Four: Assigns the professionals to each group of visits. In this phase is used a 
greedy algorithm which assigns every time the professional with less assigned 
jobs or users. It also takes into account that when a travel is performed by 
walking, case in which both users must be serviced by the same professional.

The following describes each of the algorithms applied to each phase.

Phase One: The Savings Algorithm

Clarke and Wright (1964) proposed a heuristic method, known as the savings 
algorithm, which is the basis of many other solution algorithms for VRP and CVRP. 
This method starts with a state that involves as many routes as nodes has the problem. 
Each route starts and ends in the depot, (0,i,0). Then it is defined the savings as the 
difference between the time of carrying out these two routes separately and the time 
by joining them in a single route. After, a couple of routes with maximum saving are 
selected and a new route is created as the union of those routes and their associated 
savings are updated. The method is described in the following steps:

Step 1: For each user i build and calculate the time taken by the route (0,i,0)
Step 2: Calculate sij for each pair of users i and j

sij i j ij� � �� � �0 0 	 (36)

Step 3: Let s max s
i j ij* * � � �where the maximum is taken among the savings that 

have not yet been considered. Let r
i*

 and r
j*

 be the routes that contain the 

users i* and j* respectively. If i* is the last user of r
i*

 and j* is the first user of 
r
j*

 and the combination of r
i*

 and r
j*

 is feasible, combine them.

Step 4: Remove s
i j* *  from future considerations. If there are remaining savings to 

be evaluated, go to step 3, if not, finish.
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Clarke and Wright (1964) proposed a parallel version and a sequential version 
of the savings algorithm. In the first, all the routes are built simultaneously, in the 
second the routes are built, as the name says, sequentially. The sequential version 
is used in this chapter.

Phase Two: Local Search-based Algorithm

This heuristic takes the solution obtained by the savings algorithm and try to improve 
it changing travels performed by vehicle for walking travels. This kind of moves 
reduces the time spent by professionals waiting for a vehicle.

The algorithm scans every visited node and evaluates if the distance between two 
consecutive nodes in the route can be done by walking. Remind that a travel can be 
performed walking if the distance wij is less than the maximum accepted distance 
W. In addition, as the visited nodes in the route are already defined by the savings 
algorithm, it is possible to impose a limit number of consecutive walking travels. 
This limit avoids to have a large number of nodes assigned to the same professional. 
Note that nodes in walking travels (origin and destination) are attended by the same 
professional. For instance, if a route obtained by savings algorithm has 12 nodes 
and there are four available professionals, a balanced assignment with 4 nodes per 
professional is desired.

The local search procedure is based on first improvement strategy, i.e. every time 
a travel satisfies the conditions, the transportation mode is changed from a vehicle 
travel to a walking travel. As only consecutive nodes are considered, the algorithm 
runs in linear time, O(n).

Phase Three: Best Insertion Algorithm

Solomon (1987) proposed an extension of the savings algorithm and was the first to 
generalize a series of heuristic algorithms for the VRP solution with time windows, 
and developed the heuristic insertion structure, which has been widely used in the 
literature for solutions of different problems through heuristic methods. The best 
insertion algorithm consists of:

Step 1: Select an initial route with m users. One of the routes obtained after step two.
Step 2: Sort the users to insert. Here, the user to insert are the pickup nodes.
Step 3: For each user that has not yet been included in the route, do the following:

◦◦ Calculate the cost (in time terms) of inserting it in each feasible position.
◦◦ Insert in the position that generates the lowest cost.

Note that capacity constraint defines the feasible positions of a pickup node.
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Figure 2 is an example of the sequence of best insertion algorithm, where it 
is defined a delivery route with tree different professionals. The sequence can be 
described as follows:

1. 	 Figure 2shows the defined delivery route and the node (4) to define the pickup 
order.

2. 	 Figure 2shows the first alternative for the pickup, that is, to wait until the first 
professional finishes the attention time to continue the route. It is implied that 
the other professionals are waiting in the vehicle to be “delivered”.

3. 	 Figure 2shows the second alternative where the professional in node 4 is 
pickup after the vehicle leaves the second professional in node 1. The arc (1,2) 
is eliminated and two new arcs are added, (1,4) and (4,2).

4. 	 Figure 2shows the third alternative where the professional in node 4 is pickup 
after the vehicle leaves the third professional in node 2. The arc (2,3) is removed 
and arcs (2,4) and (4,3) are added. Note that it is not feasible to pick up the 
node 4 after 2 since there are only 3 professionals, and the solution would have 
four consecutive deliveries.

5. 	 Figure 2shows the best alternative in time terms where the professional in node 
4 is picked up after node 2 and the next node to define the pickup in the route 
is node 1 (alternative described by Figure 2(d)).

6. 	 Figure 2shows the first alternative to pick up node 1, similar to alternative in 
Figure 2(b).

Figure 2. Best insertion sequence considering 5 delivery nodes and 3 professionals
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Phase Four: Assignment Algorithm

This algorithm finishes the routes construction by assigning professionals to each 
visited node in a route.

Given a feasible solution with pick up and deliveries from step three, this algorithm 
takes into account the available professionals and their number of assigned patients. 
The algorithm starts with zero assignments for each professional. When a delivery 
node is visited, it is chosen an available professional with the least number of 
assignments and that number is updated. The chosen professional is removed from 
the list of available professionals. When the delivery assigned node has walking 
travels after it in the route, the number of assignments takes into account the 
number of consecutive nodes with walking travels. On the other hand, if a pick up 
node is visited, the number of assignments does not change, but the corresponding 
professional is added to the list of available professionals.

COMPUTATIONAL EXPERIMENTS

In this section, both procedures are tested. MILP, due to the combinatorial behavior 
of the problems, is only tested with a very small instance. Heuristic approach is 
tested with larger instances. Due to the particularity of the problem, there are no 
available reference instances to test solutions, so the solution procedures are tested 
with instances based on the real case of study.

The first instance is defined by ten nodes including the departure point. The 
number of professionals is three and the working day duration is 8 hours. The 
maximum walking time is nine minutes. The MILP and the heuristic solution are 
proved in this instance where the results can be compared.

The second instance is defined by 30 nodes including the departure point, with 
the same parameters from instance 1. Only the heuristic solution is proved in this 
instance.

The third, fourth and fifth instances are defined by 101, 120 and 221 nodes 
respectively. In this instance the number of professionals is four, the working day 
and the maximum walking time are the same as previous instances. The heuristic 
solution in proved in this instance.

Computational results were gathered on an Intel Core i7-5600 U 2.6 GHZ Intel 
12 GB RAM, -with Windows 10, 64 bits.

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



96

Optimization Approaches for a Home Healthcare Routing and Scheduling Problem

Results of MILP

The mathematical model is tested with the smaller instance (9 delivery nodes). It is 
coded in Python 2.7.10 running on Windows 10 and Gurobi 8.1 is used to solve it.

Figure 3 describes the best solution found, which only uses a single vehicle. The 
figure shows the delivery nodes in the top where nodes are ordered in non-decreasing 
order of arrival time, and pick up nodes are in the bottom in front of their respective 
delivery nodes. The arrows indicate the route followed by the vehicle. There are 
no walking travels. It is important no notice that Gurobi does not find an optimal 
solution after 3 running hours, and the reported gap between the best known solution 
and the best lower bound is 65.5%.

It can be defined the efficiency of a solution as the relation between the time 
required to give service to all patients and the total time used by routes in the solution 
as presented by Equation (37).

n s
P Tk

⋅
⋅

	 (37)

The efficiency of the solution presented in Figure 3 is 84.7%. That means that, 
on average, 84.7% of time professionals are servicing patients while 15.3% of time 
they spent time on transportation and waiting time.

Results of Heuristic Solution

The heuristic algorithm is also coded in Python 2.7.10 running on Windows 10. 
This algorithm is tested with 5 instances from 10 to 221 delivery nodes.

For the smaller instance, also tested with the MILP, Figure 4 depicts the solution 
found by the heuristic method in the same way presented for the MILP solution. As 
the solution found by MILP, only one vehicle is used. Nevertheless, as the proposed 

Figure 3. MILP results scheme for a 9 patients’ instance
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heuristic favors walking travels when it is feasible, this solution uses more times 
this transportation mode. The arrows indicate the route followed by the vehicle, and 
dashed arrows indicate the walking arcs performed by professionals.

Compared with the MILP solution, the heuristic one gets routes 1.26 times 
longer. In terms of efficiency, the heuristic is around 20% times less efficient than 
the MILP with 65.5%.

Table 4 summarizes the results for 5 instances. The first column indicates the 
method used to get a solution. Columns two and three represent the instances, the 
number of delivery nodes and the number of professionals respectively. Columns 
four to seven are related to the solution’s features. Forth column shows the number 
of routes in the solution. Fifth column scores the average route length; this column 
equivalent to the objective function in presented by Equation (1) divided by the 
number of routes (column four). Sixth column presents the efficiency of the solutions, 
i.e. the percentage time spent for professionals on activities which do not include 
patient attention. Last column indicates the algorithm running time in seconds for 
each instance and method.

In these instances, the different routes defined in the solution allow only a few 
walking routes, particularly in instances 3 and 5. The results in terms of efficiency 
are not satisfactory in all instances. Some solutions have routes with a small number 
of delivery nodes, making difficult to assign professionals with a balanced load. 
Even though all the solutions are feasible and all restrictions are met. The solution 
efficiency decreases when the size of the problem increases. On the other hand, the 
running time increases with the number of patients.

It can be seen that there is a relationship between average route length and solution 
efficiency. For instance, for small instances (10 and 30 delivery nodes) the time per 
node is between 1.41 and 1.52 hours. The time per node for the solution found by 
MILP, which presents a greater efficiency, is around 1.21 hours. When this time 
is closer to s=1, the efficiency is greater. For larger instances, the time per node is 
between 2.84 and 4.1 hours.

Figure 4. Heuristic results scheme for a 9 patients’ instance
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FUTURE RESEARCH DIRECTIONS

The population aging and the increase in the care requirements for chronic diseases 
have overtaken the health institutions capacity, generating a growing trend in home 
health care mainly in Europe and the United States. Latin America is not indifferent 
to these phenomena but in a smaller proportion. Therefore, programs that involve 
home health care increasingly require tools that help decision-making, where the 
number of patients and the professionals required is increasing. Likewise, in the 
literature can be observed the growing interest in this type of problems in recent years.

The problem of routing and scheduling professionals with pickups and deliveries 
is considered a great application to different programs not only of home health care 
but also that offer different social services. This kind of models allow to give services 
to a geographically scattered population while reducing the required resources.

The results can show that there are opportunities to improve solution efficiency 
since average length is short for some instances. Different improvement heuristic 
algorithms and metaheuristics can be used in order to get more efficient solutions.

On the other hand, new features or objective functions can be considered. New 
objectives can include the minimization of the number of routes or days to cover 
all population, or monetary measures based on professional’s salaries. New features 
can include time dependent travel times, time windows and stochastic events like 
cancelled appointments.

Table 4. Results for 10 and 30 nodes instances

Solution 
method

Instance
Number of 

routes
Average 

route length
Solution 

efficiency
Running 
time (s)size Number of 

professionals

MILP 9 3 1 3.54 84.7% 10800.00

Heuristic 9 3 1 4.58 65.5% 0.01

Heuristic 29 3 2 6.80 71.1% 0.03

Heuristic 101 4 23 4.55 25.9% 0.57

Heuristic 120 4 14 6.10 17.8% 1.08

Heuristic 221 4 43 4.52 22.0% 9.43
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CONCLUSION

This chapter proposes a MILP that solves the problem of routing and scheduling for 
home health services with pickup and delivery for small instances. This model does 
not have practical uses since it cannot get optimal solutions even for instances with 
9 delivery nodes, neither feasible solutions for instances with 29 delivery nodes.

The proposed four-phases heuristic approach finds feasible solutions faster, even 
for instances with 221 delivery nodes. It is important to notice that nowadays the 
problem is dealt manually, so the four-phases heuristic algorithm can be used to 
support that process.

The efficiency of the solution also depends on the instance complexity. Instances 
are based on real case where delivery nodes correspond to patient’s homes and most 
of patients in this program are located at surroundings of the city. Efficiency of the 
solutions and routes lengths can be used to identify complex regions, difficult to 
include in routes with other nodes.

Finally, as stochastic events can occur during logistics operations, it is important 
to have fast methods able to reconstruct routes if some appointments are cancelled 
by patients, or variation on travels makes that the professionals cannot arrive to 
patient’s homes within a working day.
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KEY TERMS AND DEFINITIONS

Combinatorial Optimization: It is a subset of mathematical optimization that 
is related to operations research, algorithm theory, and computational complexity 
theory. It involves algorithmic techniques to solve discrete optimization problems 
within a finite set of possibilities.

Health Systems: It refers to the organization of people, institutions, resources and 
policies with the aim to improve the population health and deliver health services.

Heuristic Algorithms: It refers to a set of procedures or methods that search, 
fast and easily, good quality solutions for complex problems.

Mixed Integer Linear Programming: It involves optimization problems make 
up of linear functions where some decision variables are constrained to be integers 
and other are allowed to be continuous.

Multi Modal Transportation: It is a transport system which includes several 
ways to move material, goods or people from one or several origins to one or several 
destinations.

Pickup and Delivery: It is related to logistic services where material or people 
need to be collected at some sites (nodes) and others need to be delivered at other sites.

Vehicle Routing Problems: It is a classical combinatorial optimization problem 
where a set of vehicles need to visit once a set of nodes.
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ABSTRACT

In this study, rovers of ambulances were identified and determined quickly and 
practically via ant colony optimization. Non-intuitive methods can also be used 
to determine the routing, but when the number of nodes is large, and the number 
of operations is very large, the heuristic methods are more practical. The purpose 
of this work is to use ant colony optimization via C# for ambulance routing. The 
patients were served as soon as possible thanks to ambulance routing. In this the 
effectiveness of the ambulance has been increased. In this study, 12 nodes were 
selected as an application. The nodes were used to determine the route of the 
ambulance in-home health care.

INTRODUCTION

Home health care is growing in the French medical sector since demands increase. 
Organizations providing home care services are willing to optimize their activities 
in order to meet the increasing demand for home care. Consequently, research on 
this problem has appeared by the end of the 20th century. Most of the work being 
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application-based, the number of publications rises to cover the different variants of 
the problem. The problem is complicated by factors such as caregivers qualification, 
various patients demand, multiple home care offices, caregivers workload limitation, 
shared visits, patients availability and workload fairness among caregivers (Decerle 
et.al., 2017, Bertrand, 2010).

Home Health Care is a wide range of health care services that can be given in one’s 
home for an illness or injury. In recent years, the health care industry has become 
one of the largest sectors of the economy in developed countries such as France, 
Germany, Australia, etc. Since the transportation cost is one of the most important 
spendings in the company activities, it is of great significance to optimize the vehicle 
routing problem in home health care company. According to a survey (Mankowska 
et al., 2014; Harris, 2015; Liu et al., 2013) of the home health care companies, 
each day, an HHC company carries out various logistics activities including the 
delivery of drugs or medical instruments from the pharmacy to patients, and pickup 
of the biological samples and waste from patients’ home to the laboratory. A large 
number of patients are located in a town or village, and the task of a home health 
care company is to provide health care services to the patients at ones’ homes one 
by one. The main operational process of the HHC can be summarized as three steps 
(Shi et al., 2017, p. 13987):

1. 	 The HHC company collects information from the patients, this information 
may include: name, address, sex, type of the illness, symptom and other related 
information;

2. 	 The HHC company plan to arrange the visited routes and assign nurses according 
to the information collected;

3. 	 The nurses are scheduled to visit the patients. Each nurse is assigned to a 
planned route, and he/she has to carry out all of the service-related activities 
for the route. This nurse will drive the vehicle to visit the patients one by one 
according to the designed route.

Among the first papers about home health care, Begur et al. (1997) described a 
decision support system not taking into account time window and shared visits in 
opposite to Cheng and Rich (1998) who considered patients and care givers time 
window as well as multiple home care offices. They solved small instances with 
exact and heuristic approaches. Shared visits have been lately studied in the literature. 
Eveborn et al. (2006) developed a decision support system for an application in 
Sweden including shared visits who have also been studied by Rasmussen et al. 
(2012) using a branch-and-price algorithm or by Mankowska et al. (2014) using an 
adaptive variable neighborhood search algorithm as solving approaches (Decerle, 
2017, p. 14662).

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



104

An Application for Routing Ambulance via ACO in Home Healthcare

A SHORT LITERATURE REWIEV

Liu Ran et. al. (2013) studied a vehicle scheduling problem encountered in home 
health care logistics. Each patient is visited by one vehicle and each vehicle visits 
each node at most once. Patients are associated with time windows and vehicles with 
capacity. Two mixed-integer programming models were proposed. They proposed 
a Genetic Algorithm (GA) and a Tabu Search (TS) method. The GA is based on a 
permutation chromosome, a split procedure and local search. The TS were based 
on route assignment attributes of patients, an augmented cost function, route re-
optimization, and attribute-based aspiration levels. These approaches were tested 
on test instances derived from existing VRPTW benchmarks.

Liu Ran et. al. (2014) proposed a Tabu Search method combined with different 
local search schemes including both feasible and infeasible local searches. The 
proposed approaches were tested on a range of instances derived from existing 
Vehicle Routing Problem with TimeWindow (VRPTW) benchmarks and benchmarks 
on special cases of their problem. Numerical results show that local search scheme 
starting with an infeasible local search with a small probability followed by a feasible 
local search with high probability is an interesting hybridization.

Shi et.al. (2017). studied a Home Health Care Routing problem with stochastic 
travel and service time is considered, and a stochastic programming model with 
recourse is proposed. Stochastic simulation method and hybrid genetic algorithm 
were integrated to solve the proposed model. Their study considers a Home Health 
Care Routing Problem with stochastic travel and service time, which comes from 
the logistics practice of the home health care company. A stochastic programming 
model with recourse (SPR) was proposed, the Hybrid Genetic Algorithm (HGA) 
and stochastic simulation method are integrated to solve the proposed model. Three 
series of experiments were carried out to evaluate the model.

Decerle et.al. (2017). proposed a general mixed-integer programming model for the 
home health care routing and scheduling problem with route balancing. The proposed 
model handles most of the known characteristics in order to be application-based 
independent. A memetic algorithm was proposed to evaluate the multi-objective 
approach on several instances and support decision-making. The impact of the focus 
on route balancing was analyzed on the behavior of the objectives.

ANT COLONY OPTIMIZATION (ACO)

In the early 1990s, ant colony optimization (ACO) was introduced by M. Dorigo 
and colleagues as a novel nature-inspired metaheuristic for the solution of hard 
combinatorial optimization (CO) problems. ACO belongs to the class of metaheuristics, 
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which are approximate algorithms used to obtain good enough solutions to hard 
CO problems in a reasonable amount of computation time. Other examples of 
metaheuristics are tabu search, simulated annealing, and evolutionary computation. 
The inspiring source of ACO is the foraging behavior of real ants. When searching 
for food, ants initially explore the area surrounding their nest in a random manner. 
As soon as an ant finds a food source, it evaluates the quantity and the quality of the 
food and carries some of it back to the nest. During the return trip, the ant deposits 
a chemical pheromone trail on the ground. The quantity of pheromone deposited, 
which may depend on the quantity and quality of the food, will guide other ants to 
the food source. As it has been shown in, indirect communication between the ants 
via pheromone trails enables them to find shortest paths between their nest and food 
sources. This characteristic of real ant colonies is exploited in artificial ant colonies 
in order to solve CO problems (Dorigo and Blum, 2005).

Ant colony algorithms were first proposed by Dorigo and colleagues as a 
multi-agent approach to difficult combinatorial optimization problems such as the 
traveling salesman problem and the quadratic assignment problem. There is currently 
much ongoing activity in the scientific community to extend and apply ant-based 
algorithms to many different discrete optimization problems. Recent applications 
cover problems such as vehicle routing, job shop scheduling, quadratic assignment 
problem, and so on (Kulatunga et. al., 2006).

ACO APPLICATION VIA C# FOR AMBULANCE ROUTING

This work was used to calculate the shortest path in this study, by passing through 
all the nodes according to the ant colony algorithm and providing a closed loop by 
returning to the starting point, provided that the dropped node does not come back. 
These types of problems are referred to as traveling salesman problems.

Figure 1. Natural Behaviors of Arts
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In this study, 12 nodes were selected as an application. The nodes were used to 
determine the route of the ambulance im home health care.

The problem is a traveling salesman type problem in which the aim is to create the 
shortest trip by visiting each node once. There are many ways to solve such problems.

When the number of nodes are too much instead of finding the optimal solution, 
generally it is preferred a solution that can be find in a reasonable time close to 
optimal solution with heuristic algorithms.

The solution of the ambulance routing problem was found by ant colony 
optimization for 12 different nodes. The distances between the nodes are shown in 
the table.

The ant colony algorithm is not necessary to find the solution of this problem 
consisting of 12 nodes, but it is an appropriate example to show how the algorithm 
works.

Ant Colony Optimization that used to solve the problem was developed in 
Microsoft Visual Studio. Net C # programming language.

Features of the computer used to run the software is Intel i5 2.4 GHz processor, 
4GB RAM with Windows 10 Operating System.

The algorithm for routing ambulance via ant colony optimization is shown as 
below:

Ant Colony Optimization Algorithm:
1. 	 Start
2. 	 define iterationCount, antCount, tour, localSolution[], globalSolution, 

pheromone, etc.
3. 	 Create tree structure for node connections
4. 	 for I = 0 to iterationCount
5. 	 for J = 0 to antCount
6. 	 Generate random number between 0-1
7. 	 if generated number is smaller than q0 select method1 else select method2

Method1: Select path with the most pheromone
Method2: Collect all possible paths
Divide all possible paths to total collected amount
Choose the path that has the greatest value

8. 	 Store the path information into memory
9. 	 if tour is impossible to complete go to step 6
10. 	 localSolution[J] = tour
11. 	 if tour is better than globalSolution then
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globalSolution = tour
12. 	 next I
13. 	 Update pheromone value on paths using localSolution[]
14. 	 Update pheromone value on paths using globalSolution

13. 	 next J
14. 	 Show the bestTour
15. 	 End

In practice, a cluster structure (array structure) is created for each node to which 
nodes can be traversed. Routes between the nodes are defined as array and initial 
pheromones are set to record pheromone information. Then, starting from the start 
node, each node transition is marked to not return the same node to the previous 
node again, and the next node is switched to the next node based on the pheromone 
values of the potential nodes that are to be passed next

Ant Colony Optimization parameters are; alpha = 1.23 (alpha indicates the 
importance of pheromone density), beta = 1.08 (the beta parameter indicating the 
importance of the path), evaporatipn = 0.08 (pheromone evaporation rate), q0 = 0.5 
(q0 The parameter that determines the probability of choosing the path in which the 
pheromone is dense).

The shortest path is: 1-3-2-4-8-7-11-12-10-9-6-5-1
The total road is: 36.24

Table 1. Distances Between Patients for Ambulance Routing Problem

Nodes 1 2 3 4 5 6 7 8 9 10 11 12

1 0 4 3,61 9,22 3 6,32 9,22 7,21 9,49 10,82 12,04 12,73

2 4 0 2,24 5,39 4,24 6,32 6,71 4,47 9,06 9,22 9,43 10,3

3 3,61 2,24 0 6 2,24 4,12 5,66 3,61 7 7,48 8,49 9,22

4 9,22 5,39 6 0 8,06 8,06 4,47 3,61 9,22 7,62 6 7

5 3 4,24 2,24 8,06 0 3,16 6,71 5,1 6,32 7,81 9,43 10

6 6,32 6,32 4,12 8,06 3,16 0 5 4,47 3,16 5 7,28 7,62

7 9,22 6,71 5,66 4,47 6,71 5 0 2,24 5 3,16 2,83 3,61

8 7,21 4,47 3,61 3,61 5,1 4,47 2,24 0 5,83 5 5 9,06

9 9,49 9,06 7 9,22 6,32 3,16 5 5,83 0 3 6,08 6

10 10,82 9,22 7,48 7,62 7,81 5 3,16 5 3 0 3,16 3

11 12,04 9,43 8,49 6 9,43 7,28 2,83 5 6,08 3,16 0 1

12 12,73 10,3 9,22 7 10 7,62 3,61 9,06 6 3 1 0

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



108

An Application for Routing Ambulance via ACO in Home Healthcare

Figure 2. Flowchart of Routing Ambulance Via ACO-1

Figure 3. Flowchart of Routing Ambulance Via ACO-2
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CONCLUSION

In this study, the shortest way for ambulance line was found using Ant colony 
optimization. The application is developed in C# programming language. Ant 
colony optimization technique is used for ambulance path planning problems. As 
a result, in this study ambulance ant colony optimization helped to determine and 
direct the route more practically and quickly. The advantage of this method arises 
especially when the number of nodes is large. It can be said that ACO is an effective 
optimization method for solving any problem that includes shortest way.
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ABSTRACT

This chapter examines two of the most important operational problems in seaport 
terminals, first, the berth allocation problem (BAP) which finds an optimal assignment 
of ships to the berths that minimise the total waiting time of all ships. Then we consider 
the ships containers to storage areas assignment problem (SSAP) which finds an 
allocation of ship containers to storage area that minimises the travelling time and 
containers dispersion. In the first step, a mixed integer linear program model is 
designed to address the BA problem with the aim of minimising the ships stay time 
in the port (known as the scheduling theory by the flow time). In a second step, the 
output of the first model is used in another mixed integer linear program model to 
solve the SSA problem with a view at reducing both travelling time and containers 
dispersion while satisfying storage capacities for the case where the containers of one 
ship can be partitioned into two different and consecutive storage area when needed. 
The experimental part is conducted on a real case, namely the Tunisian port of Radès.
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INTRODUCTION

Considered as an inter-modal interface in maritime Supply Chain, seaport container 
terminals play a primary role in maritime transportation. The process begins with 
a port allocation ship entering the dock where containers will be unloaded by 
shore cranes and transported by a Straddle Carrier (SC) or Reach Stacker (RS) 
to the storage area. Thus, the mode of transport changes from maritime to inland. 
Allocating berths for arriving containers is a key factor in promoting the efficiency 
of container handling as well as reducing the turnaround time and the congestion of 
a ship in the port. A practical way of enhancing the efficiency and competitiveness 
of the container terminals depends on the identification and resolution of several 
operational problems that usually occur in the port (Lobna, Hichem & Mounir, 2016). 
These optimization problems include Stowage Planning (Imai, Sasaki, Nishimura 
& Papadimitriou, 2016), Quay Crane Scheduling Lee, Wang, & Miao, 2008), Yard 
Truck Scheduling, Yard Crane Scheduling (Lee, Cao & Meng, 2007), Storage 
Allocation (Lee, Chew, Tan & Han, 2006) and Berth Allocation (Imai, Nishimura 
& Papadimitriou, 2001).

In practice, most ships are unproductive while they are stuck in a port. Accelerating 
the handling operation and improving the assignment of ships to berths and the 
containers to the storage areas are equally important to reduce the waste of time. 
Therefore, an efficient berth allocation at the seaport terminal is highly crucial for 
reducing the time spent by ships in the port and enhancing the competitiveness of 
ports. Further minimizing ships’ stay time and reducing congestion in ports has 
become a vital priority for seaport terminals (Lobna, Hichem & Mounir, 2016).

It should be noted that each berth can handle one ship at the same time and that 
the handling time of a ship depends on the distance between the berth and the storage 
area. Thus, we must consider the availability of berths and cranes responsible for 
unloading of the ship.

Due to the importance of choosing the berths and the storage areas, we have 
dedicated this paper to deal with the Berth Allocation Problem (BAP) and the 
Assignment of Ship Containers to the Storage Area Problem (SSAP). These problems 
have been extensively scrutinized in the following papers: (Lobna, Hichem & Mounir, 
2016; Imai, Nishimura & Papadimitriou, 2001; Zeinebou & Abdellatif, 2014; 
Zeinebou & Abdellatif, 2013; Peter & Kozan, 2001), which serve as a background 
for our paper.

This paper examines the BAP and the SSAP with the aim of minimizing ships’ 
stay time in the port and the traveling time of containers unloaded between the berth 
and the storage area as well as decreasing the dispersion of each ship’s containers in 
the storage areas. To address these problems, we present two mathematical models 
solved using CPLEX.
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The outline of the paper including a review of the literature which is provided 
in Section 2. In section 3 a description of the BAP and its mathematical model 
are presented. Section 4 presents The SSAP problem, its mathematical model. A 
real-life example from the port of Rades, in Tunisia is studied in Section 5. Finally, 
concluding remarks and directions for future research are suggested in Section 6.

LITERATURE REVIEW

The substantial increase of international trade dependent on maritime transport, 
and more particularly containerization, has placed the maritime container shipping 
industry at the centre of the global economy. Consequently, competition between 
ports has become fiercer with a view to improving the customer service. Chief 
among the performance measures of customer service is the berthing time of 
container carrying ships that accounts for a considerable proportion of its journey 
(Peter & Kozan, 2001). Shipping lines are mainly concerned with the waiting time 
and berthing time of the ships at the port. Nevertheless, the docking time for all 
the ports must be as small as possible to service all the ships efficiently. This will 
consequently satisfy customer requirements and reduce the costs and congestion in 
the port (Lee, Cao, Shi & Chen, 2009) as well.

In order to reduce the overall time spent in the port, two steps should be taken. 
First, it is essential to reduce the time in which the ships stay in the port (known 
in the Scheduling Theory by the flow time). This problem is conceptualized in the 
literature as the Berth Allocation Problem (BAP). Second, both the travelling time 
of a container from the berth until the storage area and the dispersion of containers 
need to be minimized. Thus, the aim is to reach an optimal assignment of berths 
containers to the storage areas (SSA).

However, in practice, the BAP consists in assigning all the ships to berths along 
the dock, but when we assign these ships, we must take into consideration some 
constraints such as the depth of water for ships berthing, the preferred docking 
area, etc. (Zeinebou & Abdellatif, 2014). Worth mentioning is that the BAP exists 
in a static version, in which the arrival times of ships are known in advance, and a 
dynamic version, where ships do not follow a schedule.

The BAP has been thoroughly studied in the literature. Some researchers (Imai, 
Nishimura & Papadimitriou, 2001; Pierre & Ceyda, 2003; Zeinebou & Abdellatif, 
2014; Xu, Li, & Joseph, 2012; Imai, Nishimura & Papadimitriou, 2001; Imai, 
Nishimura, Papadimitriou, 2003; Monaco & Sammarra, 2007;, Hansen, Oguz & 
Mladenovic, 2008; Golias, Boile & Theofanis, 2009) presented the discrete BAP as a 
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platform of a finite set of places. Others (Kim & Moon, 2003; Guan & Cheung; 2004; 
Imai, Sun, Nishimura & Papadimitriou, 2005; Moorthy & Teo, 2006; Lee, Chen & 
Cao, 2010) argued that ships can dock anywhere on the quay in the continuous BAP.

These researchers have investigated several techniques in an attempt to find a 
better solution to the BAP (or SAB) and SSAP. Many approximate methods have been 
used, namely Heuristics, Meta-Heuristics and hybridization procedures. For example, 
Zeinebou and Abdellatif (2014) proposed a mathematical model to minimize the 
time spent by the ships in the port and the distance travelled by containers of berth 
to the storage area. Different meta-heuristics have been used to solve this problem 
such as Genetic Algorithm, Simulated Annealing and their Hybridization. Barros 
et al. (2011) addressed the BAP using a Heuristic based on simulated annealing. 
Arango et al. (2011) developed a Heuristic procedure based on a genetic algorithm 
to solve a non-linear problem while Zhen et al. (2011) designed a Meta-Heuristic 
approach to solve a model that decides on uncertainties for the BAP.

Lai and Shih (1992) proposed heuristic algorithms for a BAP on the assumption 
of the FCFS (First Come First Served) allocation strategy. Kim and Kim (2002) 
devised a method for determining the optimal amount of storage space and the 
optimal number of transfer cranes for handling import containers. Lee et al. (2008) 
proposed an integrated model for yard truck scheduling and storage allocation for 
import containers. This problem was formulated as a MIP with the objective of 
minimizing the makespan of operations. A Genetic Algorithm and a dedicated 
heuristic algorithm were developed to solve the problem.

Preston and Kozan (2001) formulated a mathematical optimization model to 
minimize the time spent during the transfer of containers from the storage area to 
the ship and vice versa. A Genetic Algorithm was used to address this problem. Kim 
and Kim (1999) determined optimal routes for a single SC to retrieve containers, 
which need to be loaded on a ship from the stock, more efficiently. Their objective 
was to minimize the total travel time of the SC. As for Zhang et al. (2003), they 
studied the Storage Space Allocation Problem in the storage yards of a terminal so 
that the total transportation distance for moving containers between blocks and ship 
berthing locations is reduced.

Vacca et al. (2012) dealt with the simultaneous optimization of berth allocation 
and quay crane assignment in seaport container terminals. They presented a model 
based on an exponential number of variables that is solved using Column generation 
and an exact branch-and-price algorithm in order to produce optimal integer solutions 
to the problem. Lee et al. (2009) devised an approach that integrates the problems of 
Yard Truck Scheduling and Storage Allocation, Their work sought to minimize the 
weighted sum of total delay of requests and the total travel time of yard trucks. A 
hybrid algorithm was presented to solve this problem. Moussi et al. (2015) examined 
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the Container Stacking Problem and suggested a model that would determine the 
optimal storage strategy for various container-handling schedules. This problem 
deployed an efficient hybrid ant colony and simulated annealing.

Our work seeks to minimize the flow time of all the ships in the port, decrease 
the traveling time of containers unloaded between the berth and the storage area, 
and reduce the dispersion of containers in the storage area. In light of the seminal 
work of Zeinebou and Abdellatif (2014), we propose two mathematical models in 
this paper. The BAP model aims to decrease the flow time of all the ships in the port 
and can be used for both the static and dynamic berth allocation cases where ships’ 
ready time and berths’ availability are different from zero. A succinct description 
of the model is provided in Kallel et al.

Compared with that adopted by Zeinebou and Abdellatif (2014), our model has 
distinct additional characteristics. In fact, our model finds independent optimal 
solutions for both the BAP and SSA problems. A new formulation of the BA problem 
where the flow time is modelled as a variable is presented. Only the import part 
of the SSA problem is considered. Besides the minimisation of the dispersion of 
containers in the storage areas is guaranteed in the SSAP model.

Considerable effort has been made in order to solve many optimization problems 
using approximate methods (Heuristics and Meta-Heuristics) or Enumerative methods. 
Yet, heuristic and meta-heuristic methods did not guarantee optimality, provided 
only approximate solution searching through the set of feasible solutions, and were 
usually time-consuming, especially for large problems. More recently, optimization 
problems have been classified according to their computational complexity and the 
difficulty to find the optimal solution.

Finding an Optimal Assignment for the BAP

In this section, we present a mathematical model (introduced in a previous paper 
(Lobna, Hichem & Mounir, 2016)) that is designed to minimize the flow time of 
all the ships in the port and to reduce the waiting time and overall length of stay 
for all ships in the port.

Based on the work of Zeinebou and Abdellatif (2014), we present in this section 
a mathematical model, where we consider that both the ready time and availability 
of ships are different from zero. We notice that this model can solve the static and 
dynamic versions of BAP at the same time.

This mathematical model takes into account the following hypotheses:
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•	 The planning process is considered at the same time as static (SBAP) (the 
arrival times of all the ships are known in advance) or dynamic (DBAP) (all 
the ships may come after the start of the scheduled plan).

•	 Each berth can accommodate only one ship at the same time.
•	 Each ship can be assigned to only one berth.
•	 The processing time of the ship remains unchangeable for all berths.
•	 Physical restrictions on the docks considered here are water depth and berth 

length.
•	 When a ship is assigned to a dock post, it will remain in office until the end 

of its stay in the port.

1. 	 Parameters and Decision variables:
a. 	 Parameters:

i: is the index of available berths, i (= 1…….I) ∈ B
j: is the index of entering ships, j (=1…..T) ∈ V
k: is the index of the service order; in each berth, the number of the service 

order is equal to the number of Ships, k (=1…. T) ∈ O.
B: the set of available berths.
V: the set of entering ships.
O: the set of the service order.
Pj: processing time of ship j. 
rj: realise date (ready time) which corresponds to the date of availability 

for the treatment of ship j. 
Si: ‘set up /availability’, which corresponds to the date of availability of 

the berth i.
Wi: depth of the water berth i. 
Ej: draft of the ship’s j water. 
Qi: length of berth i. 
Lj: length of ship j.

b. 	 Decision Variables
Fijk: Flow time of ship j assigned in berth i in order k. 

X
if the shipjis assigned toberthi inorder k
otherwiseijk �

�
�
�

1

0

,

,
	

Cijk: ‘Completion time’, which corresponds to the end date of the execution 
of the ship j on the berth i in the order k. according to formula Cijk 
= Fijk + (rj*Xijk)
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Then, the mathematical model is outlined as follows

G Min
j V K O

�
� � �
���
i B

ijkF 	 (1)

i B
ijkX j V

� �
�� � � �

K O

1; 	 (2)

j�
� � � � �
V

ijkX i B k O1; , 	 (3)

F C r X P X i B j V k O t Vijk it k j ijk j ijk� � � � � � � � � � � ��� �1
* * ; , , ,        aand t j� 	

(4)

F P X i B j V k Oijk j ijk� � � � �( * ); , ,      	 (5)

F C r X i B j V k Oijk ijk j ijk� � � � � �( * ); , ,      	 (6)

W E X i B j V k Oi j ijk�� � � � � �� 0; , ,      	 (7)

Q L X i B j V k Oi j ijk�� � � � � �� 0; , ,      	 (8)

C S i B t Vit i0
� � � �; ,     	 (9)

X i B j V k Oijk �� � � � � �0 1, ; , ,      	 (10)

•	 The objective function (1) aims to reduce the processing time and waiting 
time for all the ships in the port.

•	 Constraint (2) ensures that all ships are served on a berth in a given service 
order.

•	 Constraint (3) ensures that each berth can only accommodate one ship at a 
time (i.e. a dock cannot accommodate two ships or more at the same time. It 
can only accommodate one single ship).
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•	 Constraint (4) gives the value of the flow time of the ship j on the berth i 
according to the order k, where Cit(k-1) is greater than rj that is to say the end 
date of the execution of the ship t exceeds the availability date of the ship j.

•	 Constraint (5) gives the value of the flow time of the ship j on the berth i 
according to the order k, when rj is greater than Cit(k-1) that is to say the 
beginning date of the execution of the ship j exceeds the completion time of 
the ship t ordered in the position (k-1).

•	 Constraint (6) stands for the relation between the flow time and completion 
time.

•	 Constraint (7) ensures compatibility between the depth of the water and the 
berth requested by the ship.

•	 Constraint (8) ensures compatibility between the length of the ship and the 
berth length.

•	 Constraint (9) gives the initial value of the completion time Cit0 and is equal 
to Si.

•	 Constraint (10) defines the decision variables.

The output of this first problem is used as one of the inputs to the second problem 
in the following section. Therefore, the output of this problem presents the result 
of assigning ship j in berth i in order k given by Xijk for the import ships part only. 
We will use this result as a parameter in the second model. However, our choice to 
treat each of the problems BAP and SSAP independently allows us to choose any 
method for the BAP such as FCFS (First Come First Served) or any other method 
while we can use their results as input in the SSAP model.

AN OPTIMAL SHIPS CONTAINERS TO STORAGE 
AREAS ASSIGNMENT PROBLEMS (SSAP)

The Mathematical Model

In this part, we propose a mathematical model that aims to minimize the time required 
to transfer all the containers between the berths and the storage areas, and minimize 
the dispersion of all the containers in the ship to the storage areas.

Our model assumes the following hypotheses:

•	 The planning process is considered as static that is the arrival times of all the 
ships are known in advance.
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•	 The first mathematical model (presented in Section 3) is used to determine 
the set of service ships orders according to the processing /handling time of 
the ship on the berth and is given by Xij

*  for import ships.
•	 Each berth can accommodate only one ship at the same time.
•	 Each ship is assigned to one berth.
•	 We focus on the operations of the containers unloaded in storage area and 

arriving from different terminals.
•	 Each Reach Stacker (RS) can carry only one container per path at the same 

time.
•	 The velocity of the RS is constant and identical for all the RSs used in the 

transfer of containers on the various berths.
•	 We do not consider the congestion of RSs during their trips from the dock to 

the storage areas.
•	 The distance between the berths and the storage areas is determined by the 

port authorities.
•	 The travelling time of a container is presented by the travelling time of a 

container berth to the storage area while using the RS. This includes the time 
of loading and unloading a container at the beginning and at the end of the 
path.

1. 	 Parameters and Decision variables
a. 	 Parameters

i: The index of available berths, i (= 1…I)∈ B
j: The index of entering ships, j (=1…T) ∈ V
z: The index of storage areas, z (=1…A) ∈ D
c: The index of moving containers, c (=1…C)∈ F
n: The index of the RS to use, n (= 1…..N) ∈ E
B: The set of available berths.
V: The sets of entering ships.
D: The set of storage areas with A=|D|, (A is equal to the cardinality of D).
D1: The set of storage areas with D1 = {1, 3, 5, …, A-2} ∈ D, if A is odd.
D1: The set of storage areas with D1 = {1, 3, 5, …, A-1} ∈ D, if A is even.
D2: The set of storage areas with D2 = {D\ D1\ {A}} = {2, 4, 6, …, 

A-1} ∈ D, if A is odd.
D2: The set of storage areas with D2 = {D\ D1} = {2, 4, 6, …, A} ∈ D, 

if A is even.
F: The set of containers.
Vn: The velocity of the RS. 
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lock: This is the time required for the RS to hold on to a container before 
taking up. It is also called locking time (or unload time). It is equal to 
the release time (also called load time) of a container after moving.

diz: The distance between the berth i and the storage area z.
Cj: The number of containers unloaded from the ship j.
Tiz: The traveling time of a container from the berth i until the storage 

area z, (Also called locking time (lock)) is equal to the time required 
for an RS to hold on to a container before taking up. This is also 
equal to the release time of a container after moving (lock) + the 
distance between the berth i and the storage area z (diz) divided by 
the velocity of the RS used to move the container (Vn).

The traveling time is given by the formula:

Tiz= lock+ (diz/V
n) + lock	

Traveling time of a container:

X
if the ship j is assigned toberth i
otherwiseij

*
,

,
�
�
�
�

1

0
	

(Solution given by the first Mathematical Model).

Qz: The total capacity of each storage area z.
M: A very large number.

We propose for all j: Cj
' = MCj we want to try to find a solution where each ship 

is assigned to the same storage area. If the ship with fewer containers is not capable 
of being divided, on the other hand, the vessel with the largest number of containers 
is attempted to allocate it to a single storage area.

b. 	 Decision Variables
Yjz=1 if the containers associated with the ship j will be discharged in the 

storage area z.0 otherwise.
YYjz=1 if the containers associated with the ship j that will be discharged in 

the storage area z and z +1, 0 otherwise, for z ∈ D1.

We have added ZZjz for the linearization of a non linear product (CCjz*YYjz).
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ZZjz=The number of containers associated with the ship j that will be discharged in 
the storage area z if YYjz=1.

Cjz: The number of containers associated with the ship j that will be discharged in 
the storage area z, if Yjz=1.

CCjz: The number of containers associated with the ship j that will be discharged in 
the storage area z, if YYjz=1.

This problem can be converted into a binary linear program by inserting a suitable 
objective function. The linear program (F) is defined as follows:

F Min T C X Y T T
i B j V z D

iz j ij jz
i B j V z D

iz i z� � ��
� � � � � �

�� ���� ���* * *
*

1

1 �� �2* * *
*C X YYj ij jz 	

(11)

Subject to:
C C M Y j V z Djz j jz� � �� � � � �1 ; ,     	 (12)

C M Y C j V z Djz jz j� �� � � � � �1 ; ,     	 (13)

CC CC C M YY j V z Djz j z j jz� � � �� � � � ��� �1
1 1; ,     	 (14)

CC CC M YY C j V z Djz j z jz j� � �� � � � � ��� �1
1 1; ,     	 (15)

z D
jz

z D
jzY YY j V

� �
� �� � � �

1

1;     	 (16)

j V
j jz

j V
jz zC Y ZZ Q z D

� �
� �� � � �*     ; 1 	 (17)

ZZ CC M YY j V z Djz jz jz� � �� � � � �1 1; ,     	 (18)

ZZ M YY CC j V z Djz jz jz� �� � � � � �1 1; ,     	 (19)
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ZZ M YY j V z Djz jz� � � �* ; ,     1	 (20)

j V
j jz

j V
jz zC Y ZZ Q z D

� �
� �� � � �*     ; 2 	 (21)

ZZ CC M YY j V z Djz jz j z� � �� � � � ��� �1 2
1

; ,     	 (22)

ZZ M YY CC j V z Djz j z jz� �� � � � � ��� �1 2
1

; ,     	 (23)

ZZ M YY j V z Djz j z� � � ��� �* ; ,
1

2     	 (24)

j V
j jz zC Y Q z A si A estimpair

�
� � �*        ; ; 	 (25)

Y YY j V z Djz jz, , ; ,�� � � � �0 1      	 (26)

C CC ZZ j V z Djz jz jz, , ; ,� � � �      	 (27)

•	 In the objective function (11), we attempt mainly to reduce the traveling 
time of all the containers discharged from the berth until the storage areas. 
Similarly, when we assign ships to the storage areas, we minimize the 
dispersion of the containers from the ships on the various storage areas in 
such a way that minimizes the time that the ships spend at the docks.

•	 Constraints (12) and (13) ensure that all the containers cj are assigned to one 
storage area z when Yjz is equal to 1.

•	 Constraints (14) and (15) ensure that all the containers cj are assigned to two 
storage areas z and (z+1), when YYjz is equal 1.

•	 Constraint (16) ensures that each ship j is assigned to one single storage area 
z, or to two storage areas z and (z+1).

•	 Constraint (17) ensures that all the containers are unloaded to all the ships 
j and assigned to one storage area z, or to two storage areas z and (z+1). 
Containers must not exceed the total capacity of the storage area z (for all odd 
number of z).
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•	 Constraints (18) and (19) ensure that all the containers CCjz are assigned to a 
storage area ZZjz when YYjz is equal to1.

•	 Constraint (20) ensures that if YYjz is equal to zero, then ZZjz is equal to zero 
too.

•	 Constraint (21) ensures that all the containers are unloaded to all the ships 
j and assigned to one storage area z, or to two storage areas(z-1) and z must 
not exceed the total capacity of the storage area z, (for all peer number of z).

•	 Constraints (22) and (23) ensure that all the containers CCjz are assigned to a 
storage area ZZjz when YYj(z-1) is equal to 1.

•	 Constraints (24) ensure that if YYj(z-1) is equal to zero, then ZZjz is equal to 
zero too.

•	 Constraint (25) ensures that all the containers are unloaded to all the ships j 
and assigned to one storage area z, must not exceed the total capacity of the 
storage area z, and z=A if A is odd.

•	 Constraint (26) and (27) defines the decision variables.

Simultaneous Planning Problems Dock- 
Courtyard: Port of Radès in Tunisia

In this section we propose to solve the simultaneous planning problems Docks- 
Courtyard using our two mathematical models presented in section 3 and 4.

Experimental Data from the Port of Radès

During the data collection period at the port of Radès, the ship unloading operation 
begins from the container ship already docked at the berth with a quay crane and 
then placed on the dock.

The capacity of each storage area reserved for containers in the port of Radès is 
presented in Table 1 (this capacity is given by the Office of the Merchant Marine 
and Port:OMMP).

In the following section we will present the results of allocation and storage of the 
containers of each ship from the berth to the storage area by comparing them with 
the methodology for allocating containers in the storage areas carried out by STAM.
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RESULTS AND BENCHMARKING

From the data collected at the port of Radès for the month of December we will first 
start our assignment of containers to storage areas by taking the date of 01/12/2016 
as a start date of the assignment. Then, every 10 days, the same principle is applied to 
the allocation of the containers to the storage areas, taking into account the number 
of EVP available in each storage area.

In this section we will use the results of assignment and allocation of import 
ships to berths noted Xij

*  obtained from the model of Kallel et al.(2016).

1. 	 First planning of containers assignment to storage area (during the period from 
01/12/2016 until 10/12/2016)

At the beginning of our first assignment plan, we should calculate the number of 
EVP available in each storage area noted in our mathematical model by Qz, based 
on the last results of the allocation of the containers to the storage areas of the last 
ships for the month of November. The actual remaining EVP capacity in each storage 
area on 01/12/2016 is reported. This data is presented in Table 3.

Table 1. The capacity for each storage area reserved for containers

Storage Area Storage Capacity

A 500 EVP

B 1400EVP

C 800 EVP

D 2200 EVP

E 800 EVP

F 2400 EVP

H 2300 EVP

Table 2. The travelling time in minutes between the berth and the storage area

Tiz
Storage 
area A

Storage 
area B

Storage 
area C

Storage 
area D

Storage 
area E

Storage 
area F

Storage 
area H

Berth 1 14.04 14.21 13.64 14.25 13.08 13.61 13.93

Berth 2 13.50 13.69 13.13 13.75 13.34 13.41 13.81

Berth 3 13.08 13.22 13.10 13.41 13.75 13.69 14.12
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Then in Table 4 we will present the number of containers to be unloaded from 
each ship. The total of the containers to be unloaded for each ship is calculated in 
EVP (20 ‘).

The results of the first assignment of ships to berths during the period from 
01/12/2016 until 10/12/2016 are: 

X X X X X X X
13 16 22 27 31 35 34

1 1 1 1 1 1 1
* * * * * * *

, , , , ,= = = = = = =      and .	

Table 3. Capacity of the storage areas in evp on the date of 01/12/2016

Storage 
area A

Storage 
area B

Storage 
area C

Storage 
area D

Storage 
area E

Storage 
area F

Storage 
area H

Capacity of the 
storage area 410 870 618 1756 674 1624 1469

Table 4. Number of containers to be discharged in evp on the date of 01/12/2016

Stopover 
number

Ship 
number Consignee Name of ship 

entering

Date of 
arrival of 
ship in the 

harbor

Number of containers to be 
unloaded for each ship Cj

20’P 20’V 40’P 40’V
Total 

in 
EVP

6558 1 CMA KARINA 02/12/2016 
17:30 0 0 0 0 0

6542 2 MSC REECON 
EMRE

03/12/2016 
00:40 200 0 225 0 650

6537 3 MAERSK PASSAT 03/12/2016 
15:00 85 10 215 0 525

6561 4 MAERSK AVERA 05/12/2016 
07:00 88 10 281 0 660

6552 5 GENMAR HEINZ 
SCHEPPERS

07/12/2016 
07:00 82 0 43 0 168

6569 6 CMA NICOLA 07/12/2016 
22:00 79 0 88 0 255

6553 7 ASA ALLEGRO 08/12/2016 
07:00 106 0 263 0 632

Total 2890
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The experimental tests were conducted on a personal computer with 2.2 GHz, 
core 2 Duo processor and 3 GB of RAM. The Integer Linear Programming solver 
used is CPLEX 12.2. The following assignment results are obtained in 0.063 seconds:

Y11 = 1, Y26 = 1, Y35 = 1, Y42 = 1, Y51 = 1, Y66 = 1 and Y76 = 1
C11 = 0, C26 = 650, C35 = 525, C42 = 660, C51 = 168, C66 = 255 and C76 = 632.

The objective function is equal to 38447 minutes.
It should be noted that the containers of the same ship are assigned to a single 

storage area. The containers of ship 1 and those of ship 5 are assigned to storage 
area 1, ships 2, 6 and 7 are assigned to storage area 6. Storage areas 1, 2, 3, 5.6 and 
7 presented in the results correspond to storage area A, B, C, D, E, F and H of the 
port of Radès.

It can also be seen that out of seven available storage areas the containers of the 
seven ships could be assigned to only four storage area (1, 2, 5 and 6), not assignment 
in storage areas 3, 4 and 7, subsequently minimizing the dispersion of containers to 
storage areas and reducing the travelling time of berths to storage areas.

2. 	 Second planning of containers assignment to storage area (during the period 
from 11/12/2016 until 20/12/2016)

For our second assignment plan, the number of EVP available in each storage 
area (this data provided by STAM and OMMP) for each zone on 11/12/2016 are 
presented in Table 5.

Then in Table 6 we will present the number of containers to be unloaded for 
each ship.

The result of the second assignment of ships to berths during the period from 
11/12/2016 until 20/12/2016 are: 

X X X X
12 21 33 34

1 1 1 1
* * * *

, ,= = = =   and .	

Table 5. Capacity of the storage areas in evp on the date of 11/12/2016

Storage 
area A

Storage 
area B

Storage 
area C

Storage 
area D

Storage 
area E

Storage 
area F

Storage 
area H

Capacity of the 
storage area 353 463 538 1291 321 718 702
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The assignment results obtained in 0.047 seconds are as follows:

Y13 = 1, Y26 = 1, Y31 = 1 and Y44 = 1.
C13 = 386, C26 = 655, C31 = 72 and C44 = 658.

the objective function is equal to 23747 minutes
This result shows that all the containers of the same ship are assigned to a single 

storage area.
It can also be seen that out of the seven available storage areas, the containers 

could be assigned to only four storage areas (1, 3, 4 and 7), which subsequently 
allows minimizing the dispersion of containers to storage areas and decrease the 
traveling time in berths to storage areas.

3. 	 Third planning of containers assignment to storage area (during the period 
from 21/12/2016 until 31/12/2016)

For our third assignment plan, the number of EVP available in each storage area 
for each zone on 21/12/2016) are presented in Table 7.

Table 6. Number of containers to be discharged in evp on the date of 11/12/2016

Stopover 
number

Ship 
number Consignee

Name 
of ship 

entering

Date of 
arrival of 
ship in the 

harbor

Number of containers to be unloaded 
for each ship Cj

20’P 20’V 40’P 40’V Total 
in EVP

6545 1 GREEN T MAX 
CAVALIER

13/12/2016 
15:40 108 0 139 0 386

6595 2 MSC GRAND 14/12/2016 
00:40 223 0 216 0 655

6575 3 SEAWAVE JSR 
CAPILA

15/12/2016 
13:00 34 0 19 0 72

6597 4 MAERSK JSP 
SLIDUR

20/12/2016 
16:00 110 0 274 0 658

Total 1771

Table 7. Capacity of the storage areas in evp on the date of 21/12/2016

Storage 
area A

Storage 
area B

Storage 
area C

Storage 
area D

Storage 
area E

Storage 
area F

Storage 
area H

Capacity of the 
storage area 0 527 0 674 0 159 598
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It can be seen from this table that storage areas A, C and E are saturated due to 
the non-delivery of containers during the last period (formality papers, conveyor, 
scanning of the container, weighing of the container, etc.) and also a poor organization 
of containers in the storage areas.

Then in Table 8 we will present the number of containers to be unloaded for 
each ship on the date of 21/12/2016

In a first step, we used the model H to assign all the containers of the same ship 
to a single storage area (presented in section 4), but it proved impossible. Therefore, 
we were obliged to use the model that allows F to allocate the containers of the same 
ship in two consecutive storage areas (presented in section 3).

The result of the third assignment of ships to berths during the period from 
21/12/2016 until 31/12/2016 are: 

X X X
11 22 33

1 1 1
* * *

,= = =  and .	

The assignment results obtained in 0.049 seconds are as follows:

Y26 = 1, YY16= 1, YY17 = 1, YY32 = 1 and YY34= 1.
C26= 137, CC16 = 22, CC17 = 586, CC32= 527 and CC34= 168.
ZZ16 =22, ZZ17 =586, ZZ32 = 527 and ZZ34 = 168.

The objective function is equal to 19516 minutes.
It can be seen from this result that the containers of the same ship assigned in a 

single zone are only those of the ship 2, while those of the ships 1 and 3 are assigned 
to two successive storage areas

Table 8. Number of containers to be discharged in evp on the date of 21/12/2016

Stopover 
number

Ship 
number Consignee Name of 

ship entering

Date of 
arrival of 
ship in the 

harbor

Number of containers to be unloaded 
for each ship Cj

20’P 20’V 40’P 40’V
Total 

in 
EVP

6615 1 MAERSK PASSAT 21/12/2016 
08:00 104 0 252 0 608

6610 2 GENMAR HEINZ 
SCHEPPERS

21/12/2016 
11:06 55 0 41 0 137

6638 3 MSC MANDO 23/12/2016 
00:40 199 0 248 0 695

Total 1771
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Note also that, out of the seven storage areas available, the containers were 
allocated to only four storage areas (2, 4, 6 and 7). On the other hand, a first 
assignment has been registered since our first planning in favor of storage areas 7 
due to the saturation of certain storage areas such as storage areas 1, 3 and 5 and 
also the travelling time to this storage area.

After presenting in this section the result of the allocation of the containers to 
the storage areas, we will compare in the following section our results obtained with 
those carried out by STAM at the port of Radès.

Benchmarking

After illustrating the results of our allocation of containers from the same ship to 
the storage areas during the month of December, we will compare them with the 
results achieved by STAM.

According this result, it will be noted that the available capacity of the storage 
areas at the date of 01/12/2016 has been respected by STAM when the various 
containers are allocated to the storage areas. This capacity was also respected at the 
time of the assignment of the containers of ships 5, 4, 7 and 8 on 11/12/2016. On 
the other hand, the storage capacity available on 21/12/2016 for zone D (excess of 
199 EVP), zone F (excess of 392 EVP) and zone H (excess of 278 EVP) was not 
respected by STAM, which obliged it to place the containers at three levels (storage 
areas) (in principle at the port of Radès the stowage of the containers in the storage 
area is done at two levels only in order to facilitate the delivery and the transhipment 
of the containers with the exception of the empty containers).

This stowage of three-levels containers in storage areas could be explained 
not only by the delay in delivery to customers of containers in the various import 
zones, given the increased time spent on customs formalities (customs declaration, 
weighing, scanning, etc.) but also by a bad storage of the containers in the blocks.

These assignment data realized by STAM can be illustrated in figure 1.
This figure shows a great dispersion of the containers of the same ship when 

they are assigned to storage areas, sometimes reaching four zones, for the ship 4, 
8, 11, 13 and 14. This could be due to a bad policy of allocating containers and 
the lack of consideration of travelling time when allocating the containers from the 
berth to the storage area, which subsequently generates an increase in the transfer 
time of all containers.

However, our results of allocation of containers to the storage areas obtained by 
our modeling summarizing the three allocation plans during the month of December 
carried out at the port of Radès.
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It can be seen that during the allocation of the containers belonging to incoming 
ships in December, the available capacity of the storage areas was well respected 
for the three planning periods, namely: 01/12/2016, on 11/12/2016 and finally on 
21/12/2016.

Our results for the allocation of containers from the same ship to the storage 
areas during the month of December (according to the three allocation plans already 
presented) can be presented in (figure 2).

This figure shows a decrease in the dispersion of the containers when they are 
assigned to the storage areas, which go beyond one storage areas only for ships 12 
and 14. This generates a decrease in the total transfer time of all containers.

Also, we can notice a decrease in the time of transfer of the containers to the 
storage areas at the port of Rades. This decline is confirmed by a simple comparison 
between the results of our modeling of transfer and storage of containers with the 
actual results carried out at the port of Radès by the port authorities. The total time 
spent transferring containers from ships to the storage areas has decreased by 211 
minutes, which saves time when unloading and allocating the containers to the 
storage areas.

Figure 1. Result of assignment of the containers of the ships to the storage areas 
carried out by STAM for the month of December
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In light of the above results, we conclude that our mathematical models (presented 
in sections 3 and 4) reduce the time required to transfer containers to storage areas 
and their dispersion. They also make it possible to minimize and optimize the 
unloading time of all ships in the port, which has a significant impact on the length 
of stay of ships at the berths and consequently in the port.

CONCLUSION AND PERSPECTIVES

In this paper, we have investigated the Berth Allocation Problem and the Ships 
Containers Assignment to the Storage Area (SSA) problems. Two mathematical 
models are developed with the aim of minimizing the total flow time of the ships 
and the overall travelling time of containers unloaded between the berth and the 
storage areas and the reduction of the dispersion of containers in the storage areas. 
Unfortunately, however, these models are too huge to be used when the number of 
berths and storage areas is very high.

Figure 2. Result of assignment of the containers of the ships to the storage areas 
carried out by our model for the month of December
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New research directions can be identified in light of the following remarks:

•	 These models are limited because when the problem size increases it 
becomes difficult to optimally solve the associated assignment problem; 
either approximate methods Heuristics or Meta-Heuristics can be used. 
Enumerative methods cannot be used as they take too much time.

•	 Velocity and the number of RS can be changed according to their states.
•	 The proposed model can be improved by adding the containers loaded in the 

ships in the case of export.
•	 These models can be improved by adding the sum of the set up for all 

containers in the storage areas.
•	 For the SSA problem we allowed limited possibilities of two partitions of 

ship containers to two storage area. Enumerating all possible partitions can 
be considered. Also three or more partitions can be allowed.

•	 Extend the application of the SSA to other large port terminals.
•	 Take into account the environmental and social constraints during the 

assignment containers from the berth until the storage area.
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ABSTRACT

Healthcare facilities are nowadays facing several challenges in terms of quality of 
care, costs, and performance. Collaboration with stakeholders is a promising way 
to overcome these challenges. In Morocco, healthcare access and continuity of care 
remain difficult due, among others, to the various stakeholders involved and the lack 
of ambulances for extra-hospital and interhospital medical patient transportation 
(MPT). In this chapter, the aim was to explore collaboration in healthcare supply 
chain to improve the availability of ambulances for interhospital MPT (transfers). 
For this purpose, an overview of the MPT system in Morocco was presented while 
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INTRODUCTION

In Morocco, healthcare infrastructure, including the number of healthcare facilities 
and physicians, has undergone significant changes over the years, enabling the health 
system to make significant progress. According to statistics from the Ministry of 
Health, life expectancy increased from 64.6 in 1990 to 75.8 years in 2015, infant and 
child mortality fell from 76‰ in 1990 to 27.6‰ in 2011, and maternal mortality 
declined from 317 per 100,000 live births in 1990 to 72.6 in 2015 (Ministry of health, 
2016). However, access to healthcare remains difficult due to many deficiencies, 
including distance to healthcare facilities, unbalanced distribution of healthcare 
provision, insufficient number of health professionals, cost of care, and inadequacy 
of the medical transportation system, (Yaakoubd, 2010). All these difficulties 
have been highlighted in several scientific publications that have mentioned the 
shortcomings of the health system in terms of governance (Dehbi, 2017), medical 
coverage, resource allocation (Alami, 2017; Legros & Chaoui, 2012), etc. However, 
medical transportation issues have not been the subject of any specific research 
work. Little is known about its organization and functioning as well as solutions 
for its improvement.

The interest in medical transportation is derived from its crucial role in achieving 
the Sustainable Development Goals (SDG), which the United Nations member states 
have committed to achieve by 2030, in particular SDG 3 on improving health and 
well-being that aims to promote access to healthcare (United Nations, 2015).

Organizations, including healthcare facilities, can rely on collaboration to 
effectively manage their activities and enhance their performance (Singh, Garg, & 
Sachdeva, 2018). It is recognized that collaboration among health system stakeholders 
leads to improved health outcomes (Morley & Cashell, 2017). The current study 
objective is to discuss collaboration between healthcare facilities to face medical 
transportation challenges. Among the existing collaborative approaches, the one 
considered for the purpose of this chapter is collaborative forecasting. The basic 
idea is that hospitals can forecast transportation demands based on past performed 
transportation, and then redistribute their ambulances according to the established 
forecasts.

highlighting its main issues. Then, a case study of three hospitals in Casablanca City 
was analyzed employing a collaborative approach. It consisted in forecasting transfer 
requests for next periods based on past data, and redistributing the ambulances of 
the three hospitals according to the forecasts. Findings attest to the variability in 
demand in the three hospitals and therefore the need for a dynamic allocation of 
ambulances.
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The remainder of this chapter is organized as follow. The second section 
presents backgrounds about medical patient transportation, healthcare supply chain 
collaboration and demand forecasting methods. Third section takes stock of the 
current situation of the medical patient transportation in Morocco, while highlighting 
its main difficulties and challenges. Fourth section details time series forecasting 
models. Fifth section develops ARIMA forecasting model to predict interhospital 
transportation demand for three hospitals in Casablanca city. Sixth section discusses 
results and provides insights into options for improving medical transportation.

BACKGROUND

Medical Patient Transportation (MPT)

Medical patient transportation (MPT) is a hospital logistics activity that refers to 
operations of patients’ movement within and outside hospitals using appropriate 
means. It has a vital role in providing patients with the care they need (Jawab, Frichi, 
& Boutahari, 2018; Naesens & Gelders, 2009). As shown in Figure 1, the MPT 
facilitates and promotes patients’ access to healthcare by acting on distance and time 
components. It plays an important role in assuring the first contact between patients 
and healthcare facilities. Thus, makes it a vital activity in saving patients’ lives and 
reducing mortality rates (Swalehe & Aktas, 2016; Tlili, Abidi, & Krichen, 2018).

The MPT can be performed in different modes: land (road and rail), air and water 
(Kulshrestha & Singh, 2016). The choice of the transportation mode is determined 
according to patient’s health requirements, availability of transportation means, 
weather, distance, geography, etc. (Kulshrestha & Singh, 2016; Lemaître et al., 
2010). There is a distinction between three types of MPT:

•	 Extra-hospital MPT, or primary transportation: is the movement of patients 
from home or the accident site to a hospital (Davies & Chesters, 2015).

•	 Interhospital MPT, or secondary transportation: is the transfer of patients 
from one health facility to another for advanced diagnostics and specialized 
care (Chen et al., 2013).

•	 Intra-hospital MPT: is the movement of patients between care units within 
the same building for diagnostic or therapeutic reasons. Patients are pushed 
on stretchers, beds or wheelchairs or transported by ambulances in campus-
based hospital (Hanne et al., 2009).
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Improving patient access to healthcare is largely dependent on effective 
management of extra-hospital MPT. The optimization of this type of transportation, 
for urgent and non-urgent cases, have been widely discussed in the literature. The 
objective of most researches was to reduce response times and the associated costs, 
in particular through effective ambulances redeployment (Bélanger, Ruiz, & Soriano, 
2012; Benabdouallah, Bojji, & El Yaakoubi, 2016; Coppi, Detti, & Raffaelli, 2013; 
Fogue et al., 2016). In this regard, Zhang et al. (2015) proposed a mathematical model 
to respond to a greater number of non-urgent requests with available resources and 
to minimize the travelling cost. Tlili et al. (2018) developed a model for enhancing 
the response-time of emergency medical services (EMS) by resolving ambulance 
routing problems. They developed a genetic based algorithm and tested it with real 
data. Swalehe & Aktas (2016) employed system status management (SSM) technique 
to reduce ambulance response times. Enayati et al. (2018) developed a real-time 
approach for redeployment of available ambulances in order to compensate for the 
loss in coverage due to busy ambulances.

Interhospital MPT (transfers) is important for the continuity of healthcare. Any 
delay or poor organization of transfers can contribute significantly to mortality 
(Kulshrestha & Singh, 2016). Decision for transfers must be made after taking 
into account the associated benefits and risks. A study by Venema et al. (2019) 
showed that transfers can have a positive or negative impact on patients’ conditions 

Figure 1. Horned beast diagram of MPT
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depending, among others, on the transfer time. Hunt (2018) provided an overview 
of the different types of transfers in the UK, the associated hazards, human factors 
around decision-making, communication, equipment and organization. Verma et al. 
(2013) evaluated practices of injured patients transfers in Jamaica and concluded 
that the performed transfers are not adequately carried out. The authors insisted on 
the urgent need for implementing standardized transfers protocols.

Intra-hospital MPT is not of little importance. In fact, late patients’ deliveries 
to a care unit such as the operating room or medical imaging unit results in the 
underutilization of valuable resources and disrupt the department initially planned 
schedule. Consequently, following appointments are often delayed, making waiting 
times inevitable (Beaudry et al., 2010). Patients handling should be carried out in 
accordance with standards and recommendations, not only for the patient well-being 
but also for the handler’s health (Malet & Benchekroun, 2012).

Healthcare Supply Chain Collaboration

Healthcare institutions are complex organizations because of the variety and the 
diversity of their medical and logistical activities, which are managed by several 
internal and external stakeholders from different disciplines (Frichi, Jawab, & 
Boutahari, 2019). Collaboration between these stakeholders is of utmost importance 
to achieve health systems’ objectives such as improving quality of care, reducing costs 
and uncertainties, increasing innovation, etc. (Morley & Cashell, 2017). Studies have 
proven that when healthcare facilities work in collaboration with stakeholders, they 
gain valuable advantages (Morley & Cashell, 2017). One area in which collaborative 
practices have been widely applied and proven their relevance is the supply chain. In 
commercial supply chain, collaboration has enabled achieving common goals between 
organizations by sharing information, risks, investments, resources and benefits 
(Singh et al., 2018). This also applies to collaboration in healthcare supply chain, 
which has been recognized as a powerful initiative leading to improved efficiency 
and responsiveness (Matopoulos & Michailidou, 2013). Healthcare supply chain 
collaborative practices include Vendor Management Inventory (VMI), Collaborative 
Planning, Forecasting and Replenishment (CPFR), etc.

The VMI is an inventory management tool based on collaboration between a 
vendor and a customer. The vendor is responsible for maintaining the customer’s 
inventory level (Kwon, Kim, & Martin, 2016). This collaborative approach tends 
to improve service level and costs through better plan inventories and deliveries. 
However, the implementation of VMI in the healthcare supply chain remains poor, 
preventing health facilities from taking full advantage of its potential benefits 
(Machado Guimarães et al., 2013).
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The CPFR aims to improve the supply chain through increased collaboration 
between trading partners, in particular by sharing information related to sales 
forecasting and planning (Jawab, Talbi, & Bouami, 2006). Its implementation leads 
to improved replenishment efficiency, reduced inventory shortage cost, decreased 
order variability, etc. (Hollmann, Scavarda, & Thomé, 2015). The application of such 
practices in healthcare settings has proven difficult, notably because of the diversity 
of stakeholders and complex technological requirements (Moons, Waeyenbergh, & 
Pintelon, 2019).

Undoubtedly the adoption of collaborative practices produces tangibles results. It 
leads to cost reduction, improved quality of care and healthcare delivery performance. 
However, healthcare supply chain collaboration is often limited to procurement 
agreements and sharing administrative functions between nearby institutions 
(Motiwala et al., 2008). Despite the fact that transportation costs represent major 
proportion of the overall healthcare supply chain cost, it still not being the subject 
of collaboration among healthcare sittings (Kwon et al., 2016).

Demand Forecasting

Demand forecasting consists of estimating the future consumption of a good or 
service. Forecasting methods are classified into qualitative and quantitative methods. 
The qualitative methods include market researches, expert opinions (Delphi method, 
nominal group, etc.), customer surveys, etc. They are intuitive methods based on 
subjective assessments, and are appropriate for medium- and long-term forecasts. 
Usually these methods are useful when little historical data is available or when 
quantitative methods are not relevant (Chopra et Peter, 2013; pp:180). Quantitative 
methods are based on mathematical or statistical models that are either deterministic 
or probabilistic. In a deterministic model the relationship between the explained 
variable Y and the explanatory variables X1, …, Xn is formulated as Y = f (X1, …, Xn; 
A1, …, Am). The function f and the coefficients A1, …, Am are known with certainty. 
Examples of deterministic models are mathematical laws in the physical sciences. 
In social sciences models are rather probabilistic and can be expressed as Y = f (X1, 
…, Xn; A1, …, Am) + ξ, with ξ is a noise or error component. The function f and the 
coefficients A1, …, Am are unknown and have to be determined from previous values 
or data (Abraham et Ledolter, 2009).

Forecasting techniques have known a wide application in the health sector. 
Matteson et al. (2011) used forecasting to estimate the hourly volume of EMS call 
arrivals rates. Their approach took into consideration the variation in the number 
of calls per day of the week and per week of the year. On the same issue, Channouf 
et al. (2007) studied and compared models for making daily and hourly predictions 
of EMS call arrivals. Kadri et al. (2014) and Carvalho-Silva et al. (2018) proposed 

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



142

Improving Interhospital Medical Patient Transportation in Morocco

forecasting models to predict patients’ arrivals in emergency departments. Zhu et al. 
(2017) used different techniques to predict the number of hospital daily discharged 
inpatients in order to plan new admissions, they also compared the quality of obtained 
results. Jones et al. (2002) developed a forecasting model to predict the daily number 
of occupied beds due to emergency admissions.

Most researches have focused on developing forecasting models to deal with 
admissions or discharges. None of the reviewed works have considered predicting 
MPT demand especially Interhospital MPT.

MPT IN MOROCCO

Health System Organization

The Moroccan health system is structured around two sectors:

•	 Public sector is mainly composed of healthcare resources of the Ministry of 
Health, Defense department and communities.

•	 Private sector is made up of two sub-sectors: for-profit sub-sector, that 
includes hospital clinics, pharmacists, laboratories, etc. and not-for-profit 
sub-sector, which groups healthcare resources of National Fund for Social 
Security, the National Fund of Social Welfare Bodies, the Moroccan Red 
Crescent, and NGOs.

The national health system is characterized by a predominance of the public 
sector, mainly the healthcare provision of the Ministry of Health, which has four 
layers. The first is primary healthcare, that is provided in Basic Healthcare Centers. 
The second corresponds to provincial or prefectural hospitals. The third refers 
to regional hospitals, and the fourth is designated by university hospitals. This 
hierarchical organization leads to patient transfers from lower-level to higher-level 
institutions for specialized care.

MPT Issues

Although considerable efforts have been made to improve healthcare service coverage, 
a significant part of the population remains poorly served due to the distance from 
healthcare facilities. In 2012, the average distance travelled by the population for a 
medical consultation is 43.4 km (ONDH, 2015). Also, in 2014, 47.8% of the rural 
population is more than 20 km from the nearest consultation point (HCP, 2018). 
Given these figures, the distance is considered as one of the most challenging barriers 
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for seeking care. It is responsible for 6.2% of non-use of healthcare in the event of 
illness, this rate rises to 9.9% in rural areas against 3.3% in urban areas (ONDH, 
2015). Further, it accounts for 21% of women’s reasons for non-use of childbirth 
services (Ministry of health, 2012). Long distances between residence and healthcare 
sittings accentuate the critical aspect of the MPT and put it at the top of priorities.

Despite its importance, the MPT is suffering from several problems, namely 
the lack of coordination between stakeholders and the quantitative deficit of the 
ambulance fleet:

•	 The MPT system is characterized by the diversity of actors involved in its 
management without the existence of a real coordination between them (Figure 
2). For example, Civil Protection has no formal link with the Ministry of Health 
or municipalities. Similarly, ambulances belonging to associations (not-for-
profit private sub-sector) are managed autonomously and independently of 
the public health system (ONDH, 2012). This compartmentalization does not 
facilitate the coordination of MPT activities to ensure timely and effective 
interventions (Wilson et al., 2015).

•	 The ambulance fleet counts nearly 1062 ambulances under the responsibility 
of the Ministry of Health, 423 belonging to the private sector, and 944 acquired 
within the framework of the National Initiative for Human Development, 
which are managed by the municipalities. As for the Civil Protection, there is 
no official data on its fleet size. Nevertheless, the inadequacy of the ambulance 
fleet has been mentioned in some national reports (CESE, 2013) and studies 
(Derdar, 2015), which have highlighted the unavailability of ambulances or 
even their absence in some healthcare centers.

Figure 2. Main actors of the MPT system in Morocco
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Patients’ access to healthcare services is ensured, first and foremost, by extra-
hospital MPT, which in emergency situations such as road accidents, fires, etc., is 
carried out by the Civil Protection services, whose scope of intervention is limited 
to their geographical territories. In fact, Civil Protection services transport patients 
(road accident victims, burn victims, etc.) from the scene of the accident or home 
to the most appropriate healthcare facility in their territory. They shouldn’t evacuate 
patients to hospitals outside their perimeter (ONDH, 2012). When patients are 
transported to inappropriate hospitals, it is up to the host hospital to transfer them 
to the appropriate one. The transfer is provided by hospital’s ambulances.

In order to better manage hospital emergencies, the Ministry of Health adopted 
in 2018 the Acceleration Plan of Upgrading Medical Emergencies 2019-2021, which 
aims to develop and upgrade Emergency Medical Assistance Services (EMAS), and 
Mobile Emergency and Resuscitation Services (MERS) attached to EMAS. The new 
strategy attempts to provide medical transportation with new equipment specific 
to each specialty and to renew the ambulance fleet by acquiring new ambulances.

Transfers or interhospital MPT is necessary in the case of incorrect patient 
transportation by the Civil Protection services, but also in the following situations: 
patients health require specialized care, medical tests unavailable on-site, patients 
requiring hemodialysis sessions that take place in separate centers, unavailability 
of physicians or hospital beds, etc.

Research Problem

The inadequacy of the ambulance fleet, mentioned above, requires an optimal use of 
ambulances. Nevertheless, it is reported, in some hospitals, that ambulances are only 
active for few hours and are discharged during the rest of the day, while requests for 
transfers in other hospitals are unsatisfied or delayed due to ambulance unavailability, 
which can lead to patient health complications. This mismatch could be explained 
by a low number of transportation requests at the first hospital and a high number at 
the second one, but also it may be due to the static allocation of ambulances, which 
does not take into account the evolution of transfers requests over time.

The discrepancy in ambulance use between hospitals should be corrected in a 
manner that maximizes the satisfied number of transportation requests. By doing so, 
healthcare facilities could achieve operational effectiveness and efficiency, resulting 
in timely access to healthcare. To this end, it is proposed to proceed by a dynamic 
reallocation of ambulances according to transfers needs (Figure 3). This involves 
implementing a predictive approach to sizing the ambulance fleet of each hospital, 
based on its transfers history. The idea is close to the principle of the System Status 
Management (SSM) technique applied for extra-hospital transportation, which consists 
of a dynamic reallocation of ambulances based on history data (Swalehe & Aktas, 2016).
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It is worth mentioning that transportation demands (D) for each hospital should 
not be expressed in number of requests but in transportation time. This because the 
travel distance may vary significantly from one request to another, so an ambulance 
is likely to be busy for a period ranging from few minutes to many hours. Ambulance 
busyness does not depend on the number of requests but rather on the travel time.

To the best of authors’ knowledge, the forecast of interhospital MPT demand 
has not been the subject of specific studies and more precisely in the Moroccan 
context. Forecasting studies have more concerned emergency services (call volumes, 
patient arrivals, etc.), which is quite logical given its uncertain and urgent character. 
Nevertheless, in the Moroccan context, interhospital MPT has the same uncertain 
and urgent character, because patients are evacuated by the Civil Protection services 
to hospitals that are in most cases inadequate. Then, patients’ transfers to the 
appropriate hospitals is performed by the host hospital using its own resources (i.e. 
ambulances and crew).

METHOD

Time Series Modelling

Qualitative methods, as mentioned above, are used for medium- and long-term 
forecasts, and are adapted to new situations for which there is little information. 
This does not correspond exactly to the case of interhospital MPT presented here. 
Moreover, qualitative forecasting methods do not make use of past data, that should 
be analyzed to generate deeper knowledge about the phenomenon under study. A 
study by Ong et al. (2009) showed that requests for healthcare are not random, but 

Figure 3. Description of the current and improved situation of ambulance allocation
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rather a health problem that occurs according to time patterns and trends that can be 
observed historically. For instance, it was found that patient arrivals in emergency 
department is a chronological sequence with a trend and other seasonal components 
(Ong et al., 2009). Hence, it would be useful to deploy time series to forecast future 
requests in the healthcare context.

Hospitals often record transportation data, so it is interesting to make use of 
these data in order to provide reliable estimates of future transportation demands 
by deploying quantitative methods, such as time series (Figure 4). For this purpose, 
the ARIMA (AutoRegressive Integrated Moving Average) forecasting method is 
used for its advantages, which are highlighted in the literature such as: accessibility 
in terms of methodological constraints, less complex mathematical models, etc. 
(Kadri et al., 2014).

ARIMA Modeling

The forecast variable (D) corresponds to the monthly travel time of interhospital 
MPT. Considering that past data constitute a time series {D1, D2, …, Dt-1}, so it can 
be examined mathematically for analytical purposes and predict future behavior. 
One of the most advanced techniques for modeling time series is ARMA (p,q). This 
technique uses stochastic mathematical models (Kadri et al., 2014), and allows to 
express the time series in the form of the following equation:

Dt = α1Dt-1 + α2Dt-2 + … αpDt-p + εt + β1εt-1 + β2εt-2 + … βqεt-q with {εt} ~ N(0,σ2)	
(1)

Dt =
i

i p

±
�

�

�
1

iDt-i + εt +
j

j q

²
�

�

�
1

jεt-j	 (2)

Figure 4. Time series modeling
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The coefficients αi and βj are respectively the parameters of the autoregressive 
and moving average part of the model. The εt are error terms assumed to be independent 
and identically distributed, sampled from a normal distribution with a zero mean 

and σ standard deviation N(0,σ2). The 
i

i p

�

�

�
1

� iDt-i are the autoregressive (AR) processes 

that describe how an observation is influenced by the p previous observations. The 

second part εt +
j

j q

�

�

�
1

� jεt-j presents the moving average (MA) processes, which assumes 

that each observation depends upon the current white noise term εt as well as q 
previous errors εt-j (Jones et al., 2002). p and q orders are obtained by analyzing the 
autocorrelation and partial autocorrelation function: p corresponds to the number 
of significant peaks of the partial autocorrelation function (PACF) and q to the 
number of significant peaks of the autocorrelation function (ACF). The p and q are 
selected in a manner that minimizes the following criteria: AIC (Akaike’s Information 
Criterion), AICc (Akaike’s Information Criterion corrected) and BIC (Bayesian 
Information Criterion). In particular, Hyndman & Athanasopoulos (2018) 
recommended to select p and q based on the smallest AICc.

In time series analysis, it is useful to use the backshift operator B (Hyndman & 
Athanasopoulos, 2018) defined as:

BkDt = Dt-k	 (3)

Using the backshift operator in equation (1):

Dt - α1BDt - α2B
2Dt - … - αpB

pDtp = εt + β1Bεt + β2B
2εt + … + βqB

qεt {εt} ~ 
N(0,σ2)	 (4)

(1 - α1B - α2B
2 - … - αpB

p)Dt = (1 + β1B + β2B
2 + … + βqB

q)εt	 (5)

Φ (B) Dt =  (B) εt	 (6)

where:

Φ (B) = 1 - α1B - α2 B
2 - … - αp B

p	 (7)

 (B) = 1 + β1B + β2B
2 + … + βqB

q	 (8)

The ARMA model only applies to stationary series. If the process is not stationary, 
it is recommended first to make it stationary, by simple or logarithmic differencing. 
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In this case, it is an ARIMA model (p,d,q), where d is the degree of integration 
of the series, which means the number of differences needed for stationarity. The 
differentiated series D’t is:

D’t = Dt – Dt-1	 (9)

Or by using the backshift operator:

D’t = (1 – B) × Dt	 (10)

For d-order differencing:

D(d)
t = (1 - B)d × Dt	 (11)

The ARIMA(p,1,q) model can be expressed as follows:

D’t - α1D’t-1 - α2D’t-2 - … αpD’t-p = εt + β1εt-1 + β2εt-2 + … βqεt-q {εt} ~ N(0,σ2)	
(12)

Φ (B)D’t =  (B) εt	 (13)

Replacing D’t using equation (10):

Φ (B) (1 – B) Dt =  (B) εt	 (14)

The ARIMA(p,d,q) can be written in backshift notation as:

Φ (B) (1 - B)d Dt =  (B) εt	 (15)

Time series of some phenomena may show seasonal fluctuations during specific 
times (winter, summer, weekend, etc.). In this case, it is useful to exploit the correlation 
between data at successive periods of time by deploying SARIMA model, which 
measures the seasonal effect (Kadri et al., 2014).

To validate an ARIMA model, time series data could be divided into two groups. 
The first group is used to develop the model (training data), while the second is used 
to test the predictive ability of the model (test data) (Hyndman & Athanasopoulos, 
2018). Another very powerful way to validate the model is through residual analysis, 
which is examined by the evaluation of various residual properties: normality, 
independence, etc. (Kadri et al., 2014).
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FORECASTING INTERHOSPITAL MPT 
DEMANDS: CASE STUDY

Data Analysis

Data related to interhospital MPT from three hospitals A, B and C of Casablanca city 
are analyzed to forecast future demands. These data contain the monthly number of 
performed transfers from January 2016 to December 2018, but do not include travel 
times. Given the unavailability of details on transportation times, it was decided to 
base the analysis on the number of transfers.

Descriptive statistics for the three hospitals data are presented in the Table 1. A 
preliminary analysis of the figures shows that between 90% and 93% of the performed 
transfers are from the emergency department (ED). This proves that the majority 
of patients arriving to the ED are misdirected and should have been transported or 
referred directly to the appropriate hospital. The highest monthly number of transfers 
282 is recorded at the hospital B, and the lowest number 76 at the hospital A.

Let’s note SA, SB and SC time series corresponding to the number of transfers 
performed by hospitals A, B and C respectively. These time series are analyzed 
using RStudio software (Figure 5). The volumes of transfers of hospitals A and B are 
high and fluctuate significantly comparing to hospital C, whose evolution is smooth 
and almost stable over time. For hospitals A and B, the curves are characterized by 
unusual peaks and troughs whose values are sometimes shocking.

Figure 6 provides the boxplot diagram of mean monthly volume of transfers 
performed by A, B and C. It shows the median, first and third quartiles, interquartile 
interval and outliers. The number of transfers vary widely from month to month 
and between the three hospitals. Data from hospital A show that September is the 
month with the highest number of transfers, while July and February are the least 

Table 1. Descriptive statistics of the monthly number of transfers in the three hospitals

Statistics Hospital A Hospital B Hospital C

Min 76 133 91

Max 199 282 110

Mean 131.7 211,6 99.62

Median 137 212 100

1st Q 97.5 184.8 94

3rd Q 155.5.2 231.8 104.25

Total number of transfers from the ED 10866 (≈ 90%) 7085 (93%) 4352 (91%)

Total number of transfers during hospitalization 1216 (10%) 533 (7%) 430 (9%)
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busy months. The volume of transfers at the hospital B is at its highest-level during 
July and October, and lowest level in January and August. For the hospital C, the 
busiest periods are March and June, and the least busy are January and September.

From this comparison, it can be seen that some months of the year correspond to 
periods of overload for one hospital and relief for another. For example, the number 
of transfers performed during September at the hospital A is highest, while it is 
the lowest for the hospital C. Similarly, July appears to be the busiest month for 
the hospital B and the least busy for the hospital A. It is clear that the consumption 
of resources related to patient transfer operations is not regular throughout the 
year. It would therefore be appropriate to make a dynamic and flexible adaptation 
in the allocation of the material and human resources required for interhospital 
transportation.

Generated ARIMA Models

The first step in determining ARIMA models for SA, SB and SC is to verify their 
stationarity. Several tests exist to check the time series stationarity: Dickey-Fuller test 
(Dickey & Fuller, 1979), Phillips-Perron test (Phillips & Perron, 1988), Kwiatkowski-
Phillips-Schmidt-Shin test (Kwiatkowski, Phillips, Schmidt, & Shin, 1992), etc. The 
stationarity of SA, SB and SC is examined by applying the Dickey-Fuller test, which 
tests the null hypothesis that the time series is non-stationary. Results revealed that SA 
is non-stationary (p-value SA = 0,585>0,05) while SB and SC are stationary (p-value 
SB = p-value SC =0.04 < 0,05). SA was differentiated (d=1) to become stationary 
(p-value S’A = 0,04<0,05).

Figure 5. The evolution of the number of transfers performed by hospitals A, B and C
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The p and q parameters were defined by plotting on the RStudio software the ACF 
and PACF functions. They were chosen based on the minimum Akaike Information 
Criterion corrected (AICc). The best-fit ARIMA models for SA, SB and SC are 
ARIMA(0,1,1), ARIMA(1,0,0) and ARIMA(0,0,1) respectively. Models’ coefficients 

Figure 6. Box-plot of mean monthly transfers volumes
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αi and βj were estimated using the maximum likelihood estimation (Table2). It is a 
technique that determines the models’ coefficients in a manner that maximizes the 
probability of obtaining the observed data (Hyndman & Athanasopoulos, 2018).

Mathematical equations of the ARIMA models for the monthly number of transfers 
at hospital A, B and C, using the form of equation (15), are as follow:

SA: (1-B) Dt = µ + (1 – 0,5844) εt	 (16)

SB: (1 + 0.3589B) Dt = µ + εt	 (17)

SC: Dt = µ + (1 – 0,6488B) εt	 (18)

Residual Analysis

To validate the obtained models, a residual analysis is required. Residuals of a good 
model should be independent and follow a gaussian distribution (Kadri et al., 2014). 
Therefore, it is necessary to check how is the shape of the residuals’ distributions 
of the three developed ARIMA models as well as their autocorrelation. Figure 7 
shows that the residuals of the three models are randomly distributed around zero 
and their autocorrelation functions (ACF) do not reveal any significant pikes (ACF 
are not large for any non-zero lag).

The observations resulting from the graphs were confirmed by statistical tests. 
Residuals normality is checked using the Shapiro–Wilk test (Shapiro & Wilk, 1965), 
which tests the null hypothesis that data come from a normally distributed population. 
The p-value corresponding to the Shapiro–Wilk test applied to the residuals from 
the three models are not significant, over 0.05 (p-value SA = 0,3729, P-value SB = 
0,4889, P-value SC= 0,7745) indicating that the residuals are normally distributed. 
Residuals independency is examined by applying the Ljung–Box test (Ljung & Box, 
1978), which verifies the null hypothesis that data are randomly distributed. The 
three p-value resulting from Ljung–Box test are not significant (p-value SA = 0,7371, 
p-value SB = 0,7111, p-value SB = 0,3098), meaning that residuals are uncorrelated.

As the residuals from the three models are white noise (normally distributed and 
non-autocorrelated), it can be concluded that the models fit data well.

Table 2. Coefficients of the three models

Coefficients SA
ARIMA(0,1,1)

SB
ARIMA(1,0,0)

SC
ARIMA(0,0,1)

α1 - −0,3589 ± 0,1592 -

β1 −0,5844 ± 0,1432 - −0,6488 ± 0.1726
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Figure 7. Residual diagnostic
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Forecasting

The main aim of forecasting is to predict future values of a time series {Dt, Dt+1, …, 
Dt+h} based on previous values {D1, D2, …, Dt-1}. As the developed ARIMA models 
establish a relationship between the value to be predicted Dt and just the previous 
value Dt-1, it is recommended to make forecasts only for the next few months.

The question remains as how to make use of these forecasts to allocate ambulances 
to the three hospitals. Obviously, given the shortage of ambulances, it would not 
be possible to meet the forecasts demand at 100%, but to remedy the disparities in 
ambulance allocation. Suppose that M is the total number of ambulances belonging 
to a network of hospitals H1, H2, ..., Hn, and F1, F2, ..., Fn are respectively their 
corresponding transfer forecasts. The number Ni of ambulances to be allocated to 
the Hospital Hi is then: 

Ni = Fi
Fi

i

i n

�

�� 1

× M.	

For the case studied here, each of the three hospitals has 4 ambulances (M = 4 
+ 4 + 4). Table 3 provides monthly forecasts, for the first quarter of 2019, of the 
three hospitals as well as the number of allocated ambulances.

DISCUSSION

Interhospital MPT is a crucial component of healthcare service provision. However, 
it is one of the weakest links in the healthcare supply chain. Its critical role is 
particularly emphasized in a context where the frequency of transfers is likely to 
increase significantly due to the increasing complexity of healthcare, the concentration 

Table 3. Forecasts of the number of transfers and ambulances to be allocated for 
the 1st quarter of 2019

Months
Hospital A Hospital B Hospital C

Transfers 
forecasts

Ambulances 
to be allocated

Transfers 
forecasts

Ambulances 
to be allocated

Transfers 
forecasts

Ambulances 
to be allocated

Jan - 2019 175 4 230 5 108 3

Feb - 2019 182 4 280 6 101 2

Ma - 2019 210 5 250 5 109 2

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



155

Improving Interhospital Medical Patient Transportation in Morocco

of skills in specialized centers and the lack of available intensive care beds (Terry, 
2001). In Morocco one of the major challenges faced by interhospital MPT is the 
lack of ambulances in some hospitals, which causes delays in patient transfers and 
consequently compromises their safety. To cope with this challenge, healthcare 
facilities have to find effective and sustainable solutions without increasing the 
hospital’s financial burden. Collaboration among healthcare supply chain stakeholders 
is known to be a powerful way to enhance hospitals’ effectiveness. While most existing 
studies have examined collaboration in inventory management, few have provided 
empirical evidence on collaboration in transportation activities. In this chapter, the 
aim was to introduce MPT system in Morocco and examine how collaboration could 
improve ambulances availability. For that purpose, a case study of three hospitals in 
Casablanca city was discussed. Data related to the number of monthly performed 
transfers during the last three years were analyzed. It turned out that some periods 
of overload for one hospital coincide with periods of relief for another. Considering 
this, it was interesting to find a way to balance the load by sharing ambulances to 
adapt the capacity of each hospital. By applying ARIMA modelling, it becomes 
possible to forecast future transfer requests and to make a monthly allocation of 
ambulances in accordance with the predicted number of transfers. The proposed 
solution allows adapting hospital’s transport capacity according to demand forecasts. 
The redistributing of ambulances does not require new investment, which makes it 
affordable for hospitals to implement, especially in a context of increasing budgetary 
constraints. The proposed collaborative solution could be generalized to other 
hospitals in Morocco or other countries suffering from the same problem, namely 
ambulances shortage.

The allocation of ambulances according to demand forecasts, not only benefits 
patients by providing a timely access to healthcare, but also healthcare professionals 
by reducing the workload associated with peak periods. It is recognized that equitable 
distribution of workload has an influence on health personnel satisfaction, and 
therefore on the quality of care (Frichi, Jawab, & Boutahari, 2018).

Certainly, forecasting techniques are powerful tools for predicting the future, and 
have proven to be successful in various research fields including the health sector, 
however their applicability and the quality of the results they generate depend greatly 
on the veracity of the recorded data. These techniques require, in particular, detailed 
data on past performance. Unfortunately, this is not the case of interhospital MPT 
in Morocco, where hospitals only record the number of performed transfers. They 
indicate neither the ambulance travel times nor the transfer causes. The unavailability 
of detailed data about transfers is the main limitation of this study. On that point, an 
effective and user-friendly registration system would enable recording information 
related to transfers, that could serve as a basis to forecast future transfers.

 EBSCOhost - printed on 2/8/2023 2:07 PM via . All use subject to https://www.ebsco.com/terms-of-use



156

Improving Interhospital Medical Patient Transportation in Morocco

It is noteworthy that the forecast of interhospital MPT demand can be modeled as 
a regression forecasting, by making assumptions about the existence of a relationship 
between the number of transfers and the number of patient admissions, available 
physicians and nurses, hospital beds, as well as the available medical specialties 
and facilities, etc. Nevertheless, these likely relationships should be verified by 
statistical methods to prove the existence of correlations.

Furthermore, to improve transfer operations, the Ministry of Health should 
consider reorganizing interhospital MPT activities through its centralization. Thus, 
ambulance allocation could be carried out by specialized regional units whose role 
would be to ensure ambulance deployment and redeployment in real time. Then, the 
interhospital MPT could benefit in its practices from scientific advances made in the 
field of extra-hospital transportation. Another option is to move to subcontracted 
interhospital MPT activities. In this case, transfers will be managed and performed 
by private companies with skilled staff and appropriate material. Subcontracting 
experiences have already been set up for intra-hospital MPT, and other logistics 
activities such as: catering, cleaning, waste management, gardening, etc. (Jawab 
et al., 2018).

CONCLUSION

This chapter contributes to the current knowledge on MPT in Morocco, which 
still little addressed in the literature, in spite of its important role in facilitating 
healthcare access and continuity. The objective of this study was to examine the 
effect of collaboration to cope with MPT challenges. Understanding how the MPT 
system is organized and its issues is the first step toward improvement. Accordingly, 
the chapter initially introduces the MPT in Morocco and its difficulties. Then, it 
provided empirical application in the area of collaboration in interhospital MPT. 
As expected, collaboration improved the availability of ambulances based on each 
hospital forecasts.

Collaborative practices are the key to improving interhospital MPT effectiveness 
and efficiency. Nevertheless, collaboration among hospitals can be challenging 
because of several barriers, which are cultural (e.g. lack of trust), technical (e.g. lack 
of supply chain skills and knowledge, underuse of information and communication 
technologies) and systemic (e.g. regulations and policies). MPT stakeholders need 
to remove these barriers and work together to reap the full potential benefits of 
collaboration and be able to identify opportunities for improving performance. 
Therefore, building a collaboration culture that promotes information and resources 
sharing is of greatest value. By doing so, hospitals can reduce waiting times, arise 
the number of fulfilled requests, and improve patient care.
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