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Chapter 1
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Recent.advancement.in.wearable.technology.has.created.a.huge.impact.in.healthcare.
delivery.and.clinical.diagnosis..Remote.access.of.physiological,.vital.parameters.
from.patients.and.improvement.in.their.day-to-day.quality.of.life.were.the.significant.
indicators. due. to. this. availability. of. wearable. technology.. Though. wearable.
physiological.monitoring.systems.for.long-term.monitoring.of.Electro.cardiogram.
(ECG). were. developed. at. high-cost. involvement,. there. is. a. huge. need. for. such.
technology.for.resource-constrained.settings,.at.a.low.cost..This.chapter.suggests.a.
wearable.ECG.monitoring.system.by.making.use.of.single.channel.textile.sensors.for.
screening.of.cardiac.episodes..The.proposed.Cardiac.signal.framework.(CARDIF).
with.chest.textile-based.sensors.ensures.the.required.qualitative.signal.for.clinical.
assessment.and.the.evaluation.of.fidelity.measures.confirms.its.suitability.for.early.
screening.of.cardiac.episodes..The.proposed.CARDIF.framework.involves.low-cost.
design.without.sacrificing.the.required.clinical.diagnosis.requirement.and.can.be.
extended.for.long-term,.continuous.monitoring.in.resource-constrained.settings.
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Minimally.invasive.otorhinolaryngology.surgery.uses.a.system.that.consists.of.an.
endoscope,.microscope,.high-resolution.display,.and.several.surgical.tools.to.perform.
procedures.of.the.Ear,.Nose.and.Throat.(ENT).up.to.the.upper.Oesophagus..The.
complexity,.and.number.of.systems.used,.forces.the.surgeon.to.focus.on.multiple.
factors. rather. than. exclusively. on. the. procedure.. This. chapter. focuses. on. the.
development.of.a.system.integrating.the.endoscopic.feed.with.a.Mixed.Reality.(MR).
headset..For.that,.the.visual.data.stream.from.an.endoscopy.system.is.integrated.with.
an.MR.head-mounted.device..An.application.was.developed.using.Unity,.Visual.
Studio,.and.Windows.10.SDK..The.application.also.had.the.ability.to.access.pre-
operative.images.through.its.Graphical.User.Interface,.and.was.integrated.with.the.
endoscopic.feed.wirelessly.over.a.local.area.network..The.application.was.tested.in.
an.educational.abdominal.phantom..The.goal.was.to.streamline.the.surgeon’s.focus.
more.on.the.patient.and.to.provide.access.to.pre-operative.images.for.in-procedure.
comparison.at.their.fingertips.

Chapter 3
Biomedical.Nanotechnology:.Why.“Nano”?........................................................30

Pınar Çakır Hatır, Istanbul Arel University, Turkey

This.chapter.aims.to.provide.an.overview.of.recent.studies.in.the.field.of.biomedical.
nanotechnology,.which.is.described.as.the.combination.of.biology.and.nanotechnology..
The.field.includes.innovations.such.as.the.improvement.of.biological.processes.at.
the.nanoscale,.the.development.of.specific.biomaterials,.and.the.design.of.accurate.
measurement. devices.. Biomedical. nanotechnology. also. serves. areas. like. the.
development.of.intelligent.drug.delivery.systems.and.controlled.release.systems,.
tissue. engineering,. nanorobotics. (nanomachines),. lab-on-a-chip,. point. of. care,.
and.nanobiosensor.development..This.chapter.will.mainly.cover. the.biomedical.
applications. of. nanotechnology. under. the. following. titles:. the. importance. of.
nanotechnology,. the.history.of.nanotechnology,. classification.of.nanostructures,.
inorganic,. polymer. and. composite. nanostructures,. fabrication. of. nanomaterials,.
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applications.of.nanostructures,.the.designs.of.intelligent.drug.delivery.systems.and.
controlled.release.systems,.bioimaging,.bioseparation,.nano-biomolecules,.lab-on-
a-chip,.point.of.care,.nanobiosensor.development,.tissue.engineering.and.the.future.
of.biomedical.nanotechnology.

Chapter 4
Measuring.Consciousness.in.the.Clinic................................................................66

Nithin Nagaraj, Consciousness Studies Programme, National Institute of 
Advanced Studies, Bengaluru, India

We.don’t.doubt.for.a.moment.that.we.are.conscious,.but.what.is.‘Consciousness’?.
Understanding.consciousness,.its.nature,.and.characteristics.has.remained.a.hard.
problem. for. several. centuries.. While. philosophers,. neuroscientists,. physicists,.
psychologists,.and.psychiatrists.grapple.with.this.hard.problem,.clinicians.are.in.
need.of.a.practical.way.to.‘measure’.consciousness.(or.its.surrogate)..Determining.
whether.a.patient.is.conscious.or.not,.and.measuring.the.degree.of.consciousness,.
could.be.critical.and.potentially.life-saving.in.a.clinical.scenario..In.this.chapter,.we.
will.review.recent.scientific.approaches.for.modelling.and.measuring.consciousness,.
and.their.clinical.applications.with.an.emphasis.on.a.host.of. issues.(theoretical,.
philosophical,.methodological,.technological,.&.clinical).and.challenges.that.need.
to.be.satisfactorily.and.convincingly.addressed.going.forward.

Chapter 5
A.Decision.Tree.on.Data.Mining.Framework.for.Recognition.of.Chronic.
Kidney.Disease.....................................................................................................78

Ravindra B. V., SOIS, Manipal Academy of Higher Education, Manipal, 
India

Sriraam N., Centre for Medical Electronics and Computing, M. S. 
Ramaiah Institute of Technology, India

Geetha M., Department of CSE, MIT, Manipal Academy of Higher 
Education, Manipal, India

The.term.chronic.kidney.disease.(CKD).refers.to.the.malfunction.of.the.kidney.and.
its.failure.to.remove.toxins.and.other.waste.products.from.blood..Typical.symptoms.
of. CKD. include. color. change. in. urine,. swelling. due. to. fluids. staying. in. tissue,.
itching,.flank.pain,.and.fatigue..Timely.intervention.is.essential.for.early.recognition.
of.CKD.as.it.affects.more.than.10.million.people.in.India..This.chapter.suggests.a.
decision.tree-based.data.mining.framework.to.recognize.CKD.from.Non.chronic.
kidney.disease.(NCKD)..Data.sets.derived.from.open.source.UCI.repository.was.
considered..Unlike.earlier. reported.work,. this.chapter.applies. the.decision. rules.
based.on.the.clustered.data.through.k-means.clustering.process..Four.cluster.groups.
were.identified.and.j48.pruned.decision.tree-based.automated.rules.were.formatted..
The.performance.of.the.proposed.framework.was.evaluated.in.terms.of.sensitivity,.
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specificity,.precision,.and.recall..A.new.quantitative.measure,.relative.performance,.
and.MCC.were.introduced.which.confirms.the.suitability.of.the.proposed.framework.
for.recognition.of.CKD.from.NCKD.

Chapter 6
Classification.of.EMG.Signals.Using.Eigenvalue.Decomposition-Based.
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India

Mohit Kumar, Vel Tech Rangarajan Dr. Sagunthala R & D Institute of 
Science and Technology, Chennai, India
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Electromyogram. (EMG). signals. are. commonly. used. by. doctors. to. diagnose.
abnormality.of.muscles..Manual.analysis.of.EMG.signals.is.a.time-consuming.and.
cumbersome. task..Hence,. this.chapter.aims. to.develop.an.automated.method. to.
detect.abnormal.EMG.signals..First,.authors.have.applied.the.improved.eigenvalue.
decomposition.of.Hankel.matrix. and.Hilbert. transform. (IEVDHM-HT). method.
to.obtain. the. time-frequency.(TF). representation.of.motor.unit.action.potentials.
(MUAPs).extracted.from.EMG.signals..Then,.the.obtained.TF.matrices.are.used.
for.features.extraction..TF.matrix.has.been.sliced.into.several.parts.and.fractional.
energy.in.each.slice.is.computed..A.percentile-based.slicing.is.applied.to.obtain.
discriminating.features..Finally,.the.features.are.used.as.an.input.to.the.classifiers.such.
as.random.forest,.least-squares.support.vector.machine,.and.multilayer.perceptron.
to.classify.the.EMG.signals.namely,.normal.and.ALS,.normal.and.myopathy,.and.
ALS.and.myopathy,.and.achieved.accuracy.of.83%,.80.8%,.and.96.7%,.respectively.

Chapter 7
Identification.of.High.Risk.and.Low.Risk.Preterm.Neonates.in.NICU:.Pattern.
Recognition.Approach........................................................................................119

S. Tejaswini, M. S. Ramaiah Institute of Technology, India
N. Sriraam, Ramaiah Institute of Technology, India
Pradeep G. C. M., M. S. Ramaiah Medical College and Hospital, India

Infant.cries.are.referred.as.the.biological.indicator.where.infant.distress.is.expressed.
without.any.external.stimulus..One.can.assess.the.physiological.changes.through.cry.
characteristics.that.help.in.improving.clinical.decision..In.a.typical.Neonatal.Intensive.
Care.Unit.(NICU),.recognizing.high-risk.and.low-risk.admitted.preterm.neonates.is.
quite.challenging.and.complex.in.nature..This.chapter.attempts.to.develop.pattern.
recognition-based.approach.to.identify.high-risk.and.low-risk.preterm.neonates.in.
NICU..Four.clinical.conditions.were.considered:.two.Low.Risk.(LR).and.two.High.
Risk.(HR),.LR1-.Appropriate.Gestational.Age.(AGA),.LR2-.Intrauterine.Growth.
Restriction.(IUGR),.HR1-Respiratory.Distress.Syndrome.(RDS),.and.HR2-.Premature.

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



﻿

Rupture.of.Membranes.(PROM)..An.overall.cry.unit.of.800.(n=20.per.condition).
was.used.for.the.proposed.study..After.appropriate.pre-processing,.Bark.Frequency.
Cepstral.Coefficient.(BFCC).was.estimated.using.three.methods..Schroeder,.Zwicker.
and.Terhardt;.and.Transmiller;.and.a.non-linear.Support.Vector.Machine.(SVM).
Classifier. were. employed. to. discriminate. low-risk. and. high-risk. groups.. From.
the.simulation.results,.it.was.observed.that.sensitivity.specificity.and.accuracy.of.
91.47%,.91.42%,.and.92.9%.respectively.were.obtained.using.the.BFCC.estimated.
for.classifying.high.risk.and.low.risk.with.SVM.classification.

Chapter 8
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Breast.Cancer.(BC).is.the.leading.cause.of.death.in.women,.worldwide..The.Eastern.
Cooperative. Oncology. Group. (ECOG). Performance. Status. (PS). of. BC. can. be.
studied.using.HRV.measures..The.main.purpose.of.this.chapter.is.to.give.an.insight.
to.clinicians.via.HRV.measures.with.respect.to.age.to.make.them.understand.the.
PS.of.patients..Data.from.114.BC.patients.was.segregated.into. two.age.groups,.
G1.(20.to.40.years).and.G2.(41.to.75.years)..The.5-minute.electrocardiogram.of.
the.subjects.was.taken.and.HRV.measures.were.extracted..One-way.ANOVA.with.
Posthoc.Tukeys’.HSD.test.was.done..Triangular.Index,.Ratio.of.standard.deviation.
of.poincare.plot.perpendicular.to.the.line.of.identity.to.the.standard.deviation.along.
line.of.identity,.Detrended.Fluctuation.Analysis.descriptors,.Approximate.Entropy,.
Sample.Entropy.and.Correlation.Dimension.significantly.decreased.from.ECOG0.
to.4.and.from.G1.to.G2..The.sympathetic.activity.increased.with.vagal.withdrawal.
as.age.advanced.

Chapter 9
Introduction.to.Motor.Imagery-Based.Brain-Computer.Interface:.Time,.
Frequency,.and.Phase.Analysis-Based.Feature.Extraction.for.Two.Class.MI.
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University), India
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In.this.chapter,.motor.imagery.(MI).based.brain-computer.interface.(BCI).is.introduced.
incorporating.the.explanation.of.key.components.required.to.design.a.practical.BCI.
device..Its.application.to.the.medical.and.nonmedical.sector.is.discussed.in.detail..

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



﻿

In.the.experimental.study,.a.feature.extraction.method.using.time,.frequency,.and.
phase.analysis.of.Motor.imagery.EEG.is.presented..For.the.classification.of.MI.task,.
EEG.signals.are.decomposed.using.a.dual-tree.complex.wavelet.transform.(DTCWT).
and.then.time,.frequency,.and.phase.features.are.extracted..The.validation.of.the.
proposed.method.is.conducted.using.BCI.competition.IV.dataset.2b..A.Support.vector.
machine.(SVM).classifier.is.used.to.perform.the.classification.task..Performance.
of.the.proposed.method.is.compared.with.the.standard.feature.extraction.methods..
The.proposed.scheme.achieved.a.larger.average.classification.accuracy.of.82.81%.
which.is.better.than.that.obtained.by.other.methods.

Chapter 10
A.Study.on.the.Examination.of.RGB.Scale.Retinal.Pictures.Using.Recent.
Methodologies....................................................................................................198

A. Swarnalatha, St. Joseph’s College of Engineering, India
K. Palani Thanaraj, St. Joseph’s College of Engineering, India
A. Sheryl Oliver, St. Joseph’s College of Engineering, India
M. Esther Hannah, St. Joseph’s College of Engineering, India

Retinal.disease/condition.examination.is.one.of.the.significant.areas.of.the.medical.
field..A.variety.of.retinal.abnormality.assessments.based.on.fundus.image-assisted.
trials.are.widely.proposed.by. the.researchers. to.examine. the.parts.of. the.retina..
Recently,.traditional.and.soft.computing-based.approaches.are.executed.to.inspect.
the.optic.disc.and.the.blood.vessels.of.the.retina.to.discover.disease/damages..This.
work.implements.(i).A.two-phase.methodology.based.on.Jaya.Algorithm.(JA).and.
Kapur’s.Entropy.(KE).thresholding.and.level-set.segmentation.for.the.optic.disc.
evaluation.and.(ii).JA-based.Multi-scale.Matched.Filter.(MMF).for.the.blood.vessel.
assessment..During.this.analysis,.various.benchmark.datasets.such.as.RIM-ONE,.
DRIVE,.and.STARE.are.considered..The.experimental.study.substantiates.that.JA-
assisted.retinal.picture.examination.offers.better.results.than.other.related.existing.
methodologies.

Chapter 11
Classification.of.Skin.Lesion.Using.(Segmentation).Shape.Feature..
Detection.............................................................................................................221

Satheesha T.Y., Department of Electrical and Computer Engineering, 
School of Engineering and Technology, CMR University, Bangalore, 
India

Malignant.melanoma.has.caused.countless.deaths.in.recent.years..Many.calculation.
methods. have. been. created. for. automatic. melanoma. detection.. In. this. chapter,.
based.on.the.traditional.concept.of.shape.signature.and.convex.hull,.an.improved.
boundary.description.shape.signature.is.developed..The.convex.defect-based.signature.
(CDBS).proposed.in.this.paper.scans.contour.irregularities.and.is.applied.to.skin.

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



﻿

lesion.classification.in.macroscopic.images..Border.irregularities.of.skin.lesions.
are.the.predominant.criteria.for.ABCD.(asymmetry,.border,.color,.and.diameter).to.
distinguish.between.melanoma.and.nonmelanoma..The.performance.of.the.CDBS.
is. compared. with. popular. shape. descriptors:. shape. signature,. indentation. depth.
function,.invariant.elliptic.Fourier.descriptor.(IEFD),.and.rotation.invariant.wavelet.
descriptor.(RIWD),.where.the.proposed.descriptor.shows.better.results..Multilayer.
perceptron.neural.network.is.used.as.a.classifier.in.this.work..Experimental.results.
show. that. the. proposed. approach. achieves. significant. performance. with. mean.
accuracy.of.90.49%.

Compilation of References............................................................................... 229

About the Contributors.................................................................................... 266

Index................................................................................................................... 274

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



Preface

The constantly changing landscape of current practices in healthcare creates a need 
for knowledge resources that will empower professionals, academic educators, 
researchers, and industry consultants all over the globe. Biomedical and Clinical 
Engineering for Healthcare Advancement is a dynamic reference source that will meet 
these needs by exploring the latest coverage on all aspects of healthcare applications 
driven by the adoption of new technologies from different fields, covering topics 
such as telemedicine applications, artificial intelligence, image-guided surgery, 
medical imaging techniques, and bionics.

This reference source is arranged into 11 chapters contributed by global experts, 
drawing on their experiences, observations, and research surrounding bioimaging, 
biosensors, and robotics. A brief description of each chapter can be found in the 
following paragraphs.

In Chapter 1: “A Wearable ECG Monitoring System for Resource-Constrained 
Settings” proposed by Uma Arun (M.S. Ramaiah Institute of Technology, India) 
and Natarajan Sriraam (M.S. Ramaiah Institute of Technology, India) provide a 
summary of how recent advancements in wearable technology have created a huge 
impact in healthcare delivery and the ability for clinicians quickly to diagnose 
patients. They discuss how wearable monitors will help doctors for early screening 
of cardiovascular diseases by making wearable textile gel less sensors.

In “ENT Endoscopic Surgery and Mixed Reality: Application Development and 
Integration” proposed by Elmer Gomes Ataide (Otto-von-Guericke-Universität, 
Germany), Holger Fritzsche (Otto-von-Guericke-Universität, Germany), Marco 
Filax (Otto-von-Guericke-Universität, Germany), Dinesh Chittamuri (Otto-von-
Guericke-Universität, Germany), Lakshmi Potluri (Otto-von-Guericke-Universität, 
Germany), Axel Boese(Otto-von-Guericke-Universität, Germany) and Michael 
Friebe (Otto-von-Guericke-Universität, Germany) explore the idea of a minimally 
invasive otorhinolaryngology surgery that uses a system consisting of an endoscope, 
microscope, high-resolution display and several surgical tools to perform procedures 
of the ear, nose and throat (ENT). The authors propose the development of a system 
integrating the endoscopic feed with a mixed reality (MR) headset with the goal to 

xv
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streamline the surgeons focus on the patient and to provide access to pre-operative 
images for in-procedure comparison at their fingertips.

In “Biomedical Nanotechnology: Why ‘Nano’?” by Pinar Çakir Hatir (Istanbul 
Arel University, Turkey) will examine recent studies in the field of biomedical 
nanotechnology, which is described as the combination of biology and nanotechnology. 
Mainly, the author will look at the biomedical applications of nanotechnology and 
how it is being used in a healthcare setting.

In “Measuring Consciousness in the Clinic” by Nithin Nagaraj (Indian Institute 
of Science) will review recent scientific approaches for modelling and measuring 
consciousness, and their clinical applications with an emphasis on a host of issues 
(theoretical, philosophical, methodological, technological and clinical) and how 
these challenges must be addressed moving forward.

In “A Decision Tree on Data Mining Framework for Recognition of Chronic 
Kidney Disease” by Ravindra B. V. (Manipal Academy of Higher Education, India), 
Sriraam N (M. S. Ramaiah Institute of Technology, India) and Geetha M (Manipal 
Academy of Higher Education, India) emphasize the classification of chronic 
kidney disease (CKD) and non-chronic kidney disease (NCKD) using datamining 
framework and evaluate how the two diseases are different from one another and 
require different treatments. Additionally, they present new data and frameworks that 
will be able to help physicians recognize the differences between the two diseases 
sooner than ever before.

In “Classification of EMG Signals Using Eigenvalue Decomposition-Based Time-
Frequency Representation” by Rishi Sharma (Institute of Advanced Technology, 
India), Mohit Kumar (Vel Tech Rangarajan Dr. Sagunthala R & D Institute of Science 
and Technology, India) and Ram Pachori (Indian Institute of Technology, India) will 
explore electromyogram (EMG) signals and explain how clinicians use this test for 
the diagnosis of abnormality in the muscle. As manual analysis of EMG signals is 
incredibly time consuming the authors provide an overview of an automated method 
they have created which detects abnormal EMG signals.

In “Identification of High Risk and Low Risk Preterm Neonates in NICU: Pattern 
Recognition Approach” by S. Tejaswini (M. S. Ramaiah Institute of Technology, 
India), Sriraam N. (Ramaiah Institute of Technology, India) and Pradeep G. C. M. 
(Ramaiah Medical College and Hospital, India) observe an automated means of 
detecting infant cries in a neonatal intensive care unit (NICU) is proposed and how 
the infants use their cries to express distress to physicians is exploited. The authors 
evaluate the infants cries to develop a pattern recognition approach that will identify 
whether a neonate is currently at low risk (LR) or high risk (HR) condition.

In “Effect of Age on Heart Rate Variability Analysis in Breast Cancer Patients: 
Heart Rate Variability in Breast Cancer” by Reema Shukla (Birla Institute of 
Technology, India), Yogender Aggarwal (Birla Institute of Technology, India), 

xvi
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Rakesh Sinha (Birla Institute of Technology, India) and Shreeniwas Raut (HCG 
Abdur Razzaque Ansari Cancer Center, India) examine breast cancer (BC) and how 
it is leading cause of death among women. The authors main purpose is to provide 
clinicians with data on heart rate variability (HRV) and how that affects treatment 
for women who have been diagnosed with breast cancer.

In “Introduction to Motor Imagery-Based Brain-Computer Interface: Time, 
Frequency, and Phase Analysis-Based Feature Extraction for Two Class MI 
Classification” by Nitesh Malan (Banaras Hindu University, India) and Shiru 
Sharma(Banaras Hindu University, India) present different aspects of a motor 
imagery (MI) based brain-computer interface (BCI) system. This includes how a 
BCI system would be used in varying healthcare situations.

In “A Study on the Examination of RGB Scale Retinal Pictures Using Recent 
Methodologies” by A. Swarnalatha (St. Joseph’s College of Engineering, India), 
V. Rajinikanth (St. Joseph’s College of Engineering, India), Palani Thanaraj k. (St. 
Joseph’s College of Engineering, India), V. Rajinikanth (St. Joseph’s College of 
Engineering, India), A. Sheryl Oliver (St. Joseph’s College of Engineering, India) 
and M. Esther Hannah (St. Joseph’s College of Engineering, India) identify how 
new soft-computing advances can help clinicians inspect the optic-disc and the 
blood vessels of the retina to discover disease and damage that they were previously 
unable to detect.

In “Classification of Skin Lesion Using (Segmentation) Shape Feature Detection” 
by Satheesha T. Y. (Independent Researcher, India), Sushmita Udupa (Nagarjuna 
College of Engineering and Technology, India) and Guru Raj Murthugudde (Sri 
Venkateswara College of Engineering, India) investigate malignant melanoma and 
how new developments in convex defect-based signature (CDBS) can help physicians 
detect and classify skin lesions as melanoma or nonmelanoma faster than ever before.

The wide-ranging coverage of this publication provides insight to a greater 
understanding of all topics, research, and discoveries pertaining to clinical engineering 
in healthcare. Furthermore, the contributions included in this publication will be 
instrumental in the development of knowledge offerings in this field. This academic 
reference will motivate readers to further contribute to the recent findings in this 
vast field, creating possibilities for additional research and discovery into the future 
of innovation.

xvii
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ABSTRACT

Recent advancement in wearable technology has created a huge impact in healthcare 
delivery and clinical diagnosis. Remote access of physiological, vital parameters 
from patients and improvement in their day-to-day quality of life were the significant 
indicators due to this availability of wearable technology. Though wearable 
physiological monitoring systems for long-term monitoring of Electro cardiogram 
(ECG) were developed at high-cost involvement, there is a huge need for such 
technology for resource-constrained settings, at a low cost. This chapter suggests a 
wearable ECG monitoring system by making use of single channel textile sensors for 
screening of cardiac episodes. The proposed Cardiac signal framework (CARDIF) 
with chest textile-based sensors ensures the required qualitative signal for clinical 
assessment and the evaluation of fidelity measures confirms its suitability for early 
screening of cardiac episodes. The proposed CARDIF framework involves low-cost 
design without sacrificing the required clinical diagnosis requirement and can be 
extended for long-term, continuous monitoring in resource-constrained settings.
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INTRODUCTION

Cardiovascular diseases (CVDs) tops the foremost reason for death all over the world 
according to the survey reported by World Health Organization (WHO).In 2018 
million people died due to CVDs, Stroke and coronary heart diseases contribute 
significantly for the cause of death. Hence there is a huge need to monitor cardiac 
activities continuously and to identify the potential risk at an earlier stage. Wearable 
technology and computing showed a promising clinical diagnosis tool due to its 
ability to monitor the physiological vital parameter continuously as well as for 
long-term monitoring.

For Biomedical research community, design and developing ubiquitous 
physiological monitoring system for resource constrained settings is quite challenging. 
Electrocardiogram (ECG) signals are considered as the vital biomarker to assess and 
monitor the cardiac activities. Heart and circulatory system disorders are the major 
causes of death all over the world according to World Health Organization (WHO) 
(Kirstein .T. et al.,2002). The main reasons are obesity, intensive consumption of 
salty and oily foods, stress, lack of exercise and genetic factors. The number of 
cardiologists per patient having heart disease is very less. Due to this, the heart-
related diseases increase and mortality rate is very high. Long-term monitoring and 
consistent medical observation could help in reducing mortalities (Rantanen et al., 
2001). Keeping in mind the importance of heart rate variability towards assessing 
the cardiovascular-pulmonary functionalities, wearable mode gains its importance 
for home centric applications.

The development of gel less textile-based electrodes gained importance in 
the recent years for wearable computing applications due to its rapid conductive 
properties between the skin surfaces and less prone to artifacts motion. The selection 
of textile materials for such application merely depends on the material’s durability, 
reusability and launder ability (Grancaric et al., 2017).

In recent years, many wearable physiological monitoring systems are being 
used for real-time healthcare monitoring. The wearable systems combine high-tech 
components and wearable devices. The smart wearable system includes sensors, 
actuators and communication equipment. Early detection of vital conditions of 
patients is possible using these wearable healthcare systems (Norstebo et al., 2003)

Electrocardiogram is a bio-signal from which the electrical action of the heart is 
observed. ECG measurements are performed using Ag/AgCl electrodes.(Constant 
.J et al.,1997) (Uma Arun et al.,2016). But these electrodes are not used directly as 
contact cannot be maintained with skin (Pola & Vanhala). So, conductive gel was 
applied to patients before attaching Ag/AgCl electrodes. These electrodes create 
an itching sensation on the skin during long-term usage. Other issues were that the 
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disposable electrodes could not be reused, and preparation of the skin was time-
consuming (Ocha et al., 2008)

All these problems were avoided by using textile electrodes which ensured 
continuous and long-term monitoring with repeatability. The textile electrodes 
were designed by making use of conductive yarn with a fabric material (Ueno et 
al., 2007). They acted as a capacitor along with skin and sensor. The conductivity 
was improved by skin humidity and body sweat. The textile electrode materials are 
typically synthetic, for example, polyester or polyamide. They endure abrasion very 
well, absorb moisture only a little and dry fast. The textile electrodes are good for 
long time measurement, because they do not irritate skin. In addition, they are light 
weight, ductile and washable. The impedance of electrode-skin interconnection, is 
1-5 MΩ/cm2 for textile electrodes. (Kannaian et al., 2013)

This specific pilot study proposes a wearable ECG monitoring system for 
resource-constrained settings. A cardiac signal framework referred as CARDIF 
is proposed which comprises of textile-based conductivity sensor with an analog 
front end amplifier and a reconfigurable real time processor. Single channel lead I 
configuration was considered. The performance of the proposed wearable system 
was evaluated qualitatively and quantitatively.

RELATED BACKGROUND

A brief review on wearable sensors for remote health monitoring was reported 
(Majumdar et al., 2017). Winokar et al. (2013) have designed a low power wearable 
ECG monitoring for long-term continues cardiac activities assessment. The five 
electrodes user driven wearable system confirms its suitability for clinical usage 
after the experimental study evaluation results.

Gjoreski et al. (2014) proposed a system that makes use of ECG sensor and 
accelerometer for Telehealth application. The user’s typical day-to-day activities 
were assessed to recognize the vital parameters such as heart rate and respiratory 
rate and accelerometer data were Correlated with cardiac episodes .The robustness 
of the proposed system was evaluated quantitatively and qualitatively.

A mobile phone-based, ultra-low-power remote ECG monitoring has been 
proposed (Hadizadeh et al., 2019).The proposed work emphasized on removal of 
motion artifacts by appropriate signal processing algorithm. A lightweight, wearable 
ECG system was designed. For the wearable system-mobile phone interface, 
appropriate design considerations for BLE were taken into account with factors 
such as minimum and maximum connection interval, slave latency and connection 
supervision timeout multiplier were calculated. The system was found to be robust 
during the experimental study where hear signals were assessed during intense 
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physical activities. Attempts are under consideration towards detection of arrhythmia 
for the proposed wearable mobile phone applications.

A smart multiple-patient remote monitoring with IOT framework was proposed 
(Spano et al., 2016). ECG prototype sensor with low energy, low cost solutions was 
suggested for smart home integrated applications. The IOT platform with the smart 
home grid configuration found to be quite durable and realizable for real-time patient 
remote monitoring applications.

A specific methodology has been proposed to improve the quality of synthesized 
ECG for wireless ECG monitoring applications (Tomasic et al., 2013).The fidelity 
and statistical measures confirms the suitability of synthesized ECGs with that of 
target 12-lead ECGs. The study further confirms that much focus need to be given 
in the quality of ECGs rather on the wireless body electrode positions.

Valchinov et al. (2014) have presented a wearable ECG system for health and 
sports monitoring. Dry Contact electrode was used for recording of ECGs.

Shih-Hong et al. (2017) have proposed a Wearable, Wireless Multi-parameter 
monitoring system to evaluate the cardiopulmonary functionalities. The study 
integrated the walking functionalities with real-time physiological parameters. The 
results showed the dynamic changes which were found suitable towards developing 
assistive tools.

Rossi et al. (2015) have designed a low power bio impedance module for wearable 
system. For impedance measurement, breathing and cardiac activities were considered 
and the testing was performed. The simulation results showed the suitability of the 
proposed module for wearable applications.

STUDY DESIGN

In the present study, knit jersey conductive fiber material was used as textile 
conductive sensor. The fabric was made of 63% cotton, 35% silver yarn and 2% 
spandex. The proposed material is very soft, matte and perfect wearable with double 
sided interfacing. This conductive fabric had different resistance in each direction. 
It had 46Ω per foot across the rows and 460Ω per foot across the columns. The 
textile material which had less impedance was made to contact with the skin. Two 
numbers of 5”x2” rectangle pieces were joined by keeping the low impedance side 
outside and high impedance side inside. Then, a medical-grade button was snapped 
in between the textile material, so that the button would not make any contact with 
the skin. The textile material provided a contact with the skin on one side. On the 
other side, the snapped medical-grade button was connected to the sensor. It was 
stitched using a conductive thread and attached with a Velcro to form a wrist band. 
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Three wrist bands of same size were stitched and attached to right arm, right wrist 
and left arm. Figure 1 shows the implementation of textile electrode as a wrist band. 

The skin-electrode contact impedance measurement was done. The arrangement 
of textile and disposable electrodes for the measurement of contact impedance is 
shown in Figure 2. All the contact impedance was lying below 5 MΩ, which was 
necessary for the textile material to be used as the sensing electrode. So, the textile 
material could be used as an electrode on par with disposable electrode.

Figure 1. Textile electrodes

Figure 2. Arrangement of textile electrode and disposable electrodes
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CHEST ELECTRODES

The textile electrodes were connected in the chest as shown in the Figure 3. Here 
right chest was connected to –ve terminal and left chest was connected to the +ve 
terminal with right abdomen acts as a reference. This arrangement of the electrodes 
were in accordance with the Einthoven’s triangle. The two chest electrodes were 
interconnected by a Velcro and the lower one was connected by another adjustable 
Velcro.

LIMB ELECTRODES

The textile electrodes were connected in single channel in the limb .The entire setup 
is shown in the Figure 4 for lead I, where the right arm is connected to –ve terminal 
of the electrode. The +ve terminal is connected to the left arm and right wrist is 
connected to the reference. The arrangement of the electrodes were in accordance 
with the Einthoven’s triangle.

The arrangement of cardiac signal recording framework (CARDIF) block diagram 
with textile electrode is shown in the Figure 5. In the CARDIF setup an analog front 
end (AFE) and reconfigurable input output processor was used.

The output of analog front end was connected to a reconfigurable input/output 
real time embedded processor. The processor was connected to a host computer 
through USB and wireless. It was configured in Lab VIEW platform to acquire 
analog signal and process it. It was a digital data and stored in MS-Excel format. 
The signal processing was implemented using Lab VIEW virtual instrumentation 
block sets with the real time processor.

The analog front end (AFE) contains an ECG amplifier and connected to the 
textile electrodes to measure ECG signal.

Figure 3. Textile chest electrodes in CARDIF
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Specifications of Sensor Node-Analog Front End:

Offset ~1.00 V (±0.3 V)
Gain 1 mV body potential / 1 V sensor output

The processor was wired with the system to display the parameters. The output 
ECG waveform was also displayed simultaneously. The signals were stored in a 
thumb drive for further processing.

Data was collected from 68 healthy male and female subjects of 18 to 50 years 
with BMI of 23.11 Kg/m2 (average). In addition, the physical examination was done 
for all subjects to know the health condition .The subjects accepted voluntarily for 
ECG recording and given the written consent form. The subjects were instructed 
before to avoid alcohol and smoke within the past 24 hours of ECG recording. The 
subjects with obesity and female with pregnancy or phase of menstrual cycle were 
excluded from the experiment. The ECG data was recorded for thirty minutes by 
using CARDIF in sitting condition. Due ethical clearance was obtained from Ethical 
Board of M. S. Ramaiah Medical College before the commencement of the study. 
The experiment setup is shown in Figure 6.

Figure 4. Set up of limb electrodes in Lead I configuration

Figure 5. CARDIF block diagram
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QUALITATIVE AND QUANTITATIVE ASSESSMENTS

The qualitative assessment was done from the visual inspection of the ECG output, 
available in the front panel of the display and analyzer. The ECG output available 
is shown in Figure 7.

Baseline wander is a low frequency artifact in the ECG that arises from breathing, 
electrically charged electrodes and subject movement. The original or raw ECG and 
after application of baseline wandering removal on raw ECG are shown in Figure 8.

Figure 6. Experiment Setup of CARDIF

Figure 7. ECG ouput from front panel display and analyser
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The performance of the textile limb and chest electrodes were compared by 
finding the parameters for the cardiovascular system using MAT LAB. Different 
important parameters were estimated from chest and limb as shown in Table 1. BPM 
is nothing but, number of beats per minute, SNR is the signal to noise ratio in dB 
and RR interval is the difference between the two consecutive R waves in seconds. 
The result shows that there was improvement in signal to noise ratio when using 
chest electrodes as compared to the ratio obtained using limb electrodes.

The duration of various components of ECG such as P, QRS, T, PR, QT and RR 
from Ag/AgCl electrode and textile electrodes were reported in Table 2.

PSD is the power spectral density plotted against frequency. A sample waveform 
of ECG output and PSD are shown in Figure 9 and 10.

The quantitative assessment was done by statistical analysis of the ECG signal 
obtained from both limb and chest electrodes. The procedure was done for the same 

Figure 8. Raw ECG before and after baseline wandering process

Table 1. Results of textile limb and chest electrodes

Parameter Limb Electrode Chest Electrode

BPM 80.96 83.06

SNR in dB -20.08 -25.32

RR Interval (sec) 0.65 0.81
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subjects from the CARDIF set up. The box plot was drawn for the BPM and RR 
interval taken from both the methods and are shown in Figures 11 and 12.

Table 2. Values of components of ECG from Ag/AgCl electrode and textile electrodes

Wave Reference Electrode (Ag/AgCl) Textile Electrodes

P 0.06 s 0.04 s

QRS 0.06 s 0.05 s

T 0.14 s 0.16 s

PR 0.12 s 0.10 s

QT 0.36 s 0.32 s

RR 0.84 s 0.68 s

Figure 9. ECG
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The result shows that the BPM obtained when using chest electrodes are same as 
compared to the BPM obtained using limb electrodes. And the RR interval obtained 
from both the methods were within the standard values.

DISCUSSION

Suresh et al (2012) have developed a low cost 3 lead wireless wearable ECG devices 
for mobile applications. The complexity of design methods includes usage of wet 
surface electrodes, blue tooth enabling function, limited storage functionalities of 
the microcontroller. The design proposed by Spano et al.,(2016) with low power 
wearable settings suffered severely in terms of design, cost involvement and access 
of digital data remotely without losing the diagnostic requirement. The arrangement 
of real time electrocardiogram signals obtained using textile based electrodes by 
T. Kannaian et al .,(2013)was complex and not a portable system. In Textile based 
inductive sensor, proposed by Sun Ok Gi et al. (2015), a non-contact sensor was 

Figure 10. PSD
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Figure 11. Box plot of BPM from chest and limb

Figure 12. Box plot of RR Interval from chest and limb
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used with magnetic induced conductivity principle. There was a time lag between 
the ECG signal taken from coil compared to the signal taken from the other sensor. 
The proposed method was found to be very simple, portable and no time lagging for 
the data acquisition. Hence it can be used in resource-constrained settings. Clinical 
validation using the current set up is undergoing which provides better scope for 
introducing this proposed modality on resource-constrained settings for screening.

CONCLUSION

Development of wearable technology to provide quality healthcare delivery has 
taken up good shape in recent years. This specific study showed a pilot work on 
design and development of single channel textile-based sensors for continuous 
recordings of ECG. The proposed setup referred as “CARDIF” comprised of wearable 
textile sensors with a front-end amplifier and real time processor to collect the 
ECG recordings continuously. The single channel chest and limb recordings were 
assessed qualitatively and quantitatively. The results were quite promising and can 
be extended to resource-constrained settings for early screening of cardiac episodes 
through analysis of continuous ECG recordings.
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ABSTRACT

Minimally invasive otorhinolaryngology surgery uses a system that consists of an 
endoscope, microscope, high-resolution display, and several surgical tools to perform 
procedures of the Ear, Nose and Throat (ENT) up to the upper Oesophagus. The 
complexity, and number of systems used, forces the surgeon to focus on multiple 
factors rather than exclusively on the procedure. This chapter focuses on the 
development of a system integrating the endoscopic feed with a Mixed Reality (MR) 
headset. For that, the visual data stream from an endoscopy system is integrated 
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INTRODUCTION

Otorhinolaryngology or Ear Nose and Throat (ENT) Endoscopic surgery is a 
procedure that allows for the examination of the middle ear, nasal passage and 
openings to the sinus and the upper section of the oesophagus through the nasal 
and oral cavities. ENT Endoscopic surgery benefit the patient in terms of minimal 
invasiveness as only the natural orifices (Ear, nose and throat) are used. This causes 
less pain in patients and decreases the amount of time taken for them to heal from 
the surgical procedure (Sher 1986). ENT endoscopy is a form of image guided 
minimal invasive surgery for observation, manipulation and resection resulting in 
minimal trauma and faster patient recovery (Reuter 1999). As per iData Research Inc. 
in the year 2018 there were close to 23.8 million Endoscopic surgeries performed 
in the United States. An ENT Endoscopic surgery is performed with the aid of an 
endoscope, microscope, high resolution display and endoscopic tools. There is 
little integration between these instruments, which makes navigation cumbersome. 
The high-resolution display provides a rather limited field of view of the patient 
anatomy and its placement causes the surgeon to divert attention from the patient 
to the screen. (Nicolau 2011). Additionally, this involves the constant movement 
of the surgeon’s head and can cause discomfort as the number of procedures a day 
increases. Image guided surgeries often require the surgeon to have ready access 
to the patient’s pre-operative images. Currently this is achieved by accessing the 
images on an individual system located within the surgical suite. The introduction 
of an integrated system that reduces the stress on surgeons and enables the access 
of pre-operative images could prove to be beneficial as well as time-efficient. These 
are some of the pains or unmet clinical needs that were observed during surgery 
visits and clinical input. Mixed reality (MR) in the surgical suite could be a solution 
to address these issues. Mixed reality helps bridge the gap between the unmodelled 
real world and a virtual modelled environment (Fullum, 2009) (Figure 1). It allows 

with an MR head-mounted device. An application was developed using Unity, Visual 
Studio, and Windows 10 SDK. The application also had the ability to access pre-
operative images through its Graphical User Interface, and was integrated with the 
endoscopic feed wirelessly over a local area network. The application was tested in 
an educational abdominal phantom. The goal was to streamline the surgeon’s focus 
more on the patient and to provide access to pre-operative images for in-procedure 
comparison at their fingertips.

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



19

ENT Endoscopic Surgery and Mixed Reality

for seamless integration of virtual objects into the real world. The virtual aspect 
has the capability to react to human movements and gestures (Rodrigues 2017).

The introduction of MR in the health sector is not recent, but is gaining increased 
researchers’ interest now. One of the first instances of its use could be a surgical 
simulator proposed and developed by Satava (1993). The developed application was 
meant to be a training tool for surgeons to practice surgeries before performing them 
on actual patients. Khor et. al. (2016) discussed that augmented reality (AR), virtual 
reality (VR) and mixed reality have all become vital components of today’s surgical 
workflow. These technologies have proposed uses in terms of anatomical evaluations 
in medical education, broadcasting and recording surgery, telementoring and remote 
education of medical professionals. They also stated that this technology comes with 
its own set of limitations. AR, VR and MR devices have limited usage due to their 
shorter battery lives and lower computational capacities that may result in latency in 
video feeds during surgeries in addition to lack of privacy and confidentiality. Sielhorst 
et al. (2004) provided a review of visualization of medical images using MR. Prior 
work has also described the use of AR with a see-through, head-mounted display 
to render ultrasound images directly onto a patient’s body10. Philip J. Edwards et al. 
(2004) in their work analyzed the use of AR in surgical guidance for microscope-
assisted guided interventions. It was found that AR surgical guidance particularly 
with respect to depth perception is clinically effective and improves the outcome of 
the procedure. AR has also been used to improve laparoscopic partial nephrectomy. 
The system developed was able to navigate and superimpose virtually created images 
and real-time images in porcine renal units (Teber et al., 2009).

The presented literature suggests that AR, VR and MR are tools that enhance 
surgical performance in various aspects. During ENT endoscopic surgeries the surgeon 
is subjected to long hours in the surgical suite. Endoscopic surgeries comprise of 
a large number of tools that the surgeon has to use in addition to which he has to 
look at the patient as well as the screen on which the endoscopic feed is displayed. 
This tends to be a tiring and painstaking process and results in the surgeon being 
fatigued after some time. Pre-operative images play a vital role in surgical planning 

Figure 1. Simplified representation of a ‘Virtuality Continuum’ depicting the 
position of AR
(Milgram 1994)
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and the surgery itself. Sometime it so happens that the surgeon needs to go back 
and refer to his initial plans made with the help of these pre-operative images. E.g. 
tumor location, location of the incision, region to be excised, etc. As mentioned, 
these images are stored along with the patient’s medical records and are accessible 
through a separate system in the surgical suite. This means that if and when the 
surgeon needs to refer to these images, he has to access them on this separate system. 
Through the analysis of these unmet clinical needs and several surgical visits it was 
concluded that the development of an application that integrates a mixed reality 
headset and an endoscopic system while also providing the possibility to access 
patient pre-operative images directly through this application could serve as a 
solution to the problem statement.

This article speaks about the approach and the steps taken to achieve a successful 
integration between an endoscopic system and an MR headset and enable the surgeon 
with the ease of access to patient pre-operative images during an ENT endoscopic 
surgery and improve overall surgical efficiency. The work presented herein is a result 
of the clinical need expressed by the surgeons and their input has been a valuable 
aspect to the project’s design and development.

METHODS

This work employed the Biodesign innovation process to carry out the complete 
development (Figure 2). The Biodesign process dictates that in order to carry out 
efficient medical device development three key iterative steps need to be followed. 
a) Identify Unmet Clinical Needs, b) Invent concepts and solutions and c) Implement 
these concepts and solutions to address the unmet clinical needs (Krummel et al., 

Figure 2. The Biodesign process for innovating medical technologies
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2017). For the identification of the unmet clinical needs experienced by the surgeons, 
surgical visits to the ENT department were conducted. This was repeated multiple 
times to get a better understanding of the pains experienced by the surgeon. The 
pains experienced by the surgeons were used to define the sequence of events for 
the application. This together with the input of the surgeons formed the basis of the 
invention step. The implementation is seen through the application development 
and testing that was carried out.

Surgical Visits

Over the course of two months various surgeries were witnessed. A few of which 
were acoustic neuroma, spasmodic dysphonia and papillary carcinoma (residual 
tumour removal). These procedures were performed using an endoscopic system 
and certain pains were highlighted during their courses. In the acoustic neuroma 
surgery, the surgeon had to excise a tumour developed on the vestibulocochlear 
nerve. Due to the near microscopic nature of this procedure, the surgeon had to 
constantly move between performing the surgery and looking at the screen (Figure 
3). This was stated to be the main pain of the surgeon.

The spasmodic dysphonia procedure consists of injecting the vocal folds with 
a Botox solution in order to improve the speech of the patient. Here the surgeon 
uses an endoscope and a syringe containing the Botox solution. It was noted that 
the presence of multiple tools during the procedure diverted the surgeon’s attention 
from the display at times. During the removal of the residual papillary carcinoma, 
the surgeon needed to refer to pre-operative images. In order to do this the surgeon 

Figure 3. Placement of the endoscopy display screen in an awkward position during 
an ENT Endoscopy procedure
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sometimes had to move from his position near the patient and to an additional 
system in the surgical suite to access the patient’s records and view these images. 
The surgeon stated that in all cases, the option of an MR based heads-up display 
of the procedure with the access to patient pre-operative images would benefit 
the surgeon and subsequently with this the patient. These surgery visits helped to 
understand the need for such a system and aided in the design and development of 
the system architecture for the application and integration of the endoscopic system 
with an MR headset.

The integration of the endoscopic system with an MR headset was achieved 
using the following steps.

• Definition of the sequence diagram and use case diagram
• System architecture and development
• Integration of the MR headset with the endoscopic system

Definition of Sequence of Events

The surgical visits provided the authors with a list of requirements to be used to 
define the sequence of all possible events that take place (Figure 4).

The initiation of the application is done via its deployment in the MR headset. 
The application verifies the connection with endoscopic tower through the Stream 
Catcher. The video stream from the endoscopic tower is displayed on the MR headset 
through the application when all the connections are intact.

A screenshot can be taken of a desired frame and will be saved in a designated 
folder. The pre-operative images are imported into the application by clicking on 
the “PoI button”. This would enable the user (surgeon) to compare the real-time 
image feed with the pre-operative images.

System Architecture and Development

The Mixed Reality application works on a Holographic feature in the Headset. The 
application is a combination of a Virtual Environment (VE) and a Graphical User 
Interface (GUI) and was designed and built using Visual Studio & Unity (Integrated 
Development Environment). The Application was built into a single package as an 
individual application file with the help of visual studio’s built in solution for local 
machine and remote devices. The VE was developed in Unity and the functionality 
script was written using C# in Visual Studio and with the help of Windows 10 SDK 
(Software Development Kit) to enable its features on the MR device.

The Mixed Reality Tool Kit enabled the initial development of a holographic 
application in Unity Integrated Development Environment (IDE) supporting spatial 
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mapping and understanding. The environment was designed with a selection of a 
solid black background. The environment helps the user to place the field of view in 
a fixed position according to the real-world coordinates. The MR headset spatially 
maps the surrounding environment using a polygonal mesh feature. A 3D holographic 
plane is represented in the environment and is accessible with the help of the GUI.

Figure 4. Sequence diagram of events

Figure 5. Integration process of endoscopic system with the MR headset
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Integration of the MR Headset With the Endoscopic Tower

The integration of the MR headset with the endoscopic tower was performed as 
follows (Figure 5):

Step 1: The video stream output of the endoscopic tower was set to DVI. The 
endoscopic tower was connected to the Stream Catcher using a DVI cable.

Step 2: The Stream Catcher was connected to a Laptop using an HDMI cable.
Step 3: The Stream Catcher application settings were changed so that the system 

protocol was set to HTTP Live Streaming (HLS).
Step 4: The stream button was clicked to initiate the video stream hence enabling 

the stream of a public URL through a local area network.
Step 5: The public streaming URL generated was recognized by the developed 

application and through the local area network enables the live stream from 
the endoscopic system to the MR headset wirelessly.

The application and setup were tested for performance and functionality.

RESULTS AND DISCUSSION

The initial integration of the endoscopic system with the MR headset was carried 
out using a stream catcher, a laptop and a unique local area network. This enabled 
the projection of the view from the endoscopic camera onto the MR headset display.

The application is accessed and controlled by voice commands and hand 
Gestures. Voice commands and hand gestures are the input parameters that are built 
into the MR headset functionalities. The Main feature of the application is that the 
endoscopic feed from the surgical procedure is displayed on the MR heads-up display 
through Unity by accessing the public streaming URL from the Stream Catcher. 
The endoscopic camera view is seen through the MR headset display. In addition 
to this, a feature to acquire a screenshot of desired areas is added to the application 
and can be accessed and controlled via gestures and voice commands.

For the in-procedure comparison of pre-operative images, we built in an access 
panel through which patient images can be imported into the MR heads up display. 
For this to happen the user needs to click on the “Pre-Operative Images” button in 
the GUI (Figure 6). This opens up a file explorer in a system within the surgical 
suite (Figure 7). The user can then select the desired images that they would like to 
view in the MR headset. This does not influence the endoscopic view of the user.
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Testing

The initial development and integration with an MR headset was tested at the 
Innovation Laboratory for Image Guided Therapies Chair of Catheter Technologies 
(INKA) in Magdeburg, Germany. Initial tests were conducted on an abdominal 
endoscopy phantom used for educational training along with the Olympus 

Figure 6. Developed application GUI depicting feed from endoscopic system during 
testing in an educational abdominal endoscopy phantom

Figure 7. Developed application GUI depicting access to a file explorer containing 
pre-operative images during testing in an educational abdominal endoscopy phantom
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endoscopic system (Olympus Visera). The testing was carried out by students and 
the development team. Additionally, the application was tested for performance, 
functionality, interoperability, reliability and security using the Microsoft guidelines 
for Mixed Reality App Testing.

For the MR headset the target frame rate of the stream was set to 60 frames per 
second (fps). The stream acquired from the endoscopic tower through the stream 
catcher was then projected in the application by using the public URL through a 
common local area network. The app was tested in the real world by employing the 
environmental test matrix (Figure 8). The clip plane distance was set to 0.85 meters 
which is the ideal distance where the projected application is viewed comfortably 
through the MR headset. A latency of ~10 seconds was experienced when viewing 
the endoscopic stream in the application.

The application developed was functional and appropriately rendered the 
endoscopic camera view with the option to access files located elsewhere providing 
the user with effortless access to pre-operative images during the surgery.

CONCLUSION AND FUTURE OUTLOOK

The initial integration of the endoscopic system with a Mixed Reality Headset 
was possible. The endoscopic view could be integrated with the MR headset. The 
integration of the MR headset with the endoscopic tower was carried out by first 

Figure 8. Example of an environmental test matrix used for the testing of the MR 
application in the real-world
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developing the application in Unity, Visual Studio and Windows 10 SDK. The 
endoscopic feed is captured using the Stream Catcher that is then connected to a 
laptop. The feed from the Stream Catcher is manifested in the application by sharing 
a public URL over a local area network. The application GUI enables the user to 
view the endoscopic stream, capture screen shots and access pre-operative images 
of patients.

The streamline of the surgeon’s focus on the patient and the access to pre-operative 
images for in-procedure comparison of medical images are the main advantages of 
the work done. However, there are still a few limitations that need to be addressed 
such as issues of latency in the endoscopic feed and surgical guidance.

Further testing and refinement of the current application needs to be carried 
out to address the issue of latency of the endoscopic feed in the application. This 
could be achieved by using a laptop/computer system with higher computational 
capabilities or a better internet connection. Testing in a clinical setup would be 
crucial in improving the overall performance and customizing the application as 
per the surgeons’ need.

Future work would also be to enable the import of medical images that consist 
of segmented regions of abnormal tissue. Providing the surgeon with a map of the 
areas that have been investigated with highlighted areas of importance is a feature 
that would be implemented as well. This would act as a surgical guidance feature 
and hence aid the surgeon in locating and comparing diseased regions with ease 
and improve quality of care.
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ABSTRACT

This chapter aims to provide an overview of recent studies in the field of biomedical 
nanotechnology, which is described as the combination of biology and nanotechnology. 
The field includes innovations such as the improvement of biological processes at 
the nanoscale, the development of specific biomaterials, and the design of accurate 
measurement devices. Biomedical nanotechnology also serves areas like the 
development of intelligent drug delivery systems and controlled release systems, 
tissue engineering, nanorobotics (nanomachines), lab-on-a-chip, point of care, 
and nanobiosensor development. This chapter will mainly cover the biomedical 
applications of nanotechnology under the following titles: the importance of 
nanotechnology, the history of nanotechnology, classification of nanostructures, 
inorganic, polymer and composite nanostructures, fabrication of nanomaterials, 
applications of nanostructures, the designs of intelligent drug delivery systems and 
controlled release systems, bioimaging, bioseparation, nano-biomolecules, lab-on-
a-chip, point of care, nanobiosensor development, tissue engineering and the future 
of biomedical nanotechnology.

BIOMEDICAL NANOTECHNOLOGY

Biomedical nanotechnology, which is defined as the combination of biology and 
nanotechnology, includes innovations like the improvement of biological processes 
in nanoscale, the development of specific biomaterials, and the design of accurate 
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measurement devices. The design of intelligent drug delivery systems and controlled 
release systems, tissue engineering, nanorobotics (nanomachines), lab-on-a-chip 
(LOC), point of care and nanobiosensor development are areas that are focused on 
the field of biomedical nanotechnology (Gazit, 2013).

How Small is Nano?

The word “nano” comes from the Greek word “nanos” which means “dwarf”. A 
nanometer (nm) refers to one billionth of a meter. To understand the nanoworld better, 
the units of measure have been defined in Table 1 (Jones, 2005). Size comparisons 
between very small objects and various examples have been given to clarify the 
nanoscale (Table 2). For example, a water molecule is about 0.2 nm, DNA is about 
2 nm in diameter, proteins are about 1-10 nm, viruses are 10-100 nm, red blood 
cells are 6000-8000 nm, and a hair is about 100.000 nm.

The Importance of Nanoscale

The concept of “nanotechnology” covers controlling materials at the nanoscale. For 
instance, the textile materials can be modified to fabricate extraordinary products or 
drug delivery systems can be manipulated to develop intelligent drug systems. One 
of the most important reasons why the properties of materials are improved is the 
surface area-to-volume ratio. As the dimensions of a material decrease, its surface 
area increases while total volume remains the same (Figure 1). This phenomenon 
makes nanomaterials exhibit different physical and chemical properties compared to 
larger particles of the same material. To give an example, when the same amount of 
sugar cubes and granulated sugar are put in the same amount of water, it is observed 
that the granulated sugar dissolves much more quickly than the sugar cubes. The 
reason for this is that the surface area of the granulated sugar is larger than the sugar 
cubes allowing the granulated sugar to have more contact with the water molecules, 
therefore the number of sugar molecules interacting with the water molecules is 

Table 1. Units of measurements

Unit Symbol Explanation

Meter m -

Millimeter mm 1 m = 1,000 mm

Micrometer µm 1 m = 1,000,000 µm

Nanometer nm 1 m = 1,000,000,000 nm

Picometer pm 1 m = 1,000,000,000,000 pm
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higher compared to those of sugar cubes. Reducing ingredients into small pieces 
when cooking, to shorten the reaction time by increasing surface area to volume 
ratio, can be given as another example. This fact shows that the changes in micro/
nanoscale have important consequences in the macro-world. Thus, nanotechnology 
takes advantage of this fact to gain more control over the matter.

In addition to the high surface area to volume ratio, the quantum mechanics 
of nanoscale materials change at the nanoscale as well. A nanomaterial does not 
behave like a bulk material, in the sense that its scale becomes smaller and therefore 
its properties change significantly. For instance, a gold bar melts at 1064°C while 

Table 2. Size of objects

Object Approximate average size

Tennis ball 100,000,000 nm

Ant 5,000,000 nm

Pencil tip 1,000,000 nm

Beach sand 500,000 nm

Human hair 100,000 nm

A sheet of paper 75,000 nm

A red blood cell 7,000 nm

Bacteria 5,000 nm

Viruses 50 nm

Proteins 4 nm

The diameter of the DNA helix 2 nm

A glucose molecule 1 nm

A water molecule 0.3 nm

The atomic radius of carbon 0.077 nm

The atomic radius of hydrogen 0.032 nm

Figure 1. Surface area/volume ratio
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a 20 nm gold nanoparticle melts at 600°C, moreover a 1-2 nm gold nanoparticle 
melts at room temperature (Yadugiri, 2010). Similarly, gold nanoparticles with 
different particle sizes give different colors. In ancient times, people benefited from 
the characteristics of gold without realizing the reason behind it, and used gold 
nanoparticles in stained glass paintings, especially in church windows. Another 
example is Wootz steel, which is famous for its greatness and sharpness and is 
a source of pride for India. Transmission Electron Microscopy (TEM) analyses 
of the steel have shown that this particular steel has such good properties due to 
being produced from nanocomposites with carbon nanotubes and cementite wires 
(Srinivasan, 1997). Unfortunately, this reason was not recognized by researchers 
at that time. Mayan blue pigment that does not fade for centuries has indigo and 
white clay particles embedded in nano-sized surface grooves. Finally, local people in 
Central America have developed glass blades that are 3 nm in diameter and sharper 
than modern diamond scalpels (Eglash, 2011).

Nanotechnology has become increasingly popular in many areas such as biomedical 
engineering, tissue engineering, drug delivery systems, etc. For instance, within 
the field of drug delivery systems, targeted drug delivery systems that are designed 
especially for treatment of cancer are a hot topic. There are two main reasons for 
directing the drug molecule to the target: 1) to reduce the side effects of the drug 
molecule by not affecting the healthy tissue of the body 2) to increase therapeutic 
effect of the drug molecule by activating it on the diseased tissue. That is to say, 
drug targeting is not only used for therapeutic purposes but also for diagnostic 
purposes. For example, a fluorescence-emitting molecule or quantum dot (QD) may 
be incorporated into the drug delivery system to enhance the imaging sites. Likewise, 
a magnetic nanosystem can be used for diagnostic/therapeutic applications. Some 
nanosystems that can be activated by environmental factors such as changing pH, 
temperature, ion concentration and external factors such as light, magnetic field 
are attracting more and more attention. Such nanosystems are employed for many 
biomedical applications, particularly for the development of bioactive biomaterials 
to be used in tissue engineering.

Additionally, the combination of sensor technology and the nanoworld creates 
another diagnostic tool, namely nanobiosensor. It is an analytical device containing 
a biologically active element with a suitable physical transducer to generate a signal 
measuring as well as quantifying the number of molecules in any sample on a nanoscale. 
Nanobiosensors consists of two important parts; signal transduction and biorecognition 
element. The biorecognition components can be enzymes, antibodies, nucleic acids, 
proteins, microorganisms or tissues, as well as synthetic biodegradable polymer-
based organic and inorganic constructs. The primary purpose of nanobiosensors is 
to detect any biochemical and biophysical signal associated with a particular disease 
at a single molecule or cell level. Another field in biomedical nanotechnology is 
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“lab-on-a-chip”s (LOC) which refers to the micro/nanochips (circuits) on which 
one or more laboratory processes are performed simultaneously. LOC devices that 
are formed by combining microfluidic technology with nanostructures have taken 
on important roles in biomedical applications. The cost and process time of LOC 
devices, which require only a small sample volume, are significantly reduced due 
to the reaction speed. In this regard, LOC nanostructures are opening an important 
door to the point-of-care devices, a new area for diagnosis and rapid treatment 
applications.

THE HISTORY OF NANOTECHNOLOGY

The history of nanotechnology dates back to 1959 when Richard Feynman, a physicist, 
gave a speech at the California Institute of Technology titled as “There’s plenty of 
room at the bottom” (Feynman, 1960). In his speech he talked about the problem 
of manipulating and controlling things on a small scale. He mentioned that even 
though a device, with which people can write a prayer on the head of a pin, had been 
invented, this was a primitive step in the direction he discussed. He emphasized that 
the point of miniaturization reached in those years was very inadequate, he suggested 
that more work should be done in this direction. It was during this very speech 
that, he asked the famous question that enabled scientists to enter the nanoworld: 
“Why cannot we write the entire 24 volumes of the Encyclopedia Britannica on 
the head of a pin?” If the head of a pin is magnified 25,000 times, then the area 
of the head of a pin becomes equal to the area of all the pages of Encyclopedia 
Britannica. Therefore, it is necessary to write each letter 25,000 times smaller. The 
resolving power of the eye is about 1/50 of a cm, which is roughly the diameter of 
one single dot in the encyclopedia. If the diameter of this single dot is decreased 
by 25,000 times, it will have enough room for around 1000 atoms. By this rough 
calculation, Feynman concluded that there is enough room on the head of a pin 
for all volumes of the Encyclopedia Britannica. “There was plenty of room at the 
bottom”. Feynman mentioned that the nanoworld had already been discovered by 
biologists, however, the only thing they needed was a microscope that was 100 times 
more powerful than those used. He claimed that if they had more powerful imaging 
systems, the most important components of the nanoworld of biology, proteins, 
DNA and RNA and their interactions could be clarified. This fascinating speech 
opened the door to the world of nano. In 1973 Norio Taniguchi, a professor at the 
University of Tokyo, began to use the term “nano-technology” for the first time. K. 
Eric Drexler, an American engineer, published a book called “Engines of Creation: 
The Coming Era of Nanotechnology” in 1986 and created the field of “molecular 
nanotechnology”. Drexler has adopted the idea that biological molecules can serve 
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as nanomotor, nanomachine, nanowire, nano pump, etc. systems in nanoscale (Gazit, 
2013). He wrote a hypothetical end-of-the-world scenario, Grey goo, in which the 
nanomachines self-replicate exponentially, consume all biomass, and they get out 
of control and take over the world.

In 1981, Gerd Binnig and Heinrich Rohrer from the IBM Research Laboratory in 
Zurich invented the scanning tunneling microscope (STM), which allowed scientists 
to see atoms and made the nanoworld visible and controllable for the first time. This 
invention brought Binnig and Rohrer the Nobel Prize in 1986. Immediately after 
that, the atomic force microscopy (AFM) was developed by IBM researchers. The 
development of these microscopes, which allow the observation and manipulation 
of atoms, has been recognized as a revolution in nanotechnology. In 1990, a team of 
physicists at IBM used as STM to move 35 xenon atoms and write the letters “IBM” 
(Eigler, 1990). This event attracted great interest as atomic level manipulation had 
not been possible until then.

The discovery of carbon-based nanostructures has gained momentum, as the 
developments in imaging systems have increased and physicists have begun to 
examine the nanoworld in more details. Nowadays, the building block of organic 
chemistry is based on carbon. Not only biomolecules such as proteins, nucleic acids, 
and lipids, but also many industrial products such as nylon, plastic, and Teflon 
are made of carbon. There are many known allotropic forms of carbon (Figure 2). 
In 1985, a new class of carbon allotropes, called fullerenes, was discovered. This 
discovery was accepted as an important step for nanotechnology and brought Curl, 
Smalley, and Kroto a Nobel Prize in 1996 (Reisner, 2008). The most common of 
the fullerene class is the buckyball (buckminsterfullerene) which is named after 
the Canadian Architect R. Buckminster Fuller, because of the resemblance to the 
architectural structure he designed. The fullerene, which consists of 60 carbons, is 
spherical, about 1 nm in diameter and exhibits exceptional electrical and thermal 
conductivity. There are allotropic clusters containing carbon in different numbers. 
It has also been shown that the modified fullerenes have antiviral effects. Following 
the discovery of carbon fullerenes, a new form of carbon nanoscale was discovered 
by Sumio Iijima in 1991 (Williams, 2006). This allotrope, defined as carbon 
nanotube (CNT), is the elongated form of the C60 fullerenes. One of its important 
properties is that the ratio of length to diameter is very high (1 nm diameter, 1 
mm length). Carbon nanotubes can be single-walled or multi-walled. CNTs with 
superior mechanical and electrical properties have been regarded as the most durable 
material available. By isolating a single layer of graphite in 2004, an allotrope of 
carbon called graphene was discovered. The uniqueness of the graphene brought the 
scientists who discovered it the Nobel Prize in 2010. Graphene is unique because 
it is stronger than steel, more conductive than copper and almost invisible as it is 
both flexible and single-atom thick. The invisibility and conductivity of graphene 
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enable it to be used in many applications such as liquid crystal displays, electronic 
systems and solar batteries.

CLASSIFICATION OF NANOMATERIALS

Over past two decades numerous nanomaterials have been reported, thus various 
kinds of classifications have been created. One of the most accepted classifications 
based on the dimensions of nanomaterials was developed by Pokropivny (Pokropivny, 
2007). According to this classification, nanomaterials are divided into four different 
classes based on their number of dimensions. These classes are zero-dimensional 
(0D), one-dimensional (1D), two-dimensional (2D) and three-dimensional (3D) 
nanomaterials (Figure 3). Nanoparticles, such as QD, core-shell QDs, nanocapsules 
belong to the class of 0D nanomaterials. They have been extensively studied in 
light emitting diodes (LEDs), solar cells, imaging techniques, biosensors and lasers 
(Tiwari, 2012).

Nanofibers, nanotubes, nanorods, nanowires and hierarchical nanostructures with 
a diameter of nanometer scale and with a length longer than 100 nm are called as 1D 
nanostructures. 1D nanostructures can be employed in many biomedical applications. 
Due to their porous structure and large surface area, the nanofibers can act as a 
skeleton mimicking the extracellular matrix for the cell attachment and nutrient 
transport (Xie, 2008). Nanofibers can also be functionalized by proteins, enzymes, 
and bioactive molecules so that they can be used in biomedical applications such as 
tissue engineering, the designs of intelligent drug delivery systems and controlled 
drug release systems. Long and hollow structures such as nanofibers are defined 
as nanotubes. Nanotubes, which are composed of only carbon are known as CNTs 
and used in many fields due to their superior mechanical, optical and electrical 

Figure 2. Allotropes of carbon
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properties. CNTs are often used in biosensor design due to their unique chemical 
and physical properties such as high surface area/volume ratio, porous structures, 
small size and functionality (Wang J., 2005). Using CNTs in biosensor applications 
provides increased sensitivity and reduced detection limits. The high electrical 
conductivities of CNTs (about 100 times more than copper) allow them to be used 
as electrochemical transducers.

The 2D nanostructures are nanometer-thick films that they have two dimensions 
outside of the nanometric size range. The thicknesses of the layers, which can be 
in length or width in microns or larger, are smaller than 100 nm. These layers are 
described as nanolayers, nanofilms, nanoplates, nanosheets, nanowalls, and nanodisks.

Nanofilm structures, which are defined as 2D nanostructures, are found in nature 
as self-assembled structures comprised of various materials (Fakhrullin, 2014). 
Examples of 2D nanostructures with a thickness of up to 100 nm, which can be very 
large in width and length, are multi-scale organic-inorganic hybrid constructions 
such as biopolymer fibers, cell membranes, viruses and hard tissues. The regular 
nanostructures in nature are usually formed by self-assembly via Van der Waals 
forces, electrostatic forces or hydrogen bonds. Nowadays, because of the potential 
applications in biology and medicine, interest in designing 2D films similar to natural 
nanofilms is increasing. Ultra-thin film structures, also known as nanolayers or 
nanofilms, provides promising results for biosensors, antimicrobial surfaces, and drug 
delivery systems. The 2D nanostructures, with the desired thicknesses and properties, 
are mostly composed of synthetic or natural polymers. As biodegradation rates and 
mechanical properties can be controlled easily by molecular weights, poly (lactic 

Figure 3. Dimensionality classifications of nanostructures
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acid-PLA) and poly (lactic-co-glycolic acid-PLGA) are used for many applications. 
Poly (ether ester) copolymers due to their elasticity, durability and easy processability 
as well as biopolymers, alginate, chitosan, collagen and polysaccharide derived 
polymers are also preferred in a wide range of applications (Pérez-Madrigal, 2015).

Three-dimensional nanostructures are multilayer, bulk materials with a controlled 
structure and morphology.

Inorganic Nanostructures

Nanostructures can be classified as inorganic, organic and composite nanostructures 
(Zarschler, 2016).As the size of a nanostructure decreases, the surface area/
volume ratio and the number of atoms on the surface increase. The most important 
advantage of inorganic nanostructures such as iron oxide, silica, gold and QDs is 
the extraordinary optical and superparamagnetic properties they possess on the 
nanoscale. Inorganic nanostructures are also used as solid phase supplements in 
the immobilization of biomolecules such as oligonucleotides, peptides, proteins, 
and antibodies (Soenen, 2015).

Despite the success in vitro applications of inorganic nanoparticles in the literature, 
in vivo studies are limited, as extensive toxicity studies are required. Furthermore, 
for nanoparticles to be used in vivo, their surfaces need to be improved not only for 
biocompatibility but also for colloidal stability. In vivo, nanoparticles should not 
cause clustering, chemical degradation or agglomeration.

Polymer Nanostructures

In addition to inorganic nanostructures, polymer nanostructures are also used 
extensively in biomedical applications. The advantages of polymer nanostructures 
are their flexibility, shape, controllable size, and the fact that their surfaces can easily 

Figure 4. Types of nanostructures commonly used in biomedical applications
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be modified. Some polymers, namely smart polymers, respond to environmental 
conditions such as pH, temperature, ion concentration, enzyme, biomolecules, 
magnetic fields, and light. Due to their biocompatibility, biodegradability and stability, 
polymers are often preferred in nanostructure design. Some of the biocompatible 
polymers commonly used in nanoparticle design include poly (lactic-co-glycolic acid) 
(PLGA), poly (ethylene glycol) (PEG), poly (N-isopropyl acrylamide) (PNIPAM), 
chitosan, poly (lactic acid) (PLA), poly (methyl methacrylate) (PMMA).

Hydrogels, a class of smart polymers, are cross-linked hydrophilic polymeric 
structures that absorb water about 20-40 times of their dry weight (Ward, 2011). 
With their porous structures and hydrophilic characters, these polymers, also known 
as smart gels, are similar to the tissue environment, and can mimic the physical, 
chemical, electrical and biological properties of the tissues and can be used in 
biomedical applications such as drug delivery systems, controlled release systems, 
artificial organs, contact lenses and biosensors.

Molecularly imprinted polymers (MIPs), another intelligent polymeric nano-
system, are developed as artificial enzymes and antibodies due to their biorecognition 
properties (Çakir, 2013). MIPs which are synthesized for the recognition of a specific 
molecule provide promising results for both diagnostic and therapeutic applications. 
MIPs can play an important role in the development of intelligent nanosystems as 
they can recognize biomarker molecules and react accordingly.

Another polymeric nanosystem are liposomes, which are hollow spherical 
nanostructures consisting of at least one lipid layer (Figure 5). Liposomes consists 

Figure 5. Schematic representation of a liposome 
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of phospholipids that form a cell membrane as a single layer or a multilayer (Daraee, 
2016). Phospholipids are composed of hydrophilic head and long hydrophobic tail 
parts and are found as two layers in nature. They form a spherical structure in water 
resulting from the tail parts escaping from the water and the head parts interacting with 
the water. The micelle is a monolayer structure, and the liposome is a bilayer. These 
unique properties of liposomes allow both hydrophobic and hydrophilic molecules 
to be protected from metabolic processes. As the hydrophobic drug molecules 
increase water solubility by being delivered in liposomes, they can be used in the 
design of a targeted drug delivery system. Their biocompatibility is unquestionable 
because they are formed entirely from natural molecules (cell membrane material). 
With liposomes, not only drug molecules but also gene carriers can be developed. 
Liposomes and other nano-carriers can be combined with different recognition 
elements to develop a targeted delivery system. For instance, liposomes are formed 
with cationic lipids to interact with negatively charged DNA in the gene carrier and 
to move towards the anionic cell membrane.

Composite Nanostructures

Nanostructures used in biomedical applications can be inorganic or polymeric as well 
as composite. Composite nanostructures have a multi-phase structure and improve 
the properties of the nanostructures they form. Ceramic, metallic, carbon-based and 
polymeric composite nanostructures may have extraordinary properties. The most 
frequently encountered nanostructures in multiphase nanostructures are the core-shell 
nanoparticles. These nanostructures have low toxicity, high biocompatibility, and high 
interaction with bioactive molecules and also high thermal and chemical stability. 
Core-shell nanoparticles are generally designed to bind drugs, receptors, and ligands 
by surface chemistry (Chatterjee, 2014). For instance, a hydrophobic drug can be 
released from the biodegradable polymer layer on the biodegradable polymer, which 
is degraded by ionic strength, temperature, or pH change after the nanocarrier has 
been delivered. The core material is important for core-shell nanoparticles, which 
are used not only for treatment but also for diagnostic procedures. In general, the 
core material is responsible for the imaging property, whereas biocompatibility and 
targeting fall into the responsibility of the shell material.

FABRICATION OF NANOMATERIALS

There are two main approaches for the production of nanostructures: 1) the bottom-up 
approach and 2) the top-down approach (Figure 6). The bottom-up approach is based 
on the principle of self-organization of molecules and atoms. With this approach, 
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highly complicated structures are obtained starting from molecules and atoms. 
Examples of this approach are the sol-gel method, spin coating, polymerization 
reactions, and precipitation reactions, self-assembly methods, and reduction of 
metallic oxides. In the top-down approach, microscopic structures are broken up 
and milled to produce nanostructures. This approach, which is based on the gradual 
reduction of the material until the desired nanostructure appears, can be thought of 
as a detailed sculpture from a large block of marble (Filipponi, 2013). The adaptation 
of a pattern produced on a larger scale to a nanoscale can be considered as a top-
down approach. All lithographic techniques fall under this approach.

Two main conditions are important for both approaches. These are: production 
conditions (energy of the electron beam, etc.) and environmental conditions 
(dustiness of the environment, pollution, etc.). Since both conditions are significant 
for nanoscale production, nanomaterials are produced in vacuum clean chambers 
using special production tools.

Bottom-Up Approach

The bottom-up approach includes the self-organization of molecules or atoms. All 
self-assembly methods fall under this approach. Solvent evaporation, sol-gel, spin 
coating and polymerization reactions are also considered bottom-up approaches. By 
using the solvent evaporation method, thermal and ion-assisted evaporation 0D, 1D, 
2D and 3D nanostructures can be obtained (Tiwari, 2012). In this method, atomic 
clusters around the cold-powder collecting surface are formed by homogeneous 
condensation of evaporated atoms or molecules as a result of the loss of energy 
through collisions with gas atoms or molecules. The resulting clusters must be removed 
from the deposition region to prevent aggregation or coalescence of the clusters.

The sol-gel method is a chemical process used mainly for synthesizing metal 
oxides, ceramic, glass materials and polymer nanoparticles (Arole, 2014). This 
method involves starting from a solution (or sol) that acts as the precursor for an 
integrated network (or gel). The advantages of the method are listed as follows; 

Figure 6. Top-down and bottom-up approaches
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low processing temperature, the homogenous final product and the possibility of 
synthesizing complex composition materials.

One of the most common techniques used for the fabrication of 2D nanostructures 
is spin coating. This technique is based on the deposition of very thin uniform 
films to substrates. The fact that it is a quick and simple procedure, has a broad 
film thickness that ranges from a few nanometers to a few micrometers makes this 
technique attractive for the production of 2D nanostructures.

Polymerization processes, particularly radical polymerization processes, 
involve starting from a simple monomer, hence the name bottoms-up. Precipitation 
polymerization is a process in which monomers and initiators are completely soluble 
and initially begins with a homogeneous system in the continuous phase. At the end of 
the process insoluble polymer nanoparticles are formed and precipitated. Suspension 
polymerization is a heterogeneous radical polymerization process performed via 
mechanical agitation to have a homogenous mixture of monomers, organic phase, 
in a liquid phase, such as water. Followed by polymerization of monomers, nano-/
micro-spheres of polymers are formed. Another similar process involves an emulsion 
of monomer and surfactant in the aqueous phase. Upon the formation of micelles, 
polymerization takes place, and polymer nano/microparticles are formed inside the 
micelles. These polymerization processes usually produce spherical nanoparticles 
unless they are applied on a surface.

Metallic nanoparticles can be fabricated via the reduction of metal complexes 
by using various precursors, reducing agents and polymeric stabilizers. The most 
common metallic nanoparticles such as gold, platinum and iron nanoparticles can 
be synthesized by reduction. It is also possible to produce composite nanoparticles 
with metallic core and polymer shell by using bottom-up approach.

Top-Down Approach

The top-down approach is based on breaking of bulk materials to produce 
nanostructures. This technique can be thought of as obtaining a detailed sculpture 
from a large block of marble. Lithographic techniques are the most common top-down 
fabrication techniques. The word lithography, which means printing from a stone, 
is a combination of two Greek words: litho meaning stone and graphein meaning 
writing. This printing technique, which was developed in the early 19th century, is 
defined as the transfer of a pattern from stone to paper and is based on the repulsion 
forces between oil and water molecules (Weaver, 1964). Today, nanostructure 
fabrication techniques that are based on the principle of transferring a certain pattern 
to a surface are called lithography. Lithography is a simple, inexpensive, effective, 
rapid, alternative way to fabricate periodic 2D and 3D nanostructure arrays. Over 
the past decade, nanostructure arrays have been successfully fabricated using the 
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lithography approach (Xu, 2004). Photolithography, electron beam lithography, soft 
lithography and dip-pen nanolithography are examples of these techniques.

Photolithography, also called optical lithography or UV lithography, is a method 
used for creating well-defined features with high resolution (Jones, 2005). The 
photolithography process requires a photosensitive material (the photoresist), and a 
photomask. The process strategy is based on placing a mask between the radiation 
source and the photoresist, which is then irradiated. As light passes through the 
mask, a pattern is formed, which depending on the photoresist can form in two 
different ways: 1) by photodegradation of the exposed areas (positive pattern) and 
2) by crosslinking (curing) them (negative pattern (Figure 7).

The development of nanoelectromechanical systems (NEMS), bio-
microelectromechanical systems (Bio-MEMS), microfluidics, optics, photonics, 
multifunctional devices and the ability to create well-controlled nano/micro patterns 
provide alternative opportunities to design intelligent therapeutics (Tran, 2017). 
To give an example, biocompatible lithographically defined nanoparticles were 
patterned with different layers of metals like gold, iron, and nickel (Kim, 2010) 
(Fu, 2018). On the other hand, for patterning biomaterials like cells and proteins 
by photolithography, near-infrared (NIR) light should be preferred compared to UV 
light since it has less energy, thus it is less photodamaging (Lee, 2015). Huang et 
al. fabricated a voltammetric biosensor for albuterol by constructing lab-on-chip 
devices via photolithography (Huang, 2004) and developed acrylic MIP patterns with 
enhanced pattern resolution and recognition properties (Huang, 2007). In another 
study, microdot arrays with MIP nanofilaments were produced by photolithography 
(Linares, 2011).

Figure 7. Schematic representation of the photolithography
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Electron beam lithography can be defined as writing extremely fine patterns in 
thin films of photosensitive materials using a focused electron beam (Pease, 1981). 
Unlike photolithography, electron beam lithography does not require a mask, therefore 
the variety of patterns are much wider.

Additionally, soft lithography, another lithographic technique, which does 
not require an optical patterning, was developed by Whitesides et al. (Xia, 
1998). The technique is based on using an elastomeric stamp, which is made of 
Polydimethylsiloxane (PDMS), to transfer the desired nanopattern to the substrate. 
Microcontact printing (μCP) and microtransfer molding (μTM) are the two main 
approaches used for many applications.

Microcontact printing can be used to pattern various materials, including proteins, 
colloidal crystals, DNA, polymeric nanocrystals, polyelectrolytes, thermoplastics, 
metals and semiconductor nanoparticles and dendrimers (Zhang, 2014) (Lange, 
2004). PDMS stamps are used to generate multi-wells containing various nano- and 
micropatterns (Yliperttula, 2008). For instance, PEG hydrogel microwell array was 
fabricated with cultured embryoid bodies (Karp, 2007). Cell-based studies involve 
stem cells, osteogenic cells, and hepatocytes. The combination of nanotechnology 
and high-throughput screening systems can improve LOC systems. 

Last but not least, “dip-pen” nanolithography (DPN) has been developed to 
fabricate tailored novel substrates at the nanometer scale (Piner, 1999) (Ginger, 2004). 
The technique is a direct-write tool which is based on scanning probe lithography 
that uses an ink-coated AFM tip to transfer the pattern onto a surface (Salaita, 2007). 
By using this technique, it is possible to print soft and hard materials from scanning 
probe tips onto a surface with high precision and sub-50-nm resolution. The first 
study of DPN was reported by Piner, who transferred alkanethiol molecules to a gold 
surface with 15 nm resolution (Piner, 1999). DPN based fabrication technique can 
be used to create bio-molecular micro/nanoarrays and tailored chemical surfaces for 
biological recognition. Nanoarrays can have more features compared to microarrays 
and the total area can be dramatically reduced, so that sample volumes and analysis 
times are decreased (Santra, 2015). For instance, antibody nanoarrays of the anti-p24 
were fabricated to screen for HIV-1 virus (HIV-1) p24 antigen in serum samples 
(Lee, 2004). Another example of nanoarrays designed by DPN provides a platform 
to investigate the protein recognition (Lee, 2006). Lee constructed arrays of proteins 
with 100- to 350-nanometer features and used them to investigate cellular adhesion 
at the submicrometer scale (Lee, 2002). Apart from biomolecules, DPN provides 
the deposition of organic molecules (Zhang, 2003), polymers (Noy, 2002), and 
nanoparticles (Ben, 2002) onto a solid substrate. 

The top-down approach allows researchers to develop functional surfaces that 
can be designed as lab-on-a-chip devices which are essential for point-of-care 
diagnostics. LOC is a microfluidic platform that can perform a number of chemical 
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analyzes simultaneously and quickly with a little amount of sample (Manz, 1990) 
(Shi, 2018). Point-of-care diagnostics devices provide immediate results of medical 
tests close to the patients at home or hospitals. Additionally, such devices should be 
cheap, precise and easily accessible. For this purpose, nowadays researchers focus on 
the development of the LOC devices. One of the fabrication techniques is creating 
micro/nanoarrays that help to design multifunctional platforms. One example was 
reported by Brøgger et al. in 2012 (Brøgger, 2012). In this study, DNA probes were 
immobilized on PMMA microchannels and a microfluidic disc was developed for 
the detection of chromosomal translocations. In another study, multi-walled carbon 
nanotubes (MWCNT) were aligned vertically and an electrochemical biosensing 
platform was produced (Kim, 2013). MWCNT array electrode chip was fabricated 
by functionalization of MWCNT tips with ssDNA probes for bacteria analysis 
(Jiang, 2014). An alternative biosensor was developed by Ruecha et al. by using 
antibodies for the detection of proteins/antigens in body fluids and blood plasma 
(Ruecha, 2014). 

Additionally, tissue microarrays (TMA) were developed for in situ tissue 
analyzes (Kononen, 1998) (Hutchins, 2018). TMAs are used for many biomedical 
applications such as predictive biomarker that predicts response to therapy (Egervari, 
2007) and control tissue that establishes experimental protocols for diagnostic 
immunohistochemistry. They can also be used to determine the expression of proteins 
in healthy tissue (Richani, 2006). A special type of nanoarrays was designed with 
nanoscale voids on the surface of a metallic material (O’mahony, 2012). Having 
extraordinary optical transmission (EOT) and large electric field intensities make 
nanohole arrays suitable candidates for optofluidic platforms to perform label free 
testing and biomolecular sensing (Prasad, 2019).

3D Bioprinting

3D printing, also known as additive manufacturing (AM), layered manufacturing 
(LM), rapid prototyping (RP), is the process of printing a three-dimensional object 
in solid form which is designed virtually. The technique was first created by Hull 
in 1986 (Hull, 1986). Nowadays, 3D printing has been used for fabrication of not 
only industrial materials but also tissue, organ or biomedical tools. Biocompatible 
ink, used to produce artificial living tissue, is defined as bio-ink and 3D printing of 
bio-ink is described as 3D bioprinting (Sultan, 2017) (Mironov, 2005). Compared to 
conventional fabrication methods, more complex structures can be designed by 3D 
printing. Stereolithography, extrusion, laser-assisted, and inkjet are the four common 
3D bioprinting techniques (Derakhshanfar, 2018). 3D bioprinting helps to fabricate 
complex native-like tissue architectures for regenerative medicine (Jessop, 2017), 
surgical devices, medical instruments, anatomical models for surgical planning and 
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training (Liaw, 2017), organ-on-a-chip devices for drug testing, cancer research, 
tissue engineering (Vijayavenkataraman, 2018). In literature there are several tissue 
types produced by 3D printing such as liver (Billiet, 2014), nervous tissue (Hsieh, 
2015), bone (Xu, 2014), cartilage (Mouser, 2017), skeletal muscle (Kim, 2016), 
skin (Vijayavenkataraman, 2016), cardiac tissue (Duan, 2017). The material, used 
for 3D printing should have good properties like printability, biocompatibility, 
biodegradability, structural and mechanical properties. Apart from biomolecules 
and cells, synthetic biodegradable polymers are used as bio-ink. For instance, 
poly(ethylene glycol) dimethacrylate (PEGDMA), polypropylene fumarate (PPF), 
trimethylene carbonate (TMC), ε-Caprolactone (CL) are used with photoinitiator 
(Arcaute, 2006). Graphene is also one of the favorite ink materials used for 3D 
bioprinting (Vlăsceanu, 2019). Cellulose nanocrystals, cellulose nanofibers are used 
in several biomedical applications such as cartilage tissue growth (Markstedt, 2015), 
auricular cartilage regeneration (Ávila, 2016) and wound dressing (Rees, 2015). 
Polyether-ether-ketone (PEEK) is also used for biomedical applications. (Singh, 
2019). It is well known that PEEK has high mechanical properties, chemical, and 
biological stability and biocompatibility. Thanks to these properties, PEEK has been 
used in several biomedical applications, such as spine treatment, orthopedic tools, 
and products. PEEK and its composites with hydroxyapatite (HA) and/or chitosan 
help bone fixation and bone implant integration (Barton, 1996) (Yu, 2005). Recently, 
PEEK/HA composite scaffold with tailored pore size was produced by 3D printing 
(Vaezi, 2016). In this study, the adherent of human bone marrow stromal cells on 
the surface of the scaffold was successfully showed. 3D printing of PEEK is used 
to produce hip joints (Giannatsis, 2009), dental implants (Xu, 2017), drug delivery 
systems (Tan, 2018), biosensors and stents (Gittard, 2010).

BIOMEDICAL APPLICATIONS

Drug Delivery Systems

Drug delivery systems can be defined as the smart systems for the targeted delivery 
and controlled release of therapeutic agents (Figure 8). These systems provide 
promising results for many diseases, especially cancer. The delivery of the drug 
molecules to the target sides serve two purposes: 1) reducing the side effects 
of the drug molecule by not affecting the healthy tissues and 2) increasing the 
therapeutic effect of the drug molecule by activating locally. Thus, nanostructured 
drug delivery is a major focus of interest in many applications, particularly for the 
local chemotherapy of cancerous tumors, tissue, and organs. Nanocarriers bring the 
chemotherapeutic agents to the cancerous tissue and perform the controlled release 
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of these agents so that the chemotherapeutic agents show high activity without 
damaging the healthy tissues. Nano drug delivery systems provide many other benefits, 
such as enhanced solubility of the drug molecule, increased oral bioavailability, 
increased rate of dissolution, increased surface area, decreased toxicity of the drug 
molecule, low dosage requirement (Bhatia, 2016). Nanosystems, which are called 
smart nanocarriers, are designed with stimuli-responsive polymers that respond to 
environmental conditions to ensure that the drug molecule is activated at the desired 
site. These smart nanosystems that are activated by environmental factors such as 
pH, temperature, ion concentration and external factors such as light, magnetic field, 
play an important role in many biomedical applications.

Targeting drug delivery can be designed by two different approaches: active 
targeting and passive targeting. The active targeting approach requires a binding 
ligand or a functional group that can interact with the desired site, whereas the passive 
targeting approach carries the drug molecule by benefiting from either external 
physiological changes or enhanced permeability and retention effect (EPR effect). 
EPR effect does not allow the drug molecules to enter into the healthy tissue. Instead, 
this effect allows the nano drug delivery system, which is loaded drug molecules, 
to penetrate only to the cancerous tissue and accumulate there. The damaged and 
porous structure of the cancerous tissue allows large nanostructures to enter into 
such tissues, whereas regular and healthy tissue does not allow nanostructures to 
penetrate and accumulate them. However, a commercial chemotherapy agent, mostly 

Figure 8. Schematic representation of a multifunctional nanocarrier 
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a small molecule, can also enter into healthy cells and affect them as well. The 
nanocarrier system, loaded with the drug molecule, is larger than the drug molecule 
itself, therefore it cannot enter into the healthy cell. Instead, it penetrates through the 
pores of the cancerous tissue. In addition to nanosystems designed with EPR effect, 
there are also nanosystems designed by utilizing the pH difference of cancerous and 
healthy tissues that can also be defined as passive targeting.

It is important to remember that targeted drug delivery systems not only serve for 
therapeutic purposes but also for diagnostic purposes. For example, a fluorescence-
emitting molecule or quantum dot may be incorporated into the drug delivery system 
to enhance the imaging quality of the desired site. Yang et al. reported an example 
of a nano drug delivery system. In their work, they investigated in vivo behaviors of 
nanographene sheets (NGS) with polyethylene glycol (PEG) coated by a fluorescent 
label (Yang, 2010). PEG is a water-soluble biocompatible polymer which is used 
for drug delivery systems to increase molecular weight hence the size of the system 
and to make the system water soluble. PEGylated carbon-based nanocarrier shows 
efficient tumor passive targeting and low retention in reticuloendothelial systems 
due to the EPR effect.

Furthermore, iron oxide nanoparticles, can be used for diagnostic/therapeutic 
applications. Among the iron oxide nanoparticles, magnetite (Fe3O4) and maghemite 
(γ-Fe2O3) is used in in vitro and in vivo diagnostic applications. Due to their 
superparamagnetic properties, low toxicity and biocompatibility, iron oxide 
nanoparticles are preferred in many applications such as imaging, separation and 
treatment. For example, FDA approved contrast agents, dextran-coated Endorem® 
and Feridex®, are used for liver MR imaging (Laurent, 2008). In another example 
concerning the treatment of cancer, iron oxide nanoparticles were transported directly 
to the tumor by a magnetic force controlled externally. Iron oxide nanoparticles 
heat up and burn the tumor cells by increasing the magnetic field locally (Wang 
L. a., 2006). The studies of magnetic nanoparticles have already been conducted 
in veterinary medicine and will be successfully applied to humans. Magnetic 
nanoparticles can be developed as a hyperthermic agent and drug carrier at the 
same time (Hervault, 2016). The existence of local heating effects in the vicinity of 
magnetic NPs leading to high temperatures at the magnetic NP surface, causing the 
release of drug molecule from the thermoresponsive polymer. Magnetic nanoparticles 
give promising results in magnetic hyperthermia treatments with or without the 
combination of thermoresponsive polymers (Figure 9). 

In order to design drug delivery systems, 1D electrospun nanofibers can be 
used as well instead of nanoparticles. In literature, there are many examples of 
nanofibers which are employed in drug delivery applications (Chen, 2018). For 
instance, nanofibers were used to obtain biphasic release behavior that is described 
as an initial burst release followed by prolonged release (Han, 2013). The biphasic 
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mechanism is based on both drug diffusion and polymer degradation. Additionally, 
stimuli-responsive nanofibers have been designed to increase the therapeutic efficiency 
of drug molecules, particularly chemotherapy agents. External stimulants can be 
temperature, ultrasound (Chen, 2014) (Yohe, 2013), light, magnetic field (Goodman, 
2017), pH, ionic strength, enzyme concentration (Mura, 2013).

Bioimaging

Silica nanoparticles, which act as support materials for imaging agents such as 
fluorescent molecules, are used to detect biomolecules such as proteins and nucleic 
acids (Wang L. a., 2006). Silica nanoparticles are widely used in the polymer industry 
and biotechnology applications such as biological imaging. They are preferred in 
many applications due to their easy and cheap production, easy control of particle 
sizes, biocompatibility and highly active surfaces. The simple functionalization of the 
surfaces provides biomolecules and ligand affinity to silica nanoparticles and allows 
these nanoparticles to be used in many biomedical applications. Silica nanoparticles, 
which don’t carry only imaging contrast agents as well as drug molecules, can easily 
be designed as drug delivery systems.

Quantum dots are very small semiconductor particles that are only a few nanometers 
in size. They are so small that their optical and electronic properties are very different 
from the larger particles that are composed of the same atoms. QDs are commonly 

Figure 9. Magnetic hyperthermia therapy
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used in imaging and bio-labeling processes in the field of biology, as they can emit 
light at different frequencies (in colors) when stimulated by electricity or light, and 
these frequencies can be controlled by particle size (Figure 10). QDs, also referred 
to as artificial atoms, may consist of single atoms such as selenium, or may consist 
of Group II-VI compounds such as CdSe, CdS, CdTe, ZnSe, ZnO, ZnS and Group 
III-V compounds such as GaN, GaP, InAs, and GaAs. The most commonly used 
compound is the CdSe QD with dimensions of 2 to 10 nm and different colors. When 
small dots are blue, the wavelength shifts towards red as the particle size of the dots 
grow (Chuto, 2010). An imaging example was reported by Yang, who in his study 
synthesized peptide-conjugated near-infrared QDs to oral squamous carcinoma cells 
by endocytosis for visual in vivo imaging (Yang K. C., 2010).

In addition to semiconductor QDs, there is a new class of carbon-based 
materials, namely graphene quantum dots (GQDs). GQDs have many advantages 
and extraordinary properties due to their nano sizes. They can be employed in many 
biomedical applications especially in imaging methods as they are photoluminescent, 
conductive and biocompatible. A successful study was carried out concerning the 
development of drug delivery and bioimaging systems for pancreatic cancer. In this 
study, hyaluronic acid was functionalized and green fluorescent graphene quantum 
dot (GQD)-labeled human serum albumin nanoparticles were prepared and applied 
for bioimaging and targeted delivery of gemcitabine to pancreatic cancer.

There are many examples in the literature regarding QD based imaging systems. 
However, it should be noted that all in vivo applications of QDs have been limited 
to animals.

Fluorescein and rhodamine molecules are organic dyes that have been used for 
fluorescence imaging for many years. The problem of photodegradation of these 
organic dyes, which are used in the labeling of biomolecules, has been overcome 
by inorganic QDs. QD imaging and labeling have begun to be used as an alternative 
to fluorescent molecules. 

Silver and gold nanoparticles are good candidates as well for imaging applications. 
For instance, nano-hybrid carbon dots/polyethyleneimine/gold (C-dots/PEI/Au), and 

Figure 10. Quantum dots

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



51

Biomedical Nanotechnology

carbon dots/polyethyleneimine/silver (C-dots/PEI/Ag) were prepared to employ in 
diagnostic bioimaging applications (Emam, 2017).

Biosensor

Nanobiosensors can be described as analytical devices that combine a biologically 
active element with a suitable physical transducer to produce a signal that measures 
and quantifies the number of molecules in any sample on the nanoscale (Touhami, 
2014). Nanobiosensors consist of two important parts, signal transduction, and 
biorecognition. The biorecognition elements can be enzymes, antibodies, nucleic 
acids, proteins, microorganisms or tissues, as well as synthetic biomimetic polymer-
based organic and inorganic constructs. The main purpose of nanobiosensors is to 
detect any biochemical and biophysical signal associated with a particular disease at 
a single molecule or cell level. CNT-based nanobiosensors designed with gold/silver 
nanoparticles yield promising results. For example, CNTs aligned perpendicular 
to the surface (Wang J., 2005), nanowire coated DNA molecules, polypeptides and 
fibrin proteins play an important role in molecular recognition (Touhami, 2014). 
CNT based nanobiosensors are designed for DNA biomarkers, cell surface sugars, 
protein receptors, antibodies, and enzymes.

For the design of the highly sensitive devices, not only carbon nanotubes but also 
semiconductor materials, especially silicon nanotubes, are also used. For example, 
a very sensitive application of silicon nanowires was shown in a study in which 
high-affinity antibodies were attached to 1B nanowires, and the interaction of these 
antibodies with the virus was measured with high sensitivity due to the nanowire 
conductivity (Patolsky, 2004). The sensor designed in this study was able to detect 
only one single virus.

Lab-on-a-Chip (LOC)

Lab-on-a-chip (LOC) is defined as micro/nanochips (circuits) on which one or more 
laboratory processes are carried out. LOC devices formed by the combination of 
microfluidic technology with nanostructures are employed in many biomedical 
applications. The cost and process time of LOC devices, which require only a small 
sample volume, are significantly reduced due to the reaction speed (Niemeyer, 2004). 
In this regard, LOC nanostructures made way for point of care devices, a new area 
for diagnosis and rapid treatment applications.

Gold nanoparticles, which give different colors with different particle sizes, have 
been used in in biotechnology for a long time. Gold nanoparticles have numerous 
advantages such as chemical inertness, wide variety of surface treatment, easy 
synthesis, catalytic activity, high surface area/volume ratio, low toxicity, easy 
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control of particle size. Thus, they are used in fields such as imaging, biosensors, 
drug delivery systems and cancer therapy. User-friendly strip tests like pregnancy 
tests are examples of gold nanoparticle usage (Figure 11). The fact that proteins 
and antibodies can be immobilized on gold nanoparticles without any change in 
their biological activity allows these gold-biocomposites to be frequently preferred 
in immunological test applications (Luo, 2007).

Bioseparation

In addition to imaging processes, iron oxide nanoparticles are used to separate 
biomolecules (proteins, antibodies, nucleic acids, etc.) via external magnetic force from 
media simply and effectively way and can also be used successfully in the isolation 
of bacteria (HuiáShin, 2012) (Figure 12). The combination of superparamagnetic 
properties and molecularly imprinted biopolymers provide an eco-friendly and 
worth welting bio-sorbent. In a study conducted by Ostovan, this bio-compatible 
nano sorbent was applied to selective dispersive solid phase extraction (d-SPE) and 
the selective separation of baclofen from urine samples (Ostovan, 2018). In another 
study, it was shown that molecularly imprinted polymer nanotube membranes could 
be successfully used for bioseparation in a diverse field of biochemical species, 
such as ions, drug molecules, proteins and DNA (Wang H. J., 2006). A model 
system of this principle was applied for the affinity separation of β-estradiol. The 
researchers showed that MIP nanotubes with uniform pores could recognize and 
isolate a biomolecule from the mixture.

It is difficult to detect trace and ultra-trace the amount of drugs in plasma, blood, 
urine, and other metabolites. Adequate analytical methods should be used for the 
quantification of drugs at the trace levels. MIP carbon nanotubes are good candidates 
which can be employed for drug analyses in biological and environmental samples 
(Ansari, 2017).

Figure 11. Pregnancy test
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Tissue Engineering

The emerging field of “tissue engineering” was created by Robert Langer from MIT 
(Langer, 2000). The principle is based on the ability to grow a network of cells, from 
either the patients themselves or donors, that will form functional tissues (Gazit, 2013). 
Nanostructures will play a more important role in tissue engineering applications 
in the future. Every day, the number of tissues engineering studies concerning 
the development of artificial tissues and scaffolds, and the investigation of cell 
adhesion character of nanomaterials have been increasing. For example, designing 
an artificial pancreas may provide a cure for both diabetes type I and cancer. Organ 
transplantation has associated problems with biocompatibility, thus nanostructures 
can be a solution to overcome the problem of biocompatibility. Nanomaterials can 
be used in orthopedic or dental implants. Their surface modifications or coatings 
can greatly enhance the biocompatibility by favoring the interaction of living cells 
with the biomaterial. Additionally, raw nanomaterials can also be used in drug 
encapsulation, bone replacements, prostheses, and implants as well (Bhatia, 2016). 
Hydrogels have also been used for many years in drug delivery systems and tissue 
scaffolds. Poly (N-isopropyl acrylamide) (PNIPAM) has been mostly preferred 
as the hydrogel exhibits a phase transition around 33°C, which is closed to body 
temperature. For the scaffold designs, biomolecules such as plant and animal viruses 
or bacteriophages and specific antibodies can be used as well. Biological assemblies 
can serve as a “smart scaffold” for the self-association of complex organic and 
inorganic nano-machines and nano-devices (Gazit, 2013).

Figure 12. Magnetic separation
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Self-assembling peptides form hydrogels, by mimicking the extracellular matrix, 
can incorporate growth factors and have recently been designed to display cell-binding 
motifs and/or to incorporate protease sites for remodeling. Such multifunctional 
artificial matrices are promising materials for 3D cell culture and regenerative 
medicine in the near future (Collier, 2010).

Tissue regeneration requires essential molecules such as biomolecules, proteins 
and growth factors. It is important to deliver these multiple biomolecules precisely. To 
achieve this goal, delivery systems should be embedded into scaffolds. Biomolecules 
loaded nanoparticles and nanofibers are designed to have precise delivery (Samorezov, 
2015). Lee et al. developed bioactive nanofiber scaffold for localized delivery of 
recombinant human bone morphogenetic protein-2 to the site of healing (Lee, 2015). 
Nanofibers can also be synthesized from natural polymers such as gelatin, chitosan, 
hyaluronic acid, and collagen, which have specific interaction size for cells, so 
these polymers support cell adhesion and proliferation (Zhang, 2015). Additionally, 
nanofibers can be developed as in vitro 3D tissue models, particularly tumor models 
for drug development studies (Hopkins, 2015).

Nano-Biomolecules

Biomedical nanotechnology includes the control of biomolecules at the nanoscale 
and as well as the use of synthetic nanostructures in the field of biology. In addition, 
bioengineers seek to design easy ways of synthesizing natural proteins by using 
nanomachines, and proteins with synthetic amino acids (Goodsell, 2004). One of 
the notable structures among nanobiopeptides is peptide nucleic acids. Peptide 
nucleic acids, composed of the components of the DNA molecule, contain a peptide 
bond instead of a sugar-phosphate bond, unlike the normal DNA chain. It has been 
shown in studies that these DNAs, which are partly artificial, are more stable than 
normal DNA. These changes made on nanoscale on proteins and nucleic acids have 
contributed to the advance of biomedical nanotechnology.

THE FUTURE OF BIOMEDICAL NANOTECHNOLOGY

The development of nanotechnology over the last 50 years showed that it is difficult 
to predict what will be developed in the next ten years. With advances in genetic 
science, DNA analysis will become easier, and perhaps it will become as simple as 
a pregnancy test. DNA mutations can be detected very quickly with a microfluidic 
LOC system that can be developed in a similar way to pregnancy test. The artificial 
organs produced from the cells of the patients will be a solution to the organ 
transplantation problems by virtually eliminating the problem of biocompatibility. 
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With the intelligent nano scaffolding systems to be developed, stem cell treatments 
will be facilitated, and artificial organs can be produced. With the rapid development 
of carbon materials such as CNTs, graphenes, fullerenes and intelligent polymers, 
tissue engineering applications will be improved. Apart from these developments, 
nanorobots for diagnostic and therapeutic purposes will be developed to replace the 
microsurgery. Nanorobots will not only be used in surgical applications but will also 
play a leading role in the cell-level intervention of diseases such as cancer. Finally, 
we need to acknowledge that nanotechnology is a world full of unknowns, while it 
makes our lives easier it also involves significant risks.
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KEY TERMS AND DEFINITIONS 

Bottom-Up Approach: The method of constructing a complex system atom by 
atom and molecule by molecule from the bottom.

Core-Shell Nanostructures: Nanostructures composed of an inner core and an 
outer shell made of at least two different materials.

Lab-on-a-Chip: Micro/nanochips on which one or more laboratory processes 
are performed simultaneously.

Liposome: A spherical vesicle consisting of at least one lipid bilayer.
Nanobiosensor: Nanostructured devices that measure a biological event using 

optical, electronic and magnetic technology.
Nanotechnology: Manipulation of matter at nanoscale.
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Polymer: Long chain molecules formed by the addition of relatively small 
molecules called monomers to each other.

Quantum Dots: They are small semiconductor particles of a few nanometers in 
size with different optical and electronic properties than large materials.

Top-Down Approach: The method for fabrication of micro- or nanostructures 
in which large particles are broken up or milled
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ABSTRACT

We don’t doubt for a moment that we are conscious, but what is ‘Consciousness’? 
Understanding consciousness, its nature, and characteristics has remained a hard 
problem for several centuries. While philosophers, neuroscientists, physicists, 
psychologists, and psychiatrists grapple with this hard problem, clinicians are in 
need of a practical way to ‘measure’ consciousness (or its surrogate). Determining 
whether a patient is conscious or not, and measuring the degree of consciousness, 
could be critical and potentially life-saving in a clinical scenario. In this chapter, we 
will review recent scientific approaches for modelling and measuring consciousness, 
and their clinical applications with an emphasis on a host of issues (theoretical, 
philosophical, methodological, technological, & clinical) and challenges that need 
to be satisfactorily and convincingly addressed going forward.

INTRODUCTION

‘Consciousness’ or conscious experience is the subjective qualitative feeling of 
‘what it is like to be?’ (Nagel, 1974). Even as you read these words, you experience 
visual perceptions of words on a white background. At the same time, you may have 
an inner experience of a rich set of thoughts, feelings and bodily sensations (such 
as the tingling sensation in your toe) – these together with the sensory perceptions 
constitute your mind, body and world.
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The central puzzle in gaining an understanding of ‘Mind’ which all theories of mind 
have to address is the nature and properties of ‘Consciousness’. Not surprisingly, there 
is no universally agreed upon theory or even a singular definition of consciousness, 
but its central importance in understanding of mind is more or less universally 
accepted. The very existence of consciousness, its nature and relationship with other 
nonconscious aspects of reality (‘Matter’) remains heavily disputed till date with 
the entire spectrum of philosophical positions possible, namely – the non-existence 
of consciousness (only matter or only mind ever exists); as a derived existence or 
emergent property (of matter, or mind which are taken as more fundamental); as a 
dualistic existence (consciousness and non-conscious entities both fundamentally 
exist but are distinct and different), and finally as a non-dualistic fundamental 
element of reality (consciousness alone exists – matter and mind being emergent 
manifestations). There are also in-between positions which do not fall in any of the 
positions described above.

The exact nature of relationships between Consciousness-Mind-Matter is far from 
being philosophically settled. However, clinicians are more interested in knowing 
whether this conscious experience can in fact be measured in the clinic (under an 
appropriately chosen definition of consciousness). Recently, it has been fiercely 
debated by philosophers, scientists and medical practitioners whether conscious 
experience could at all be reduced to some kind of neural activity in brain networks. 
If indeed one can measure consciousness via measuring activity in the brain, then it 
can be readily used in the clinic to determine whether an incommunicative patient 
is conscious or not. Furthermore, measuring the level of consciousness (or its 
surrogate) could well be critical and potentially life-saving in a clinical scenario.

While there are differing viewpoints on this topic of measuring consciousness 
without any consensual agreement, there have been several attempts to study 
consciousness scientifically in the past couple of decades. The recent emphasis 
on developing a ‘Science of Consciousness’ is evident in the number of scientific 
measures of consciousness that have been proposed in the literature (Seth et al., 
2008; Nagaraj & Virmani, 2017; Virmani & Nagaraj, 2019 and references there 
in). We shall delve into these, but first we take an overview of the approaches to 
understanding consciousness from different disciplines.

The Problem of Consciousness: Debate Across Disciplines

As previously alluded, the puzzle of consciousness – its definition, properties and 
relationship with ‘mind’ and ‘matter’ is a rich debate spanning several disciplines. 
Here, we provide a brief overview of this debate (by no means exhaustive).

The history of the deliberation on what constitutes consciousness probably goes 
back to the history of humans itself. Spiritual beliefs in preliterate cultures indicate 
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an early reflection about the nature of conscious awareness. In ancient India, there 
were several philosophical schools which had rich ideas on consciousness and 
its relationship with the world and the individual being. Biological approaches 
have mostly linked consciousness and conscious awareness to mental phenomena, 
having endowed non-human animals and humans or other cognitive systems 
with consciousness in a variety of different senses (sentience, wakefulness, self-
consciousness, subject of consciousness etc. (Van Gulick, 2018)). Thomas Nagel’s 
‘what it is like?’ criterion (hinted at the beginning of this chapter) is a subjective 
notion of being a conscious organism (like being a bat or being a human) that became 
quite famous (Nagel, 1974). From a purely subjective notion of being a conscious 
organism, one can never truly understand what it is to be like another conscious 
entity (‘I’ can never truly know what it is to be like ‘you’ – though admitting that ‘I’ 
and ‘You’ are both conscious entities). This gap between an account of first-person 
experience and third person observation of conscious processes is very difficult to 
bridge. This has been the real challenge of a scientific exploration of consciousness 
(Josephson, 1996).

It is well known that there are fundamental limits to knowing in science 
(Heisenberg’s uncertainty principle) and mathematics (Gödel’s incompleteness 
theorem). Joseph Levine (1983) suggested the existence of an explanatory gap in our 
understanding of consciousness, especially the relationship between consciousness 
and a nonconscious (physical) substrate. This gap is because of either a practical limit 
owing to the state of our current theories and models which could hopefully be resolved 
in the future (with improved theories, models and technological advancements); 
or there could be a fundamental cognitive limit in our human capacities that will 
prevent us from filling this gap forever.

Dualist theories place consciousness (or some aspect of it) in a realm outside the 
physical. However, dualism itself comes in several flavours depending on whether 
non-physical entities (minds) exist separately from physical substances (substance 
dualism) or if both physical and non-physical properties are instantiated by the very 
same thing (property dualism or dual-aspect theory).

There are a number of theories which associate consciousness with a distinct 
cognitive architecture or with special pattern of activity - such as Global Workspace 
theory (Baars, 2005), Attended and Intermediate Representation (Prinz, 2012). 
Neural theories of consciousness appeal to various neural processes or properties 
to explain consciousness. Last, but not the least, Quantum theories of consciousness 
place the locus of consciousness to the micro-physical level of quantum phenomena. 
A popular theory in this category is the Orchestrated Objective Reduction (Orch-
OR) proposed by Roger Penrose and Stuart Hameroff (1998) which posits that 
consciousness is an arising owing to quantum effects that occur within subcellular 
structures in microtubules which are internal to neurons.
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Having briefly surveyed the different approaches to consciousness, we shall now 
shift our focus to scientific theories and further narrow down to the ones that can 
be measured in the clinic.

Towards a Science of Consciousness (Narrowing the Focus)

The two fundamental pillars of science are ‘theory’ and ‘experiments’. In order 
to develop a coherent scientific theory of consciousness, it is imperative that the 
phenomenon under study is amenable to experimental investigation. Experimental 
investigation would always imply performing a ‘measurement’ of some kind, which 
is subsequently subject to analysis and interpretation. Thus, we are inevitably faced 
with the problem of ‘measuring’ consciousness if we are serious in our effort to 
develop a science of consciousness. But, to measure consciousness, we would also 
need a sound theoretical framework to guide our experiments in order to measure, 
analyze and interpret the experimental observations. Thus, ‘Theory’ and ‘Experiment’ 
mutually feed to each other in almost every scientific endeavour.

While reductionist theories are very successful in explaining, predicting and 
controlling physical/biological/natural phenomena (that does not involve the 
observer), the same is not true when it is applied to consciousness (which is very 
much pertaining to a conscious observer). By the very nature of its definition, all 
conscious experiences are first person’s perspective and reductionist approaches 
are valid only for third person’s account or observations. There is a disconnect 
between first person’s perspective and third person’s account in several conscious 
experiences such as deep sleep, coma, anaesthetic and drug induced states. It is also 
not clear how a neurobiological account of activity in the brain can convincingly 
explain my inner experience of ‘redness’ when I perceive a red rose, or my feeling 
of a headache. These experiences, by their very nature, seem to defy reductionist 
approaches at modelling and understanding.

In 1995, David Chalmers laid the foundation for a nonreductive theory of 
consciousness in his now much celebrated paper (Chalmers, 1995). Chalmers 
proposed ‘psychophysical laws’ – principles which connects physical processes 
with consciousness (Chalmers, 1995; Chalmers, 1996). The first of these is the 
coherence principle which connects consciousness to awareness, or global availability. 
The second is the principle of structural coherence that connects the structure of 
awareness to the structure of consciousness. The third is the law of organizational 
invariance which states that two systems (for eg., one made up of neurons and 
the other made up silicon chips) with exactly the same fine-grained functional 
organization will have qualitatively identical experiences. Chalmers also proposed 
a basic fundamental principle in the form of ‘double-aspect information’ which 
attempts to link phenomenal experiential states with physical states (for eg., brain 
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states). However, despite being philosophically very well grounded, Chalmers’ 
double-aspect information is not clinically feasible. In fact, it is not even clear how 
one would go about measuring double-aspect information in order to quantify or 
measure consciousness.

In a series of papers, Giulio Tononi (with others) has proposed a neuroscientific 
theory of consciousness based on ideas from information theory (Tononi et al., 
1994; Tononi, 2004; Oizumi et al., 2014). Tononi claims that consciousness can be 
mathematically defined (and hence measured) as the inherent capacity of a system to 
integrate intrinsic information. As per Tononi, consciousness seems to be generated 
by certain parts of the brain (thalmocortical networks) than others (cerebellum) 
though the later may even boast of significantly greater number of neuronal 
connections. This can be explained, as per Tononi, by the fact that thalmocortical 
networks integrate a larger amount of intrinsic information. Though Tononi’s 
theory has been subject to intense debate and criticism by several neuroscientists 
and philosophers, it has several good features, one of them being the possibility of a 
clinical assessment. Perturbational Complexity Index or PCI (Casali et al., 2013) is 
one such clinically applicable measure which claims theoretical links with Tononi’s 
integrated information theory of consciousness.

There have been a plethora of measures of consciousness (please refer to Nagaraj 
& Virmani, 2017; Virmani & Nagaraj, 2019, and references therein). Table 1 gives a 
non-exhaustive list of measures of consciousness which have been recently proposed. 
Very few of these measures are practically feasible in the clinic owing to various 
challenges, issues and limitations which we will discuss in the next section.

MEASURING CONSCIOUSNESS IN THE 
CLINIC: ISSUES AND CHALLENGES

Why is it hard to measure consciousness in the clinic? There are a number of issues 
and challenges which we describe in this section.

Theoretical and Philosophical Issues

It has largely been a philosophical exercise to determine an acceptable definition of 
consciousness and conscious experience. However, there seems to be no universally 
acceptable definition of consciousness, one that would be equally agreeable to 
philosophers, scientists and researchers. Since we are interested in ‘measuring’ 
consciousness in the clinic, any definition that is reasonable and quantitative is 
desirable.
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The role of a scientific theory in defining a measure of consciousness can’t be 
undermined. For example, in order to measure temperature, a statistical theory 
of thermodynamics is needed. Without such a foundational theory, defining 
and measuring temperature has no real meaning. Similarly, in order to measure 
consciousness in the clinic, a theoretical framework needs to be in place first.

Broadly speaking, there are two classes of measures – behavioural measures and 
brain based measures (Seth et al., 2008). Behavioural measures of consciousness 
rely on the person’s ability to respond or choose a behaviour which then becomes 
an index of his/her conscious level. The issue with this approach is that it can’t be 
applied to patients who are in deep sleep or coma or anaesthetic state. Even for 
infants and animals, such a measure would not be applicable. Even when behavioural 
measure is applicable, it is difficult to measure graded conscious levels (i.e. a scale 
of conscious levels being low for deep-sleep, coma and vegetative states and high 
for waking with dream being intermediate level).

Brain based scientific measures of consciousness are increasingly becoming 
popular, and a large class of them fall under ‘Complexity Theories of Consciousness’ 
(Seth et al., 2008). As per integration theories, conscious contents are available widely 
to several cognitive/neural processes. Neuroscience theories have given rise to several 

Table 1. Measures of consciousness and their clinical viability

Sl. No. Consciousness 
Measure What Does It Measure? Clinical 

Viability Remarks

1

Chalmer’s Double-
Aspect Information 
(Chalmers, 1995; 
1996)

Doesn’t measure, but proposes 
a bridge between the physical 
and phenomenal aspects of 
reality/experience

No Philosophically well grounded 
but not practically viable

2
Neural Complexity 
(Tononi, Sporns, & 
Edelman, 1994)

Brain complexity Low Based on information theory

3 Causal Density 
(Seth, 2005)

Causal interactions in brain 
networks as a measure of 
consciousness

Medium Granger causality measure 
is used

4 IIT 1.0 (Tononi, 
2004) Information integration Low Effective information defined 

using Mutual-Information

5 IIT 2.0 (Tononi, 
2008) Information integration Low Probabilistic model, requires 

perturbation analysis

6
IIT 3.0 (Oizumi, 
Albantakis, & 
Tononi, 2014)

Information integration Low
Probabilistic model, 
cause-effect space, requires 
perturbation analysis

7 PCI (Casali et al., 
2013)

Information integration in 
thalamocortical networks

Very 
High

Clinically measurable using 
TMS-EEG, claims link with 
integration theory
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putative measures of consciousness which quantify the simultaneous differentiation 
and integration of neural dynamics in brain networks. These theories argue that every 
conscious experience is also simultaneously differentiated and integrated (Seth et 
al., 2006). The fundamental issue with these approaches is whether these measures 
really capture level of consciousness as they claim, or they are merely indicative of 
conscious level at a gross approximation. In other words, could there be states or 
levels of consciousness which are beyond the ability of these measures to capture.

Methodological Issues

As noted earlier, one of the biggest issues with studying and measuring conscious 
experience is the fact that by its very nature is a first person’s perspective or account 
of what he/she is experiencing. It seems that methods of science can’t be directly 
applied to this case. To illustrate with an example, consider the scenario of the 
experience of anaesthesia. As a first person’s account, my experience of anaesthetic 
state is very different from the third person’s perspective (the doctor). Typically, 
such an experience is felt as timeless or instantaneous for myself as the subject of 
experience, i.e., it feels like the moment of losing waking consciousness and regaining 
it is instantaneous without any elapsed duration. Whereas, the doctor, who is not the 
subject of this experience, indicates that around 45 minutes of duration has indeed 
elapsed as per the external clock. This mismatch of the perception of time between 
the inner experience (myself, the subject of experience) and the external evidence 
(doctor’s clock) leads to a methodological problem of measuring consciousness 
while in the anaesthetic state. When should we take the first person’s report as 
useful evidence of conscious level and quality, and when can it be ignored as a mere 
illusion? There are no clear answers to this dilemma.

If we restrict ourselves to brain-based measures of consciousness, then first 
person’s account is completely ignored. At this point, there are no frameworks to 
handle this methodological issue of taking into account first person’s report along 
with brain-based measurements to arrive at a comprehensive measure of conscious 
level. This is indeed a work for the future.

Technological Challenges

Even if we grant that measuring neural activity (or capacity) of brain networks can 
be a good proxy or surrogate for determining the level of consciousness, there are 
technological challenges to achieve a robust, reliable and clinically applicable measure.

In order to record brain activity, there are several technologies available 
—including non-invasive techniques such as electroencephalography (EEG), 
magnetoencephalography (MEG), functional magnetic resonance imaging (fMRI) 
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as well as invasive single-unit recordings which allow for single-neuron recordings. 
Single-unit recordings are very precise, but they are invasive and hence can’t be 
applied widely, and definitely not to subjects who are normal. On the other hand, 
EEG, MEG and fMRI are non-invasive tools to study the central nervous system 
but do not provide very high spatial and temporal resolution. In order to map brain 
activity to behaviour, researchers need to create neuronal maps describing the flow of 
information through the brain. Stimulating different responses is a powerful technique 
to visualize which portion of the brain is activated and this can be used to explore 
networks pertaining to cognition, memory, perception, language, emotions and motor 
control. For measuring consciousness via complexity theories of consciousness 
(brain based complexity measures), it is required to determine which brain networks 
perform high amounts of information integration and differentiation.

Obtaining measurements of brain activity is only the first step. Sophisticated 
algorithmic techniques based on sound mathematical principles needs to be developed 
to glean out a measure of consciousness from these measurements. The challenges 
faced by these techniques/algorithms are the high amount of noise, interference, 
nonlinear feedback leading to cascading of errors, nonstationarity, missing data and 
non-gaussianity inherent in the measurements. Sources of noise could be several and 
the method needs to be robust, reliable and coherent. Repeatability and reproducibility 
is a must. The cost of these measurements and the development of software tools 
are quite high as of now to prevent large scale application and deployment. Further 
progress in hardware and software technologies can overcome these obstacles.

Clinical Challenges

Last but not the least, to bring all these under one roof, in a clinic, on real patients/
subjects, is a very big challenge. Clinical applications have further challenges 
beyond the aforementioned theoretical & philosophical issues, methodological and 
technological challenges. These are in terms of ethical issues of what can be used 
and what can’t be used on a patient or subject in the clinic. Even if a measure could 
be used in the clinic, what kind of medical decisions can actually be taken based 
on these measures? We are not at a stage yet where these measures could be used 
to take a potential life-saving/threatening decision. However, the hope is that such 
measures can eventually aid the clinician/surgeon to give further evidence to aid 
diagnosis/decision making on the operation table.

In Table 2, the issues and challenges described are highlighted, along with their 
severity, whether it will be resolved in the near future, and how important it is for a 
clinically viable solution for measuring consciousness. It is unlikely that philosophical 
issues will ever be resolved satisfactorily, though its importance to clinical application 
is rather low. Resolution of theoretical issues is possible in the near future given the 
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rapid progress in integration theories and their critical analysis and refinements. 
Methodological issues are more severe, but also potentially resolvable in the near 
future by a hybrid approach of including first person’s account along with brain based 
measures in a suitable and reasonable manner. Technological issues can be resolved 
owing to rapid advances in electronics, software, networking, communication and 
information processing systems. Ethical and other clinical challenges are unlikely 
to be resolved soon. This is because of the rise of artificial intelligence, machine 
learning and deep learning solutions, it is not clear what will be the nature of these 
problems when our society will allow robots to perform complex neuro-surgeries in 
place of humans. Also, whether we can ever come to use the output of these measures 
to determine and decide the life/death of an individual is a very controversial topic 
of debate, unlikely to be resolved anytime soon. But we will have to grapple with 
these issues and challenges going forward.

PERTURBATIONAL COMPLEXITY INDEX

In this section, we describe a recently proposed measure of consciousness – 
Perturbational Complexity Index (PCI) which has been applied in the clinic. We 
shall evaluate the pros and cons of such an approach.

Perturbational Complexity Index or PCI (Casali et al., 2013) is a clinical measure 
of consciousness which claims to be theoretically based on integrated information 
theory. PCI measures the information content of the response of thalamocortical 
networks in the brain by a measure of complexity known as Lempel-Ziv complexity 
(Lempel & Ziv, 1976), when the brain is excited by a magnetic pulse (Casali et al., 
2013). PCI takes into account the theoretical considerations which indicate that 
consciousness is contingent on the complex activity resulting in the brain. This 

Table 2. A matrix of issues and challenges for developing a clinically viable measure 
of consciousness, along with severity, whether it will be resolved in the near future, 
and how important it is.

No. Type of Issue/
Challenge Severity Whether It Will Be 

Resolved Soon
Importance for Clinical 

Applications

1 Philosophical High Unlikely Low

2 Theoretical Medium Possible Medium

3 Methodological High Probably soon High

4 Technological Medium Yes High

5 Clinical (Ethical) High No High
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complex activity in brain networks is simultaneously information-rich (differentiated 
in space and time) and integrated (shared by interacting cortical areas). PCI as an 
objective clinical measure for the computation of consciousness, exhibits promising 
results when the values of PCI are compared across 3 kinds of subjects: (i) healthy 
subjects in wakefulness, non-rapid eye movement (NREM) sleep and dreaming 
states, (ii) subjects induced with sedation by anaesthetic agents: midazolam, xenon & 
propofol, and (iii) patients emerged from coma (vegetative state, minimally conscious 
state, and locked-in syndrome). PCI has the advantage of being non-invasive, and 
the assessment of consciousness is unaffected by the integrity of specific sensory 
pathways or motor efferent systems. PCI results are also invariant to the placement 
of TMS pulse across several cortical sites.

Though PCI has been measured in the clinic, there are issues that need to be 
addressed. It is not clear whether PCI does indeed measure consciousness as it 
claims since it does not directly measure the capacity of brain networks to integrate 
intrinsic information, as required by integrated information theory. Further, PCI values 
don’t explicitly demonstrate how higher values in wakefulness correspond to higher 
integration and information-richness (differentiation) in cortical areas and inversely 
for lower values of PCI. As per integrated information theory, the quantitative value 
of consciousness as indicated by information integration can be computed only by 
perturbing the elements (in this case neurons or a group of neurons) by all possible 
inputs. Since PCI makes use of a single TMS pulse, it is not clear whether this is 
sufficient to indeed capture information integration of thalamocortical network.

CONCLUSION: THE WAY FORWARD

Consciousness continues to remain a challenging puzzle and arguably in many ways 
the final frontier of all research. Scientific theories of consciousness have witnessed 
significant progress in recent decades. However, there are several issues and challenges 
to be addressed for measuring consciousness in the clinic and these will require 
the coming together of researchers, cognitive scientists, mathematicians, computer 
scientists, philosophers and clinicians. The way forward to measuring consciousness 
depends on how we collectively address the issues raised in this chapter, and other 
unforeseen problems that will present to us in the future. One thing we can all agree 
is the immediacy of the need for building a science of consciousness and a robust, 
reliable and interpretable measure of consciousness in the clinic. There are exciting 
times ahead of us.
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ABSTRACT

The term chronic kidney disease (CKD) refers to the malfunction of the kidney and 
its failure to remove toxins and other waste products from blood. Typical symptoms 
of CKD include color change in urine, swelling due to fluids staying in tissue, 
itching, flank pain, and fatigue. Timely intervention is essential for early recognition 
of CKD as it affects more than 10 million people in India. This chapter suggests a 
decision tree-based data mining framework to recognize CKD from Non chronic 
kidney disease (NCKD). Data sets derived from open source UCI repository was 
considered. Unlike earlier reported work, this chapter applies the decision rules 
based on the clustered data through k-means clustering process. Four cluster groups 
were identified and j48 pruned decision tree-based automated rules were formatted. 
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A Decision Tree on Data Mining Framework for Recognition of Chronic Kidney Disease

INTRODUCTION

Kidney is the primary part of the excretory system which removes the excessive 
body fluids and wastes. The required chemical homeostasis is thereby maintained 
and thus it prevents any damage to the internal organ. There are situations where 
kidneys fail to function towards removing toxins and waste product from the blood. 
Such condition leads to chronic kidney disease (CKD). (Matovinović, 2009; Collister 
et al., 2016; Levey et al., 2005; Jojoa et al., 2017) Chronic kidney disease (CKD) 
refers to failure to generate functional aspects of kidney where one has to go for renal 
dialysis if it is for chronic renal failure. The acute renal failure leads to occurrence 
of end-stage renal disease (ESRD). The process of dialysis helps in removing the 
toxins and waste and helps the kidney to function through an artificial mode. The 
complex renal failure leads to chronic condition where one has to undergo kidney 
transplantation.

According to a survey 10 – 15% of adult population are being affected by CKD 
in India can be noted that CKD has been found to be potential indicator for increased 
cardiovascular disease and death. Studies reveals that CKD has a huge impact on 
causing hypertension, diabetes, obesity etc. One can refer to the work reported 
on pathophysiology and kidney disease classification for future understanding 
(Matovinovic, 2009).The decrease in GFR causes accumulation of Urea, Creatinine 
and other in blood. Thus affects the regular function of kidney. According to the 
kidney disease improving global outcomes declaration, Potential indication of CKD 
can be recognized by GFR of less than 60 ml / minute / 1.73m2 (Levy et al., 2005). 
A detailed review in progression in CKD has been reported (Collister et al., 2016).

Developing country like India needs special attention as the number of people 
affected crossed 10 million according to a survey reported recently (Matovinovic, 
2009). The decline of excretory, metabolic and endocrine functionalities merely 
indicates the stage of CKD occurrence. The biomarker that identifies the presence 
of the CKD includes presence of the presence of sediments in the urine, increased 
level of albumin excretion rate (AER) and albumin creatinine ratio (ACR); structural 
deformation reflected through the two-dimensional imaging procedure. The 
occurrence of CKD can be prevented through early intervention mechanism where 

The performance of the proposed framework was evaluated in terms of sensitivity, 
specificity, precision, and recall. A new quantitative measure, relative performance, 
and MCC were introduced which confirms the suitability of the proposed framework 
for recognition of CKD from NCKD.
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computer aided intelligent decision system helps in recognizing the condition of 
CKD and non-chronic kidney disease (NCKD) of an individual.

This study suggests the application of data mining framework for recognition 
of CKD and NCKD patterns. Kidney dialysis parameters collected from Indian 
population available in the open source UCI repository was considered for the study 
which includes both healthy controls and kidney failure patients. Unlike earlier work 
reported earlier in the literature. The proposed study makes use of k-means clustering 
and four groups have been identified. Pattern classification was then performed by 
analyzing the rules that has been framed using J48 pruned decision tree data mining. 
Figure 1 shows the proposed data mining framework.

The performance of the proposed framework was evaluated using qualitative 
metrics such as precision, recall, kappa statistics, MCC, F-SCORE. The ROC 
characteristics through AUC confirm the suitability of the proposed framework.

Related Work

Data mining has played a crucial role towards pattern classification of medical 
data (Kusiak et al., 2003; Mai Shouman et al., Shah et al., 2006; Sephri et al., 
2011; Sriraam et al., 2006). Kusiak et al., (2001, 2003) have reported data mining 
algorithms for kidney dialysis patients. Sriraam et al., (2006) have applied decision 
tree mining for survival prediction of kidney failure patients. For chronic kidney 
disease classification, several works have been reported in the literature. A specific 
report made by Nahas et al., (2005) highlighted the challenges involved towards 
CKD recognition and diagnosis. Rubini & Eswaran (2015) have reported a study on 
prediction of CKD. Three models, radial basis function neural network multilayer 
perception neural network and linear logistic regression model was employed for 
the study. Though the results were reported, no detailed information on neural 
network model configuration was reported. Ravindra et al., have made a special 
study towards clustering phenomena for kidney dialysis data (Ravindra et al., 2015) 
Neural network and SVM based classification procedure was reported recently 
(Ravindra et al., 2018; Ravindra et al., 2019).

Figure 1. Proposed data mining framework
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Study Database

The dataset contained 400 patient records, which were reported to be obtained 
from India, and was posted with the University of California Irvine Machine 
Learning Repository (Dua & Graff, 2019; Rubini & Eswaran, 2015). Description 
of 25 attributes in the dataset is presented in Table 1.Table 2 shows the baseline 
characteristics (Dua & Graff, 2019).

Table 1. Attributes and their properties in patient dataset

No Attribute Type Units or Values

1 Age Numerical Years

2 Blood Pressure Numerical mm/Hg

3 Specific Gravity Nominal (1.005,1.010,1.015,1.020,1.025)

4 Albumin Nominal (0,1,2,3,4,5)

5 Sugar Nominal (0,1,2,3,4,5)

6 Red Blood Cells Nominal (normal, abnormal)

7 Pus Cell Nominal (normal, abnormal)

8 Pus Cell clumps Nominal (present, not present)

9 Bacteria Nominal (present, not present)

10 Blood Glucose Random Numerical mgs/dl

11 Blood Urea Numerical mgs/dl

12 Serum Creatinine Numerical mgs/dl

13 Sodium Numerical mEq/L

14 Potassium Numerical mEq/L

15 Hemoglobin Numerical gms

16 Packed Cell Volume Numerical

17 White Blood Cell Count Numerical cells/cumm

18 Red Blood Cell Count Numerical millions/cmm

19 Hypertension Nominal (yes, no)

20 Diabetes Mellitus Nominal (yes, no)

21 Coronary Artery Disease Nominal (yes, no)

22 Appetite Nominal (good, poor)

23 Pedal Edema Nominal (yes, no)

24 Anemia Nominal (yes, no)

25 Class Nominal (ckd, not ckd)
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K-means clustering procedure as reported in our earlier work (Ravindra et al., 
2017, Ravindra et al., 2018) was applied to cluster closely related attributes. For the 
proposed study, four cluster groups G1, G2, G3, G4 were considered and Table 3 
shows the group for classification & understanding groups are referred to as CASEA, 
B, C and D respectively.

Table 2. Baseline characteristics of the study population (n=150 NCKD) and (N-
250 CKD)

          Variable NCKD Mean ± 
Standard Deviation

CKD Mean ± Standard 
Deviation

Age 46.517 ± 15.631 54.21 ± 17.389

Blood Pressure 71.351 ± 8.543 79.625 ± 15.234

Specific Gravity 1.022 ± 0.003 1.014 ± 0.005

Albumin 0 ± 0 1.722 ± 1.373

Sugar 0 ± 0 0.767 ± 1.349

Blood Glucose Random 107.722 ± 18.565 175.42 ± 92.082

Blood Urea 32.79 ± 11.45 72.389 ± 58.587

Serum Creatinine 0.869 ± 0.255 4.415 ± 6.95

Sodium 141.731 ± 4.818 133.902 ± 12.403

Potassium 4.388 ± 0.587 4.878 ± 4.322

Hemoglobin 15.188 ± 1.278 10.648 ± 2.186

Packed Cell Volume 46.336 ± 4.134 32.94 ± 7.029

White Blood Cell Count 7705.05 ± 1839.771 9069.536 ± 3580.521

Red Blood Cell Count 5.379 ± 0.596 3.945 ± 0.865

Table 3. Parameters considered in each group

CASE A CASE B CASE C CASE D

Blood Pressure Albumin Packed Cell Volume Albumin

Specific Gravity Sugar White Blood Cell Count Sugar

Serum Creatinine Blood Glucose 
Random Red Blood Cell Count Blood Glucose Random

Hemoglobin Blood Urea

Serum Creatinine

Sodium

Potassium
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Decision Tree Data Mining

A decision tree referred to as integrated structure that comprises of root node, 
branches and leaf nodes (Danham & Sridhar, 2006; Witten et al., 1999; Breslow 
& Aha., 1997). Any given attribute is tested by the internal node with the branch 
shows the outcome of the test and the class label is represented by the leaf. Root 
node refers to the topmost node in the tree. A decision tree is pruned to obtain a tree 
that confirms the generalization of the given training dataset. A best way of pruning 
a decision tree is to impose a minimum on the number of the training attributes of 
the given dataset.

In the proposed study, an univariate approach referred as J48 decision tree 
algorithm is proposed. J48 classifier derived from simple C4.5 decision tree performs 
the binary tree operation for classifying the given dataset. A decision tree is pruned 
to obtain a tree that confirms the generalization of the training dataset (Rokach & 
Maimon, 2005). A best way of pruning a decision tree is to impose minimum on 
the number of training attributes of the given dataset (Mohamed et al., 2012). For 
the proposed study J48 decision tree considers minimum default functions as 2 
to generate number of leaves and trees. For better understanding and brevity, the 
structure of J48 decision tree algorithm is given below: (Danham & Sridhar, 2006)

INPUT  

     I      // Training data 

OUTPUT 

•     // Decision tree
DTBUILD (*I) 

{ 

     O = ψ; 

     O = Initiate rot node and label with spitting 

attribute; 

     O = ADD arc to root node for each split predicate and 

label; 

For each arc perform 

     I = Dataset created by applying splitting predicate to 

I; 

If stopping node reached for this path, then 

          O’ = Create leaf node and label with 

appropriate class; 

Else  

          O’ = DTBUILD (I);      
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O = add O’ to arc; 

}

Evaluation

The following parameters were included to evaluate the performance of decision 
tree classifier:

Specificity = TP / (TP+TN) * 100% (1)

Sensitivity= TN / (FP+TN) * 100% (2)

Accuracy = (TP+TN) / (TP+FP+TN+FN) * 100% (3)

Recall = TP / (TP+TN) (4)

Precision = TP / (TP+FN) (5)

Fscore = ((2* TP)/(2* TP + FP + TN)) (6)

MCC = (((TP * TN)-(FP * FN)) / (SQRT ((TP + TN)*(TN + FP)*(TP + FP)*(FN * 
TN)))) (7)

Table 4. Confusion Matrix

CKD/NCKD Classified as CKD Classified as NCKD

NCKD TP FN

CKD FP TN

Where TP: True positive
TN: True negative
FP: False positive
FN: False negative
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Kappa test = (Observed agreement - Expected agreement) / (100 - Expected 
agreement) (8)

Where observed agreement is overall accuracy and

Expected agreement is = {((TP + FP)*(FN + TP)) + ((TN + FN)*(FP + TN)) 
(9)

Table 4 shows the confusion matrix for the proposed classification.
For each clustered group, J48 decision tree mining algorithm was applied and 

decision rules were generated in terms of CKD and NCKD for each case. The 
combination of different kidney dialysis attributes with data mining framework 
resulted in recognition of CKD from NCKD. The set of rules generated by the 
decision tree algorithms and its corresponding tree structure for CASE A, B,C and 
D were shown in Figures 2,3,4 and 5 respectively. Tables 5,6,7 and 8 shows the 
decision generated as CKD,NCKD based on the decision tree rules.

sc <= 1.2 

|   sg <= 1.015: ckd (39.66/1.0) 

|   sg > 1.015: notckd (158.77/12.29) 

sc > 1.2: ckd (201.57/2.52)

Figure 2. Set of rules obtained by J48 algorithm for CASE A

Table 5. Decision Tree Rules generated for CASE A for CKD-NCKD recognitions

Rules Generated CASE A CKD/NCKD

Rule1 sc<=1.2 & sg <=1.015 CKD

Rule2 sc<=1.2 & sg > 1.015 NCKD

Rule3 sc > 1.2 CKD
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hemo <= 12.9: ckd (205.75/3.09)

hemo > 12.9 

|   al <= 0 

|   |   bgr <= 141: notckd (156.43/10.59) 

|   |   bgr > 141: ckd (10.18/0.37) 

|   al > 0: ckd (27.64/0.71

Figure 3. Set of rules obtained by J48 algorithm for CASE B

Table 6. Decision Tree Rules generated for CASE B for CKD-NCKD recognitions

Rules Generated CASE B CKD/NCKD

Rule1 Hemo <= 12.9 CKD

Rule2 (Hemo > 12.9) & (al <= 0 & bgr 
<= 141) NCKD

Rule3 (Hemo > 12.9) & (al <= 0 & bgr > 
141) CKD

Rule4 (Hemo > 12.9) & (al > 0) CKD

Figure 4. Set of rules obtained by J48 algorithm for CASE C
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pcv <= 39: ckd (183.59/1.84)

pcv > 39 

|   pcv <= 44 

|   |   rbcc <= 4.4: ckd (6.22/0.23) 

|   |   rbcc > 4.4: notckd (95.9/36.11) 

|   pcv > 44: notckd (114.29/26.14)

sc <= 1.2

|   bgr <= 144 

|   |   al <= 0: notckd (148.0/10.0) 

|   |   al > 0 

Table 7. Decision Tree Rules generated for CASE C for CKD-NCKD recognitions

Rules Generated CASE C CKD/NCKD

Rule1 Pcv <=39 CKD

Rule2 Pcv > 39 & Pcv <= 44 &rbcc <= 4.4 CKD

Rule3 Pcv > 39 & Pcv <= 44 &rbcc > 4.4 NCKD

Rule4 Pcv > 39 & Pcv > 44 NCKD

Figure 5. Set of rules obtained by J48 algorithm for CASE D
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|   |   |   su <= 0: ckd (11.0) 

|   |   |   su > 0: notckd (5.0) 

|   bgr > 144 

|   |   pot <= 4.7: ckd (23.0) 

|   |   pot > 4.7: notckd (3.0/1.0) 

sc > 1.2: ckd (210.0/5.0)

The performance of the proposed data mining framework for classification of 
CKD and NCKD was evaluated in terms of Precision, Recall, F Measures. Table 9 
shows the confusion matrix obtained using the decision tree classifier.

The quantitative performance metrics as depicted in Figure 6 confirms the 
suitability of the proposed data mining framework for recognition of CKD. The 
precision and F-measure metrics almost indicate >98.5% attainment. Almost 
the four groups except group B other groups perform well. Figure 7a shows the 

Table 8. Decision Tree Rules generated for CASE D for CKD-NCKD recognitions

Rules Generated CASE D CKD/NCKD

Rule1 sc > 1.2 CKD

Rule2 sc<=1.2 & bgr > 144 & pot<= 4.7 CKD

Rule3 sc<=1.2 & bgr > 144 & pot > 4.7 NCKD

Rule4 sc<=1.2 & bgr <= 144 & al <= 0 NCKD

Rule5 sc<=1.2 & bgr <= 144 & al > 0 & 
su <= 0 CKD

Rule6 sc<=1.2 & bgr <= 144 & al > 0 & 
su > 0 NCKD

Table 9. Confusion Matrix for Decision Tree Classifier

Classified as CKD Classified as NCKD

CASE A
CKD 239 11

NCKD 5 145

CASE B
CKD 246 4

NCKD 6 144

CASE C
CKD 223 27

NCKD 22 128

CASE D
CKD 237 13

NCKD 8 142
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performance of the proposed classifier in terms of MSE, and kappa statistics, and 
Figure 7b shows the relative error.

The result confirm cluster group A and D found to be a potential candidate for 
necessary clinical diagnosis. The overall performance was finally evaluated in terms 
of relative performance of the decision tree classifier which is defined as:

Relative performance = Precision/computational time (10)

Figure 6. Decision tree classifier performance

Figure 7a. Error status and Kappa statistics
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Figure 8. Shows the results which indicates CASE A and CASE D could be a 
potential cluster parameter for early recognition of CKD.

DISCUSSION

It is very important to identify the key priority parameters that contributes significantly 
towards the recognition of CKD FROM patient’s dialysis attributes, unlike earlier 

Figure 7b. Relative absolute and root relative squared error

Figure 8. Relative performance
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reported study. The proposed data mining framework considered closely correlated 
kidney dialysis attributes for recognition of CKD. Four cases/groups have been framed 
by means of clustering. Among the four cases CASE B yields better specificity and 
less sensitivity following were inferred from the proposed study.

Serum Creatinine was dominant towards the recognition of CKD among these 
attributes for CASE A.

Hemoglobin and Albumin were equally contributed towards CKD for CASE B
Packed cell volume and red blood cell count contributed significantly towards 

recognition of CKD for CASE C.
For CASE D, among the seven attributes four attributes were dominated (Serum 

Creatinine, Blood Glucose Random, albumin and potassium).
It can be further noted the level of Serum Creatinine could be a potential biomarker 

for recognition of CKD from NCKD.
The efficiency of the decision tree data mining framework lies on the attributes, 

no of leaves and size of the tree. The optimal decision tree classifier performance 
based on the above attributes is shown in the Table 10.

From Table 10, the area under the ROC curve (AUC) of the decision tree 
classifier confirms again the efficiency of the proposed framework for CKD-
NCKD classification. It can be further noted that the relative performance shows 
the importance of close correlation between the kidney dialysis parameters for 
recognition of CKD and NCKD group
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APPENDIX

Glossary

Al: Albumin. Patients with ESRD Hypoalbuminemia is common it affected by a 
blend of increased degradation of albumin and reduced synthesis.

Ba: Bacteria. End-stage renal disease (ESRD) patients and persons who are a healthy 
analysis of Microbial DNA exposed that raise in the comparative profusion 
for 190 (OTUs)operational taxonomic units which they belong to the ESRD 
group. Whereas healthy group OTUs belong to other good health groups.

Bgr: Blood glucose random. Diabetes is challenging to manage in patients who have 
end-stagerenal disease (ESRD), as both uremia and dialysis can complicate 
glycemic control by affecting the secretion, clearance, and peripheral tissue 
sensitivity of insulin. Insulin doses should be lowered in those with low 
glomerular filtration rates.

Bp: Blood pressure. Hypertension is a Major cause for the decline in GFR which 
results in a strong independent factor for ESRD. Both systolic (SBP) and 
diastolic (DBP) are the major causes for CKD.

Bu: Blood urea. BUN level increases when kidneys unable to eliminate urea from 
blood hence there is a direct link between CKD & blood urea.

Hemo: Hemoglobin. Hemoglobin in patients’ blood is used to evaluate anemia’s 
early stage followed by the progression of chronic kidney disease.

Pc: Pus cell. Pus cells are nothing but white blood cells they indicate infection 
indication.
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Pcc: Pus cell clumps. Pus cell clumps are nothing but white blood cells they indicate 
infection indication.

Pcv: Packed cell volume. Packed cell volume in the patients is a predictive factor 
for Anemia and intern anemia stage indicate the early renal disease.

Rbc: Red blood cells. Enough EPO cannot be made by the damaged kidneys which 
cause bone marrow makes fewer red blood cells initiating anemia.

Rc: Red blood cell count. Enough EPO cannot be made by the damaged kidneys 
which cause bone marrow makes fewer red blood cells initiating anemia.

Sc: Serum creatinine. The damage of the kidney advancement is noticeable by two 
important chemicals in the blood one among them is creatinine evaluation in 
serum assists to measure Glomerular Filtration Rate (GFR) followed by renal 
function.

Sg: Specific gravity. When the kidney is functioning normal, urine specific gravity 
will be in the range 1.002 and 1.030 otherwise it is one of the critical parameters 
for CKD.

Su: Sugar. It is vital in the treatment of ESRD diabetic patients to prevent additional 
harm to other organs (eyes, kidneys, and heart) it is suggested that blood sugar 
control need to be taken care.

Wc: White blood cell count. The WBC (white blood cell count) and absolute 
neutrophil count are directly associated with impermanence risk in ESRD.
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ABSTRACT

Electromyogram (EMG) signals are commonly used by doctors to diagnose 
abnormality of muscles. Manual analysis of EMG signals is a time-consuming and 
cumbersome task. Hence, this chapter aims to develop an automated method to 
detect abnormal EMG signals. First, authors have applied the improved eigenvalue 
decomposition of Hankel matrix and Hilbert transform (IEVDHM-HT) method to 
obtain the time-frequency (TF) representation of motor unit action potentials (MUAPs) 
extracted from EMG signals. Then, the obtained TF matrices are used for features 
extraction. TF matrix has been sliced into several parts and fractional energy in 
each slice is computed. A percentile-based slicing is applied to obtain discriminating 
features. Finally, the features are used as an input to the classifiers such as random 
forest, least-squares support vector machine, and multilayer perceptron to classify 
the EMG signals namely, normal and ALS, normal and myopathy, and ALS and 
myopathy, and achieved accuracy of 83%, 80.8%, and 96.7%, respectively.
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INTRODUCTION

The muscular system is responsible to generate the force for the movement of the 
body and providing the shape to the body. Nerve impulses are responsible for the 
movement of the muscles. These impulses originated in the brain and travel through 
the peripheral nervous system to a specific location in the body. Neuromuscular 
disorder (NMD) is a disorder which interrupts the communication path between the 
nervous system and the muscles (Kandel et al., 2000; Anthea et al., 1993). Motor 
neuron diseases, disorders of neuromuscular transmission, neuropathy, amyotrophic 
lateral sclerosis (ALS), and myopathy come under the category of NMD (Karpati et 
al., 1970). Myopathy is a disease which affects the skeletal muscle tissue directly. It 
affects the functioning of the muscles. However, neuropathy is related to the disease 
that causes damage to the nerves which is involved in the muscular control (Yousefi 
et al., 2014). The ALS is also a type of NMD which can also be responsible for the 
death of the patient (Mishra, et al., 2016, February). The commonly found symptoms 
of ALS are respiratory failure, atrophy, and weakness. It may have serious impact on 
the functioning of motor neurons. With the time, it may result in the paralysis. Hence, 
in time diagnosis and proper treatment are of prime importance. Electromyogram 
(EMG) is a common tool utilized by the clinician for the diagnosis of the NMD.

In general, neurophysiologists utilized the properties of motor unit action potentials 
(MUAPs) to assess the NMDs (Nikolic & Krarup, 2011). Hence, MUAPs have an 
important role in the diagnosis of the NMDs. The MUAPs consist a complex structure 
which makes the manual assessment, a difficult task. Moreover, the accurate manual 
detection of the abnormalities present in the characteristics of MUAPs requires a 
lot of skills and experience. Hence, the detection accuracy of these abnormalities 
may not be sufficient to take the further step. Therefore, it is required to perform 
computer aided analysis of MUAPs using signal processing techniques.

Several computer aided methods are available in the literature for the analysis 
of normal and NMD EMG signals. In (Pattichis & Elia, 1999), the time domain 
measures, cepstral coefficients, autoregressive (AR) coefficients, and AR spectral 
measures are computed from the MUAPs for the analysis of normal and diseased 
EMG signals. In (Fattah et al., 2012), time and frequency domain-based features 
such as zero crossing rate, autocorrelation, and Fourier transform are suggested for 
the detection of the ALS patients. The interference pattern analysis is found useful 
in studying the muscle activity (Fuglsang‐Frederiksen, 2000). A method for ALS 
detection based on short time Fourier transform (STFT) is proposed in (Doulah et 
al., 2012, May). In (Pfeiffer, 1999), a sequential Baysen algorithm-based approach is 
used to analyze the EMG signals. An AR method and wavelet neural network-based 
approach is utilized for the discrimination of different classes of EMG signals (Subasi 
et al., 2006). The principal component analysis (PCA) based method is proposed 
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to analyze the EMG signals in (Shaw & Bagha, 2012). In (Doulah & Fattah, 2014, 
April), the mel-frequency cepstral coefficients are computed from the MUAPs and 
fed to the K-nearest neighbour (K-NN) classifier. This method is found effective 
for the detection of the ALS.

In (Güler & Koçer, 2005), a fast Fourier transform (FFT) and PCA based algorithm 
is applied to discriminate the normal, neuropathy, and myopathy EMG signals. In 
(Katsis et al., 2007), a clustering-based approach is followed for the analysis of 
normal, neuropathy, and myopathy EMG signals. The continuous wavelet transform 
is applied to the EMG signals for the classification of MUAPs (Gazzoni et al., 2004). 
In (Kouchaki, 2012, May), Kolmogorov complexity (KC) is used as a feature for the 
discrimination of the different types of EMG signals. The KC feature is obtained 
from the intrinsic mode functions (IMFs) extracted using the empirical mode 
decomposition (EMD). EMD based features are also utilized for the classification 
of normal and ALS EMG signals in (Mishra et al., 2017). In (Christodoulou & 
Pattichis, 1999), two different techniques based on pattern recognition are proposed 
for the classification of EMG signals. One method is based on artificial neural 
network (ANN) algorithm, and a statistical pattern recognition based technique is 
used in the second approach. A time-frequency (TF) based approach is proposed 
for the analysis of normal and diseased EMG signals in (Sharma et al., 2019a), and 
correntropy and cross information potential are used as a feature to discriminate the 
various types of EMG signals. In (Joshi et al., 2017, February), tunable-Q wavelet 
transform (TQWT) method is used to decompose the EMG signals into sub-bands. 
The authors have computed various linear and non-linear features from these sub-
bands for detecting the abnormal EMG signals.

In this work, we have aimed to propose a method for classifying the normal, ALS, 
and myopathy EMG signals. Initially MUAPs are extracted from EMG signals of 
each class and thereafter TF matrix is obtained for each MUAP. The TF matrix is 
obtained using improved eigenvalue decomposition of Hankel matrix and Hilbert 
transform (IEVDHM-HT) method (Sharma & Pachori, 2017a; Sharma & Pachori, 
2017b, February). The IEVDHM-HT method decomposes a multi-component non-
stationary signal into mono-component signals and compute their instantaneous 
amplitudes and frequencies in order to represent signal in TF domain. This method 
has provided better TF representation (TFR) as compared to Hilbert-Huang transform 
(HHT) (Huang, et al., 1998, March) as HHT suffers from mode-mixing phenomena 
while the IEVDHM-HT method is free from mode-mixing. The IEVDHM-HT method 
is also used for complex data analysis in (Sharma & Pachori, 2018a), in which a 
complex signal is represented in TF plane in entire positive and negative frequency 
range. A methodology for cross-terms elimination in Wigner-Ville distribution using 
eigenvalue decomposition method is proposed in (Sharma & Pachori, 2018b). The 
baseline wander and power line interference removal from electrocardiogram (ECG) 
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signal using eigenvalue decomposition method is presented in (Sharma & Pachori, 
2018c). The performance of the extracted features is evaluated using least squares 
support vector machine (LS-SVM) (Suykens & Vandewalle, 1999) and random forest 
classifiers (Breiman, 2001) to find the most suitable combination of the features. 
Flow chart of the proposed work can be seen in Figure 1.

This chapter is organized in the following way: In the second section, information 
of the dataset, TFR, various TF based features and classification method is provided. 
The results of the work are presented in the third section and discussed in the fourth 
section. The work is concluded in the fifth section.

METHODOLOGY

Dataset Used in the Proposed Work

In this work, we have used the publicly available data set of EMG signals from the 
EMGLABs database (McGill et al., 2005). A concentric needle electrode is availed 
for the recording of the EMG signals. In order to monitor the signal, a slight and 
constant contraction was made in muscle. The concentric needle electrodes of the 
area of 0.07 mm2 are used for the recording (Nikolic, 2001). The recorded ECG 
signal was amplified by a factor of 4000 and subject to a band-pass filter of cut-off 
frequency of 2 Hz and 10 kHz. The sampling frequency of the recorded signals were 
23437.5 Hz (McGill et al., 2005). The dataset contains three groups of subjects. 
There are two groups of patients namely, myopathy and ALS. The group of myopathy 
patients has 7 subjects of the age group of 19-63 years. There are 8 patients in the 

Figure 1. The block diagram representing the steps involved in the proposed method
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ALS group of the age group of 35-67 years. The third group contains 10 subjects, 
who do not have any neuromuscular disease. The age of the healthy group varies 
between 21-37 years. The typical plots of the EMG signals of normal, ALS, and 
myopathy are depicted in Figure 2.

Extraction of MUAPs

MUAPs have been obtained from the EMG signals in the following way: First, a 
window of 5.6 ms is applied to the EMG signal to divide them into the timeframes 
having the MUAPs (Nikolic & Krarup, 2011). The timeframes which have one 
MUAP are known as segments. The time-frames which have superimposed MUAPs 
are termed as compound segments. The portions of EMG signal which do not have 
MUAP are called baseline. The timeframe is considered as MUAP, if the variance of 
the portion of the timeframe within the window is greater than the threshold value. 
It may be a single MUAP or may have many superimposed MUAPs (Nikolic & 
Krarup, 2011). In order to estimate the threshold, an amplitude density function is 
used which is computed from the normalized variance signal. Thereafter, we formed 
a group by keeping the similar looking segments together. It may consist of multiple 
segments. If a group has five or more segments then it is named as potential class 
(PCL). Then, each of the PCL is represented by the template corresponding to the 
active MUAP of the EMG signal (Nikolic & Krarup, 2011).

TFR Using IEVDHM-HT

The TFR of each MUAP is obtained using IEVDHM-HT method. For the database 
given in (McGill, 2005), each MUAP contains 625 samples and can be represented 
as m[p], where p is varying from 1 to 625. Therefore a Hankel matrix, HM of size 
P×P is formed, where P = 313 samples. The matrix HM can be mathematically 
expressed as follows (Sharma et al., 2019c):
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The eigenvalue decomposition of matrix HM is performed to compute eigenvalue 
matrix Eval and eigenvector matrix Evec and can be mathematically expressed as 
follows (Sharma et al., 2019d):

HM E E E
vec val vec

= '  (2)

Further, we have utilized the modified significant threshold point (MSTP) method 
to recognize the useful eigenvalues to decompose the signal into its components. 
The MSTP stated that if the sum of magnitude of larger eigenvalues is higher 
than the 95% of sum of magnitude of all the eigenvalues, consider them as useful 

Figure 2a. Typical plots of different classes of EMG signals: Normal class

Figure 2b. Typical plots of different classes of EMG signals: ALS class
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eigenvalues (Sharma & Pachori, 2017a). All the useful eigenvalues are considered 
for obtaining decomposed components. The mathematical expressions for obtaining 
the decomposed component are derived in (Sharma & Pachori, 2017a). The obtained 
decomposed components are examined to satisfy the modified mono-component 
signal criteria (MMSC) explained in (Sharma & Pachori, 2017a). The MMSC 
contains two conditions which can be stated as follows (Sharma & Pachori, 2017a, 
Huang et al., 1998, March):

Condition 1: The local extrema counts and total number of zero-crossings should 
be differ by maximum one.

Condition 2: The average value of upper envelope and lower envelope should be zero.

All the MMSC unsatisfying components are required to follow the above discussed 
process. Further, the sum of the energy of the components (Ensc) which do not satisfy 
the MMSC is compared to the energy of the original signal m[p]. If we find that the 
Ensc is greater than the 5% of the original signal then the process will be repeated 
from the beginning. Otherwise, the process will be terminated. Further details of 
this method are provided in (Sharma & Pachori, 2017a).

The IEVDHM-HT method has been recently used for the analysis of coronary 
artery disease (CAD) in (Sharma et al., 2019c) and for analyzing ALS and normal 
EMG signals in (Sharma et al., 2019a, Chandra, 2018). This method is also used 
for providing TFR of complex signals in (Sharma & Pachori, 2018a).

Figure 2c. Typical plots of different classes of EMG signals: Myopathy class
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Table 1. Parameters obtained in different sliced TF plane

Iteration Number Slice Range Parameter

1 0
10
, max
e









ρ
1
n k,( )

2
e e
max max,
10 5











ρ
2
n k,( )

3
e e
max max,
5

3

10











ρ
3
n k,( )

4
3

10

2

5

e e
max max,











ρ
4
n k,( )

5
2

5 2

e e
max max,











ρ
5
n k,( )

6
e e
max max,
2

3

5











ρ
6
n k,( )

7
3

5

7

10

e e
max max,











ρ
7
n k,( )

8
7

10

4

5

e e
max max,











ρ
8
n k,( )

9
4

5

9

10

e e
max max,











ρ
9
n k,( )

10
9

10

e
emax
max
,











ρ
10
n k,( )

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



104

Classification of EMG Signals Using Eigenvalue Decomposition-Based Time-Frequency Representation

Time-Frequency Based Features

The energy of each TF matrix of each MUAP is sliced in segments. The slicing is 
performed vertically in TF plane with respect to maximum energy of TF plane in 
a way that each slice contains equal energy band. Recently, TF average based new 
parameters are proposed and applied for CAD identification (Sharma et al., 2019d). 
In this work, 10 slices are considered. Let us consider a TF matrix which possesses 
maximum instantaneous energy emax. The energy of TF plane is segmented into 
10 slices and each slice contains energy band of emax/10. Therefore, the band of 
energy range of each slice will be (0, emax /10), (emax /10, emax /5), (emax /5, 3emax /10), 
(3emax /10, 2emax /5), (2emax/5, emax/2), (emax/2, 3emax/5), (3emax/5, 7emax/10), (7emax/10, 
4emax/5), (4emax/5, 9emax/10), and (9emax/10, emax). The band of each slice of TF matrix 
is represented in Table 1. The parameter, Sliceen given in (3) is computed which is 
correlated with the energy of each slice where ρ(n; k) is the energy density at time 
n and frequency k.

Slice n k
en

n

P

k

Q

= ( )
= =
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1 1�

,ρ  (3)

CLASSIFICATION

We have used random forest [30] and LS-SVM classifiers for evaluating the 
effectiveness of the proposed features. Random forest classifier constructs a set of 
decision trees from randomly selected data set. Final decision of the class is based 
on the average of the votes from different decision trees. The decision of the class 
is based on the margin function (MG). It is defined for a training set that is drawn 
randomly from the distribution of random vector B, A as (Breiman, 2001):

MG A B avg H A B F H A i
t t i Bavg tt

, max( ) = ( ) =



 − ( ) =
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
≠  (4)

Where, Ht(A) = H(y, γ
t
), F(.) represents an indicator function, and the operator 

avgt refers to the average value. The γ
t
 is representing the random vector, assigned 

to the tth tree. The H(y, γ
t
) denotes the tree classifier, which is the result of the 

growth of a random tree based on the input vector y and the γ
t
. If the margin is 

attained higher value then it refers to the high confidence in the classification. The 
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Waikato environment for knowledge analysis (WEKA) toolbox (Hall et al., 2009) 
has been employed to implement the random forest classifier. It is explored for the 
detection of atrial fibrillation in (Kumar et al., 2018) and for the analysis of myocardial 
infarction ECG signals in (Kumar et al., 2017a).

In LS-SVM classification method, kernel functions are used to map the input 
vectors into higher dimensional space. Finally, for separating the different classes 
of data, a hyperplane is constructed in this space (Suykens & Vandewalle, 1999). 
It’s mathematical equation is given as follows (Suykens & Vandewalle, 1999):

T sign w E v v b
a

z

a a a
= ∝ ( )+







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





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1

,  (5)

where, αa represents the Lagrangian multiplier, E(v,va) denotes a kernel function, 
va is used for representing the ath input vector of D-dimension, wa is indicating the 
target vector, and b refers to the bias term.

The polynomial of order 2 (Poly2), order 3 (Poly3), and radial basis function 
(RBF) are availed as the kernels of LS-SVM. The polynomial kernel is represented 
as follows (Suykens & Vandewalle, 1999):

E v v v
a a

T
r

,( ) = +( )1  (6)

Where, r denotes the order of the kernel. The representation of RBF kernel is as 
follows (Khandoker et al., 2007):

E v v e
a

v va

,( ) =
− − 2

22σ  (7)

Where, σ controls the width of RBF kernel. The performance of the classifiers is 
measured in terms of specificity (Sp), accuracy (Ac), and sensitivity (Se) (Azar, & 
El-Said, 2014). The LS-SVM classifier is employed for various biomedical signal 
classification problems in the literature such as, detection of diabetic heart rate 
variability (HRV) signals (Pachori et al., 2016), analysis of heart diseases (Patidar 
et al., 2015; Patidar & Pachori, 2014; Kumar et al., 2016; Sharma et al. 2019b).

The multilayer perceptron (MLP), a neural network-based classifier (Lippmann, 
1987, Madyastha, Aazhang, 1994), is also employed in this work to test the 
classification performance of the features. It consists of a multilayer feed-forward 
neural network. It has one input layer, one output layer, and may have one or more 
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hidden layers. There is a weighted network which connects one node to the other 
nodes. For weight optimization, the backpropagation algorithm (Lippmann, 1987) 
is a widely used algorithm. MLP classifier is implemented for the classification of 
sleep stages in (Sharma et al., 2017).

RESULTS AND DISCUSSION

In the proposed work, first the EMG signals are segmented into MUAPs. The MUAPs 
are subjected to the IEVDHM-HT method to construct the TFR. The plots of MAUPs 
of each class and corresponding TFR are depicted in Figures 3-5. From these TFR, 
we have computed the TF based features. The ranges of these features are provided 
in Table 2. From this table, we can observe that the features computed from the ALS 
MAUPs have obtained highest values among the three classes. However, features 
computed from the myopathy MUAPs have shown lowest values among three classes.

The discrimination ability of the features are also examined using Kruskal-Wallis 
(KW) test [50]. The p-values obtained using KW test are arranged in the Table 3. 
The p-values lesser than 0.05 are considered significant in several applications of 
biomedical signal analysis (Pachori et al., 2015; Sood et al., 2016; Kumar et al., 
2017; Pachori, 2008). From Table 3, it can be observed that all the features have 
shown good discrimination ability as all the features have lesser p-values (p < 0.05).

Moreover, we have also utilized random forest and LS-SVM classifier with 10-
fold cross-validation (TFCV) method (Kohavi, 1995) to compute the effectiveness 

Figure 3. A plot of normal MAUP and its TFR
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of the proposed features. In TFCV method, dataset is divided into 10 parts. From 
these 10 parts 9 parts are used for training and one part is used for testing, and 
the process is repeated for the 10 iterations. Finally, the average of the obtained 
accuracies for each fold is considered as the final result. The accuracy computed 
using these classifiers are shown in Table 4. From the Table 4, it can be seen that 
for normal and ALS classes, the features have shown 75.43% accuracy with random 
forest classier. We can see an improvement in the accuracy, when these features are 
applied to the LS-SVM classifier. LS-SVM have provided 76.76% accuracy when 
RBF is availed as the kernel function. The maximum accuracy observed in TFVC 
process for an iteration is 83% for this class.

For the normal and myopathy classes, these features have obtained 73.85% accuracy 
of classification with random forest classifier. When these features are subjected to 
the LS-SVM classifier, the accuracy is improved up to 74.45%. For TFCV method, 
the highest obtained accuracy for one fold is 78.6%. We have also examined the 
performance of the features for the ALS and myopathy classes. We have observed 
that these features have performed best for this category of EMG signals. We can 
see from Table 4, the random forest classifier has provided 83.83% classification 
accuracy for the proposed features. The proposed features have obtained 84.72% 
accuracy of classification for LS-SVM classifier. We have observed maximum 
accuracy of 88.71% for a fold of TFCV for ALS and myopathy classes. The accuracy 
of each fold for the TFCV method is depicted in Figures 6-8.

In some cases, while energy of TF plane is segmented into 10 slices corresponding 
to emax, many values of Sliceen becomes zero. It reduces the accuracy for the 

Figure 4. The plot of MAUP taken from ALS class and corresponding TFR
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considered dataset. Therefore, another methodology of slicing is also presented 
which is based on percentile of maximum instantaneous energy of each TF plane. 
On slicing the TF plane into three slices of 33 percentile (33ptl), the range of slice 
becomes (0, 33.33ptl of emax), (33ptl of emax, 66.67ptl of emax), (66.67ptl of emax, emax). 
The Sliceen parameter for the above said slices have been computed for all three 
cases. In Tables 5 and 6, the classification performance of various classifiers are 
presented for features computed by slicing for three levels as given in Table 1 and 

Figure 5. A plot representing the myopathy MAUP and corresponding TFR

Figure 6. A plot showing the accuracy of each fold for the normal and ALS classes
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percentile based features respectively. From Tables 5 and 6, it can be observed that 
the percentile based features have shown better performance as compared to the 
simple slicing based features. The classification performance has been tested using 
three classifiers namely, random forest, SVM, and multilayer perceptron (MLP). 
From Table 6, it can be seen that the random forest classifier provided the highest 
classification accuracy of 83% for normal and ALS classes. The SVM and MLP 
classifiers achieved the classification accuracy of 79.9% and 81.1% for normal and 
ALS classes, respectively. The obtained highest accuracy for normal and myopathy 
classes is 80.8% using MLP classifier. For this case, the proposed algorithm also 
achieved 79.7% and 77.9% accuracy with random forest and SVM classifiers. The 
proposed methodology performed best to distinguish the ALS and myopathy classes. 
For the ALS and myopathy classes, the random forest, SVM, and MLP classifiers 

Table 2. Ranges of the features obtained from the different classes of EMG signals 
(The Std. refers to the standard deviation.)

Features Normal ALS Myopathy

1
Mean 181889.9 1606951 90189.46

Std. 229008.5 5570843 330897.64

2
Mean 85036.74 764212.3 35688.94

Std. 129674.1 3060959 120749.57

3
Mean 56215.12 563901.3 22801.6

Std. 72894.03 2975410 80764.81

4
Mean 44478.25 477029.9 17602.02

Std. 59637.06 2549718 50211.11

5
Mean 37012.97 387354 15443.15

Std. 45417.92 1769080 47614.77

6
Mean 35069.41 371203.9 14375.9

Std. 45454.67 1691374 58125.41

7
Mean 34056.33 569359.1 14410.42

Std. 41551.18 6300222 63766

8
Mean 35897.35 661774.9 16544.61

Std. 46475.25 9144943 111988.04

9
Mean 42315.65 519653.3 16157.43

Std. 56388.46 2383715 58310.82

10
Mean 91109.52 1207296 35983.49

Std. 133129.1 5650886 127692.53

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



110

Classification of EMG Signals Using Eigenvalue Decomposition-Based Time-Frequency Representation

obtained classification accuracies of 96.7%, 87.7%, and 97.7%, respectively. The 
other classification parameters can be observed in Table 6.

In a recently proposed method (Joshi et. Al. 2017), classification accuracy for 
ALS and normal class is 89.16% using more than 14 different parameters while 

Table 3.  

Features Normal and 
ALS Classes

Normal and 
Myopathy Classes

1 4.96E-92 3.45E-149

2 2.80E-74 1.38E-146

3 2.09E-78 2.22E-138

4 3.20E-86 3.33E-136

5 9.94E-94 2.28E-138

6 3.03E-99 5.48E-149

7 5.06E-108 9.69E-143

8 3.27E-113 8.68E-144

9 4.96E-121 1.89E-152

10 1.93E-130 3.58E-146

Table 4. Classification performance of the proposed features for various classes

Classes Classifier Kernel 
Function Parameters Ac (%) Sp (%) Se (%)

Normal and 
ALS

Random 
forest

No. of trees = 
100 75.43 87.8 58.6

LS-SVM

Polynomial r = 2 73.78 95.73 43.96

Polynomial r = 3 73.58 91.46 49.29

RBF σ = 0.1 76.76 86.77 63.17

Normal and 
Myopathy

Random 
forest

No. of trees = 
100 73.85 77 70.7

LS-SVM

Polynomial r = 2 71.51 59.52 83.49

Polynomial r = 3 72.84 66.31 79.36

RBF σ = 0.5 74.45 75.42 73.48

ALS and 
Myopathy

Random 
forest

No. of trees = 
100 83.83 79.1 87.3

SVM

Polynomial r = 2 75.48 45.58 97.48

Polynomial r = 3 78.31 54.14 96.08

RBF σ = 0.1 84.72 80.49 87.82
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the proposed method achieves 83% using only one parameter. For normal versus 
myopathy class, (Joshi et al. 2017) achieves 82.41% accuracy and proposed method 
achieves 80.8%. In case of ALS versus myopathy, the proposed method obtained 
96.7% accuracy in comparison with 94.42% accuracy obtained using (Joshi et al. 
2017) method. The proposed method used only one parameter which is based on 
slices of TF plane and total three features are computed. In (Joshi et al., 2017), 
several time domain-based, entropy-based parameters are using simultaneously for 
classification. Therefore, it can be concluded that the TF plane-based slicing is better 

Figure 7. The plot of the accuracies of the fold of TFCV method for the normal and 
myo classes

Figure 8. A plot of the accuracy of each fold for the ALS and myo classes
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than the time domain based and entropy-based parameters. The percentile-based 
slicing has provided better accuracy as compared to the normal slicing method.

CONCLUSION

In this work, a novel methodology for EMG signal analysis and classification is 
proposed. The normal, ALS, and myopathy signals are segmented into MUAPs. 
Thereafter, TFRs of all the MUAPs are obtained. The TF based features are computed. 
The energy contained in TF matrix is sliced into ten segments with equal energy 

Table 5. Classification performance of the simple slicing based three features for 
various classes

Classes Classifier Accuracy (%) Sensitivity (%) Specificity (%)

Normal and ALS

Random forest 66.7 72 59.6

SVM 60.1 95 40.5

MLP 74.4 92.6 50.3

Normal and 
Myopathy

Random forest 61.4 61 61.9

SVM 55.7 94.1 17.4

MLP 70.4 72.4 68.5

ALS and 
Myopathy

Random forest 75.1 77.9 71.6

SVM 60.3 100 06.5

MLP 81.2 91.5 67.1

Table 6. Classification performance of the percentile based three features for 
various classes

Classes Classifier Ac (%) Sen (%) Spe (%)

Normal and ALS

Random forest 83 85.9 79.2

SVM 79.9 97.8 55.8

MLP 81.1 94.1 63.5

Normal and 
Myopathy

Random forest 79.7 80 79.6

SVM 77.9 90.2 65.6

MLP 80.8 87.2 74.4

ALS and Myopathy

Random forest 96.7 97.1 96.3

LS-SVM 87.7 99.2 72.2

MLP 91.7 95 87
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levels. We have studied the energy contained in each slice for all the MUAPs of each 
class. Finally, 76.76% accuracy is achieved for normal and ALS classes and 74.45% 
accuracy is achieved for normal and myopathy classes with LS-SVM classifier. For 
ALS and myopathy classes, we achieved 84.72% accuracy using LS-SVM classifier. 
We have also computed the percentile-based features to distinguish the different 
classes of EMG signals. The percentile-based features performed better than the 
other computed features. For percentile-based features, we have obtained 83% 
accuracy for normal and ALS, 80.8% accuracy for normal and Myopathy classes, 
96.7% accuracy for ALS and myopathy classes. In future, the proposed TF slice-
based parameters can also be studied for other muscle abnormalities. The proposed 
framework in this chapter can be studied for the automated classification of other 
physiological signals corresponding to normal and abnormal categories.
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ABSTRACT

Infant cries are referred as the biological indicator where infant distress is expressed 
without any external stimulus. One can assess the physiological changes through cry 
characteristics that help in improving clinical decision. In a typical Neonatal Intensive 
Care Unit (NICU), recognizing high-risk and low-risk admitted preterm neonates is 
quite challenging and complex in nature. This chapter attempts to develop pattern 
recognition-based approach to identify high-risk and low-risk preterm neonates in 
NICU. Four clinical conditions were considered: two Low Risk (LR) and two High 
Risk (HR), LR1- Appropriate Gestational Age (AGA), LR2- Intrauterine Growth 
Restriction (IUGR), HR1-Respiratory Distress Syndrome (RDS), and HR2- Premature 
Rupture of Membranes (PROM). An overall cry unit of 800 (n=20 per condition) 
was used for the proposed study. After appropriate pre-processing, Bark Frequency 
Cepstral Coefficient (BFCC) was estimated using three methods. Schroeder, Zwicker 
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INTRODUCTION

Recognition of low risk and high-risk neonates of preterm condition in a typical 
neonatal Intensive Care Unit (NICU) is quite challenging for clinical community. 
Factors such as low birth weights, under weights or over weight for gestation 
age, Apgar score (low/ minute score), mothers with complicated pregnancy have 
generally categorise as high risk infant. Preterm neonates are often refined as 
high risk as their birth happens before 37 completed weeks of pregnancy. Most 
preterm neonates are born between 32 and 37 weeks of gestation and needs special 
clinical attention (Ronald S Illingworth, 1972). For neonates born before 28 weeks 
gestation intensive care is essential to monitor closely the condition of the neonate 
in terms of its survival. Further preterm neonates with less than 2000 gm weight 
will considered as high risk with symptoms such as respiratory distress syndrome, 
apnoea, hyperglycaemia, congenital heart disease, hypoxia- ischemic encephalopathy 
(Abou-Abbas et al., 2017)

Preterm neonates admitted to NICU need to be monitored continuously understand 
the level of complication and to provide necessary clinical care. At any instant of 
time, clinician and the staff nurse need to know the level of risk of an individual 
neonate and the manual routine that is adopted in the current clinical practice is 
found to be cumbersome procedure (Kamińska et al., 2013) (Da Motta et al., 2015). 
Neonatal cry, the fundamental biological means of communication conveys valuable 
information to the mother, caretaker as well as the neonatologist in the typical NICU 
environment (Liu, Li, & Kuo, 2018) (Lubis & Gondawijaya, 2019). The condition 
of the cry such as wet diaper, hunger, burp, pain further can be exploited to evaluate 
the level of risk of neonates, high level/ low- level risk at NICU.

The fundamental acoustical properties of the neonatal cry and its corresponding 
cepstral analysis can be well investigated to distinguish the low-risk and high-risk 
preterm neonates and to improve the wellbeing of newborns. This specific study 
suggests an automated mechanism to recognize the low-risk and high-risk preterm 
neonates in NICU by considering the variants of cry patterns. Four selected clinical 
conditions Appropriate Gestation Age (AGA), Intrauterine Growth Restriction 

and Terhardt; and Transmiller; and a non-linear Support Vector Machine (SVM) 
Classifier were employed to discriminate low-risk and high-risk groups. From 
the simulation results, it was observed that sensitivity specificity and accuracy of 
91.47%, 91.42%, and 92.9% respectively were obtained using the BFCC estimated 
for classifying high risk and low risk with SVM classification.
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(IUGR), Respiratory Distress Syndrome (RDS) and Premature Rupture of Membranes 
(PROM) were considered for the study, where AGA and IUGR were termed as 
Low-risk conditions and RDS and PROM were considered as high-risk conditions. 
Artificial intelligence-based pattern recognition phenomenon plays a crucial role 
towards object/ pattern recognition or classification with establishment of robust 
decision tool for clinical applications. In this research study, the cry recordings were 
collected from the NICU of Ramaiah Medical College and Hospitals, Bangalore, 
India and were pre-processed. Bark frequency Cepstral Coefficients (BFCC) were 
extracted from the cry acoustical recording by making use of Schroeder, Zwicker and 
Terhardt and Transmiller methods. The non-parametric statistical method confirms 
the suitability of BFCC features for distinguishing low risk and high risk preterm 
neonates. An automated supporter vector machine (SVM) pattern classifier was 
employed to identify and to perform binary classification.

Related Literature

Wrapped frequency space-based extraction of cepstral coefficients have been applied 
for speech/ audio signal processing application in the recent past. Kumar et al. (2018) 
have shown the impact of Bark and Mel frequency for speaker identification system. 
(Liu, Li, & Kuo, 2018) have shown the importance of infant cries pattern recognition 
using various cepstral coefficient analysis. Lubis and Gondawijaya (2019) have 
shown the usage of BFCC and MFCC for heart sound diagnosis. Sengupta et al. 
(2016) made an attempt to extract cepstral based statistical features for lung sound 
classification. Liw et al. (2019) have made an experimental analysis to understand 
the cry language. A special study was carried out to understand the vowel and 
text-based cepstral analysis of chronic hoarseness. (Moers et al., 2012). Ghosh et 
al. (2013) have shown the FPGA based cepstral coefficients implementation using 
VHDL and Xlinx platform. Sharma et al. (2015) have employed Bark and Mel 
Frequency scale wrapped features for vocal track length normalization applications.

Liu, Li, & Kuo (2018) have used the audio features such as linear predictive 
coding (LPC), linear predictive cepstral coefficients (LPCC), bark frequency cepstral 
coefficients (BFCC) and mel frequency cepstral coefficients (MFCC) to classify 
attention and wet diaper cry using neural network and nearest neighbour approach. 
Tuduce, Cucu, & Burileanu (2018) have focused on creating an automatic distinguish 
system to identify different needs of neonate based on crying. They have used 
paralinguistic features and have applied rule-based or statistical classifiers. Tejaswini 
et al. (2019) classified the preterm neonate’s physiological needs such as hunger, 
discomfort and pain using Bark frequency features and Recurrent Elman Neural 
Network and Support Vector Machine Classification. Cry recordings collected from 
preterm neonates were pre-processed and segmented into windowing length of 30 
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seconds. For each segment BFCC is estimated and mean value was considered for 
pattern classification. Two neural network modules, Support Vector Machine and 
Recurrent Elman Neural Network was employed for binary classification (hunger vs 
discomfort, hunger vs pain and discomfort vs pain) and experimental study reveals 
the 94.58% of classification accuracy with Recurrent Elman neural network.

Tejaswini et al. (2016) have applied wavelet derived Mel Frequency features 
for infant cries recognition. A cloud-based framework was proposed for pain scale 
assessment recently (Tejaswini et al., 2018). A portable device framework was 
proposed to record and interpret the infant cries in a typical NICU environment 
(Sriraam et al., 2016). Sriraam et al. (2014) have made a pilot study on detecting 
infant cries and assess the level of pain by making use of AI based supervised 
learning techniques.

This proposed study uses four clinical condition two Low Risk (LR) and two High 
Risk (HR), LR1- Appropriate Gestational Age (AGA), LR2- Intrauterine Growth 
Restriction (IUGR), HR1-Respiratory Distress Syndrome (RDS) and HR2- Premature 
Rupture of Membranes (PROM) cry data. The extracted cry was preprocessed and 
silence was removed from the cry signal. The Bark Frequency Cepstral Coefficients 
(BFCC) was estimated using three methods, B1: Schroeder method, B2: Zwicker 
and Terhardt and B3: Transmiller method. Then support vector machine classifier 
was employed for classification of High risk and low risk cries.

MATERIALS AND METHODS

Recording Protocol

Cry recordings were recorded in quiet environment of NICU unit in M. S. Ramaiah 
Memorial Hospital, Bangalore, India. Parent consent from preterm neonate was 
obtained to participate in this study. The inclusion criteria for the database collection 
are relatively stable neonate in NICU and the neonates on ventilators, Continuous 
Positive Airway Pressure (CPAP), major malfunction conjugate heart disease, 
sedation and anticoagulant therapy were excluded from recording.

A unidirectional SONY voice recorder was positioned at fixed distance of 20 
cm from neonate’s mouth for recording cry. the recordings stored in recorder was 
transferred to the data base system with sampling rate was Fs= 44KHz with 16-bit 
resolution. Each recording lasts for 30 to 60 seconds trials for each neonate.

We recorded 80 preterm infants with gestation age of preterm neonates between 
37 weeks and 34 weeks; weight was between 1.2 kg to 2.5 kg; age of infants was 0 
to 3 months. Four clinical condition two Low Risk (LR) and two High Risk (HR), 
LR1- Appropriate Gestational Age (AGA), LR2- Intrauterine Growth Restriction 
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(IUGR), HR1-Respiratory Distress Syndrome (RDS) and HR2- Premature Rupture 
of Membranes (PROM) were considered. An overall cry unit of 800 (n=20 per 
condition) was used for the proposed study. Table 1 shows the study database details.

Figure 1 shows the overall framework for the pattern recognition of high risk 
and low risk neonates at NICU environment.

Pre-Processing

The recorded cry signals were pre-processed to separate the silence portion using 
a threshold-based technique. This operation is very important to estimate/ extract 
acoustic features from the cry recordings to recognize patterns that convey meaningful 
information. An automated hamming windowing functions with segmentation length 
of 30s was applied and feature calculation was applied. (Muthusamy, Polat, & Yaacob, 
2015). Figure 2a and 2b shows the sample cry recordings and the corresponding 
silence removal time series data.

Table 1. Database details

Condition Condition Type Duration (seconds) No. of Cry Units

Low risk
LR1- AGA 200 400

LR2- IUGR 200 400

High risk
HR1-RDS 200 400

HR2- PROM 200 400

Figure 1. Proposed framework for cry pattern recognition
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Figure 2a. Sample cry recordings with low risk and high risk conditions

Figure 2b. Recordings with removal of silence region for high risk and low risk 
conditions
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Estimation of Bark Frequency Cepstral Coefficients

The Bark scale is a psychoacoustic measure of frequency and it is well known 
fact that the bark scale makes the given audible spectrum into 24 critical bands 
that imitates the typical frequency response of the ear (Zwicker, 1961; Herrera & 
Fernando, 2010). The Bark scale filter bank has been found to be a promising tool 
for speaker recognition as well as speech processing applications (Liu, Li, and Kuo 
2018), (Tuduce, Cucu, & Burileanu, 2018). The cepstral coefficients were found 
to provide a distinguishable feature bands which can be well exploited for pattern 
recognition problems.

In speech processing, the Bark frequency cepstrum is depiction of the short time 
power spectrum of a signal based on linear cosine transform of a log spectrum on a 
non-linear Bark scale of frequency. Bark Frequency Cepstral Coefficients (BFCC) 
is another method for extracting the features from the speech signal. This method 
is similar to Mel Frequency Cepstral Coefficients (MFCC). Implementation of bark 
scale filters in place of mel filters is quite obvious. The frequency segment of the 
spectrum is mapped to Bark scale perceptual filter bank. (Liu, Li, & Kuo, 2018b)
Three bark filters were used namely B1- Schroeder(Gulzar, Singh, and Sharma 
2014), B2- Zwicker and Terhardt (Shannon & Paliwal, 2003) and B3- Transmiller 
method (Mukhedkar & Alex, 2014). In this study, the coefficients were estimated 
based on the following.
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Equation 1, 2, and 3 are Schroeder, Zwicker, and Terhardt and Transmiller 
method respectively. Where b denotes bark frequency and f is frequency in Hertz. 
The mapped Bark frequency was passed through 18 triangle band pass filters. The 
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filter outputs were weighted according to the equal-loudness curve that uses the 
approximates of sensitivity of human hearing. The signal was then compressed under 
the intensity-loudness power law where the amplitude of the signal is compressed 
by the cubic root to match the non-linear relationship between intensity of sound 
and perceived loudness. Finally, signal is first compressed through the logarithmic 
function and DCT was used to decorrelate the features as in case of MFCC (Liu, 
Kuo, & Kuo, 2013).

Statistical Analysis

Statistical tests often are in the form of ‘parametric tests’ which, by definition test a 
hypothesis about the parameters of the probability distribution function (PDF) of a 
sample of data. Conversely, a non-parametric test does not require any formulation 
of the parameters of the pdf. The tests used in the present work, for the comparison 
of time series, are two tests for the analysis of the variance: The Kruskal-Wallis and 
the Friedman test. The Kruskal-Wallis test is used for analyzing multiple independent 
samples: it is the nonparametric version of one-way ANOVA, and a generalization 
of the Wilcoxon test for two independent samples. All the samples are combined 
into one large sample; the values are sorted from the smallest to the largest and 
transformed into their ranks. The original samples are then reconstructed, and the 
analysis is performed on the ranks, relative to all the samples merged together. 
The null hypothesis is that the means of the separate samples have the same value, 
whereas the alternate hypothesis is that the means have different values (Tantaratana 
et al., 1981)

Support Vector Machine (SVM) Classifier

SVM classifies cases using hyper plane as a decision boundary to differentiate 
cases with maximum margin. This margin is placed after training data mapped into 
high dimensional space. Basically, this hyper plane is created with supported by 
the training points called support vector. Kernel function is used to transform into 
space. Optimal model of SVM can be achieved by choosing right kernel and the 
hyper plane that has maximum margin between the points. We have used Fine Fine 
Gaussian and Fine and medium Gaussian kernel for classifying our cry data. The 
input to the SVM classifier was low-risk and high-risk bark frequency features. The 
classification was preformed between each Bark frequency methods and

In order to evaluate the performance of the neural network, the entire datasets 
were divided into training and testing patterns. 1680 patterns were used for training 
and testing using 10-fold cross validation procedure was adopted to validate the 
entire dataset.
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The performance of the SVM classifier is evaluated in terms of three parameters 
such as sensitivity, specificity and classification Accuracy (CA).
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Noof correctly identified Low risk pattern

Total no
=
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.oof low risk pattern
 (4)

specificity
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=

.

. llow rsik patterns in thedatabase
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.
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Figure 3a. BFCC Schroeder method for low risk 1 and high risk 1 cries
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Figure 3b. BFCC Schroeder method for low risk 1 and high risk 2 cries

Figure 3c. BFCC Schroeder method for low risk 2 and high risk 1 cries
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Figure 3d. BFCC Schroeder method for low risk 2 and high risk 2 cries

Figure 4a. BFCC Zwicker and Terhardt method for low risk 1and high risk 1 cries

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



130

Identification of High Risk and Low Risk Preterm Neonates in NICU

Figure 4b. BFCC Zwicker and Terhardt method for low risk 1 and high risk 2 cries

Figure 4c. BFCC Zwicker and Terhardt method for low risk 2 and high risk 1 cries
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Figure 4d. BFCC Zwicker and Terhardt method for low risk 2 and high risk 1 cries

Figure 5a. BFCC Traunmiller method for low risk 1 and high risk 2 cries
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Figure 5b. BFCC Traunmiller method for low risk 1 and high risk 2 cries

Figure 5c. BFCC Traunmiller method for low risk 2 and high risk 1 cries
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Figure 5d. BFCC Traunmiller method for low risk 2 and high risk 2 cries

Figure 6a. Low risk 1 BFCC features for three methods
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Figure 6b. Low risk 2 BFCC features for three methods

Figure 6c. High risk 1 BFCC features for three methods
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Evaluation

This section shows the BFCC features for all the three methods for low risk and 
high risk conditions of neonate cries. It also discusses the statistical analysis results 
and pattern classifier performance.

Figures 3a- 3d shows the BFCC features for high risk vs low risk for the bark 
filters using Schroeder method.

Figures 4a- 4d show the BFCC features for high risk vs Low risk for the bark 
filters using Zwicker and Terhardt method.

Figures 5a- 5d show the BFCC features for high risk vs Low risk for the bark 
filters using Traunmiller method.

It can be observed from Figures 3-5 that the proposed Bark frequency cepstral 
coefficients found to be potential acoustic features to discriminate low-risk and 
high-risk neonates. This feature plot holds good for all high-risk condition with 
significant discrimination band.

Figure 6a- 6d show the low-risk and high-risk conditions using bark filters all the 
three method. Among the three methods was found to provide very distinguishable 
band difference compared to other two methods for low and high-risk conditions 
which was also evident from figure 5.

Figure 6d. High risk 2 BFCC features for three methods
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Table 2 shows the descriptive analysis of BFCC features such as mean, median, 
mode, standard deviation and variance for all the methods and conditions.

Table 3 shows the significance value of each method when compared with high 
and low risk and different methods.it can be noted all the methods were found to 
be significance (p<0.05) for automated pattern classifier.

Table 4 shows the overall classification results of low risk and high-risk cry. It 
can be seen that B3: Transmiller Method BFCC feature yields better classification 
performance. The BFCC features for classifying low and high risk uses all the three 
B1, B2, B3 features considered for the classifier.

Table 2. Descriptive statistics

Mean Median Mode Standard 
Deviation Variance

Schroder method 
BFCC feature: LR1 32.83 29.63 24.65 4.14 17.15

Schroder method 
BFCC feature: LR2 42.06 42.46 31.96 4.73 22.42

Schroder method 
BFCC feature: HR1 43.74 44.73 31.26 4.18 17.52

Schroder method 
BFCC feature: HR2 43.11 42.62 34.37 4.52 20.45

Zwicker and Terhardth 
method BFCC feature: 
LR1

28.05 26.85 21.87 4.14 17.15

Zwicker and Terhardth 
method BFCC feature: 
LR2

39.28 39.69 29.18 4.73 22.42

Zwicker and Terhardth 
method BFCC feature: 
HR1

40.96 41.95 28.48 4.18 17.52

Zwicker and Terhardth 
method BFCC feature: 
HR2

40.34 39.84 31.59 4.52 20.45

Transmiller method 
BFCC feature: LR1 45.60 44.76 41.94 2.69 7.24

Transmiller method 
BFCC feature: LR2 53.29 53.50 46.20 3.47 12.05

Transmiller method 
BFCC feature: HR1 54.53 55.20 45.76 3.03 9.42

Transmiller method 
BFCC feature: HR2 54.06 53.61 47.77 3.43 11.80
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CONCLUSION

For this study, four conditions such as two low risk conditions of preterm such as 
LR1- Appropriate Gestational Age (AGA) and LR2- Intrauterine Growth Restriction 
(IUGR) and two high risk conditions such as HR1-Respiratory Distress Syndrome 
(RDS) and HR2- Premature Rupture of Membranes (PROM) was considered. 
Each condition 20 cries were considered approximately 800 seconds of cry for 
LR1, LR2, HR1 and HR2 was considered. For all the conditions Bark Frequency 
Cepstral Coefficients using three methods such as Schroeder method, Zwicker 

Table 3. Significance value using ANOVA

Condition Significance P Value

Schroder method BFCC feature: LR1vs HR1 0.00

Schroder method BFCC feature: LR1 vs HR2 0.00

Schroder method BFCC feature: LR2 vs HR1 0.00

Schroder method BFCC feature: LR2 vs HR2 0.00

Zwicker and Terhardth method BFCC feature: LR1vs HR1 0.00

Zwicker and Terhardth method BFCC feature: LR1 vs HR2 0.00

Zwicker and Terhardth method BFCC feature: LR2 vs HR1 0.00

Zwicker and Terhardth method BFCC feature: LR2 vs HR2 0.00

Transmiller method BFCC feature: LR1vs HR1 0.01

Transmiller method BFCC feature: LR1 vs HR2 0.01

Transmiller method BFCC feature: LR2 vs HR1 0.02

Transmiller method BFCC feature: LR2 vs HR2 0.02

Low risk all methods vs high risk all methods 0.00

Table 4. Classification Results of Low risk and High Risk cry

Sl. No Classification Kernel Sensitivity% Specificity% Accuracy%

     1. B1: LR vs HR Fine 
gaussian 90.47 90.47 90.5

     2. B2: LR vs HR
Fine and 
medium 
Gaussian

91.42 91.42 92.4

     3. B3: LR vs HR Fine 
Gaussian 91.9 91 91

     4. BFCC LR vs HR 
(All methods

Fine 
Gaussian 90.47 91.42 92.9
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and Terhardt Method and Traunmiller method features was extracted for each cry. 
Support Vector Machine (SVM) binary classification was performed for each BFCC 
method between high risk and low risk features and also combined BFCC features 
for binary classification of low risk and high risk conditions. The classification 
accuracy, sensitivity and specificity for Schroeder BFCC method was 90.5%, 90.47% 
and 90.47% respectively. The classification accuracy, sensitivity and specificity for 
Zwicker and Terhardt BFCC method was 92.4%, 91.42% and 91.42% respectively. 
The classification accuracy, sensitivity and specificity for Traunmiller BFCC method 
was 90.9%, 91% and 91% respectively. Binary classification accuracy, sensitivity 
and specificity of all the methods was 92.9%, 91.47% and 91.42% respectively.
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ABSTRACT

Breast Cancer (BC) is the leading cause of death in women, worldwide. The Eastern 
Cooperative Oncology Group (ECOG) Performance Status (PS) of BC can be 
studied using HRV measures. The main purpose of this chapter is to give an insight 
to clinicians via HRV measures with respect to age to make them understand the 
PS of patients. Data from 114 BC patients was segregated into two age groups, 
G1 (20 to 40 years) and G2 (41 to 75 years). The 5-minute electrocardiogram of 
the subjects was taken and HRV measures were extracted. One-way ANOVA with 
Posthoc Tukeys’ HSD test was done. Triangular Index, Ratio of standard deviation 
of poincare plot perpendicular to the line of identity to the standard deviation along 
line of identity, Detrended Fluctuation Analysis descriptors, Approximate Entropy, 
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INTRODUCTION

Cancer belongs to various classes of diseases which occurs due to the uncontrolled 
growth of cells. The type of cancer is solely dependent on the cell type or organ 
from which they evolve. Due to invasion, tumor spreads in various parts of the body 
(Hanahan & Weinberg, 2000). Human breast cancer (BC) is one such type which 
arises due to variation in genes of somatic cells but is mostly found to acquire from 
their ancestors found mainly in woman (Hall et al., 1990). Several factors leading to 
BC includes 5% to 10% due to family history, hormonal, full term pregnancy after 
30 years of age, breast density of more than 75%, exposure to ionizing radiation etc. 
(King et al., 2013). The screening mammography or magnetic resonance imaging 
(MRI) and then confirmed findings from biopsy or fine needle aspiration leads to 
final diagnosis of BC (Berry et al., 2005; de la Rochefordiere et al., 1992). Several 
types of BC includes ductal carcinoma in situ, lobular neoplasia, Paget’s disease of 
nipple and metastatic breast cancer (DeVita et al., 2015). The staging of the BC is 
given in Table 1a and Table 1b, respectively. Various optimized options are chosen 
to provide quality improvement in the treatment of BC patients (Giuliano et al., 
2017; NCCN, 2003). The age has been considered a confounder while giving the 
treatment (Silliman et. al., 1989).

Heart Rate Variability (HRV) studies have been done in BC survivors and has been 
found to be of decreased value with more fatigue (Meersman, 1993). Performance 
Status (PS) evaluation using Eastern Cooperative Oncology Group (ECOG) Scale 
is commonly used in treating cancer patients which is explained in detail in Table 
2 (Shukla and Aggarwal, 2018e; Blagden et al., 2003). Age and sex factors in 
analyzing HRV time, frequency and nonlinear analysis were not significant in patients 
with cardiac disorder and depression (Stapelberg et al., 2017). The HRV analysis 
of hypertensive patient was done by segmenting the overnight electrocardiogram 
(ECG) into various scales and extracting HRV features and then reducing feature 
dimensions using the temporal pyramid pooling method (Hratmann et al., 2019). In 
HRV biofeedback, patients can observe their HRV on computer screen and attempt 
to increase HRV and restore autonomic balance (Rourke et al., 2017). The HRV 
measures decreased in male BC patients as compared to their female counterparts 
which proves autonomic dysfunction (Shukla and Aggarwal, 2017). Heart rate 

Sample Entropy and Correlation Dimension significantly decreased from ECOG0 
to 4 and from G1 to G2. The sympathetic activity increased with vagal withdrawal 
as age advanced.
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variability analysis was of prognostic value in classifying the performance status 
in lung cancer patients (Park et al., 2018).

Foetal HRV is an essential biomarker for health and disease which depicts the 
vagus nerve functionality in foetus (Herry et al., 2019). The decreased values of HRV 
was observed in several cardiovascular risk factors such as hypertension (HTN), 
diabetes mellitus (DM), congestive heart failure, coronary artery disease (CAD) and 
acute myocardial infarction (AMI). Yoga therapy in ASD autism spectrum disorder 
children can upgrade parasympathetic activity and can normalize physiological as 
well as psychological balance (Vidyashree et al., 2019).

Breast Cancer has become the very commonly known cancer in both developing 
and developed countries (Hadjiiski et al., 2006). Micro-calcifications and masses 
are the two most significant signs of malignancy (Mousa et al., 2005). Women 
and 1% of men die due to BC across the globe (Youlden et al., 2012; Ottini et 
al., 2010). Mammography, MRI, computed tomography, ultrasound, electrical 
impedance tomography, thermography, positron emission tomography (PET), 
scintimammography, open surgical biopsy, fine needle aspiration (FNA), needle 
biopsy, core needle biopsy are the different techniques to confirm the occurrence 
of cancer (Vazquez et al., 2009; Prasad and Houserkova, 2007).

It has been hypothesized that the performance status in BC patients can be 
evaluated with HRV analysis where age can be considered as a confounder. It is 
novel and can give a vital feedback to the clinicians to plan appropriate treatment 
to their patients to improve their quality of living.

PARTICIPANTS AND METHOD

Patients

One hundred twenty-five adult BC patients or subjects were selected consecutively 
and evaluated in the study. The exclusion criteria were diabetes, mental illness, 
cardiovascular disorder, infection, anaemia or any nutritional deficiency, hypertension, 
atrial fibrillation and fibroadenosis. Of 125, 114 subjects were evaluable. Of 114 
subjects, 4 were men and 110 were women. The ECG acquisition was done between 
01/06/2015 and 01/12/2015. The histopathological report and other medical history 
reports were checked before collecting the information of each patient. Cancer stages 
and clinical history was obtained with their signed consent. The ECOG PS was 
noted by interrogating them and their helpers about their ease in performing daily 
day to day activities by medical oncologists. The demographics of the BC patients 
is given in Table 3. The minimum age of the BC survivor subject was 25 years and 
maximum age found was 75 years. The age group in BC patients was segregated 
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into two groups G1: 20 to 40 years and G2: 41 to 75 years. The segregation of age 
groups was done on the basis of maximum availability of patients in each group. In 
G1, of 44 subjects, the subjects in ECOG0 were 5, ECOG1 were 3, ECOG2 were 
12, ECOG3 were 12 and ECOG4 were 12. In G2, of 70 subjects, the subjects in 
ECOG0 were 7, ECOG1 were 5, ECOG2 were 12, ECOG3 were 20 and ECOG4 
were 26. The non-invasive data collection was done as per the ethical standards of 
Declaration of Helsinki and a signed consent was obtained from the participants.

Processing of ECG Signal

The 5-minute ECG of the subjects was taken from 11 a.m. to 12 noon in supine 
position at 24oC and HRV measures were extracted. The signals with movement 
artifacts were visually observed and discarded. The patients were asked to rest for 
30 minutes in a cosy environment with a controlled breathing rate before acquiring 
the signal. Infinite impulse response high pass filter (IIR HPF) at 3Hz was applied 
after the recording of ECG. The signal was sampled at 200 samples/second. The 

Table 1a. Nomenclature of Tumor size (T)

T Category T Criteria

TX Primary tumor cannot be evaluated

T0 No trace of primary tumor

Tis (DCIS)a Ductal carcinoma in situ (DCIS)

Tis (Paget) Paget disease of the nipple not related with malignant carcinoma and/or 
carcinoma in situ (DCIS) in the underlying breast

T1 Tumor≤20mm

T1mi Tumor≤1mm

T1a Tumor>1mm but ≤5mm (round any measurement from >1.0-1.9mm to 2 mm)

T1b Tumor>5mm but≤10mm

T1c Tumor>10mm but≤20mm

T2 Tumor>20mm but≤50mm

T3 Tumor>50mm

T4 Tumor of any size with invasion to the chest wall and/or to the skin

T4a Invasion to the chest wall; invasion to pectoralis muscle and invasion of chest 
wall

T4b Ulceration and/or ipsilateral macroscopic satellite nodules and/or Oedema of the 
skin

T4c Both T4a and T4b are present

T4d Inflammatory carcinoma
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tachogram obtained from recorded signal with R-wave threshold level set at 0.5 was 
subjected to interpolation at a cubic-spline frequency of 8Hz and the ectopic beats 
were removed (Acknowledge 4.0 (Biopac Systems Inc., USA)). The RR interval 

Table 1b. Stages as per tumor size, nodes present and occurrence of metastases

T N M Stage

Tis N0 M0 0

T1 N0 M0 IA

T0 N1 M0 IB

T1 N1mi M0 IB

T0 N1 M0 IIA

T1 N1 M0 IIA

T2 N0 M0 IIA

T2 N1 M0 IIB

T3 N0 M0 IIB

T1 N2 M0 IIIA

T2 N2 M0 IIIA

T3 N1 M0 IIIA

T3 N2 M0 IIIA

T4 N0 M0 IIIB

T4 N1 M0 IIIB

T4 N2 M0 IIIB

Any T N3 M0 IIIC

Any T Any N M1 IV

Table 2. Eastern Co-operative Oncology Group (ECOG) scale of Performance 
Status (PS)

ECOG Meaning

0 Normal Activity

1 Exhibits symptoms and ambulatory

2 Less than 50% on bed but difficulty in carrying out day to day activities

3 More than 50% on bed

4 Bedridden

5 Death

(Blagden et al., 2003)
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(RRI) and power spectral density (PSD) plots were obtained from tachogram, which 
helped in further extraction of HRV features. The disposable Silver/Silver Chloride 
(Ag/AgCl) was used and placed as per Einthoven’s triangle rule. The reference 
electrode (ground electrode) was placed on right leg, electrode with positive negative 
polarity was positioned on left leg and right arm, respectively. The Acknowledge 
4.0 software was utilised to analyze ECG signal.

HRV Analysis

HRV is the physiological operation, in which there exists variation in time intervals 
between heartbeats. The variation in R to R interval gives a clue about the anomalies 
or cardiac disorder (Chuduc et al., 2013). The HRV measures are correlated with 
the disturbances found in the autonomic nervous system including sympathetic 
nervous system (SNS) and parasympathetic nervous system (PNS) where, vagal 

Table 3. Demographics of breast cancer patients

Documented History Number (%) Documented History Number (%)

Gender Current Treatment

Male 4 (0.31) Chemotherapy 80 (62.01)

Female 125 (96.89) Radiation 31 (24.03)

Surgery 52 (40.31)

Patient History None 20 (15.5)

Diabetes 7 (5.42) Hormone Therapy 10 (7.75)

Cardiac disease history 2 (1.55)

Hypertension 2 (1.55) Performance Status

Fibroadenosis 4 (3.1) ECOG 4 38 (29.45)

Smoking 3 (2.32) ECOG 3 32 (24.8)

Tobacco 2 (1.55) ECOG 2 24 (18.6)

Alcohol 0 (0) ECOG 1 8 (6.2)

Cachexia 0 (0) ECOG 0 12 (9.3)

Constipation 0 (0)

Diarrhoea 0 (0) TNM Staging

Fever 2 (1.55) 0 1 (0.77)

Oedema 16 (12.4) I 8 (6.2)

Vomiting 2 (1.55) II 60 (46.51)

Anaemia 0 (0) III 38 (29.45)

Ascitis 0 (0) IV 7 (5.42)
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nerve controls the PNS activity (Aggarwal et al., 2014; Acharya et al., 2006). This 
method is analysed in time, frequency and nonlinear domain (Shukla and Aggarwal, 
2018a-e; Shukla and Aggarwal, 2017a-b; Tarvainen et al., 2014).

The time-domain measures include mean RR interval (mRR), mean heart rate 
(mHR), standard deviation of normal to normal RR interval (SDNN), square root of 
the mean squared differences of successive RR intervals (RMSSD), triangular index 
(TI), triangular interpolation of RR intervals (TINN), standard deviation of heart 
rate (SDHR), number of successive RR intervals > 50ms (NN50) and proportion 
derived by dividing NN50 by the total number of RR intervals (pNN50).

The computation of time domain HRV measures are done as follows:
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The PSD bands of very low frequency (VLF) (0.003 to 0.04 Hz), low frequency 
(LF) (0.04 to 15 Hz) and high frequency (HF) (0.15 to 4 Hz) was computed using 
fast fourier transformation (FFT) and autoregressive (AR) method with the order 
of 16. The normalized units (n.u.) computation was carried out by dividing each 
spectral component by the total power. LF/HF was obtained by dividing LF by HF 
(Tarvainen et al., 2014). All frequency domain measures considered are as follows 
(Boonnithi et al., 2011):

VLF (ms2) = Power spectrum from 0.003 to 0.04Hz.
LF (ms2) = Power spectrum from 0.04 to 0.15Hz.
HF (ms2) = Power spectrum from 0.15to 0.4Hz.

Nlf
LF

VLF LF HF
%

*( ) =
+ +
100  (9)

Nhf
HF

VLF LF HF
%

*( ) =
+ +
100  (10)

The nonlinear studies of HRV is depicted by varied measures like poincare plot 
(PP), which includes standard deviation perpendicular to line of identity (LOI) 
known as SD1, standard deviation along line of identity known as SD2, approximate 
and sample entropy (ApEn; SampEn), detrended fluctuation analysis (DFA), which 
includes short term fluctuation (α1, the range being 4 to 16), long term fluctuation 
(α2, range being 17 to 64), correlation dimension (CD) and recurrence plots (RP) 
(Acharya et al., 2006).
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Poincare Plot

One of the methods to evaluate non-linear properties of HRV is PP. It is pictorially 
represented in Figure 1. The ellipse is formed as per the line-of-identity (LOI) (RRy 
= RRy+1). The standard deviation of the dots perpendicular to the LOI shown by SD1 
explains short-term variability occurring due to Respiratory Sinus Arrythmia. SD1 
is linked with time-domain measure Standard Deviation of Successive Differences 
in RR Intervals (SDSD) as per

SD SDSD
1
2 21
2

=  (11)

The standard deviation along the line of identity shown by SD2 explains the long-
term variability, which is linked with time-domain measures SDNN and SDSD by 
(Brennan et al., 2001).

SD SDNN SDSD
2
2 2 22

1
2

= −  (12)

Figure 1. Poincare plot
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Detrended Fluctuation Analysis

The Detrended Fluctuation Analysis is upgradation of square root of the squares of 
the mean of RR intervals implemented to nonstationary signals for measuring the 
fractal grading properties of short RR interval signals. It evaluates the correlation 
within the signal. For various time scales, the correlation is given as (Acharya et 
al., 2002),

Z x RR y RR
i

x

avg( ) = ( )−
=
∑
1

[ ] , where x=1,2,……,N (13)

Where Z(x) is the xth value of the unified series, RR(y) is the yth interbeat interval, 
and the RRavg is the mean of RR intervals along the entire series. The integrated time 
series is equally segregated into n windows in which a least-squares line is fitted to 
the RR interval data. The y coordinate of the straight-line segments is implicated 
by the regression line Zn(x), which is detrended in each window. The root-mean-
square fluctuation denoted by F(n) is calculated using the equation:

F n
N

Z x Z x
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N
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=
∑( [ ( )] )
1

1

2  (14)

This calculation is reiterated over all sizes of window to acquire the association 
between F(n) and the size of window n. F(n) is inversely related to window size. Log 
F(n) is plotted against log(n) to obtain the exponent scaling factor (α). For Brown 
noise; integral of white noise, α is 1.5. For white Gaussian noise α is 0.5 (Acharya 
et al., 2006). Detrended Fluctuation Analysis prevents wrong detection of long-
range correlations and eliminates constant or linear trends from the time series. It 
correlates to identify the similarity in non-stationary signal. The fluctuation (α.) is 
root-mean square of detrended time series, measured at different length. The short 
(α1) and long (α2) fluctuation slopes were calculated at 4 ≤ n ≤ 16 and 16 ≤ n ≤ 64 
detrended time series segment, respectively (Tarvainen et al., 2014). The Detrended 
Fluctuation Analysis plot is given in Figure 2.

Correlation Dimension

Correlation dimension (CD) evaluates the complexity of the RR interval series. It 
conveys data on the lower limit on dynamic variables required to frame the underlying 
unit. Consider the vectors u

w
 of length m,
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u
w

=(RRy ,RRy+1 ,….RRy m+ −1 ), 

Where, y = 1,2,…N-m+1
In order to compute the number of vectors uz such that d(uy, uz) ≤ r,
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Figure 2. Detrended fluctuation analysis plot
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It is also given as:

CD
C r
rr N

m

=
→ →∞
lim lim

log ( )
log( )0

 (15)

The regression curve slope (log r, log Cm(r)) gives us the approximate measure. 
When the fluctuation of RR signal becomes less, then CD value decreases and it 
increases for the chaotic data. It is high for normal sinus rhythm group and low for 
different cardiac diseases (Henry et al., 2001).

Recurrence Plot

Recurrence plot (RP) is a graphical method with mathematics, which helps to study 
the non-stationarity of time series. The diagonal line and less squares were found 
highlighting extreme fluctuation in case of healthy subjects. Whereas more squares 
indicated inherent periodicity and reduced fluctuation in heart rate in complete heart 
block and ischemic/dilated cardiomyopathy.

u RR RR RR
y y y y m
= ( )+ + −, ,.......,

( )τ τ1 , y=1,2,…N-(m-1)τ 

where, ‘m’ is the embedding dimension and ‘τ’ the embedding lag. The vectors uy 
implies the RR interval time series in m dimensional space. A RP is a symmetrical 
N-(m-1)τ X N-(m-1)τ matrix of zeros and ones. The element in the y’th row and 
w’th column of the RP matrix is 1 only when the point uy on the trajectory is close 
to uw, explained as:
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d(uy, uw) is the euclidean distance and r is a fixed threshold (Eckmann et al., 1987).
Assuming, r= (√m) * SD, where SD depicts the standard deviation of the RR 

time series. The foremost quantitative measure of RP is the recurrence rate (REC) 
defined as the ratio of ones to zeros in the RP matrix (Trulla et al., 1996).

REC
N m

RP y w
y w

N m

=
− + =

− +

∑1

1 2 1

1

( )
( , )

,

 (16)

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



153

Effect of Age on Heart Rate Variability Analysis in Breast Cancer Patients

Lyapunov Exponent (LMEAN, LMAX)

Divergence (DIV) is defined as inverse of maximum line length lmax (number of 
diagonal lines parallel to line of identity, main diagonal)

DIV
l

=
1

max

 (17)

The mean diagonal line length (lmean) is given by,
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, where Nl is the number of length lines. (18)

Determinism (DET)

The determinism is given as,
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The Shannon information entropy of the line length is given as, 
ShanEn n n

l l
=− ln , where, nl is the count of length l lines given by,
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Approximate and Shannon Entropy

Approximate entropy (ApEn) mentions irregularity in the signal, which explains the 
‘extent of randomness’ in sequences or time series (Bettermann et al., 2001). The 
aim was to examine binary sequences and study its pattern retaining the dynamic 
information. RR interval sequences obtained from electrocardiogram (ECG) 
recordings were changed to a sequence of binary digits thereby encoding the beat-
to-beat rise or fall in the RR interval. Shannon entropy (ShanEn) in similar lines 
quantified the persistence of short binary symbols (length N5) measured in 10-min 
intervals. The repetition of the short binary patterns was studied as per ApEn. 
Shannon Entropy of the same sequences proved that the enhancement in irregularity 
determines decrease in occurrence of some patterns.

Figure 3 illustrates how beat-to-beat differences are measured. If there exists 
an increase in RR interval and decrease in Heart Rate (HR), the value will set to 
1 and for decrease in RR interval and increase in HR, the value is set to 0. The 
binary sequences are measured by evaluation of two varied entropies: ApEn and 
ShanEn. Approximate Entropy measures irregularity in RR intervals, whereas 
ShanEn integrates its information. Approximate Entropy (m, r, N) (u) measures the 
logarithmic frequency with vectors with ‘m’ components stay (within resolution r<1) 
close, where, the number of vector components is increased by one. Approximate 
Entropy points regularity for small values and irregularity for large values in a 
time series ‘u’. ShanEn gives a number that qualifies the probability that varied 
binary patterns of length N takes place. Few different patterns have been seen for 
a regular binary sequence. Thus, ShanEn results to be of lowered value because 
the probability for these patterns is high and extremely little data is contained in 
the whole sequence. When patterns are observed with the same probability for a 
random binary sequence, the information content is maximal. The probability of 
each pattern of length N is given as:

(̂ , ,..., ) ,...,p s s s
n

nn
s sn

tot
1 2

1=  

Where, ns1,.....,sn is the number of occurrences of the pattern s1,....,sn and ntot is the 
total number of patterns.

The entropy estimation is defined as:

S N
N

p s s s p s s s
n n

S

SN

( ) (̂ , ,..., ) log (̂ , ,..., )=− ∑1 1 2 2 1 2

1
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Shannon Entropy maximum value is always 1 (Cysarz et al., 2000). Sample Entropy 
evaluates the probability that sequences of patterns in a data set that are initially 
closely related stay close on the next incremental comparison, within known set of 
tolerance (Lake et al., 2002). It gives large values when the data is more complex 
while lower values indicates that the data is identical (Richman and Moorman, 2000).

Statistical Analysis

One-way analysis of variance (ANOVA) with posthoc Tukeys’ honestly significant 
difference (HSD) test was conducted at statistical significance of p≤0.05.

RESULTS AND DISCUSSION

The present study showed that as the age increased HRV measures decreased with 
ECOG PS Scale of 0 to 4. As the age advances, the sympathetic activity increases 
and parasympathetic activity decreases, which worsens the condition of subjects. 
The frequency domain measures were evaluated but did not give significant results.

In our previous study in lung cancer subjects, there was no association between 
HRV measures and the cancer severity. The age groups consisted of varied combination 
of ECOG PS Scale patients, hence the sole effect of cancer severity with respect 
to age could not give any significant results. In the study of pulmonary metastases 
patients, the number of subjects being 24, the individual effect of age could not be 
studied (Shukla & Aggarwal, 2018c-e). The current study did not have any cachexia 
patients which could affect HRV and autonomic nervous system (Hundsberger et 
al., 2014).

Figure 3. Electrocardiogram of human subject
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Bonnemeier et al. (2003) have analysed that HRV measures decrease with age. 
Standard deviation of normal to normal RR intervals (SDNN) decreased from G1 
(F=10.37, P=8.1e-06) to G2 (F=28.11, P=1.45E-13) in ECOG0 and 4. It is in line 
with previous studies which showed that increasing age had a decline in SDNN in 
lung cancer patients (De Couck & Gidron, 2013). Greiser et al. (2009) showed that 
SDNN decreased with increase in age in women, whereas in men it decreased in the 
age group of 45 to 74 years but increased for more than 74 years. Literature studies 
also demonstrated that higher age groups and higher stages of cancer had lowered 
value of SDNN (De Couck & Gidron, 2013).

Root mean square of successive differences in RR intervals (RMSSD) decreased 
from G1 (F=13.56, P=5.12E-07) to G2 (F=30.3, P=3.09E-14) in ECOG0. Average 
of RR intervals (mRR) decreased from G1 to G2 (F=3.765, P=0.00814) in ECOG1, 
2 and 4. Average of heart rate (mHR) increased from G1 to G2 (F=3.108, P=0.021) 
in ECOG1, 2 and 4. Although, Mean Heart Rate was suggested to be higher in healthy 
women in comparison with age-matched healthy men (Moodithaya et al., 2012; 
Agelink et al., 2001). Morever, higher values of frequency domain parameters that 
increases with age was also suggested (Piskorski et al., 2010; Galeev et al., 2002). 
Standard deviation of heart rate (SDHR) increased from G1 (F=5.1, P=0.00211) 
to G2 (F=15.12, P=8.63E-09) in ECOG1, 2 and 4. Number of successive NN 
interval > 50ms (NN50) decreased from G1 (F=5.213, P=0.00184) to G2 (F=5.884, 
P=0.000419) in ECOG0 and 3. The percentage of NN50 (pNN50) decreased from 
G1 (F=5.737, P=0.000991) to G2 (F=4.933, P=0.00155) in ECOG0, 3 and 4. HRV 
Triangular Index (TI) decreased from G1 (F=6.882, P=0.000272) to G2 (F=6.453, 
P=0.000195) in ECOG1, 2, 3 and 4. Triangular Interpolation of RR intervals (TiNN) 
decreased from G1 (F=4.921, P=0.00261) to G2 (F=10.21, P=1.78E-06) in ECOG0.

Standard deviation of poincare plot perpendicular to line of identity (SD1) 
decreased from G1 (F=12.18, P=1.61E-06) to G2 (F=29.96, P=3.9E-14) in ECOG0. 
Standard deviation of poincare plot along the line of identity (SD2) decreased from 
G1 (F=8.361, P=5.7E-05) to G2 (F=24.29, P=2.56E-12) in 0 and 4. The ratio of 
SD1 to SD2 (SD1/SD2) increased from G1 (F=3.14, P=0.0249) to G2 (F=4.818, 
P=0.00182) in 1, 2, 3 and 4. Mean line length (Lmean) increased from G1 to G2 in 
ECOG1, 2, 3 and 4. In similar lines, SD1/SD2 increases with age in healthy controls 
but also in BC patients (Acharya et al., 2004). Lmax decreased from G1 (F=2.78, 
P=0.04) to G2 in ECOG0 and 4. Recurrence Rate (REC) decreased in 0 and 1. 
Determinism (DET) decreased in ECOG0, 1 and 3. Shannon Entropy (ShanEn) 
decreased in ECOG0 and 1. Detrended fluctuation analysis long term fluctuation 
slope (α2) is more than short term detrended fluctuation slope (α1) in G2 than G1 
in ECOG4. It is also more in ECOG2 and ECOG3 than α1. α2 decreased from G1 
((F=5.376, P=0.00151) to G2 (F=6.345, P=0.000225) and α1 as well in all PS states. 
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The findings of the study is similar to previous study which shows that DFA values 
decrease as age advances (Francesco et al., 2010). Approximate Entropy (ApEn) 
and Sample Entropy (SampEn) decreased from G1 to G2 (F=6.86, P=0.000114; 
F=3.167, P=0.0193) in ECOG1, 2, 3 and 4. Morever, Kaplan et al. (1991) also stated 
that as the age advances, ApEn reduces which is similar to current study. Previous 
study also suggested not only decrease of DFA and ApEn values but also reduction 
in complexity occurs with increase in age (Porta et al., 2007; Yeragani et al., 1997).

Correlation dimension (CD) decreased from G1 (F=6.696, P=0.000334) to G2 
(F=4.663, P=0.00227) in ECOG1, 3 and 4. All the values are given in mean±standard 
error form in [Table 4]. There also exists correlation within the ECOG PS States in 
G1 and G2 respectively, shown in [Figure 4a, Figure 4b and Figure 5]. In the Figure, 
A represents ECOG0, B represents ECOG1, C represents ECOG2, D represents 
ECOG3 and E represents ECOG4, respectively. Our study is in line with published 
work which states that the complexity of the signal reduces with increase in age 
(Porta et al., 2007). Decrease in non-linear measures with advancing age has been 
found (Yeragani et al., 1997).

CONCLUSION

Heart rate variability measures decreased in the studied cancer patients as the 
severity of cancer determined by ECOG PS Scale progressed. The decrease in 
HRV determined that the status of BC patients was very critical. The age was such 

Figure 4a. Posthoc Tukeys’ HSD test for nonlinear analysis for age group of >40 
years in breast cancer patients
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an important factor which was categorized with respect to ECOG PS Scale. It was 
found that as the age increased in BC patients, the time-domain measures of mRR, 
mHR, SDHR and TiNN indicated that PS deteriorated from ECOG0 to 4. The chaotic 
status of the signal decreased which was implied by the non-linear measures of SD1/
SD2, ApEn, SampEn, α1, α2 and CD. The frequency domain measures did not give 
any significant results. Overall, as the age increased, the critical state of BC patients 
deteriorated from ECOG0 to ECOG4. This can give a better understanding to the 
clinicians to improve the quality of treatment to their patients wherein age can be 
considered as a confounder.

Figure 4b. Posthoc Tukeys’ HSD test for time domain analysis for the age group of 
>40 years in breast cancer patients
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ABSTRACT

In this chapter, motor imagery (MI) based brain-computer interface (BCI) is introduced 
incorporating the explanation of key components required to design a practical BCI 
device. Its application to the medical and nonmedical sector is discussed in detail. 
In the experimental study, a feature extraction method using time, frequency, and 
phase analysis of Motor imagery EEG is presented. For the classification of MI task, 
EEG signals are decomposed using a dual-tree complex wavelet transform (DTCWT) 
and then time, frequency, and phase features are extracted. The validation of the 
proposed method is conducted using BCI competition IV dataset 2b. A Support vector 
machine (SVM) classifier is used to perform the classification task. Performance 
of the proposed method is compared with the standard feature extraction methods. 
The proposed scheme achieved a larger average classification accuracy of 82.81% 
which is better than that obtained by other methods.
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Introduction to Motor Imagery-Based Brain-Computer Interface

INTRODUCTION

The system aims to develop a communication pathway between the brain, and a 
computer is popularly referred as brain-computer interface (BCI) system (Chaudhary, 
Birbaumer, & Ramos-Murguialday, 2016). Such direct interaction of the brain 
activities with the computer facilitates a human subject to control surrounding 
electronic devices. In other words, BCI translates the neural responses directly to 
the computer which signals the external devices to respond in accordance with the 
subject’s intentions. These capabilities of BCI makes it a promising system to be used 
in many medical applications such as rehabilitation of stroke patients, reinstating 
motor functions of paralyzed patients, building up communication with locked-in 
patients, and augmenting cognitive and sensory processing (Bi, Fan, & Liu, 2013). 
Other than building an interface, researchers find the scope of BCI systems in the 
diagnosis of brain tumor, sleeping disorders, and brain diseases (Sharanreddy, 2013).

Apart from medical applications, researchers have widened the scope of BCIs to 
assist healthy users for faster hand-free control of devices (Rao & Scherer, 2010). By 
using BCI, they can control devices such as a robotic arm, smart home appliances 
or a wheelchair using their thoughts and cognitive power. However, designing of 
the BCI for use in the real environment involves challenges like poor information 
transfer rate (ITR), and long training sessions of the users (Navarro et al., 2011).

From the above discussion, it is notable that BCI research can benefit both abled-
body as well as disabled-body users. However, designing an effective real-time 
BCI device is still a complex exercise. In general, the first step in the BCI system 
design is to capture electroencephalogram (EEG) patterns that represent the neural 
responses of a human subject while performing a specific mental task. The second 
step includes pattern recognition algorithms and machine learning approaches that 
work to define human’s intentions. In the third step, researchers generate controlling 
commands to operate various devices. The commonly used EEG patterns are steady-
state visual evoked potential (SSVEP) (Norcia, Appelbaum, Ales, Cottereau, & 
Rossion, 2015), sensorimotor rhythms (SMR) (Yuan & He, 2014), motor imagery 
(MI) (Gert Pfurtscheller & Neuper, 2001), and event-related potentials (ERP) (Sur 
& Sinha, 2009). These patterns are originated from the different areas of the brain 
depending on the type of stimulus being provided to the subject. This chapter mainly 
focuses on MI-based BCI.

In the MI-based BCI, the EEG signals of a subject are recorded while performing 
a motor movement mental task (Kawasaki, 2017). In the mental task, the subject 
has to think about the movement of either right hand or left hand. The recorded data 
are then analyzed using pattern recognition techniques (Grosse-Wentrup, Liefhold, 
Gramann, & Buss, 2009). In MI BCI signal analysis, Feature extraction plays a 
vital role as it provides the main information contained in the raw EEG signal (Gert 
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Pfurtscheller & Neuper, 2001). Common spatial pattern (Ramoser, Muller-Gerking, 
& Pfurtscheller, 2000) is an effective approach to differentiate between two classes 
of motor imagery EEG. However, spatial filtering using CSP is highly frequency 
band dependent. CSP gives poor classification results if the EEG is unfiltered or 
filtered in an unsuitable band of frequency (Novi, Guan, Dat, & Xue, 2007). Since 
MI EEG shows siginificant ERD/ERS patterns in 8-30 Hz frequency range (Gert 
Pfurtscheller & Neuper, 2001), a wider bandpass filtering is applied between 8 
and 30 Hz before applying CSP on the EEG. As the EEG is subject specific, wider 
bandpass filter generally degrades the classification efficiency. (Ang, Chin, Zhang, 
& Guan, 2008) proposed a filter bank common spatial pattern (FBCSP) where EEG 
is decomposed into multiple bands of frequencies before applying the conventional 
CSP and mutual information is betwwen the sub bands is extracted to select the 
useful features for classification. However, overlapping of multiple frequency bands 
harms the raw EEG signal and thus, degrades the classification performance. For 
the analysis of complex time series signals like EEG, a few studies (Hsu, 2013; Xu 
& Song, 2008)] proposed the use of wavelet transform. In the work of (Xu & Song, 
2008), feature extraction using wavelet transform has been proposed. It should 
be noted that wavelet transform faces the problem of aliasing and gives energy 
losses at transition bands (Peng, Jackson, Rongong, Chu, & Parkin, 2009). Dual-
tree complex wavelet transform (DTCWT) overcomes these disadvantages of the 
wavelet transform. Also, DTCWT incorporates advantages like nearly shift invariant 
and perfect reconstruction of the signal (Chaudhury & Unser, 2010). However, a 
few studies (Bashar, Hassan, & Bhuiyan, 2015; Ming, Shaona, Haitao, Yuliang, & 
Yunyuan, 2015), have used DTCWT for decomposition of EEG time series signal 
to extract features for two class motor imagery classification and have reported that 
an improved classification performance was achieved, they have evaluated features 
either in time or frequency domain. In the work of (Song & Gordon, n.d.), use of 
instantaneous phase relationship between two channels of EEG has been proposed 
to discriminate between motor imagery tasks. Whereas, in most of the studies (Kim, 
Sun, Liu, Wang, & Paek, 2018; Gert Pfurtscheller & Da Silva, 1999), power spectral 
density of the mu and beta rhythms are widely investigated for feature extraction 
of MI EEG. Therefore, in this chapter authors have used a combination of different 
time, frequency and phase features to evaluate the classification performance of MI 
BCI. Further, EEG signals from sensory-motor cortex area, i.e., channel locations 
C3, Cz, and C4 are decomposed using DTCWT and features are extracted in time, 
frequency and phase domains. Then, the classification task is performed using a 
support vector machine (SVM) classifier to discriminate between two classes of 
motor imagery.

Following sections in this chapter introduce the motor imagery based BCI system 
and various aspects involved in the designing of a real-time performing BCI system. 
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The general block diagram and components of MI BCI system are briefly explained. 
A brief survey is presented of the state-of-art methods used and challenges involved 
in the development of a BCI system from the training of users to finally generated 
commands. Finally, authors have proposed a method for feature extraction and applied 
it on the public MI data. Results are compared with the standard signal processing 
methods widely used for the MI task feature extraction.

BACKGROUND: MOTOR IMAGERY BASED BCI

The imagination of movements of different body parts is known as motor imagery 
(Kamousi & and, 2005). The human brain originates rhythmic neural waves over 
different areas of the cortex while performing certain mental tasks (Penn & Shatz, 
1999). Mu rhythms are one of such rhythms associated with the voluntary movement 
related mental tasks [ref]. These waves are mainly generated over sensorimotor cortex 
and have a frequency range between 8 and 12 Hz. The homunculus representation 
explains that each body part movement is controlled by the contralateral section 
in the motor cortex. For instance, if the subject is thinking about the movement 
of left-hand, significant changes in the mu rhythms are observed in the right 
hemisphere of the motor cortex and vice versa. Therefore, EEG acquired from 
contralateral section contains information about the movement of that body part. 
The mu rhythms are explained in (Gert Pfurtscheller & Da Silva, 1999) where the 
researcher explains the patterns of mu rhythm in accordance with the movement 
performed. The power of the mu rhythm gets attenuated when the person imagines 
or perform the motor movement. This attenuation in the mu rhythm is known as 
event-related desynchronization. Another important rhythmic pattern observed is 
beta rhythm. Unlike mu rhythms, the average power of the beta rhythms tends to 
increase when the motor imagery task ceases. The associated improvement in beta 
rhythms is known as event-related synchronization (ERS) (see Figure 1). With a 
sufficient amount of training, a user can control the ERD/ERS patterns of mu and 
beta rhythms. The learned ability to control ERD/ERS patterns is utilized by the 
BCI system to control external devices.

The observed variations in the EEG induced the idea of controlling the external 
devices employing a software module. In practice, signal conditioning of the EEG 
patterns during the motor imagery task can generate the controlling commands for 
the devices to take action following the user intention. This is the general idea of 
an MI- BCI system.
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APPLICATIONS OF MOTOR IMAGERY BASED BCI

Research on MI BCI has spread its contribution in different fields including both 
medical and non-medical sectors. Figure 2 shows the general categorization of MI 
BCI applications. In the medical field, MI BCI research has investigated the use of 
brain signals of patients suffering from stroke to regain their motor functionality 

Figure 1. ERD/ERS pattern over the channel location C3 during right-hand motor 
imagery in the mu band  
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(Cantillo-Negrete, Carino-Escobar, Carrillo-Mora, Elias-Vinas, & Gutierrez-
Martinez, 2018). Numerous studies have suggested that paralyzed patients or people 
with neuromuscular disorders can learn to control their brain waves associated 
with imagination of motor functionality and thus can instruct a locomotive device, 
a robotic arm, or a prosthetic arm to perform in accordance with their intentions 
(Abiyev, Akkaya, Aytac, Günsel, & Çağman, 2016; Mishchenko, Kaya, Ozbay, & 
Yanar, 2017). Non-medical applications of MI BCI includes controlling of unmanned 
aerial vehicles, various 2D and 3D games. In the work of (LaFleur et al., 2013), 
researchers have experimented on healthy users to control a quadrotor in three-
dimensional space. Games and entertainment is another area explored by MI BCI 
researchers where they control the actions happening in the virtual world by the 
motor imagery EEG signals of users (Li, Zhang, Xue, & Wang, 2017). Apart from 
existing real-time performing systems, MI BCI research is still progressing. In (Yu 
et al., 2016) researchers have proposed a vehicle controlling scheme and hypothesize 
that the proposed system shows the potential of driving a car in real time. However, 
the implementation of such systems in the real world is yet to be explored further.

GENERAL BLOCK DIAGRAM OF A MOTOR 
IMAGERY BASED BCI DEVICE

The block diagram of an MI BCI system is shown in Figure 3. The major modules 
include stimulus generation to provide instructions to the user, signal acquisition 
device, signal processing unit, and feedback from the external devices. As it can 
be seen from the Figure 3 that the MI BCI is a closed loop system. Feedback is 
provided to the user in auditory or visual form. The user directly interacts with the 
device by looking at the function it is performing. If it is not performing the desired 
task which is associated with the thinking of the corresponding limb movement, 
then the user tries to control it again by focusing more on the motor imagery task. 

Figure 2. Applications of motor imagery-based brain-computer interface systems  
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In this way, the user learns to control the device. Following sections give detail 
explanation about each module.

Motor Imagery Task

In BCI research, the most commonly used BCI datasets are provided by a series of 
BCI competitions such as BCI competition I, BCI competition II, BCI competition 
III, and BCI competition IV. Many of these datasets were recorded for motor imagery 
tasks (B. Blankertz et al., 2004; Tangermann et al., 2012). They have provided general 
guidelines to perform motor imagery. In general, during motor imagery, a user is 
instructed to think about the closing and opening of his fist of either left hand or 
right hand at a time. The decision of which hand movement the user has to make 
is made by the screen. The user sits relaxed on a comfortable armchair and looks 
at a monitor for instructions. Usually, auditory and visual instructions are given to 
the user. First, a black screen appears followed by a beep sound is made indicating 
the start of motor imagery. After one or two seconds, an arrow pointing either to 
the right or left is shown on the screen for about 4- 6 seconds. During this period 
the subject has to think about the movement of his right or left hand according to 
direction of the arrow, i.e., if the arrow indicated towards right then, the user thinks 
about the movement of his right hand and vice versa.

Figure 3. Block diagram representing the components of the motor imagery-based 
brain-computer interface system  
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EEG Recording

The neural oscillations or brain waves are continuous time-varying patterns originate 
due to the mental activities in the central nervous system (CNS). During a mental 
activity, a neuron interacts with another neuron in the brain, and this induces an 
electrical current. The naturally induced brain current produces electric and magnetic 
fields which can be recorded using different modalities. The commonly used 
modalities to map brain activities are magnetoencephalography (MEG) (Mellinger 
et al., 2007), Electroencephalography (EEG) (G. Pfurtscheller, Flotzinger, Pregenzer, 
Wolpaw, & McFarland, 1995), positron emission tomography (PET) (Zhu et al., 
2016), Electrocorticography (ECoG) (Schalk & Leuthardt, 2011), and Functional 
Near-Infrared Spectroscopy (fNIRS) (Naseer & Hong, 2015). A comparison of these 
acquisition devices is drawn in Table 1.

For BCI applications, EEG is widely used due to its characteristics like high 
temporal resolution, non-invasive acquisition, and portability. In EEG acquisition, 
biopotential signals are captured by the electrodes placed over the scalp according 
to the standard International 10- 20 system as shown in Figure 4. The silver/ silver- 
chloride or gold cup electrodes are generally used as they provide good conductivity. 
An electrolytic get is used to further enhance the conductivity and decrease the 
skin-electrode contact impedance.

• Labeling of Electrodes in EEG: The Brain is divided into six main lobes: 
pre-frontal, frontal, parietal, temporal, central, and occipital. According to 
10-20 system electrodes are placed at a distance of either 10% or 20% of 
the total nasion-inion or right ear–left ear distance of the skull. As shown in 
the Figure 4, each electrode has a label in the form of a letter followed by a 
numeric value for example ‘c3’. The letter is the electrode’s identity given 
by the area of the brain where it is placed. For example, the letter ‘O’ stands 
for occipital lobe, ‘F’ represents frontal and so on. There is also ‘Z’ which 
represents the midline sagittal plane of the skull (Fz, Cz, Pz). The numbers 
after the letters electrode placement on the right or left side of the head. Even 
numbers are assigned to the right section of the head whereas odd numbers 
are used to represent electrodes at the left side of the head.

• Acquisition device: The amplitude of the EEG signal is in the range of 
1-100 uV and needs to be amplified. The biopotential signal acquired over 
the skull is received by a bio-amplifier device. The first stage in the device is 
a patient protection circuitry to avoid passing of any hazardous current to the 
skull. In the second stage, an instrumentation amplifier is used for impedance 
matching. In the third stage, bandpass filters are implemented with the 
passband frequency range of 0-100 Hz. A 50 Hz notch filter is also designed 
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to avoid power line noise. In the last stage, the main amplifiers are connected 
with adjustable gain. The output signal of the amplifier module is then fed to 
an analog to digital converter (ADC) for the digitization of the signal. Thus, 
the output signal is a time-series signal representing brain activities.

Signal Processing

EEG time series is a non- stationary, and random signal, thus its study requires 
various mathematical and signal analysis tools. It is also highly prone to noises 
and body artifacts. The types of noises mostly found in acquired EEG are power 
line 50 Hz noise, environment electromagnetic waves, and thermal noise of the 
electronic components present in the EEG acquisition device. Most of the noises 
are rejected by the hardware module of the EEG recorder. Moreover, digital filters 
are employed at the software level to eliminate the remaining noises. On the other 
hand, body artifacts are the muscle signals that contaminate the raw EEG data. Some 
of these body artifacts originate due to the motion of various body parts and can be 
avoided by instructing the subject not to make any motions while recording EEG. 
However, artifacts from non-voluntary motions cannot be avoided such as cardiac 
signal. Blinking and movement of eyes popularly referred as ocular artifacts highly 

Figure 4. International 10-20 system  
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affect EEG and subject cannot completely avoid eyeball movements during the 
acquisition of EEG. For these artifacts signal processing of the contaminated EEG 
is done. Another need for signal processing is to extract only the useful information 
from EEG and eliminate redundant data points. In general, there are three types of 
analysis required to get useful information from the EEG signal namely temporal, 
spectral and spatial analysis. The temporal resolution of EEG is high and provides 
good features. However, the frequency and the spatial resolution of EEG are poor. 
Since EEG signal carries vital information in both frequency and time domain, 
there is a requirement of signal analysis tools that can extract time and frequency 
information at the same time. The Fast Fourier Transform (FFT), Short-Time 
Fourier Transform (STFT), and Wavelet transform have been introduced in most 
of the studies to analyze EEG (Al-Fahoum & Al-Fraihat, 2014; Easwaramoorthy 
& Uthayakumar, 2010; Zabidi, Mansor, Lee, & Fadzal, 2012). The FFT represents 
the spectral component present in the frequency domain but does not provide any 
time domain information about the signal. On the other hand, STFT overcomes 
the problem of FFT and provides information from in both time and frequency 
domain. But the shortcoming of STFT is that it does not provide multi-resolution 
information of the signal. Wavelet transform shows high multi-resolution properties 
and is considered as one of the most powerful tools for time-frequency analysis of 
complex signals like EEG.

Pre-Processing

The brain activities generate EEG in the frequency range of 0.5-30 Hz. As explained 
earlier noises are the unwanted signals added with the raw brain activities during 
EEG acquisition and need to be eliminated at the pre-processing stage. Digital band-
pass filter designed with a passband frequency between 0.5 and 30 Hz, suppresses 
the dc values and noises with higher frequency components. Also, a 50 Hz notch 

Table 1. Comparison of Different modalities used for the recoding of the Brain 
activities

Year Portability Temporal 
Resolution

Spatial 
Resolution

Invasive/ Non-
Invasive

EEG 1924 Yes High Low Non-invasive

MEG 1968 No High Low Non-invasive

PET 1977 No Low High Non-invasive

fNIRS 1985 Yes Low High Non-invasive

ECoG early 1950s No High Very high invasive
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filter removes the power line noise. However, the body movement artifacts have 
the frequency ranges that coincides with that of EEG. For instance, ECG and EMG 
frequency range is 0-100 Hz, and ocular artifacts frequency range lies between 0 and 
10 Hz. Thus, motion artifacts cannot be removed by directly applying the bandpass 
filtering on the contaminated EEG. To serve this purpose, Independent component 
analysis (ICA) (Hobson & Hillebrand, 2006), Singular spectrum analysis (Maddirala 
& Shaik, 2016), wavelet transformation with thresholding (Kumar, Arumuganathan, 
Sivakumar, & Vimal, n.d.) applied on the decomposed coefficients have been proposed. 
The authors of this chapter have previously proposed a method in (N. S. Malan & 
Sharma, 2018), where they decomposed the EEG signal using dual-tree complex 
wavelet transform (DTCWT) and then applied a quantum adapted threshold on the 
coefficients of kth scale, i.e., the scale which has a frequency range 0-10 Hz as the 
strength of ocular artifacts is strong in this range of frequency. Finally, regenerate the 
artifact-free EEG signal using inverse-DTCWT. The following paragraph explains 
the details of DTCWT and its application to decompose EEG signal.

Decomposition of EEG Using Dual Tree 
Complex Wavelet Transform (DTCWT)

DTCWT is an advanced form of discrete wavelet transform (DWT). DTCWT working 
is based on two-real DWTs arranged in parallel to compute the real and imaginary 
part of the transform. Figure 5 shows the structure of analysis and synthesis filter 
banks used by the DTCWT to decompose and reconstruct a given time series. 
DTCWT is defined as

γ γ γt t t
i j( ) = ( )+ ( )  (1)

Where γ
i
t( ) , and γ

j
t( )  represents the two distinct and real DWTs which are a 

Hilbert pair.

Feature Extraction

A feature is a quantity that uniquely defines the signals of different classes. The set 
of different features forms a feature vector. In pattern recognition methods, feature 
extraction is a technique to identify and highlight the most significant information 
carried by the signal. In the case of MI EEG feature extraction, selection of appropriate 
frequency band is a very crucial step as most of the information lies in a particular 
band of frequency. In (Gert Pfurtscheller & Da Silva, 1999), it has been shown that 
the motor-related mental tasks generate event-related desynchronization (ERD) and 

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



179

Introduction to Motor Imagery-Based Brain-Computer Interface

event-related synchronization (ERS) patterns in two frequency bands such as mu 
(8-13 Hz) and beta (13-30 Hz). It was reported that when the subject thinks about 
the movement of his limbs, average power in the mu rhythms attenuates and that in 
the beta rhythms increases. Therefore, for the classification of MI tasks, EEG signal 
must be bandpass filtered in mu and beta rhythms frequency ranges. Some of the 
bandpass filters used by researchers are elliptical filter, Butterworth, Chebyshev, 
and FIR filter (Ang, Chin, Wang, Guan, & Zhang, 2012; Thomas, Guan, Tong, & 
Prasad, 2008). A few have reported the use of wavelet transform (R. Yang, Song, & 
Xu, 2010) and wavelet packet decomposition (Hu, Li, & Chen, 2011). The authors 
of this chapter present a feature extraction method using DTCWT. Firstly, the raw 
EEG signal is decomposed into different frequency sub-bands as listed in Table 2 
using DTCWT to extract the useful features. Secondly, the coefficients of details 
D3 and D4 are selected for the reconstruction of the EEG time series because these 
subbands have frequency range same as that of mu and beta rhythms. This will 
bandpass the original EEG signal into the frequency of interest. Once the EEG 
signal is filtered, various time, frequency, and phase features are calculated. Some 
of the features most generally used in MI BCI are explained below. 

• Time Features: Statistical analysis of EEG in time domain provides the main 
information exists in the signal that can improve the discrimination scope 
between the different motor movements related metal tasks (Imran, Talukdar, 
Sakib, Pathan, & Fattah, 2014). Some of the statistical features are explained 
below.

Figure 5. DTCWT filter banks (a) Analysis (b) Synthesis  
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 ◦ Mean absolute value (MAV): It is the mean of all the absolute values of 
the values in a time series data, x n( ) . It is defined as

MAV
N

x n
i

N

= ( )
=
∑

1

1

 (2)

Where N is the total number of values in the time series.

•  Standard deviation: It calculates the spread of the data about the mean value 
of the time series. It is defined as

S D
x n x n

N
i

N

. .=
( )− ( )



=∑ 1

2

 (3)

•  Variance: It can be defined as the square of the standard deviation. The 
formula for variance is given by

σ =
( )− ( )



=∑i

N
x n x n

N
1

2

 (4)

• Sample entropy: It is used to measure the complexity of a given time series 
using a statistical approach. In this work, authors have used the methodology 
proposed by [{Citation}] for the calculation of sample entropy.

Table 2. Frequency Band of each Detail and approximation of DTCWT

Decomposition Level DTCWT Coefficients Frequency Band (in Hz)

1 A5 64-128

2 D4 32-64

3 D3 16-32

4 D2 8-16

5 D1 0-8
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 ◦ Frequency Domain Features: The frequency analysis of EEG provides 
a lot of information about the signal. Power spectral density is commonly 
used to extract features from EEG in the frequency domain.

• Power Spectral Density (PSD): ERD/ERS is the relative power of the 
EEG from the channel locations C3 and C4 which provide discriminatory 
information for two class motor imagery (Gert Pfurtscheller & Da Silva, 
1999). To evaluate EEG signal power in the frequency domain, Fourier 
transform is used. In our work, EEG characteristics are evaluated using the 
power spectral density (PSD) (Kim et al., 2018) which gives the distribution 
of signal power over frequency. The PSD of each subband is evaluated for all 
three channels.
 ◦ Phase Features: In order to extract phase features, the phase relation 

between the EEGs associated with the different task is studied. One 
such method is phase locking value as defined below.

• Phase Locking Value: Phase locking value (PLV) evaluates the phase 
synchronization between the two signals using the Hilbert transform (Song, 
Gordon, & Gysels, 2006). The PLV range is [0-1] with value 0 indicating no 
synchrony between the signals whereas 1 indicates the relative phase between 
the signals is identical. For feature extraction, the PLV of EEG from channel 
location C3 and C4 can be evaluated considering Cz as a reference channel.

Feature Selection

Classification of a higher order dimensional feature vector faces the serious problem 
known as the curse of dimensionality (Lotte, Congedo, Lécuyer, Lamarche, & Arnaldi, 
2007). Higher dimensionality of the features makes classification problem a complex 
exercise and thus causes the classifier to take longer to find true classes. This can 
be solved by selecting a subset of features from the whole group of features in the 
feature vector. The selected subset should have the most discrimination properties 
between the classes to solve the classification problem. Feature selection methods 
convert the higher m-dimensional feature vector to a lower p-dimensional feature 
vector by rejecting the irreverent features. The irrelevancy of the feature is measured 
based on a feature weight numeric value evaluated by the feature selection algorithm. 
Firstly, the weight of each feature is calculated by the feature selection algorithm. 
Then, a threshold is chosen and all the weights are compared with it. Features with 
weights higher than the threshold are selected for classification and rest are rejected. 
Another advantage of the feature selection procedure is that it reduces the amount 
of data used for learning the classifier. As a result, the processing time consumed 
by the classifier reduces. The performance of feature selection method is evaluated 
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using a classifier. If the subset of features chosen by the feature selection method 
improves the generalization performance of the classifier then only the feature 

Table 3. Literature review: List of the various state of the art method used by the 
researchers for the classification of MI data

Name and 
Year

Subjects/ Public 
Dataset Electrodes Feature 

Extraction
Feature 

Selection Classifier Results and 
Remark

(Cantillo-
Negrete, 
Carino-Escobar, 
Carrillo-Mora, 
Elias-Vinas, & 
Gutierrez-
Martinez, 2018)

Eight healthy 
subjects (mean age 
= 23 years) and 6 
stroke patients 
(Mean age = 55.8 
years)

C3, C4, Cz, T3, 
T4, F3, F4, Fz, 
P3, P4, and Pz

CSP PSO LDA

Stroke patients’ 
average 
performance 
was 
74.1 ± 11%. 
 And that 
of healthy 
users was 
76.2 ± 7.6% 
and 70 ± 6.7,

(Ortega, 
Asensio-
Cubero, Gan, & 
Ortiz, 2016)

University of Essex 
BCI data files

15 electrodes 
placed over 
sensorimotor 
cortex area

Multiresolution 
analysis

Multiobjective 
optimization in 
supervised feature 
selection

linear 
multiclass 
SVC or a 
LDA

Significant 
reduction in the 
number of 
Features is 
achieved.

(A. Liu et al., 
2017)

2008 BCI 
competition data 
set 2a

Twenty-two Ag/
AgCl electrodes Common Spatial 

Pattern- Local 
Characteristic-
Scale 
Decomposition 
(CSP-LCD)

The Firefly 
Algorithm

Spectral 
Regression 
Discriminant 
Analysis 
(SRDA)

a real-time 
brain-computer 
interface 
system was 
designed

Four subjects, 
two males and 
two females, 
right-handed, aged 
between 22 and 25

16-channels (Fp1, 
Fp2, F3, F4, C3, 
C4, P3, P4, O1, 
O2, F7, F8, T3, 
T4, T5, T6)

(Marchesotti, 
Bassolino, 
Serino, Bleuler, 
& Blanke, 
2016)

Twenty-four right-
handed subjects 
(seven females and 
seventeen males, age 
between 21–34)

64-channel 
EEG system 
(g.tec medical 
engineering 
GmbH, Graz, 
Austria)

CSP logistic 
regression

(Zhang et al., 
2018)

BCI Competition 
III Dataset IIIa, 
BCI Competition 
IV Dataset IIb, and 
BCI Competition IV 
Dataset IIa

60 channels, 22 
channels and 
three electrodes 
(C3, Cz, and C4) 
respectively

Sparse Filter 
bank CSP 
(SFBCSP)

multitask learning-
based feature 
multitask learning-
based feature

SVM with 
linear kernel 

Averaged 
accuracies 
obtained are 
88.5%, 83.3%, 
and 84.3% 
for the three 
different MI 
datasets

(Batula, Kim, & 
Ayaz, 2017)

Thirteen right-
handed subjects ( age 
between18–35),

fNIRS was 
used to record 
brain signals, 
24 optodes were 
placed over 
sensorimotor 
cortex

correlation-based 
signal 
improvement 
(CBSI), 
common average 
referencing 
(CAR), 

recursive feature 
elimination LDA

enhancement 
in accuracy 
was obtained 
between the 
virtual-robot-
based BCI and 
the physical-
robot BCI

(Nitesh Singh 
Malan & 
Sharma, 2019)

BCI Competition 
II Dataset III and 
BCI Competition IV 
Dataset 2b

C3, CZ, and C4

DTCWT 
decomposition 
and Statistical, 
frquency and 
phase features

Regularized 
Neighbourhood 
component 
analysis

SVM

average 
accuracy and 
kappa 
coefficient 
achieved 
are 80.7% 
and 0.615. 
Reduction in 
feature space is 
achieved. 
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selection is said to be performed adequately. So far, numerous features selection 
methods have been used in MI- BCI (Ramos, Hernández, & Vellasco, 2016). Based 
on framework, feature selection methods are categorized into three groups namely the 
wrapper approach, the filter approach, and the embedded approach. The following 
paragraph defines the three approaches in detail.

• Wrapper methods use a fitness evaluation model to select feature subsets 
by assigning a score. The subset with the best score is chosen for the 
classification task. The score of each subset is evaluated using a learning 
classifier. Each subset trains the classifier and tested using a hold-out test set. 
The generalization error of the outcome provides the score for that subset. 
Due to the separate learning of all the subsets, wrapper methods are time-
consuming and computationally expensive, but generally selects the best 
subset of features and enhance the classification performance for particular 
classification problem.

• On the contrary, filter methods calculate the best subset of features without 
using any classification algorithms. There are two stages involved in filter 
algorithm. In the first stage, features are assigned a rank based on certain 
performance measuring method. In the second stage, the higher performing 
features i.e. feature with the ranks above a manually chosen threshold rank 
are selected for classification. In the recent studies, a numerous performance 
measuring methods have been proposed such as Fisher score (Gu, Li, & Han, 
2012), the mutual information between the features (Ang et al., 2008) and 
ReliefF and it’s advance versions (Kononenko, 1994).

• Filter models are computationally more efficient than the wrapper methods 
since they evaluate the subset without utilizing the classifier and cross-
validation approaches. However, the performance of filter methods is low for 
some of the applications due to avoidance of the biases of the classifier. For 
instance, the outcome of ReliefF algorithm would not provide relevant subset 
of features for Naive-Bayes because it is observed that in most of the problems 
the generalization performance of Naive-Bayes classifier enhances with the 
elimination of relevant features (Guyon & Elisseeff, 2003). On the other 
hand, wrapper model quantifies the features using a predefined classifier and 
avoids the representational biases of the classifier but takes a longer execution 
time due to the involvement of cross-validation in its structure that makes it 
a computationally expensive algorithm. Embedded Models incorporate the 
advantages of (1) wrapper models - they include the interaction with the 
classification model and (2) filter models - they are far less computationally 
intensive than wrapper methods. Examples of embedded methods include 
Lasso Regularization (Tibshirani, 2017), neighborhood component analysis 
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(W. Yang, Wang, & Zuo, 2012), recursive feature elimination using support 
vector machine (SVM) (Lal et al., 2004), ID3 (J. R. Quinlan, 1986), and C4.5 
(J. Ross Quinlan, 1993).

Classification

In the last stage of MI BCI system, a decision is made by a classifier to distinguish 
between the different motor imagery classes correctly. A classifier is an algorithm 
which learns from the previous data to predict the true class of future data. There are 
two types of classification methods namely, supervised learning and unsupervised 
learning. In supervised learning, the previous data also called training data is labeled 
by its true class. In other words, each training sample is assigned a class label and then 
used to learn the classifier. When the new data comes, based on previous learning 
classifier makes a decision. Whereas, in unsupervised learning the training data is 
unlabeled. In motor imagery classification, supervised learning is most commonly 
used as the training data is labeled. Numerous studies have experimented the 
classification of MI data using different classifiers (Fu, Tian, Bao, Meng, & Shi, 
2019), but the most commonly used classifier is support vector machine (SVM).

• Support Vector Machine: The principal of support vector machine (SVM) 
is based on statistical learning theory. The framework of SVM is very simple 
yet effective to solve the problem of classification associated with a small 
sample size of the dataset, non-linear relationship and multiclass classification 
(Shawe-Taylor & Sun, 2011). The working of SVM is based on the building 
of an optimal hyperplane as the decision-making surface to discriminate 
between the different classes. The SVM model is a representation of the data 
values as points in space, mapped so that the data values of the different 
classes are distributed by a clear margin that is globally maximum.

For solving a two class problem using SVM like in MI BCI, the kernel function 
is implemented in place of the inner product computation, and the dimensions of 
nonlinear problems are increased to convert them into a linear classification problem. 
A support vector machine (SVM) classifier with a linear kernel is used to solve the 
classification problem of two classes. Now, a method to solve a two-class classification 
problem is explained as follows. Let the sample set is expressed as 
x y i l x
i i

N, , , ,..., ,( ) = ∈1 2  , where ∈ − +{ }1 1,  is the class of the data. The 
discriminant function is expressed as
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y w x b i l
i i
. , , , ,( )+



 − ≥ = …1 0 1 2  (5)

This function can be projected into a dual problem using the Lagrange multiplier. 
The objective function which is to be optimized is expressed as

min . ,
,

Q a a a y y K x x a
i j

l

i j i j i j
i

l

j( ) = ( )−
= =
∑ ∑
1
2 1 1

 (6)

Where 
i

l

i i j
a y a C

=
∑ = ≤ ≤
1

0 0, , where a
i
 is the Lagrange multipliers of M  for 

each constraint and C represents the punishment parameter of the sample. A particular 
kernel function K x xi,( )  is used to solve the eq. (6). The most popular function 
used in MI two class problem is a linear kernel. The final optimal objective function 
of the SVM classifier is obtained as

f x sgn a y K x x b
i

l

i i i( ) = ( )+










=
∑
1

* *, ,  (7)

Where a*  and b*  helps to evaluate the optimal classification surface and are 
calculated by a support vector.

LITERATURE SURVEY

This section of the chapter presents a brief survey of some of the state-of-the-art 
signal processing methods used in various studies in tabular form. Table 3 provides 
information about the signal processing steps followed in some of the recent studies. 
It also incorporates the results achieved by the researchers.

EXPERIMENTAL STUDY

An Exercise to Classify Two-Class Motor Imagery Data

In this study, authors have presented a signal processing method to extract the 
time, frequency and phase features using a dual-tree complex wavelet transform 
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(DTCWT). As explained earlier in this chapter, these features provide most of the 
discriminatory information for MI task classification. After the feature extraction, 
classification task is performed using an SVM classifier. A public motor imagery 
BCI dataset is used to validate the results. To perform this exercise, EEG signal 
from three channel locations namely C3, Cz and C4 is decomposed using DTCWT 
into different frequency bands as mentioned in Table 2. The coefficients of details 
D3 and D4 are used to reconstruct the EEG signal. This will bandpass the EEG in 
the appropriate frequency range of mu and beta rhythms. After DTCWT filtering, 
four-time domain features, one frequency domain feature and one phase feature of 
the EEG are extracted using the methods explained previously in this chapter.

The final feature vector will have features from time, frequency and phase domain. 
Since there are signals from three channels and two sub-bands the total dimension 
of the feature vector is

3 2 6 36channels subbands features features× × = . 

The description of the dataset used for this exercise is presented in the following 
paragraph.

Dataset Description

• Dataset 1: For this work, BCI Competition II (Dataset III) (B. Blankertz 
et al., 2004) dataset acquired from a 25-year-old female while performing 
a motor imagery task of two classes (left-hand or right-hand movement) 
is utilized. The sampling frequency of the dataset is 128 Hz and the three 
channel EEG namely c3,cz, and c4, is prefiltered between 0.5 and 30 Hz. The 
datset consists of 280 trails, where each trail is of 9 sec under a cue paeced 
paradigm i.e., a cue is presented at time t=3 and subject was asked to start 
thinking about the movement of either right hand or left hand.

• Dataset 2: This work uses the motor imagery dataset 2b of BCI competition 
IV (Tangermann et al., 2012). In this dataset, the EEG signals from 9 subjects 
were recorded while performing a motor imagery task of two classes (i.e., 
motor imagery of left- hand and right- hand). It comprises of bipolar EEG 
from 3 channel locations (c3, cz, and c4) mainly associated with the sensory-
motor rhythms. The sampling frequency of the acquisition device was 250 
Hz, and the data were bandpass filtered between 0.5 Hz and 100 Hz. The 
data were acquired in five training sessions for each subject, out of which we 
have selected the data of the third session with smiley feedback. Further, the 
recorded dataset contains 80 trails for each class.
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Performance Measures

The performance measures evaluate how capable a pattern recognition method is to 
solve a given classification problem. The effectiveness of the different classification 
algorithms is evaluated using a confusion matrix, which represents the number of 
times the classifier output was true and how many times the classifier predicted 
falsely. Based on that classification accuracy is calculated as defined below.

• Classification Accuracy (CA): Classification accuracy is defined as 
“percentage of correct predictions.” In other words, in percentage CA is the 
total number of correct predictions divided by the total number of predictions.

• Statistical Significance: Statistical significance is a mathematical approach 
to investigate that the superior outcome of an experiment or test is not 
achieved by chance but is instead occurred due to a specific property of the 
method used. Apart from classification performance, the paired t-test is used 
for this study to compute the statistical significance of the different feature 
extraction methods.

RESULTS AND DISCUSSION

This part of the chapter presents the classification results obtained after the feature 
extraction by the proposed method. A support vector machine (SVM) classifier with 
a linear kernel is used to perform the classification task. Five-fold cross-validation 
scheme is chosen to divide the dataset into training and testing sets. To assess the 
performance of the proposed feature extraction method, classification accuracy 
(CA) (Schlogl, Kronegg, Huggins, & Mason, 2007) of the SVM classifier is taken 
as the evaluation criterion.

The proposed feature extraction method was compared in terms of CA with 
some baseline feature extraction methods such as discrete wavelet transform (DWT), 
common spatial Patterns (CSP) (Benjamin Blankertz, Dornhege, Krauledat, Muller, 
& Curio, 2007), Filter Bank CSP (FBCSP) (Ang et al., 2008), Frequency Domain 
CSP (FDCSP) (Wang, Feng, & Lu, 2017). In all of these studies, SVM classifier 
was utilized to classify two-class MI EEG. Results of classification performances 
achieved by the various feature extraction methods are presented in Table 4. The 
Feature extraction using DWT is done using db5 wavelet with 7 decomposition 
levels. Only the coefficients of the band 8-32 Hz are extracted to reconstruct the 
EEG using inverse wavelet transform.

It is notable that the average CA of 82.81% is achieved by the proposed feature 
extraction method based on DTCWT which is the highest in comparison with the other 

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



188

Introduction to Motor Imagery-Based Brain-Computer Interface

methods. Also, the proposed feature extraction method gives higher classification 
results for seven subjects out of a total of nine subjects.

To further evaluate the superiority of the proposed method in comparison with 
the other methods we performed a paired-sample t-test. It is found that the proposed 
method is statistically significant (p<0.05) than all the other methods. Paired- sample 
t-test results are shown in table 4.

The proposed scheme utilizes 36 features from time, frequency and phase domain. 
However, the proposed feature extraction method has achieved better classification 
performance in comparison to the baseline feature extraction methods, the dimension 
of the feature vector is very high that degrades the classification performance to some 
extent. This limits the usability of the proposed scheme to some level. In some of 
the studies (Boutsidis, Mahoney, & Drineas, 2008; Kannan, Jr, Sharma, & Schoo, 
2012; Nitesh Singh Malan & Sharma, 2019) feature selection algorithm such as 
genetic algorithm (GA), principal component analysis (PCA), and Neighborhood 
Component Analysis (NCA) are used to reduce the high feature dimensions of EEG. 
This work can be investigated using feature selection approaches to further improve 
the classification performance.

FUTURE RESEARCH DIRECTIONS

In the context of MI BCI, the brain response to MI task is different for different 
subjects. In other words, BCI performance is subject specific since the neural 
response of brain to MI events varies between subjects. Therefore it is very important 
to evaluate the start time of the motor imagery to further improve the classification 
performance. In some studies, researchers have used time-shifted windows of EEG 
and evaluated the classification performance (Feng et al., 2018; Y. Zhang et al., 
2018). However, this adds more dimensions to the data and makes the structure of 
the data more complex. The study of complex relationship in feature space has been 
investigated using subspace regularization-based algorithms in applications including 
brain disease diagnosis, imaging processing, and so on (Lei, Yang, Wang, Chen, & 
Ni, 2017; Liu & Zhang, 2016; Nie et al., 2019). Also, tensor-based decomposition 
and multiway learning applied on different biomedical dataset show promising 
potential in preserving the structural relationship and analysis of the data (Yu Zhang 
et al., 2017; Zhou et al., 2016). For future studies above mentioned methods can 
investigated for motor imagery classification.
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CONCLUSION

This chapter described the designing aspects of a motor imagery (MI) based brain-
computer interface (BCI) system including its applications in various research fields. 
Also, a feature extraction exercise is performed for two-class motor imagery EEG 
based on DTCWT. In the conducted study, the first step involves the decomposition 
of MI EEG into different frequency bands using DTCWT. Then, the frequency bands 
associated with mu and beta rhythms are used to reconstruct the EEG time series. 
This applied filtering on the raw EEG data employing the superior properties of 
DTCWT. Thereby, time, frequency and phase features are extracted and used to train 
the SVM classifier with a linear kernel. Classification accuracy is measured and 
compared with other popular methods shows that our proposed scheme outperforms 
the other feature extraction methods. Further, paired-sample t-test was performed and 
results verified that the proposed method was statistically significant in comparison 
with CSP, FBCSP, and FDCSPP. The average classification accuracy achieved by 
our method is 82.81%. Hence, this feature extraction method can be employed to 
enhance the classification performance of two class motor imagery EEG. For future 
work, this feature extraction method can be applied for multi-class motor imagery 
classification. Also, the feature dimensions of the generated feature vector can be 
reduced using feature selection algorithms.

Table 4. Comparison of Classification Accuracy between four feature extraction 
methods: CSP, FBCSP, FDCSP, and proposed method. Values in boldness indicates 
the largest values. Also, results of paired-sample t-test is are listed.

 
Subject ID

Feature Extraction Methods with classifier

DWT (db5) 
+SVM 

CSP + 
SVM 

FBCSP + 
SVM FDCSP + SVM Proposed Method 

+ SVM 

Dataset 1 72.3 73.12 76.45 79.81 82.1

B0103T 70.6 76.56 77.50 78.13 87.50

B0203T 61.9 55.56 55.94 69.03 78.10

B0303T 67.5 52.62 53.75 58.19 57.5

B0403T 95.6 98.06 98.87 99.38 99.4

B0503T 77.5 88.19 90.44 86.88 91.3

B0603T 66.3 69.37 78.06 79.37 81.9

B0703T 75.6 83.44 86.50 90.63 88.9

B0803T 85.0 86.56 88.75 88.12 94.4

B0903T 77.5 81.75 83.88 81.87 87.5

Mean Value 74.98 76.523 79.014 81.141 84.86

p Value p<0.05 p<0.05 p<0.05 p<0.05 --
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ABSTRACT

Retinal disease/condition examination is one of the significant areas of the medical 
field. A variety of retinal abnormality assessments based on fundus image-assisted 
trials are widely proposed by the researchers to examine the parts of the retina. 
Recently, traditional and soft computing-based approaches are executed to inspect 
the optic disc and the blood vessels of the retina to discover disease/damages. This 
work implements (i) A two-phase methodology based on Jaya Algorithm (JA) and 
Kapur’s Entropy (KE) thresholding and level-set segmentation for the optic disc 
evaluation and (ii) JA-based Multi-scale Matched Filter (MMF) for the blood vessel 
assessment. During this analysis, various benchmark datasets such as RIM-ONE, 
DRIVE, and STARE are considered. The experimental study substantiates that JA-
assisted retinal picture examination offers better results than other related existing 
methodologies.
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INTRODUCTION

Eyes are the vital organs in human body which play a crucial role in human sensory 
arrangement. It translates the light signals into understandable picture and transmits it 
to the brain through optic-nerve in the form of electro-chemical pulses. A shortcoming 
or injury in eyes may affects translation of light signals into pictures, which may 
cause momentary or permanent loss of vision. Hence, a pre-screening procedure 
is always suggested by the ophthalmologist to ensure the safe functioning of eyes. 
During this screening practice, various regions of eyes are examined using a visual 
check and also using the imaging procedures (Rabbani et al., 2015; Mahmudi et al., 
2014; Golabbakhsh & Rabbani, 2013).

Retina is an inmost deposit in eye and automatic assessment of fundamental 
retinal parts are very significant to discover a range of retinal diseases (Mahmudi 
et al., 2013). If the cause and the nature of retinal-infection is discovered, then the 
doctor will suggest a well-organized treatment to cure or minimize the infection. 
In literature, retinal pictures recorded with ocular fundus image (Golabbakhsh 
& Rabbani, 2013), fluorescein angiography (Rabbani et al., 2015), and optical 
coherence tomography (Mahmudi et al., 2014) are extensively used to examine 
different elements in retina.

Earlier works confirms that, retinal examination is essential in identification and 
handling of Ocular-Hypertension (OHT), Diabetic-Retinopathy, Macular-Edema, 
glaucoma, Retinal-Vasculature (RV), Optic-Nerve Disorder (OND), malaria, 
papilloedema and Cardiovascular-Diseases (CD) (Jahromi et al., 2014; Wilkinson 
et al., 2003; Hajeb et al., 2012; 2014; Esmaeili et al., 2012; Sivakamasundari et 
al., 2015; Raja et al., 2012). These works also confirms the need of assessing the 
geometrical and physical disparity in Retinal-Optic-Disc (ROD) and Retinal-Blood-
Vessel (RBV) to identify a range of illnesses.

This paper proposes two semi-automated procedures to examine the Fundus-
Retinal-Pictures (FRP). Initially, the examination of Optic-Disc (OD) is implemented 
using the Jaya Algorithm (Rao, 2016; Rao & More, 2017) and Kapur’s Entropy 
(Anitha et al., 2017) (JA+KE) based pre-processing and the Level-Set Segmentation 
(LSS) as the post-processing section. This technique is implemented to extract the 
OD from the RGB scale FRP obtained from normal (255 pictures) and Glaucoma 
(200 pictures) cases existing in RIM-ONE database. This work also examines the 
OD of other images, such as Normal (118 pictures), Early (12 pictures), Moderate 
(14 pictures), Deep (14 pictures) and OHT (11) available in the RIM-ONE database. 
The above said pictures are associated with five numbers of the expert’s annotations 
called the Ground-Truth (GT). A relative assessment among the extracted OD and 
GT is executed to confirm the superiority of proposed procedure based on the 
computed values of picture likeliness measure (PLM). The higher values of PLM 
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confirm the better superiority. Further, the superiority of Kapur’s thresholding is 
confirmed against the Otsu’s (Sudhan et al., 2017) and Shannon’s (Shree et al., 
2018) techniques.

Finally, JA assisted Multiscale-Matched-Filter (MMF) is designed to trace 
and extract the blood vessels from the complete FRP and the superiority of the 
proposed tool is confirmed with a relative examination against the ground truths. The 
outcome is also confirmed against other related approaches. During the blood-vessel 
examination, FRP datasets, such as DRIVE, STARE and Fluorescein Angiography 
Retinal Image (FARI) are considered and the experimental outcome confirms the 
superiority of the proposed procedure.

BACKGROUND

Due to its importance, a large number of traditional, semi-automated and computerized 
methodologies are proposed and employed by the researchers to evaluate various 
retinal diseases.

Sree et al. (2018) proposed a Jaya-Algorithm assisted image processing scheme for 
the optic-disc extraction approach and they implemented as experimental investigation 
using the Shannon’s approach and level-set segmentation (LSS). In this work, they 
considered the RIM-ONE dataset (Fumero et al., 2011) and obtained better picture 
similarity values on the chosen test pictures. Sudhan et al. (2017) discussed about 
the Otsu’s thresholding and LSS approach to extract the optic-disc on a chosen test 
pictures of the RIM-ONE dataset. Sivakamasundari et al. (2015) presented content 
based retinal image retrieval using papamarkos thresholding scheme. Raja et al 
(2012) implemented an analysis for vasculature detection in retinal pictures based 
on the PSO and Tsallis thresholding. Jahromi et al. (2014) proposed an automated 
segmentation of borders of corneal layers in OCT pictures with gaussian mixture 
models and obtained better results. Fumero et al. (2011) contributed the RIM-ONE 
benchmark dataset to test the OD extraction approaches. Sofka and Stewart (2006) 
developed the Multiscale-Matched-Filters (MMF) to extract the Blood-Vessels from 
the FRPs. The work of Sreejini and Govindan (2015) implemented the PSO assisted 
MMF to extract the BV. This work presented an enhanced result compared with the 
other related procedures existing in the literature. Recently, Keerthana et al. (2017) 
proposed a MMF procedure to enhance the outcome during BV extraction from the 
DRIVE benchmark pictures are achieved a better result compared to other related 
existing methods.

The recent works also confirms the participation of heuristic-algorithm based 
approaches to investigate the medical pictures to measure the harshness of infections. 
These facilities also substantiate that, heuristic-algorithm supported scheme also 
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tender improved exactness compared with traditional approaches considered in 
early days. Hence, in the proposed work, the recently developed heuristic procedure 
called Jaya-Algorithm is implemented to enhance the outcome of the OD and BV 
extraction from the benchmark FRP datasets.

MAIN FOCUS OF THIS CHAPTER

Recent works confirms the accessibility of considerable amount of medical picture 
examination practices proposed and implemented to assist the doctors in identifying 
the infection rate and also to plan for a possible treatment procedures (Ashour et al., 
2015; Balan et al., 2016; Dey et al., 2018; Fernandes et al., 2017; Lakshmi et al., 
2016). The FRP examination procedures based on traditional and soft-computing 
methodologies are also available to examine various retinal parts (Niemeijer et 
al., 2004; Staal et al., 2004; Hoover et al., 2000; Hoover and Goldbaum, 2003). 
Compared to the conventional methodologies, soft-computing based procedures 
will help to achieve better result and it also helps to implement the semi-automated 
and automated tools to enhance the outcome during the FRP assessment. The main 
aim of this chapter is to propose semi-automated assessment tool for (i) Optic-Disc 
examination and (ii) Blood-Vessel examination. This work implements a recent 
optimization algorithm called the Jaya-Algorithm (JA) to enhance the outcome during 
the FRP evaluation. The OD assessment is done with a hybrid procedure based on 
JA+KE and LSS using both the normal and Glaucoma case FRPs with an image 
count of 624 (255 normal and 369 abnormal case). The difficulty in these FRPs is, 
all are in RGB scale, hence the investigation requires more computation time. The 
experimental outcome obtained with Matlab7 confirms that, proposed technique 
requires lesser computation effort compared to Otsu’s and Shannon’s approaches. 
Additionally, an examination scheme is also developed to extract BV from the FRPs 
with an image count of 507 pictures (40 from DRIVE, 397 from STARE and 70 
from FARI). This procedure is also implemented in Matlab7 and better results are 
obtained. Other details regarding the construction and implementation of proposed 
approaches are presented below.

Examination of Retinal Optic-Disc

Figure 1 presents different stages involved in Optic-Disc examination method. Initially, 
the chosen test-picture (normal/abnormal case) experience a three-level thresholding 
process based on the JA and KE. The thresholding task will enhance the OD section 
by eliminating the other unwanted sections in the chosen FRP (Sudhan et al., 2017; 
Sree et al., 2018). The OD in thresholded picture is then mined using the LSS, which 
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works with the help of a manually assigned bounding-box. When the iteration of 
LSS increase, the box will shrink towards the interior of the OD and extracts the 
section with greater accuracy. Later, the extracted OD is then compared with the 
GTs, and the necessary picture likeliness measures are then computed to validate 
the superiority of the proposed tool. During this procedure, the FRP is processed in 
its RGB scale, which offers a better result compared to the gray scale FRPs.

Jaya Algorithm

JA is a recently projected population supported optimization methodology by Rao 
(2016). The advantage of the JA contrast to other related procedure is, it requires 
nominal preliminary constraints to be allocated.

Let G(x)min is the preferred objective function, ℜ1= ℜ2  are the subjective number 
of choice [0,1], N is the population size (ie. n=1,2,...,N) and i and D denotes the 
number of iterations and dimensions (ie. j=1,2,...,D) respectively. At some instance, 
G(x)best and G(x)worst signifies the best & worst answers attained via the candidate of 
the population.

The chief equation of JA is accessible below (Rajinikanth et al., 2019; Manic et 
al., 2019; Satapathy & Rajinikanth, 2018)

X X X X X X
j n i j n i j i jbest i j n i j i jworst i j n
1 1 2
, , , , , , , , , , , ,
= +ℜ −( )−ℜ −

ii( )  (1)

where, X
j n i, ,

 represents the jth variable of nth candidate at ith iteration and X
j n i
1
, ,

 
denoted the updated value. More details regarding the JA can be found in (Rao and 
More, 2017; Wang et al., 2017).

Figure 1. Block diagram of the Optic-Disc mining procedure
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Kapur’s Based Threshoding

This division presents a capable entropy utility called Kapur’s function, initially 
discussed in 1985 (Kapur et al., 1985). Kapur’s approach was firstly implemented 
to split gray-level pictures based on its histogram. This approach determines the 
optimal threshold (T) by exploiting the overall image’s entropy.

Let, T = [T1, T2, ..., Tk-1 ], the vector for image thresholds. Then, Kapur’s function 
will be;

J f T H forC
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C

j

k

max
( ) , ,= = { }
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∑
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Entropy for 𝐼RGB is calculated for Red, Green and Blue segment based on the 
assigned T value. For multi- threshold case, this process can be expressed as;
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where Ph
j
C  is the probability allocation of intensity regions and ω ω ω

0 1 1
C C

k
C, ,... −  are 

probability incidence for k stages. Complete description of Kapur’s approach is 
available in (Shriranjani et al., 2018; Anitha et al., 2017; Lakshmi et al., 2016).

Level-Set-Segmentation

From the year 1990’s (Caselles et al., 1993; Malladi et al., 1995) Level-Set-
Segmentation (LSS) has been largely used to examine traditional and medical 
images. The chief advantage of the LSS technique contrast to other approach is, 
it can create contours with multifaceted procedure to carry dividing and merging 
maneuver during the picture outline exploration.
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This chapter employs modern edition of LSS called the Distance-Regularized-
LS (DRLS) proposed by Li et al., (2010) in order to extract the OD from FRP of 
RIM-ONE database. The DRLS technique has the following formula;

The arc development is = ∂
′
∂

=
C s t
t

FW
( , )  (4)

where, C ' - arc vector with spatial (s) and temporal (t) parameter, F - swiftness 
variable and W - deepest usual vector of arc C.

The arc progress of Eqn. (4) can be formed as DRLS by inserting ′C s t( , )  as 
zero LS of a time exciting LS utility ϕ (x,y,t). The variable ϕ presents negative 
standards inside the zero-stage curve and positive value exterior.

The vector N is expressed as;

N =
−∇
∇
ϕ
ϕ

 (5)

where ∇  is the slope variable.
The LS development is;

∂
∂
= ∇

ϕ
ϕ

t
F  (6)

Related details on DRLS available in (Vaishnavi et al., 2014).

Examination of Retinal Blood-Vessel

Figure 2 shows various phases existing in Blood-Vessel examination using FRPs. 
Initially, the RGB scale DRIVE database picture is chosen as the test-picture and is 
then processed with the JA assisted MMF. When the RGB FRP is passed through the 
tool, MMF helps to extract the traces made by the BV of FRP. Later, the extracted 
BV is then evaluated along with the GT, and the essential picture similarity values 
are then calculated to authenticate the superiority of the proposed tool. During this 
procedure, the RGB scale and the gray scale FRP are examined and the experimental 
outcome confirms that, this tool helps to extract the BV with greater accuracy.
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Multiscale Matched Filter

The idea of Matched Filter (MF) is based on the template corresponding procedure 
and is generally considered to resolve the retinal blood vessel segmentation difficulty 
(Sofka & Stewart, 2006; Sreejini & Govindan, 2015; Keerthana et al., 2017).

It works based on the following statement:
Let, the Gaussian MF is defined as;

K a b a b L( , ) exp( / ) /=− − ∀ ≤2 22 2σ  (7)

where σ is the filter scale, L is the one directional of the vessel segmentation, and 
K(a,b) is image parameter.

Throughout this procedure, K(a,b) is rotated in diverse directions arbitrarily to 
recognize the vessel traces. The number of kernels, K(a,b) depends regularly on 
the angle of rotation.

The related vicinity values can be expressed as;

NH u v u G v L= ( ) ≤ ≤{ }, , , / 2  (8)

where G is the location where the Gaussian arc should be cut and this value is 
chosen as 3*σ.

When, the initial kernel K(a,b) is rotated, then a new neighborhood, pi is attained.

p u v a b
i
= 
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





cos sin

sin cos

θ θ
θ θ

 (9)

where θ is the angle of rotation and [u v] the new coordinates.
The updated weights of the new kernel are then expressed as;

Figure 2. Block diagram of Blood-Vessel mining procedure

 EBSCOhost - printed on 2/10/2023 5:45 PM via . All use subject to https://www.ebsco.com/terms-of-use



206

A Study on the Examination of RGB Scale Retinal Pictures Using Recent Methodologies

K a b a p NH
i i
( , ) exp( / )=− − ∀ ∈2 22σ  (10)

From Eqn. (7) and (8), it can be noted that, the accuracy of the MF depends mainly 
on the parameters, such as L, σ and G. In this paper, JA based three-dimensional 
search is proposed to optimize these parameters, and this procedure is repeated twice 
to have the second stage values. More details regarding the implemented filter can 
be found in (Sreejini & Govindan, 2015).

Evaluation of ROI With GT

The aim of this chapter is to extract OD/BV from FRP and to calculate the picture 
likeliness measures for supplementary assessment. This work considers a benchmark 
FRPs (RIM-ONE and DRIVE), in which test pictures are associated with GTs. 
After extracting OD/BV from FRP, a relative examination among the OD and GT 
as well as BV and GT is to be performed and the values, like True-Positive-Rate 
(TPR), True-Negative-Rate (TNR), False-Positive-Rate (FPR), False-Negative-Rate 
(FNR), Jaccard-Index (JI), Dice-Coefficient (DC), Sensitivity (SE), Specificity 
(SP), Accuracy (AC) and Precision (PR) are computed as discussed in (Chaddad 
& Tanougast, 2016; Rajinikanth et al., 2017).

The equations for these parameters are presented below:

FPR I I I I I I
gt t gt t gt t
( , ) ( )= ( ) ∪  (11)

FNR I I I I I I
gt t t gt gt t
( , ) ( )= ( ) ∪  (12)

JI I I I I I I
gt t gt t gt t
( , )= ∩ ∪  (13)

DC I I I I I I
gt t gt t gt t
( , )= ∩( ) ∪2  (14)

where, Igt signify the GT and It symbolize mined section.

SE T T F
P P N

= +( )  (15)
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SP T T F
N N P

= +( )  (16)

AC T T T T F F
P N P N P N

= + + + +( ) / ( )  (17)

PR T T F
P P P

= +( )  (18)

where, IGT is ground truth, IS is mined region, TN, TP, FN and FP signifies true-negative, 
true-positive, false-negative and false-positive; correspondingly. If these values are 
better, then it can be assumed that, proposed image examination tool works well.

(during the comparison, if GT and OD/BV are high, then it is called TP, when 
GT is high and OD/BV is low, then it is known as FP, when GT is low and OD/
BV section is high, then it is FN, when GT and OD/BV image are low, then it is TN. 
where low and high represents the pixel size of images)

SOLUTIONS AND RECOMMENDATIONS

This work considers a variety of FRPs for the examination available in various 
datasets. Initial examination is executed using the RGB scale version of RIM-ONE 
pictures (normal/abnormal cases) based on a semi-automated tool implemented 
using Matlab7. Later, the extraction and evaluation of the BV is executed using the 
RGB and the gray scale test pictures of DRIVE, STARE and FARI. Proposed testing 
is performed using the computer; AMD C70 Dual Core 1 GHz CPU with 4 GB of 
RAM. In both the cases, the JA parameters are assigned as; number of agents = 30, 
search dimension = 3, iteration size = 1000 and the stopping criteria = maximized 
objective-function.

Initially, the OD examination procedure is executed using the RIM-ONE database. 
This database consist of RGB scaled Retinal-Optic-Disc (ROD) pictures of varied 
dimension (562 x 524 pixels, …, etc). The earlier research works with the RGB 
scale picture confirms that, examination of RGB is more complex compared with 
the gray scale picture due to its complex histogram pattern (Red, Green & Blue). 
The initial part of the OD evaluation tool employs a three-level threshold process to 
enhance the disc section of FRP using the JA+KE. When, JA+KE is executed, the 
JA algorithm continuously explores the three-dimensional search space to identify 
the optimized threshold for the test picture which maximizes Kapur’s entropy value. 
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After implementing possible pre-processing scheme, a post-processing based on 
the LSS is employed to mine the OD from the threshold picture.

This scheme works as follows:

Step 1: Initialize the JA algorithm with the chosen algorithm parameters
Step 2: Apply a three-level thresholding (T=3) using the JA assisted Kapur’s entropy 

in order to group the similar pixel levels (this procedure will remove the major 
portion of the retinal blood vessel from the RGB test image and will enhance 
the optic disc region).

Step 3: Apply LSS to divide the threshold image
Step 4: Consider the segmented optic disc section; apply RGB to gray scale conversion 

and record the black & white (BW) image.
Step 5: Apply the image feature extraction and performance metric procedures to 

record the necessary data from the segmented OD.

Figure 3 presents the sample pictures initially considered to test the OD examination 
tool. Here, a sum of 455 (255 normal case and 200 glaucoma case) RGB scaled 
FRPs are initially examined. Later, the specific FRPs available along with the GT 
(5 numbers for each image) is considered for the examination and its samples are 
shown in Figure 4. These pictures are categorized into five groups based on the 
severity of OD infection as shown in figure. During this examination, around 169 
RGB scale pictures are examined separately and its results are recorded for further 
investigation. The quality of the OD segmented using LSS based on JA+KE is 
also compared with the related approaches like Otsu and Shannon existing in the 
previous research works. Finally, a relative study between mined OD and GTs are 
performed and the average results are then considered to confirm the superiority 
of the JA+KE technique. The average experimental result also confirms that, KE 
procedure takes minimal computation time (138.26 sec) compared to Otsu (152.19 
sec) and Shannon (167.33 sec). This confirms that, JA+KE approach will offer 
better throughput compared with other existing procedures.

Figure 5 presents the chosen normal FRP available with the GTs. Table 1 presents 
computed picture similarity values obtained with the image considered in Figure 5. 
Similar procedure is implemented for other images (169 pictures) and the average 
value of the similarity values are shown in Figure 6. This figure confirms that, 
Kapur’s function offers better result (Red coloured values) compared with Otsu 
(Gray colour) and Shannon’s (Green colour) procedure. This result confirms that, 
proposed OD evaluation scheme offers better outcome. Further, proposed approach 
is compared against the results obtained by Mohamed et al. (2014) as shown in 
Table 2. Expert 1 to Expert 4 also exists in Mohamed et al. (2014). This result also 
confirms that, proposed procedure provides better result. JA+Otsu can be found in 
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and JA+Shannon is available in Shree et al. (2018). This table also verifies that, 
proposed JA+KE and LSS offers better results compared to other methodologies 
considered in this study.

The BV extraction based on JA+MMF is then implemented to extract the Blood-
Vessels from FRPs of chosen database.

Segmentation procedure for RGB fundus images:

Step 1: Initialise the JA algorithm with the chosen algorithm parameters
Step 2: Extract the green channel image and implement the FA based matched filter.
Step 3: Store the extracted blood vessel.
Step 4: Apply the image performance metric procedures to record the necessary 

data in order to validate the segmented image with the GT.

The JA with a three dimension search and the following values are arrived for 
MMF constraints L, σ and G: (2, 2, 78) and (2, 3, 7).

The FRPs of DRIVE dataset is considered for the initial evaluation process. This 
database consist 40 RGB scale pictures along with two GTs. This database has 20 
test images and 20 train images with the ground truth (GT) provided by the experts. 
The proposed experimental work is implemented on the DRIVE dataset and the 
extracted vessel is validated against the GT. All the necessary picture likeliness 
values are then computed as in Table 1 and the specific values like SE, SP and AC 
are considered to compare the obtained result with the previous results. The outcome 

Figure 3. Sample images of RIM-ONE database. (a1) - (a4) Normal OD and (b1) 
- (b4) Abnormal OD
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of this work confirm that, proposed method is efficient in extracting the vessel from 
the retinal images and provides better sensitivity and specificity compared to other 
methods existing in the literature.

The MMF designed based on JA is then executed on the considered FRPs. Figure 
7 shows the outcome obtained for sample test pictures. Fig 7 (a) presents the pseudo 
image name, Fig 7 (b) shows the test picture, Fig 7 (c) & (d) presents the GTs and 
Fig 7 (e) shows the extracted vessel. The average result is then compared against 
other related approaches and found that, JA+MMF offers satisfactory results for 
the considered DRIVE pictures.

Alike procedure is then executed for the STARE and FARI images and the 
corresponding results are presented in Figure 8 and Figure 9 respectively. The 
STARE is a well-known database to analyze the retinal BV. Similarly, the FARI is 
also a noted image database widely adopted to examine the BV from the disease 
infected retinal section. The result of Figure 8 confirms that, proposed procedure is 
very efficient in extracting the BV from the normal and the infected retinal section. 
Similar procedure is then implemented on the FARU pictures and the result obtained 

Figure 4. Various cases of test pictures considered to assess the OD extraction tool. 
(a) Category, (b) Sample test picture, (c) – (f) GT1 – GT5.
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for this picture is depicted in Figure 9. The BV section of this picture is also extracted 
as discussed in DRIVE picture.

Figure 5. Results of OD examination scheme. (a1) Kapur’s thresholding, (b1) Otsu’s 
thresholding, (c1) Shannon’s thresholding, (a2) OD of Kapur’s + LSS, (b2) OD of 
Otsu’s + LSS, (c2) Shannon’s + LSS

Table 1. PLM obtained with RIM-ONE dataset

Method GT TPR FNR TNR FPR JI DC SE SP AC PR

Kapur

1 0.9971 0.0029 0.9440 0.0560 0.9077 0.9516 0.9971 0.9440 0.9632 0.9101

2 0.9893 0.0107 0.9727 0.0273 0.9479 0.9732 0.9893 0.9727 0.9791 0.9577

3 0.9738 0.0262 0.9812 0.0188 0.9466 0.9726 0.9738 0.9812 0.9783 0.9714

4 0.9954 0.0046 0.9245 0.0755 0.8729 0.9321 0.9954 0.9245 0.9493 0.8764

5 0.9959 0.0041 0.9099 0.0901 0.8471 0.9172 0.9959 0.9099 0.9391 0.8501

Otsu

1 0.9832 0.0168 0.9716 0.0284 0.9363 0.9671 0.9832 0.9716 0.9758 0.9516

2 0.9597 0.0403 0.9909 0.0091 0.9460 0.9722 0.9597 0.9909 0.9789 0.9851

3 0.9362 0.0638 0.9940 0.0060 0.9277 0.9625 0.9362 0.9940 0.9711 0.9903

4 0.9859 0.0141 0.9542 0.0458 0.9085 0.9521 0.9859 0.9542 0.9653 0.9205

5 0.9825 0.0175 0.9373 0.0627 0.8755 0.9336 0.9825 0.9373 0.9526 0.8894

Shannon

1 0.9608 0.0392 0.9587 0.0413 0.8957 0.9450 0.9608 0.9587 0.9595 0.9297

2 0.9464 0.0536 0.9824 0.0176 0.9204 0.9586 0.9464 0.9824 0.9685 0.9711

3 0.9239 0.0761 0.9857 0.0143 0.9042 0.9497 0.9239 0.9857 0.9612 0.9769

4 0.9615 0.0385 0.9409 0.0591 0.8663 0.9284 0.9615 0.9409 0.9481 0.8974

5 0.9587 0.0413 0.9249 0.0751 0.8363 0.9109 0.9587 0.9249 0.9364 0.8675
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From these results, it can be noted that, proposed procedure offers better result of 
the other existing FRPs. The above results confirm that, the JA + MMF procedure 
is efficient in extracting the BV region from the RGB scale and Gray scale pictures. 
Hence, in future, this procedure can be used to examine the real time picture obtained 
from the eye testing centers.

FUTURE RESEARCH DIRECTIONS

In order to recognize the infection harshness and also to plan for the supplementary 
handling task, it is necessary to investigate the FRP with the help of doctors. 
Recently, most of the eye testing clinics has the ability to record digital fundus 

Figure 6. Average results obtained for the RIM-ONE dataset

Table 2. Performance metrics for RIM-ONE FRPs

Procedures Sensitivity (%) Specificity (%) Accuracy (%)

Expert 1 81.9867 97.1064 95.8758

Expert 2 87.6188 97.2064 94.7085

Expert 3 91.3886 97.1895 94.6889

Expert 4 90.4135 96.1164 95.2057

Mohamed et al. (2014) 91.38 97.03 -

JA+Kapur 93.2706 97.4927 96.2632

JA+Otsu 93.1074 96.8297 95.5917

JA+Shannon 92.8122 97.1615 95.7406
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images of retina. In order to have a pre-opinion concerning the retinal irregularity 
in medical level, it is necessary to use an appropriate image evaluation scheme to 
assess the FRPs. The aim of the research work offered in this chapter is to develop 
a Jaya Algorithm (JA) supported semi-automated image examination to scrutinize 
the irregular retinal sections. In this work, image processing system based on the 
JA assisted Kapur’s entropy and LSS is proposed to examine OD region of FRP and 
JA + MMF scheme to mine the BV from the chosen FRPs. This chapter focuses on 
extracting and analyzing the abnormal section of the retinal pictures.

Table 3. Performance metrics for DRIVE FRPs

Approaches Sensitivity (%) Specificity (%) Accuracy (%)

Frederic and Klein (2001) 69.71 93.77 89.84

Moazam et al. (2012) 71.52 97.69 94.30

Bob et al. (2010) 71.20 97.24 93.82

Perez et al. (2007) 66.00 96.12 92.20

Martinez-Perez et al. (1999) 72.46 96.55 93.44

Saleh and Ali (2011) 73.52 97.95 94.58

Sreejini and Govindan (2015) 71.32 98.66 96.33

Keerthana et al. (2017) 79.16 98.03 87.19

Proposed JA+MMF 76.38 98.57 95.26

Figure 7. Extracted BV for sample DRIVE FRP. (a) Pseudo name, (b) Test picture, 
(c) GT1, (d) GT2, (e) Mined BV using JA+MMF
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In future, this research work can be directed as follows: i) Realization of recent 

Figure 8. Mined BV for sample STARE FRP. (a) Disease condition, (b) Test picture, 
(e) Extracted BV

Figure 9. Testing of FARI picture. (a) Disease condition, (b) Test picture, (c) Extracted 
BV, (d) Complement picture
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heuristic procedures to improve the accuracy of proposed tool, ii) Enhancing the 
results of OD extraction procedures by employing other thresholding procedures, 
such as water-shed, seed-based region-growing, principle-component-analysis, and 
active-contour, iii) Implementing the well-known segmentation approaches, like 
principal component analysis to improve the picture likeness measures, iv) Extracting 
texture features of the OD/BV and implementing a suitable classifier unit for the 
automated detection and diagnose of retinal irregularities.

CONCLUSION

The anticipated practice executes an image analyzing tool for the RGB and gray scale 
Retinal-Fundus-Picture (RFP) by implementing a separate scheme for Optic-Disc and 
Blood-Vessel using Jaya Algorithm assisted tool. The first examination approach is 
created based on the JA + KE based thresholding and LSS based extraction and the 
second tool is realized with JA + MMF to extract the BV from the RGB and gray 
scale FRPs. This work considers four well known retinal image datasets, like RIM-
ONE, DRIVE, STARE and FARI. Initially, the proposed procedure is tested using 
FRPs of RIM-ONE dataset and its performance is appraised with the well known 
image quality measures existing in the literature. Later, the proposed approach is 
tested using the benchmark DRIVE, STARE and FARI dataset. The outcome of this 
experimental work confirms that, proposed scheme is very efficient in extracting 
the OD/BV from the considered FRPs with improved accuracy compared with other 
related existing procedures. Hence, in future, he proposed schemes can be used to 
inspect the real clinical retinal images.
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ABSTRACT

Malignant melanoma has caused countless deaths in recent years. Many calculation 
methods have been created for automatic melanoma detection. In this chapter, 
based on the traditional concept of shape signature and convex hull, an improved 
boundary description shape signature is developed. The convex defect-based signature 
(CDBS) proposed in this paper scans contour irregularities and is applied to skin 
lesion classification in macroscopic images. Border irregularities of skin lesions 
are the predominant criteria for ABCD (asymmetry, border, color, and diameter) to 
distinguish between melanoma and nonmelanoma. The performance of the CDBS 
is compared with popular shape descriptors: shape signature, indentation depth 
function, invariant elliptic Fourier descriptor (IEFD), and rotation invariant wavelet 
descriptor (RIWD), where the proposed descriptor shows better results. Multilayer 
perceptron neural network is used as a classifier in this work. Experimental results 
show that the proposed approach achieves significant performance with mean 
accuracy of 90.49%.
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INTRODUCTION

Skin cancer is known as one of the most usual forms of cancer in different countries 
(Oliveira et al., 2016). There are three commonly known types of skin cancers including 
basal cell carcinoma (BCC), squamous cell carcinomas (SCC), and melanoma. 
However, malignant melanoma is considered as the deadliest type of skin cancers 
and is the cause of majority of deaths (75%) related to skin cancer (Jerant et al., 
2000). The American Cancer Society estimated that there will be about 87110 new 
cases (52170 in men and 34940 in women) and about 9730 deaths (6380 in men 
and 3350 in women) related to melanoma in the United States in 2017 (“American 
Cancer Society”, 2017).

Early detection of melanoma can help dermatologists find appropriate treatment 
and survive patient (Jerant et al., 2000). The clinical methods for diagnosing skin 
lesions are established on visual examination. Several approaches were suggested 
by dermatologists, such as ABCD(E) (asymmetry, border, color, diameter, and 
evolution) (Blum et al., 2003; Nachbar et al., 1994), seven-point check list (MacKie 
& Doherty, 1991), and Menzies method (Menzies et al., 1996).

Rapidly growth of melanoma incidence rate and also possibility of misdiagnosis 
encouraged the development of computational methods for melanoma detection. 
Principal steps of computer aided diagnosis (CAD) systems for identifying skin 
lesions include image acquisition, preprocessing, segmentation, feature extraction, 
and classification (Wighton et al., 2011).

Macroscopy and dermoscopy are common non-invasive imaging techniques of 
skin lesions (Smith & MacNeil, 2011). Whereas dermoscopic images are captured by 
a proper device to provide a magnified visualization of the skin surface, macroscopic 
images are ac- quired by standard camera, a more accessible device (Engasser & 
Warshaw, 2010).

The rest of this paper is organized as follows. Section II presents the newly 
suggested descriptor, its feature set, and also a shape and textural feature set. Section 
III discusses the experimental results of the proposed feature set. Finally, Section 
IV provides the summary and conclusion.

PROPOSED METHOD

In this section, we represent our extension to the shape sig- nature and show it can be 
more helpful in describing a concave contour in comparison with the conventional 
shape signature. The new signature is created based on a known concept: convex hull. 
Hence, we firstly give the definition of conventional signature and convex hull and 
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then define the new signature. Finally, a dozen of shape and textural feature set will 
be presented to link with new signature attributes to improve melanoma prognosis.

Conventional Shape Signature

Shape signature is a common method for one-dimensional description of shape 
contour.

Shape signature is a common method for one-dimensional description of shape 
contour. For a closed contour 𝐶(𝑡) = (𝑥(𝑡), 𝑦(𝑡)): [1, 𝑇] → ℕ2, (Gonzalez & Woods, 
2008).

For example, signature curve of a melanoma lesion is depicted in Figure 1(c). 
While for an arbitrary 𝜃 melanoma lesion (Figure 1(a)) has three intersection points,
its equivalent signature curve only considers the first centroid distance. Also, shaded 
region in Figure 1(a) shows the region that is not properly de- scribed by shape 
signature.

Convex Deficiency Based Signature

The convex hull of a region is the smallest convex region containing it. Convex hull 
is a useful tool for shape description, particularly when the shape boundary includes 
significant con- cavities (Gonzalez & Woods, 2008).

As an example, Figure 1(a) demonstrates contour of a melanoma lesion and its 
convex hull. The CDBS curves of melanoma lesion is plotted in Figure 1(d). It is 
comprehended from CDBS diagram that shapes with abrupt boundaries have more 
significant peaks on their CDBS curves, and also shape with smooth boundaries tend 
to have more zero-incidence points. Therefore, concavities of non-convex contours 
can be exhibited accurately by CDBS curve is plotted in Figure 1(c).

EXPERIMENTAL RESULTS

Dataset Description

The datasets used in this paper comprise 206 macroscopic images which were 
extracted from online databases Dermatology Information System (“Dermatology 
Information System”, 2012) and DermQuest (2012). These images categorized into 
two types: malignant melanoma (119 images) and nevi or non-melanoma (87 images).
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Preprocessing

In this step, in order to preserve rotation-invariant of images, first each image was 
rotated until major axis of lesion that passes through its center was aligned with 
the horizontal axis. Then, shading attenuation model of healthy skin (Cavalcanti 
and Scharcanski, 2011) was per- formed to attenuate illumination artifacts of input 
macroscopic images. An example of applying this method on a melanoma lesion 
is illustrated in Figure 2.

Figure 1. Illustrations of shape signature and proposed CDBS curves of a melanoma 
lesion

Figure 2. Example of applying shading attenuation method. (a) Original melanoma 
image; (b) Result of applying shading attenuation method on (a).
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Classification

Classification step was evaluated by measuring average performance of the procedure 
across 10 individual trials. In each trial, 5-fold cross-validation was employed to 
randomly split samples into 5 folds. Then, training and testing phases were repeated 
5 times with different train and test subsamples to obtain classification performance. 
Therefore, each time 4 folds (80% of samples) were used for training process and 
one remaining fold (20% of samples) was used for testing process. Finally, outcomes 
of this process were computed using statistical measures accuracy, sensitivity, 
specificity, and precision, which are defined in (1) to (4).

Accuracy = (TP+TN) / (TP+FP+FN+TN) (1)

Sensitivity = (TP) / (TP+FN) (2)

Specificity = (TN) / (TN+FP) (3)

Precision = (TP) / (TP+FP) (4)

where, TP (true positive) and TN (true negative) respectively are number of correct 
melanoma and non melanoma estimations, and FP (false positive) and FN (false 
negative) respectively are number of incorrect melanoma and non-melanoma 
estimations.

RESULTS AND DISCUSSION

In experiments, Fourier descriptor (Gonzalez & Woods, 2008) is computed separately 
for the proposed CDBS and four mentioned boundary descriptors. The Fourier 
coefficients are normalized with first one. The first 20 coefficients of Fourier 
descriptor (except the first one which is always “1”) were employed for evaluation.

Also, RIWD coefficients are calculated in four levels using approximation 
coefficients of “Daubechies” wavelet, and coefficients of each level are evaluated 
separately. The first 20 coefficients of IEFD, and RIWD in the first 3 levels (except the 
first one) were utilized. Also, for the 4th level of RIWD, only the first 10 coefficients 
(except the first one) were used. Feature extraction is a part of recognition procedure, 
so its run-time can be considered as a complexity measure of the algorithm in skin 
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lesion diagnosis problem. Feature extraction run-time (FERT) is computed as time 
spent (in seconds) to compute entire features of the set for all samples. The computed 
FERTs for acquiring Fourier coefficients of the CDBS and four mentioned boundary 
descriptors are represented in the last column of Table I.

CONCLUSION

In this paper, a new boundary descriptor was introduced in order to improve the 
performance of melanoma detection. Shape signature and convex hull models were 
used to create the proposed descriptor that was called CDBS. A consistent feature 
set was designed for CDBS to describe border irregularity and shape concavity of 
skin lesions. Result analysis indicated that the proposed feature vector has robust 
features for an automatic melanoma diagnosis framework, since it has highest 
classification outcomes and less feature dimension in comparison with previous 
works on Dermatology Information System and DermQuest datasets.

Table 1. Comparision of classification results and feature extraction run-time among 
proposed cdbs in this work and common boundary descriptors (shape signature, 
indentation depth function, iefds, and riwds)

    Feature set *NOFs. *Acc. 
  (%)

  *Sen. 
  (%)

*Spe. 
  (%)

  *Pre. 
  (%)

  *FERT. 
   (sec)

     Signature (Fourier 
 descriptor) 19 55.91 63.35 45.75 61.07 16.40

  Indentation depth function 
 (Fourier descriptor) 19 36.63 40.20 31.87 45.74 31.20

    IEFDs 19 49.98 66.06 27.78 55.97 251.82

      RIWDs 
     (1st level) 19 54.31 70.91 31.67 60.91 13.77

      RIWDs 
 (2nd level) 19 55.85 70.57 35.95 60.52 13.91

      RIWDs 
 (3rd level) 19 56.21 72.29 34.19 60.30 14.11

      RIWDs 
 (4th level)   9 55.29 72.33 31.89 59.10 14.44

  Proposed CDBS 
(Fourier descriptor) 19 59.71 73.15 41.37 63.49 12.91

*NOFs: Number of features, Acc: Accuracy, Sen: Sensitivity, Spe: Specificity, Pre: Precision, FERT: Feature 
Extraction Run-Time.

Best result of each measure and lowest feature extraction run-time are marked in boldface.
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