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## Preface

Differential equations and game theory approaches have attracted a growing number of scientists, decision makers and practicing researchers in recent years. They are used for solving complex problems in real-world applications of economics, biology, neuroscience, medicine and engineering.

Differential equations play a key role to understand the real-world problems. Therefore, the theory of differential equations has been studied by many authors in recent years. The obtained results help us to solve several problems in applied fields of science such as mathematical biology, neural networks, economics, mechanics, physics, medicine and differential game theory. As a result, it is very important to stimulate more studies on this area.

Game theory serves as a new core perspective of the compendium and text book. It deals with multi-person decision making, in which each decision maker tries to maximize own utility. In such situations, decisions regarding whether (or not) to cooperate within the grand coalition rely on estimations of individual benefits/ costs gains importance. Game theory is a mathematical theory dealing with the modeling and the analysis of conflict and cooperation and has broad applicability in Operational Research, economy, modern finance, climate negotiations and policy, environmental management and pollution control, etc.

With this book the editors aim as follows:

- to offer a compendium for all researchers who will become able to familiarize with the emerging research subjects that are of common practical and methodological interest for representatives of engineering, economics and biology,
- to provide a dictionary and encyclopedia that will enable scientists and practitioners to quickly access the key notions of their domains and, via suitable methods and references, to advance ahead and to branch further on the way to handle their own and their institutions' problems and challenges,
- to create an atmosphere in which young researchers can grow when reading the book and develop further towards becoming recognized experiments,
- and initiate a momentum of excitement and encouragement on the way of preparing this book and of reading it later on, that will strongly support interdisciplinary science, the solution of striking real-world problems and a creative and fruitful collaboration between experts from all over the world,
- to further introduce IGI as a premium publisher in new regions and as a Center of Excellence.

This book provides an excellent reference to graduate, postgraduate students, decision makers and researchers in private sectors, universities, and industries in the field of various sciences, engineering and management such as mathematics/applied mathematics, game theory, biology, neuroscience, computer science, economics and finance wherever one wants to model their uncertain practical and real-life problems. This book aims to become significant and to become very fruitful for humankind.

The book is organized into 11 chapters, prepared by experts and scholars from all over the world. A brief description of each of the contents of the chapters is given as follows:

Chapter 1: This chapter defines an operation reckoned with closeness property for a nonempty set. Then the authors define the partial group as a generalization of a group. The operation effects and changes the properties of group axioms. So that lots of group theoretic theorems and conclusions do not work in partial groups. Thus, this description gives some fundamental and important properties from group theory. Also some differences from group theory are given.

Chapter 2: In this chapter, the authors study the exponential rational function method to find new exact solutions for the time-fractional fifth-order SawadaKotera equation, the space-time fractional Whitham-Broer-Kaup equations and the space-time fractional generalized Hirota-Satsuma coupled KdV equations. These fractional differential equations are converted into ordinary differential equations by using the fractional complex transform. The fractional derivatives are defined in the sense of Jumarie's modified Riemann-Liouville method. The proposed method is direct and effective for solving different kinds of nonlinear fractional equations in mathematical physics.

Chapter 3: This chapter explores an economy where entrepreneurs choose their financial reporting quality considering incentives imposed by the society, and rent-seeking auditors may manipulate their reports to extract gains in the expense of public interest. The analysis captures the dynamics of strategy changes among different actors, by introducing a population game framework. The steady-state equilibrium analysis shows that there is a pure state and mixed states whose stability is affected by policy parameters such as subsidies, taxes, competitive auditor fee and rate of adjustment of different behavioral dynamics. It appears that corruption in auditing sector and poor quality in financial reporting may arise as a temporally persistent outcome.

## Preface

Chapter 4: This chapter gives the Berezin number inequalities for an invertible operator and some other related results are. Also, some inequalities of the slater type for convex functions of self adjoint operators in reproducing kernel Hilbert spaces are obtained and related results are examined.

Chapter 5: In this chapter, the features of a continuous time GARCH(COGARCH) process is discussed since the process can be applied as an explicit solution for the stochastic differential equation which is defined for the volatility of unequally spaced time series. COGARCH process driven by a Lévy process, which is an analogue of discrete time GARCH process and is further generalized to solutions of Lévy driven stochastic differential equations. The Compound Poisson and Variance Gamma processes are defined and used to derive the increments for the COGARCH process. Although there are various parameter estimation methods introduced for COGARCH this study is focused on two methods: Pseudo Maximum Likelihood Method and General Methods of Moments. Furthermore, an example is given to illustrate the findings.

Chapter 6: The authors extend transportation situations underuncertainty by using grey numbers. Further, building models for grey game problems on transportation situations; proposing the ideas of grey solutions and their corresponding structures are given. In the sequel, cooperative grey games and grey solutions are introduced. The grey Shapley value and the grey core of the modeled game arising from transportation situations are handled. Moreover, the nonemptiness of the grey core for the transportation grey games, and some results on the relationship between the grey core are proven.

Chapter 7: This chapter is concerned with the orthogonality property of the discrete q -Hermite I polynomials. Moreover, the orthogonality relation for the k-th order q-derivatives of the discrete q-Hermite I polynomials is obtained. Finally, it is shown that, under a suitable transformation, these relations give the corresponding relations for the Hermite polynomials in the limiting case as q goes to 1 .

Chapter 8: The objective of this chapter is to investigate a boundary value problem for the second order differential equation with two boundary conditions. It is proved that the system of eigenfunctions and associated eigenfunctions is complete in the space and using elementary asymptotical methods asymptotic formulas for the eigenvalues are obtained.

Chapter 9: In this chapter, the authors consider a nonlinear epidemic equation by modeling it with generalized piecewise constant argument (GPCA). The authors investigate invariance region for the considered model. Sufficient conditions guaranteeing the existence and uniqueness of the solutions of the model are given by creating integral equations. An important auxiliary result giving a relation between the values of the unknown function solutions at the deviation argument and at any time t is indicated. By using Lyapunov-Razumikhin method for the differential
equations with generalized piecewise constant argument (EPCAG), the stability of the trivial equilibrium is investigated in addition to the stability examination of the positive equilibrium transformed into the trivial equilibrium. Then, sufficient conditions for the uniform stability and the uniform asymptotic stability of trivial equilibrium and the positive equilibrium are given.

Chapter 10: This chapter aims to study the singular Hahn-Dirac system. In the sequel, the existence of a spectral function for this system is proved. Further, a Parseval equality and an expansion formula in eigenfunctions are proved in terms of the spectral function.

Chapter 11: This chapter proposes a nonlinear epidemic model by developing it with generalized piecewise constant argument (GPCA). The authors investigate invariance region for the considered model. For the model taken into consideration, they obtain a useful inequality concerning relation between the values of the solutions at the deviating argument and at any time for the epidemic model. The authors reach sufficient conditions for the existence and uniqueness of the solutions. Then, based on Lyapunov-Razumikhin method for the differential equations with generalized piecewise constant argument (EPCAG), sufficient conditions for the stability of the trivial equilibrium and the positive equilibrium are investigated. Thus, the theoretical results concerning the uniform stability of the equilibriums are given.

This book will be an excellent reference for the global research scholars across the planet in the research areas on application of differential equations and game theory. Firstly, we would like to sincerely thank all the authors for their marvelous contribution to the book in submitting their valuable book chapters. Secondly, thanks to all the referees for their valuable time and great effort in reviewing all the book chapters. Lastly but not least, we also thank to the editors for their strong support and motivation in making this book publication very successful.

Sirma Zeynep Alparslan-Gök

Süleyman Demirel University, Turkey

Duygu Aruğaslan-Çinçin<br>Süleyman Demirel University, Turkey

# Chapter 1 <br> A Generalization of Groups: Partial Groups 

Zekiye Çiloğlu Şahin<br>Süleyman Demirel University, Turkey<br>Yılmaz Çeven<br>(iD) https://orcid.org/0000-0002-2968-1546<br>Süleyman Demirel University, Turkey


#### Abstract

For a nonempty set $G$, the authors define an operation * reckoned with closeness property (i.e., * is an operation which is not a binary operation). Then they define the partial group as a generalisation of a group. A partial group $G$ which is a non empty set satisfies following conditions hold for all $a, b$ and $c \in d:(P G 1)$ If $a b,(a b) c$, $b c$ and $a(b c)$ is defined, then, $(a b) c=a(b c)(P G 2)$. For every, $a \in G$ there exists an $e \in G$ such that ae and ea are defined and, $a e=e a=a(P G 3)$. For every, $a \in G$ there exists an $a \in G$ such that aa and aa are defined and $a a=a a=e$. The *operation effects and changes the properties of group axioms. So that lots of group theoretic theorems and conclusions do not work in partial groups. Thus, this description gives us some fundemental and important properties and analogous to group theory. Also the authors have some differences from group theory.


## INTRODUCTION

Groupoid is an algebraic structure which is first introduced by Brandt in "Über eine Verallgemeinerung des Gruppengriffes". The definition of a groupoid is given as the following:

Let $G$ be a nonempty set. A binary operation on $G$ is a mapping from $G \times G$ to $G$. If $*$ is a binary operation on $G$, then it is known that $a^{*} b \in G$ for all $a, b \in G .(*(a, b)$ is denoted by $a^{*} b$ ).

A partially defined binary operation on $G$ is a function from $D$ to $G$ i.e. $*: D \rightarrow G$, where $D$ is a subset of $G \times G$.

If an operation * is a partially defined binary operation on $G$, then $a^{*} b$ is undefined or $a^{*} b$ is not contained in $G$ for some $a, b \in G$.

A semigroupoid (which is also called as partial semigroup by Bergelson V., Blass A. and Hindman N., in "Partition theorems for spaces of variable words") is a nonempty set $G$ equipped with a partially defined binary operation * on $G$ and this operation is associative in the following sense:

If either $\left(a^{*} b\right)^{*} c$ or $a^{*}\left(b^{*} c\right)$ is defined, then so is the other and $(a * b) * c=a *(b * c)$.

Let $\left(G,{ }^{*}\right)$ is a semigroupoid. Then $G$ is called a groupoid if it satisfies the following conditions:

1. For each $a$ in $G$, there are left and right identity elements $e_{r}$ and $e_{l}$ such that $e_{l} * a=a=a * e_{r}$,
2. Each $a$ in $G$ has an inverse $a^{-1}$ for which $a a^{-1}=e_{l}$ and $a^{-1} a=e_{r}$.

An algebraic structure called as an effect algebra, has recently been introduced for investigations in the foundations of quantum mechanics by Foulis D., and Bennett M. K., in the paper "Effect algebras and unsharp quantum logics".

Moreover, effect algebras play a fundamental role in recent investigations of fuzzy probability theory. The connection between effect algebras and probablity theory can be found in "Fundamentals of fuzzy probability theory" by Bugajski S.

The definition of an effect algebra is given as the following:
An effect algebra is an algebraic system $\left(E, 0,1,{ }^{*}\right)$ where 0,1 are distinct elements of $E$ and $*$ is a partially defined binary operation on $E$ that satisfies the following conditions for all $a, b$ and $c \in E$ :
(E1): If $a^{*} b$ is defined then $b^{*} a$ is defined and $a^{*} b=b^{*} a$,
(E2): If $a^{*} b$ and $\left(a^{*} b\right)^{*} c$ are defined, then $b^{*} c$ and $a^{*}\left(b^{*} c\right)$ are defined and $a *(b * c)=(a * b) * c$,
(E3): For every $a \in E$, there exists a unique $a^{\prime} \in E$ such that $a * a^{\prime}$ is defined and $a * a^{\prime}=1$,
( $E 4$ ): If $a^{*} 1$ is defined, then $a=0$.

This study occured by inspiration of the definitions of effect algebra and groupoid. In this paper, we introduced the notion named partial group as a generalization of definition of group. We also defined the notions of partial subgroup, cyclic partial subgroup and partial group homomorphism and obtained some fundamental properties.

## PARTIAL GROUPS

In the following we will define the partial group. For brevity, if $a^{*} b \in G$ for any $a, b \in G, a^{*} b$ will be written as $a b$.

Definition 2.1: Let $G$ be a nonempty set. $G$ is called a partial group if the following conditions hold for all $a, b$ and $c \in G$ :
(PG1): If $a b,(a b) c, b c$ and $a(b c)$ is defined, then $(a b) c=a(b c)$,
(PG2): For every $a \in G$, there exists an $e \in G$ such that $a e$ and $e a$ are defined and $a e=e a=a$,
(PG3): For every $a \in G$, there exists an $a^{\prime} \in G$ such that $a a^{\prime}$ and $a^{\prime} a$ are defined and $a a^{\prime}=a^{\prime} a=e$.

The element $e \in G$ satisfies (PG2) in Definition 2.1 is called identity element of $G$ and the element $a^{\prime} \in G$ satisfies (PG3) in Definition 2.1 is called the inverse of $a$ and denoted by $a^{-1}$, in generally.

If the non empty set $G$ satisfies only the axiom (PG1) then it is called semi partial group. Note that semi partial group differs from partial semigroup.

A partial group $G$ is said to be abelian or commutative if $a b=b a$ for all $a, b \in G$ such that $a b$ and $b a$ are defined.

Proposition 2.2 Let $G$ be a semi partial group. Then $G$ is a partial group if and only if the following conditions hold:

1. There exists an element $e \in G$ such that $e a$ and $a e$ are exist and $e a=a e=a$.
2. For each $a \in G$, there exists an element $a^{-1} \in G$ such that $a^{-1} a$ and $a a^{-1}$ are defined and $a^{-1} a=a a^{-1}=e$.
Proof. The proof of proposition can be done straight forward from the definition of partial group and semi partial group.
Remark 2.3. Note that the definition of associativity is different from the definitons in effect algebra and groupoid.
Proposition 2.4. Every group is a partial group. Conversely it is not true. A partial group which is closed under its operation is a group.
Proof. It is clear by Definition 2.1.

Remark 2.5. In the above descriptions some concepts on group theory and partial groups have similarity. But if we want to give some counter descriptions we can look at Generalized Associative Law and Generalized Commutative Law. These properties give us some important results for group theory. But for partial groups these results do not work in general. Let remind these two law and think about why they do not work on partial groups:

Generalized Associative Law: If $G$ is a semigroup and $a_{1}, a_{2}, \ldots, a_{n} \in G$ then any two meaningful products of $a_{1}, a_{2}, \ldots, a_{n}$ in this order are equal.

But in partial groups this law is not valid, because of the * operation is not closed and associativity property differs from group theory.

Similarly, we can state the following theorem:
Generalized Commutative Law: If $G$ is a commutative semigroup and $a_{1}, a_{2}, \ldots$ ,$a_{n} \in G$, then for any permutation $i_{1}, i_{2}, \ldots, i_{n}$ of $1,2, \ldots, n$
$a_{1} a_{2} \ldots a_{n}=a_{i_{1}} a_{i_{2}} \ldots a_{i_{n}}$.

But unfortunately, this is not possible in commutative partial groups too. These explanations states that; partial group structure is weaker than group structure. In the following some examples are given for partial groups:

Example 2.6. Let $G=\{0, \mp 1, \ldots, \mp n\}$ where $n \in \mathbb{Z}^{+}$and + be known addition operation on $\mathbb{Z}$. Then it is easily seen that $G$ is a partial group but it is not a group.
Example 2.7. Let $G=\mathbb{Z}^{*} \cup\left\{\left.\frac{1}{n} \right\rvert\, n \in \mathbb{Z}^{*}\right\}$ where $\mathbb{Z}^{*}=\mathbb{Z}-\{0\}$. Then it is easily seen that $G$ is a partial group but it is not a group by the known multiplication on $\mathbb{R}$.
Example 2.8. Let $G=[-r, r]$ where $\mathbb{R}^{+}$and + be known addition operation on $\mathbb{R}^{+}$. Then it is easily seen that $G$ is a partial group but is not a group.
Example 2.9. The set $G=\left\{1,-1, i,-i, 2 i, \frac{-i}{2}\right\}$, where $i$ is a complex number with the multiplication operation on $\mathbb{C}$ is a partial group.
Proposition 2.10. Let $G$ be a partial group. Then the following conditions are hold:

1. The identity element $e$ is unique,
2. For each $a \in G, a^{-1}$ unique,
3. For each $a \in G,\left(a^{-1}\right)^{-1}=a$,
4. İf $a b(a b) b^{-1}, b^{-1} a^{-1},(a b) b^{-1} a^{-1}, a^{-1}(a b)$ and $b^{-1} a^{-1}(a b)$ are defined, then $(a b)^{-1}=b^{-1} a^{-1}$,
5. İf $a b, a c, a^{-1}(a b)$ and $a^{-1}(a c)$ are defined and $a b=a c$, then $b=c$,
6. İf $a b=a c, b a, c a,(b a) a^{-1}$ and $(c a) a^{-1}$ are defined and $b a=c a$ then $b=c$.

## Proof.

1. Suppose $G$ has two identity elements such as $e_{1}, e_{2}$. Then by the definition of identity element $e_{1}, e_{2}, e_{2}, e_{1}$ are defined and $e_{1}, e_{2}=e_{2}, e_{1}=e_{1}=e_{2}$ Thus the identity element $e$ is unique.
2. Similar to the proof of (i).
3. This comes from the axiom (PG3).
4. Since $a b,(a b) b^{-1}$ are defined and from (PG3), $b b^{-1}$ is defined then by (PG1) we have $(a b) b^{-1}=a\left(b b^{-1}\right)=a e=a$. In this case, since $b^{-1} a^{-1}$ and $(a b) b^{-1} a^{-1}$ are defined, we get $e=a a^{-1}=\left((a b) b^{-1}\right) a^{-1}=(a b)\left(b^{-1} a^{-1}\right)$. Similarly, we get $a^{-1}(a b)=\left(a^{-1} a\right) b=e b=b$. Then we obtain
$e=b^{-1} b=\left(b^{-1}(a b)\right)=e=b^{-1} b=b^{-1}\left(a^{-1}(a b)\right)=\left(b^{-1} a^{-1}\right)(a b)$

Hence $(a b)^{-1}=b^{-1} a^{-1}$.
5. Let $a b=a c$. Then we have $a^{-1}(a b)=a^{-1}(a c)$. Hence we get $\left(a^{-1} a\right) b=\left(a^{-1} a\right) c$ that is $b=c$.
6. Similar to the prof of (v).

Theorem 2.11. Let $G$ is a partial group and $a, b \in G$. Then the following conditions are valid:

1. If $a^{-1} b$ and $a\left(a^{-1} b\right)$ are defined then the equation $a x=b$ has a unique solution $x$ and $x=a^{-1} b$.
2. If $b a^{-1}$ and $\left(b a^{-1}\right) a$ are defined then the equation $y a=b$ has a unique solution $y$ and $y=b a^{-1}$.
Proof. The proof of the theorem comes from the Proposition 2.10.(v).
Example 2.12. For the partial group in Example 2.7. the equations $4 x=2$ and $(1 / 3) x=5$ have solutions but the equation $4 x=3$ has not got any solution in $G$.
Lemma 2.13. Let $G$ and $H$ be two partial groups. Then the Cartesian product of $G$ and $H$ which is defined as
$G \times H=\{(g, h) \mid g \in G, \mathrm{~h} \in H\}$
is also a partial group.
Proof. Let the operation * on $G \times H$ defined as
$\left(g_{1}, h_{1}\right) *\left(g_{2}, h_{2}\right)=\left(g_{1} g_{2}, h_{1} h_{2}\right)$.

Then we need to show that the axioms of partial group are satisfied:
(PG1): If $x y,(x y) z$ and $x(y z)$ is defined on $G \times H$ then we need to show $(x y) z=x(y z)$.
Let $x=\left(g_{1}, h_{1}\right), y=\left(g_{2}, h_{2}\right)$ and $z=\left(g_{3}, h_{3}\right)$. Since $x y$ is defined then $x y=\left(g_{1} g_{2}, h_{1} h_{2}\right)$ is defined. This means that $g_{1} g_{2}$ and $h_{1} h_{2}$ is defined. Similarly, since (xy)z and $x(y z)$ is defined on $G \times H$ we obtain $\left(g_{1} g_{2}\right) g_{3},\left(h_{1} h_{2}\right) h_{3}$ and $g_{1}\left(g_{2} g_{3}\right), h_{1}\left(h_{2} h_{3}\right)$ are defined. Since $G$ and $H$ are partial groups we handle that $(x y) z=x(y z)$.
(PG2): For each $(g, h) \in G \times H$, let $\left(e_{G}, e_{H}\right) \in G \times H$ is candidate for the identity element of $G \times H$. Since $G$ and $H$ are partial groups $e_{G}$ and $e_{H}$ are identity elements of $G$ and $H$. So that the equality $(g, h)\left(e_{G}, e_{H}\right)=(g, h)=\left(e_{G} g, e_{H} g\right)$ holds.
(PG3): For every $(g, h) \in G \times H$ let $\left(g^{-1}, h^{-1}\right) \in G \times H$ candidate for the inverse element of $G \times H$. Since $G$ and $H$ are partial groups $g^{-1}$ and $h^{-1}$ are inverse elements of $g$ and $h$ in $G, H$. So that the equality $(g, h)\left(g^{-1}, h^{-1}\right)=\left(e_{G}, e_{H}\right)=\left(g^{-1}, h^{-1}\right)(g, h)$

Definition 2.14. Let $G$ be a partial group and $a_{1}, a_{2}, \ldots, a_{n} \in G$. If $a_{1} a_{2}$ and $\left(a_{1} a_{2}\right) a_{3}$ are defined then we can define
$\prod_{i=1}^{3} a_{i}=\left(a_{1} a_{2}\right) a_{3}$.

By recursion for $n \geq 4$, if $\prod_{i=1}^{n-1} a_{i}$ and $\left(\prod_{i=1}^{n-1} a_{i}\right) a_{n}$ are defined then we can define $\prod_{i=1}^{n} a_{i}=\left(\prod_{i=1}^{n-1} a_{i}\right) a_{n}$.

Specially, for any $a \in G$, we can define $a^{0}=e, a^{1}=a$. For $n \geq 2$ if $\prod_{i=1}^{n-1} a$ and $\left(\prod_{i=1}^{n-1} a\right) a$ are defined then we can define $a^{n}=\left(\prod_{i=1}^{n-1} a\right) a$ for $a \in G, a^{-1} \in G$. If $\left(a^{-1}\right)^{n}$ is defined then we define $\left(a^{-1}\right)^{n}=a^{-n}$. Also,

Remark 2.15. In a partial group, we defined $a^{n}$ as $a^{n}=\left(\prod_{i=1}^{n-1} a\right) a$ for $n \geq 2$. Note that in generally, in a partial group, $a^{n}=\left(\prod_{i=1}^{n-1} a\right) a$ can not be equal to $a^{n}=a\left(\prod_{i=1}^{n-1} a\right)$ as we can see in the following example for a partial group.
Example 2.16. Let $G=\{e, a, b, c\} \subset S=\{e, a, b, c, d\}$ and " $\cdot$ " be a partial defined operation on $G$ as the following table:

| $\cdot$ | $e$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a$ | $b$ | $c$ |
| $a$ | $a$ | $b$ | $c$ | $e$ |
| $b$ | $b$ | $c$ | $e$ | $a$ |
| $c$ | $c$ | $e$ | $d$ | $b$ |

Note that $c . b$ is undefined. Then $G$ is not a group but it is a partial group. We can see that $c^{2} \cdot c=b \cdot c=a$ and $c \cdot c^{2}=c \cdot b=d$. So that $c^{2} \cdot c \neq c \cdot c^{2}$.

Corollary 2.17. Let $G$ be a partial group and $n, i, j$ and $k$ be nonnegative integers. Then the following statements are satisfied with;
(i) if $a^{n}$ is defined, then $a^{k}$ is defined for all $k \leq n$,
(ii) if for $2 \leq i+j \leq n, a^{i} a^{j}$ is defined, $a^{i} a^{j}=a^{i+j}$..

Definition 2.18. Let $G$ be a partial group, $m \in Z^{+}$and $a \in G$. If $a^{m}$ is defined and $m$ is the least integer such that $a^{m}=e$, the number $m$ is called the order of $a$. In this case it is called that $a$ has finite order. If there does not exist an $m \in Z^{+}$such that $a^{m}=e$ (if only $a^{0}=e$ ), then it is called that $a$ has infinite order. The order of $a$ is denoted by lal.
Example 2.19. For the partial group in Example 2.9., $|i|=4,|2 i|=\infty$.
Definition 2.20. Let $G$ be a partial group.

$$
Z(G)=\{x \in G \mid \text { If } a x \text { and } x a \text { are defined for all } a \in A \text { and } a x=x a\}
$$

is called the center of $G$.
Remark 2.21. A partial group is centerless if $Z(G)$ is trivial, i.e., it consists of only the identity element. If $G$ is commutative then $G=Z(G)$.

Definition 2.22. Let $G$ be a partial group and $H$ be a nonempty subset of $G$. If $H$ is a partial group with the operation on $G$ then $H$ is called a partial subgroup of $G$.
Example 2.23. Let $G$ be the partial group in Example 2.6. and $H=\{0, \mp 1, \ldots, \mp k\}$ where $0 \leq k \leq n$ and $k \in Z$. Then $H$ is a partial subgroup of $G$.
Theorem 2.24. Let $G$ be a partial group and $H$ be a nonempty subset of $G$. Then $H$ is a partial subgroup of $G$ if and only if the following conditions are hold with;
(i) $e \in H$,
(ii) $a^{-1} \in H$ for all $a \in H$.

Proof. The proof of the theorem is straightforward by definition.
Proposition 2.25. The center $Z(G)$ of a partial group $G$ is a partial subgroup of $G$. Proof. We need to show that;

1. Is $e \in G$ contained in $Z(G)$ ?

Since $e$ is an identity element of the partial group $G$ by $(P G 2)$ for all $a \in G, a e=e a$. Then $e$ is contained in $Z(G)$.
2. If $x \in Z(G)$, we need to show that $x^{-1} \in Z(G)$.

Since $x \in Z(G)$, for all $a$ in $G, a x$ and $x a$ are defined and $a x=x a$. At the same time $x x^{-1}=x^{-1} x=e \in Z(G)$, sc. $x x^{-1}, x^{-1} x \in Z(G)$. Then for all $a \in G$

$$
\begin{aligned}
a x^{-1} & =(e a) x^{-1} \\
& =\left(\left(x x^{-1}\right) a\right) x^{-1} \\
& =\left(x\left(x^{-1} a\right)\right) x^{-1} \\
& =\underset{x \in \mathbb{Z}(G)}{=}\left(\left(x^{-1} a\right) x\right) x^{-1} \\
& =\left(x^{-1} a\right)\left(x x^{-1}\right) \\
& =\left(x^{-1} a\right) e \\
& =x^{-1} a
\end{aligned}
$$

and so that $x^{-1} \in Z(G)$. This completes the proof.

Example 2.26. Let $G$ be a partial group, $A$ and $B$ be partial subgroups of $G$. Then the sets $A \cap B$ and $A \cup B$ are partial subgroups of $G$. In generally, if $\left\{H_{i}: i \in I\right\}$ is a family of partial subgroups of $G$ which are finite or infinite, then the sets $\widehat{i \in I}, H_{i}$ and $\underset{i \in I}{\cup} H_{i}$ are partial subgroups of $G$.

Let $G$ be a partial group and $a \in G$. The smallest partial subgroup which contains $a$ is $\left\{e, a, a^{-1}\right\}$. Assume that $X$ be a subset of $G$. Then the smallest partial subgroup of $G$ contains $X$ is the set $X \cup X^{-1} \cup\{e\}$ where the set $X^{-1}$ is the set of inverses of elements of the set $X$.

Example 2.27. For the partial group $G=\left\{1,-1, i,-i, 2 i,-\frac{i}{2}\right\}$ in Example 2.9, the smallest partial subgroup contains $i$ is given by $\{1, i,-i\}$. The smallest partial subgroup contains $\{-1, i\}$ is defined by $\{1,-1, i,-i\}$.

Let $G$ be a partial group and let $a$ be an element of $G$ such that the elements $a^{k}$ for all $k \in Z$ are defined. Assume taht the set is denoted by $\left\{a^{k}: k \in Z\right\}=\langle a\rangle$. It is clear that the set $\langle a\rangle$ is a partial subgroup of $G$. The partial subgroup $\langle a\rangle$ of G is called the cyclic partial subgroup generated by $a$. If there exists an element $a$ in $G$ such that $\langle a\rangle=G$, then $G$ is called a cyclic partial group.

Example 2.28. For the partial group in Example 2.7., the set $\langle 2\rangle=\left\{2^{k}: k \in Z\right\}$ is a cyclic partial subgroup of $G$.
Example 2.29. In the partial group in Example 2.17, since $\langle a\rangle=G, G$ is a cyclic partial group.
Remark 2.30. All partial subgroups of a cyclic partial group can not be cyclic. For example, in Example 2.17, the partial subgroup $H=\{e, a, c\}$ is not cyclic partial subgroup.

Up to this part we gave some partial subgroup examples and explained some related structures. At this point we thought about Lagrange's theorem which is not valid for partial groups. Let us remind Lagrange's theorem in group theory:

Lagrange's Theorem: If $H$ is a subgroup of a group $G$ then $|G|=[G: H] .|H|$. In particular, if $G$ is finite the order of subgroup of $G$ divides the order of $G$.

But in partial groups, let consider the example 2.6: We can say that the subset

$$
S=\{0, \pm 1, \pm 2, \pm 3, \pm 4, \pm 5\} \subseteq G=\{0, \pm 1, \pm 2, \ldots, \pm n\}
$$

is also a partial subgroup of $G$. The subset $S$ consists of 11 elements and the set $G$ consists of $2 n+1$ elements. But the division algorithm in Lagrange's theorem does not work in general except specific numbers. So that Lagrange's theorem is not valid for partial groups under these assumptions.

Definition 2.31. Let $G$ and $H$ be partial groups. A function $\phi: G \rightarrow H$ is called a partial group homomorphism if for all $a, b \in G$ such that $a b$ is defined in $G, \phi(a) \phi(b)$ is defined in $H$ and $\phi(a b)=\phi(a) \phi(b)$.

If $\phi$ is injective as a map of sets, $\phi$ is said to be a monomorphism. If $\phi$ is surjective, $\phi$ is called an epimorphism. If $\phi$ is bijective, $\phi$ is called by an isomorphism. In this case $G$ and $H$ are said to be isomorphic and written as $G \cong \mathrm{H}$.

Example 2.32. Let $G$ be partial group in Example 2.7. The map $f: G \rightarrow G$ f given by $x \mapsto \frac{1}{x}$ is an isomorphism. But the map given by $x \mapsto x^{2}$ is a homomorphism, it is not an isomorphism.
Definition 2.33. Let $G$ and $G$ be partial groups and $\phi: G \rightarrow H$ be a partial group homomorphism. Then,

1. $\operatorname{Ker}(\phi)=\left\{g \in G \mid \phi(g)=e_{H}\right\}$ is called the kernel of $\phi$.
2. If $\varnothing \neq A \subseteq G$ then the set $\phi(A)=\{\phi(g) \mid g \in A\}$ is called the image of $A$ under $\phi$ and $\phi(G)$ is the image of $\phi$.
3. If $\varnothing \neq B \subseteq H$ then the set $\phi^{-1}(B)=\{g \in G \mid \phi(g) \in B\}$ is called the preimage of $B$.
Proposition 2.34. Let $G$ and $H$ be partial groups and $\varphi: G \rightarrow H$ be a homomorphism of partial groups. Then the following conditions are satisfied:
4. If $A$ is a partial subgroup of $G$, then $\varphi(A)$ is a partial subgroup of $H$.
5. If $B$ is a partial subgroup of $H$, then $\varphi^{-1}(B)$ is a partial subgroup of G.
6. $\operatorname{Ker}(\varphi)$ is a partial subgroup of $G$.

Proof. Since $A$ is a partial subgroup of $G$, then $e_{G} \in A$. Using $\varphi$ is a homomorphism $\varphi\left(e_{G}\right) \in \varphi(A)$, and we obtain $e_{H}=\varphi\left(e_{G}\right) \in \varphi(A)$. After that let us show if $x \in \varphi(A)$ whether or not $x^{-1} \in \varphi(A)$. If $x \in \varphi(A)$ then there exists an element $a$ in $A$ such that $x=\varphi(A)$ and then since $A$ is partial subgroup of $G$, when $a \in A$, also $a^{-1} \in A$. Since $\varphi$ is a homomorphism we get $\varphi\left(a^{-1}\right) \in \varphi(A)$. We know from the definition of partial group that $a a^{-1}$ and $a^{-1} a$ are defined. Then the following equality

$$
e_{H}=\varphi\left(e_{G}\right)=\varphi\left(a a^{-1}\right)=\varphi\left(a^{-1} a\right)=\varphi(a) \varphi\left(a^{-1}\right)=\varphi\left(a^{-1}\right) \varphi(a)
$$

is valid. So that $\varphi\left(a^{-1}\right)=\varphi(a)^{-1}$ and $x^{-1} \in \varphi(A)$.
Proofs of axioms (ii) and (iii) are held in similar a way of the proof of (i).

## A Generalization of Groups

## CONCLUSION

In this paper, we introduced a notion named partial groups using a nonempty set and an operation which is not a binary operation on this set as a generalization of group theory. We also defined the notions of partial subgroup, cyclic partial group, cyclic partial subgroup and partial group homomorphism. We also obtained some fundamental properties about these notions. This work is an entry to a new concept and applicable to applied mathematics, such as fuzzy theory, probabilistic theory. We will continue to consider the properties of partial group and then introduce partial ring in the future work. Also, by reviewrs request we can prepare a new section as a second chapter of this partial groups such as partial free groups, partial quotient groups, isomorphism theories in partial groups, etc... by considering different properties and structers of groups.
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#### Abstract

In this chapter, the authors study the exponential rational function method to find new exact solutions for the time-fractional fifth-order Sawada-Kotera equation, the space-time fractional Whitham-Broer-Kaup equations, and the space-time fractional generalized Hirota-Satsuma coupled KdV equations. These fractional differential equations are converted into ordinary differential equations by using the fractional complex transform. The fractional derivatives are defined in the sense of Jumarie's modified Riemann-Liouville. The proposed method is direct and effective for solving different kind of nonlinear fractional equations in mathematical physics.


## INTRODUCTION

Fractional calculus deals with the derivatives and integrals of any real or complex order (Greenberg, 1978; Podlubny, 1999; Hilfer, 2000). This type of calculus was initiated and developed by many great scientists like Leibniz, L'Hospital, Euler, Bernoulli, Riemann, Liouville, and many others (Kilbas, Srivastava, \& Trujillo, 2006). Many researchers have been working to develop the fractional calculus and make use of its applicability to various areas of mathematics, physics and engineering. It has been found that fractional calculus can be extensively used for many physical phenomena as a strong and effective tool to describe mathematical modeling (Caputo, \& Fabrizio, 2015; Erbe, Goodrich, Jia, \& Peterson, 2016).

In recent years, fractional differential equations (FDEs) have been popular among the researchers and gained much attention. FDEs are generalization of classical differential equations of integer order. They are widely used to describe various complex phenomena such as in fluid flow, control theory, signal processing, systems identification, viscoelasticity, acoustic waves etc. The exact solutions of nonlinear fractional differential equations by using various different methods have been investigated by many researchers. Many useful method for finding exact solutions of FDEs have been proposed. Such as the tanh-function expansion method (Fan, 2000), the Jacobi elliptic function expansion (Liu, Fu, Liu, \& Zhao, 2001), the homogeneous balance method (Wang, 1995; Wang, 1996; Wang, Zhou, \&Li, 1996), the trial function method (Kudryashov, 1990), the exponential function method (He \& Wu, 2006), the ( $G^{\prime} / G$ )-expansion method (Zhang, Tong, \& Wang, 2008), the sub-ODE method (Zhang, Wang, \& Li, 2006; Wang, Li, \& Zhang, 2007), Adomian decomposition method (El-Sayed \& Gaber, 2006; El-Sayed, Behiry, \& Raslan, 2010), the homotopy analysis method (Arafa, Rida, \& Mohamed, 2011), the differential transformation method (Odibat \& Momani, 2008), the fractional subequation method (S. Zhang \& H. Q. Zhang, 2011; Guo, Mei, Li, \& Sun, 2012; Lu, 2012) and so on.

There are several types of fractional derivatives, among the popular of them are given in the following sections.

## Riemann-Liouville Fractional Derivatives

The Riemann-Liouville fractional integration operator is defined as

$$
I^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t}(t-\xi)^{\alpha-1} f(\xi) d \xi
$$

where $a>0, t>\alpha, a, t, \alpha \in R$ (Gorenflo \& Mainardi, 2000). The Riemann-Liouville fractional differential operator is defined as
$D^{\alpha} f(t)=\left\{\begin{array}{cl}\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{a}^{t} \frac{f(\xi)}{(t-\xi)^{\alpha+1-n}} d \xi, & n-1<\alpha<n \in N \\ \frac{d^{n}}{d t^{n}} f(t), & \alpha=n \in N\end{array}\right.$
where $a>0, t>\alpha, a, t, \alpha \in R$ (Gorenflo \& Mainardi, 2000). The well-known fractional integral is the Riemann-Liouville type which is based on the generalisation of the usual Riemann integral $\int_{a}^{x} f(t) d t$ (Jarad, Abdeljawad, \& Baleanu, 2012).

## Caputo's Fractional Derivatives

An alternative definition of the fractional derivative is the Caputo's fractional derivative, originally introduced by Caputo (Caputo, 1967) in the following form,
${ }^{C} D^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} \frac{f^{(n)}(\xi)}{(t-\xi)^{\alpha+1-n}} d \xi, \quad n-1<\alpha<n$
where $n \in N$ and $f(t)$ has $n+1$ continuous bounded derivatives in every finite interval $[a, t]$.

The main advantage of Caputo's approach is that the initial conditions for fractional differential equations with Caputo derivatives take on the same form as for integer-order differential equations. Although the Riemann-Liouville fractional integrals and derivatives contributed immensely to the development of the theory of fractional calculus, it turns out that this approach has certain disadvantages when trying to model real-world phenomena with fractional differential equations. Another difference between the Riemann-Liouville definition and the Caputo definition is that the Caputo derivative of a constant is zero, whereas in the case of a finite value of the lower terminal ' $a$ ' the Riemann-Liouville fractional derivative of a constant $C$ is not zero.

## Hadamard Fractional Derivative

Hadamard proposed a fractional power of the form $\left(x \frac{d}{d x}\right)^{\alpha}$. This fractional derivative is invariant with respect to dilation on the whole axis. The Hadamard approach to fractional integral was based on the generalisation of the $n$-th integral
$\left(J^{n} f\right)(t)=\int_{a}^{x} \frac{d t_{1}}{t_{1}} \int_{a}^{t_{1}} \frac{d t_{2}}{t_{2}} \ldots \int_{a}^{t_{n-1}} f\left(t_{n}\right) \frac{d t_{n}}{t_{n}}$.

Just like Riemann-Liouville, Hadamard derivative has its own disadvantages as well, one of which is the fact that the derivative of a constant is not equal to zero in general. The authors in (Jarad, Abdeljawad, \& Baleanu, 2012) resolved these problems by modifying the derivative into a more suitable one having physically interpretable initial conditions similar to the ones in the Caputo settings.

## Jumarie's Modified Riemann-Liouville Derivative

The Jumarie's modified Riemann-Liouville derivative of order $\alpha$ is defined as in the following:

$$
D_{t}^{a} f(t)= \begin{cases}\frac{1}{r(1-a)} \int_{0}^{t}(t-\xi)^{-a-1}[f(\xi)-f(0)] d \xi, & a<0 \\ \frac{1}{r(1-a)} \frac{d}{d t} \int_{0}^{t}(t-\xi)^{-a}[f(\xi)-f(0)] d \xi, & 0<a<1 \\ \left(f^{(n)}(t)\right)^{(a-n)}, & n \leq a<n+1, n \geq 1\end{cases}
$$

where $f(t)$ is a continuous $f: \mathbb{R} \rightarrow \mathbb{R}, t \rightarrow f(t)$ function and $\Gamma(\alpha)$ is the gamma function defined as:

$$
\Gamma(\alpha)=\lim _{n \rightarrow \infty} \frac{n^{\alpha} n!}{\alpha(\alpha+1)(\alpha+2) \ldots(\alpha+n)} .
$$

The Jumarie's modified Riemann-Liouville derivative has many interesting properties such as;

- $D_{t}^{\alpha} t^{r}=\frac{\Gamma(1+r)}{\Gamma(1+r-\alpha)} t^{r-\alpha}$,
- $D_{t}^{\alpha}(f(t) g(t))=g(t) D_{t}^{\alpha} f(t)+f(t) D_{t}^{\alpha} g(t)$
- $D_{t}^{\alpha} f(g(t))=f_{g}^{\prime}[g(t)] D_{t}^{\alpha} g(t)=D_{g}^{\alpha} f[g(t)]\left(g^{\prime}(t)\right)^{\alpha}$

The $\alpha$-order derivative of a constant is zero, and it can be applied to the functions whether are differentiable or not.

In this chapter we consider the exponential rational function method (Demiray, 2004) for solving fractional partial differential equations in the sense of modified Riemann-Liouville derivative by Jumarie (Jumarie, 2006). The rest of this chapter is organized as follows. In Section 2 , we describe the exponential rational functional method for solving fractional partial differential equations. In Section 3, we make use of this method to find new exact solutions for some space-time fractional partial differential equations and some discussions are given in the conclusion.

## DESCRIPTION OF THE EXPONANTIAL RATIONAL FUNCTION METHOD

In this section we give the description of the exponential rational functional method for solving FDEs. Suppose that a nonlinear FDEs are in the following form:

$$
\begin{equation*}
P\left(u, D_{t}^{\alpha} u, D_{x}^{\beta} u, D_{t}^{2 \alpha} u, D_{t}^{\alpha} D_{x}^{\beta} u, D_{x}^{2 \beta} u, \ldots\right)=0, \quad 0<\alpha, \quad \beta<1 \tag{1}
\end{equation*}
$$

where $u=u(x, t)$ is an unknown function and $P$ is a polynomial in $u$ and its various partial fractional derivatives. This method can be summerized in the following steps (Yusufoğlu \& Bekir, 2007).

Step 1: The fractional complex transform converts fractional differential equations into ordinary differential equations, so that all anlytical methods devoted to the advanced calculus can be easily applied fractional calculus ( $\mathrm{Li} \& \mathrm{He}$, 2010). Assign a compound variable $\xi$ with the real variables $x$ and $t$ by the following transformation:

$$
\begin{equation*}
u(x, t)=U(\xi), \quad \xi=\frac{k x^{\beta}}{\Gamma(1+\beta)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0} \tag{2}
\end{equation*}
$$

where $k$ and $s$ are arbitrary constants. The wave variable assigned in Equation 2 transforms Equation 1 into the following ordinary differential equation (ODE);
$Q\left(U, U^{\prime}, U^{\prime \prime}, U^{\prime \prime \prime}, \ldots\right)=0$
where $Q$ is a polynomial of $U$ and its various derivatives. The superscripts stand for ordinary derivatives with respect to $\xi$. Integrate Equation 3 one or more as possible and for simplicity, set the constant(s) of integration to zero.

Step 2: We express the exact solution of Equation 3 in the following form:
$U(\xi)=\sum_{n=0}^{N} \frac{a_{n}}{\left(1+e^{\xi}\right)^{n}}$
where $a_{i}(i=0,1,2, \ldots, N)$ are arbitrary constants to be determined later, such that $a_{N} \neq 0$. This formulation plays a significant and fundamental part for finding the exact solutions of mathematical problems.

Step 3: To determine the positive integer $N$, substitute Equation 4 into Equation 3 and take the homogeneous balance between the highest order derivatives and the highest order nonlinear terms. If the degree of $U(\xi)$ is $\operatorname{deg}[U(\xi)]=N$, then, the degree of the other expressions will be as follows:

$$
\operatorname{deg}\left[\frac{d^{m} U(\xi)}{d \xi^{m}}\right]=N+m, \quad \operatorname{deg}\left[U^{m}\left(\frac{d^{l} U(\xi)}{d \xi^{l}}\right)^{p}\right]=N m+p(N+l)
$$

Step 4: Collect all terms with the same power of $e^{i \xi}(i=0,1,2, \ldots)$ and equate the coefficients of $e^{i \xi}$ to zero in Equation 3. This procedure yields a system of algebraic equations which can be easily solved with the help of mathematical software programme such as Maple, Mathematica etc.. This completes the determination of the solutions.

In the following section, we present three examples to illustrate the applicability of the exponantial rational function method and fractional complex transform to solve nonlinear fractional differential equations.

## APPLICATION OF THE EXPONANTIAL RATIONAL FUNCTION METHOD

In this section we apply the exponential rational function method for solving for some FDEs.

## The Time-Fractional Fifth-Order Sawada-Kotera Equation

The time-fractional fifth-order Sawada-Kotera equation is given
$D_{t}^{\alpha} u+u_{x x x x x}+45 u_{x} u^{2}+15\left(u_{x} u_{x x}+u u_{x x x}\right)=0, \quad 0<\alpha \leq 1$
where $D_{t}^{\alpha}$ and $D_{x}^{\alpha}$ are Jumarie's modified Riemann-Liouville derivative of order $\alpha$ defined in Section 1. Equation 5 is the variation of the fifth-order Sawada-Kotera equation (Liu \& Dai, 2008). There are a lot of studies for the classical Sawada-Kotera equation and some profound results have been established. The Sawada-Kotera equation is an important nonlinear evolution equation which arise in many different physical phenomena to describe the motion of long waves in shallow water under gravity and has wide applications in nonlinear optics. It is well known that wave phenomena of plasma media and fluid dynamics are modelled by kink shaped tanh solution or by bell shaped sech solution. On the other hand, it is often preferable in many physical situations to have an equation which allows us to model waves that propagate in opposite directions, and it belongs to the completely integrable hierarchy of higher-order KdV equations, and has many sets of conservation laws (Goktas, \& Hereman, 1997). Many properties of Equation 5 have been researched intensively by other authors. For example, It has multisoliton solutions, conserved quantities, Bäcklund transformation, Darboux transformation and so on (Wazwaz, 2010).

Now we apply the exponential rational function method to the Equation 5. Suppose that

$$
\begin{equation*}
u(x, t)=U(\xi), \quad \xi=k x^{\alpha}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0} \tag{6}
\end{equation*}
$$

where $k, s, \xi_{0}$ are all constants with $k, s \neq 0$. Substituting Equation 6 into Equation 5 reduces to the nonlinear ODE

$$
\begin{equation*}
s U^{\prime}+k^{5} U^{(5)}+45 k U^{2} U^{\prime}+15 k^{3}\left(U^{\prime} U^{\prime \prime}+U U^{\prime \prime \prime}\right)=0 \tag{7}
\end{equation*}
$$

where $U^{\prime}=\frac{d U}{d \xi}$. Balancing the highest order derivative term and the nonlinear term in Equation 7, we have
$U(\xi)=a_{0}+\frac{a_{1}}{\left(1+e^{\xi}\right)}+\frac{a_{2}}{\left(1+e^{\xi}\right)^{2}}$.

Next substitute Equation 8 into Equation 7, we get a polynomial equation of $e^{i \xi}(i=1,2, \ldots, 6)$, and equating all the coefficients of this polynomial to zero, we get a set of linear equations. Using the mathematical software programme Maple to solve these equations, yields the following solutions for $k, s, a_{i}(i=0,1,2)$ :

## Case 1

$a_{0}=-\frac{k^{2}}{3}, a_{1}=2 k^{2}, a_{2}=-2 k^{2}, s=-k^{5}$

Using these values with the Equation 8, we obtain the solitary wave solution of Equation 5:
$U(\xi)=-\frac{k^{2}}{3}+\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2}$
where $\xi=k x^{\alpha}-\frac{k^{5} t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.

## Case 2

$a_{0}=-\frac{k^{2}}{3}, a_{1}=4 k^{2}, a_{2}=-4 k^{2}, s=-k^{5}$

Using these values with the Eq. (8), we obtain the solitary wave solution of Eq. (5)
$U(\xi)=-\frac{k^{2}}{3}+k^{2} \operatorname{sech}^{2} \frac{\xi}{2}$
where $\xi=k x^{\alpha}-\frac{k^{5} t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.

## Case 3

$$
a_{0}=\frac{-5 k^{3}+\sqrt{5 k^{6}-20 s k}}{30 k}, a_{1}=2 k^{2}, a_{2}=-2 k^{2}, s=-k^{5}
$$

Using these values with the Equation 8, we obtain the solitary wave solution of Equation 5
$U(\xi)=\frac{-5 k^{3}+\sqrt{5 k^{6}-20 s k}}{30 k}+\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2}$
where $\xi=k x^{\alpha}-\frac{k^{5} t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.
Case 4
$a_{0}=-\frac{5 k^{3}+\sqrt{5 k^{6}-20 s k}}{30 k}, a_{1}=2 k^{2}, a_{2}=-2 k^{2}, s=-k^{5}$

Using these values with the Equation 8, we obtain the solitary wave solution of Equation 5
$U(\xi)=-\frac{5 k^{3}+\sqrt{5 k^{6}-20 s k}}{30 k}+\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2}$
where $\xi=k x^{\alpha}-\frac{k^{5} t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.

## The Space-Time Fractional Whitham-Broer-Kaup Equations

The space-time fractional Whitham-Broer-Kaup equations in the following form
$\left\{\begin{array}{l}D_{t}^{\alpha} u+u D_{x}^{\alpha} u+D_{x}^{\alpha} v+\beta D_{x}^{2 \alpha} u=0 \\ D_{t}^{\alpha} v+D_{x}^{\alpha}(u v)-\beta D_{x}^{2 \alpha} v+\gamma D_{x}^{3 \alpha} u=0\end{array}, \quad 0<\alpha \leq 1\right.$
where $D_{t}^{\alpha}$ and $D_{x}^{\alpha}$ are Jumarie's modified Riemann-Liouville derivative of order $\alpha$ defined in Section 1. Equation 9 is the generalization of the Whitham-Broer-Kaup (WBK) equations (Xu et al., 2007). The WBK equations, describe the dispersive long wave in shallow water in physical context. $u=u(x, t)$ is the field of horizontal velocity, and $v=v(x, t)$ is the height deviating from equilibrium position of liquid, $\beta$ and $\gamma$ are real constants that represent different diffusion powers. If $\alpha=1, \beta \neq 0, \gamma=0$, Equation 9 is the classical long-wave equations that describe shallow water wave with diffusion. If $\alpha=1, \beta=0, \gamma=1$, Equation 9 reduces to the modified Boussinesq equations (Ablowitz \& Clarkson, 1990).

We apply the exponential rational function method to Equation 9. Suppose that $u(x, t)=U(\xi), v(x, t)=V(\xi)$, and

$$
\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}
$$

where $k, s, \xi_{0}$ are all constants with $k, s \neq 0$. These transformations reduce the Equation 9 to the following nonlinear ODEs
$s U^{\prime}+k U U^{\prime}+k V^{\prime}+\beta k^{2} U^{\prime \prime}=0$
$s V^{\prime}+k(U V)^{\prime}-\beta k^{2} V^{\prime \prime}+\gamma k^{3} U^{\prime \prime \prime}=0$
integrating these equations and taking integrating constants to zero, gives

$$
\begin{align*}
& s U+\frac{1}{2} k U^{2}+k V+\beta k^{2} U^{\prime}=0  \tag{10}\\
& s V+k U V-\beta k^{2} V^{\prime}+\gamma k^{3} U^{\prime \prime}=0
\end{align*}
$$

where $U^{\prime}=\frac{d U}{d \xi}$. Balancing the highest order derivative term and the nonlinear term in Equation 10, we get the following formal solutions

$$
\begin{align*}
& U(\xi)=a_{0}+\frac{a_{1}}{\left(1+e^{\xi}\right)} \\
& V(\xi)=b_{0}+\frac{b_{1}}{\left(1+e^{\xi}\right)}+\frac{b_{2}}{\left(1+e^{\xi}\right)^{2}} \tag{11}
\end{align*}
$$

We substitute Equation 11 into Equation 10, we get a polynomial equation of $e^{i \xi}(i=0,1,2,3)$, and equating all the coefficients of this polynomial to zero, we get a set of linear equations. Using the mathematical software programme Maple to solve these equations, yields the following solutions for $k, s, a_{i}, b_{i}(i=0,1,2)$ :

## Case 1

$a_{0}=\mp \frac{2 s}{k}, \quad a_{1}= \pm \frac{2 s}{k}$,
$b_{0}=0, \quad b_{1}=2 s\left(\beta+\frac{s}{k^{2}}\right), \quad b_{2}=-2 s\left(\beta+\frac{s}{k^{2}}\right)$

Using these values with the Equation 11, we obtain the solitary wave solutions of Equation 9
$U(\xi)=\mp \frac{s}{k}\left(1+\tanh \frac{\xi}{2}\right)$
$V(\xi)= \pm \frac{1}{2} s\left(\beta+\frac{s}{k^{2}}\right)\left(\operatorname{sech}^{2} \frac{\xi}{2}\right)$
where $\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.
Case 2
$a_{0}=0, \quad a_{1}=\mp \frac{2 s}{k}$,
$b_{0}=0, \quad b_{1}=2 s\left(\frac{s}{k^{2}}-\beta\right), \quad b_{2}=2 s\left(\beta-\frac{s}{k^{2}}\right)$

Using these values with the Equation 11, we obtain the solitary wave solutions of Equation 9

$$
\begin{aligned}
& U(\xi)=\mp \frac{s}{k} e^{-\frac{\xi}{2}} \sec h \frac{\xi}{2} \\
& V(\xi)= \pm \frac{1}{2} s\left(\frac{s}{k^{2}}-\beta\right)\left(\operatorname{sech}^{2} \frac{\xi}{2}\right)
\end{aligned}
$$

where $\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.

## The Space-Time Fractional Generalized HirotaSatsuma Coupled KdV Equations

The space-time fractional generalized Hirota-Satsuma coupled KdV equations [16] in the following form;

$$
\left\{\begin{array}{c}
D_{t}^{\alpha} u-\frac{1}{2} D_{x}^{3 \alpha} u+3 u D_{x}^{\alpha} u-3 D_{x}^{\alpha}(v w)=0  \tag{12}\\
D_{t}^{\alpha} v+D_{x}^{3 \alpha} v-3 u D_{x}^{\alpha} v=0 \\
D_{t}^{\alpha} w+D_{x}^{3 \alpha} w-3 u D_{x}^{\alpha} w=0
\end{array}, \quad, \quad 0<\alpha \leq 1\right.
$$

where $u=u(x, t), v=v(x, t)$ and $w=w(x, t)$. Equation 12 describe the interaction of two long waves with different dispersion relations (Abazari \& Abazari, 2012). $D_{t}^{\alpha}$ and $D_{x}^{\alpha}$ are Jumarie's modified Riemann-Liouville derivative of order $\alpha$ defined in Section 1. When we take $\alpha=1$, it reduces to the generalized Hirota-Satsuma coupled KdV equations (Wu, Geng, Hu, \& Zhu, 1999). With the compatibility condition of a $4 \times 4$ matrix spectral problem, taking $w=v^{*}$ (where $v^{*}$ is the conjugate of $v$ ) the generalized Hirota-Satsuma coupled KdV equations can be reduced to the complex coupled $K d V$ equations, and taking $w=v$, it reduces to the Hirota-Satsuma equations.

Next we apply the exponential rational function method to the Equation 12. Suppose that $u(x, t)=U(\xi), v(x, t)=V(\xi), w(x, t)=W(\xi)$, and
$\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$
where $k, s, \xi_{0}$ are all constants with $k, s \neq 0$. These transformations reduce the Equation 12 to the following nonlinear ODEs

$$
\begin{align*}
& s U^{\prime}-\frac{1}{2} k^{3} U^{\prime \prime \prime}+3 k U U^{\prime}-3 k(V W)^{\prime}=0 \\
& s V^{\prime}+k^{3} V^{\prime \prime \prime}-3 k U V^{\prime}=0  \tag{13}\\
& s W^{\prime}+k^{3} W^{\prime \prime \prime}-3 k U W^{\prime}=0
\end{align*}
$$

where $U^{\prime}=\frac{d U}{d \xi}$. Balancing the highest order derivative term and the nonlinear term in Equation 13, we get the following formal solutions

$$
\begin{align*}
& U(\xi)=a_{0}+\frac{a_{1}}{\left(1+e^{\xi}\right)}+\frac{a_{2}}{\left(1+e^{\xi}\right)^{2}} \\
& V(\xi)=b_{0}+\frac{b_{1}}{\left(1+e^{\xi}\right)}+\frac{b_{2}}{\left(1+e^{\xi}\right)^{2}}  \tag{14}\\
& W(\xi)=c_{0}+\frac{c_{1}}{\left(1+e^{\xi}\right)}+\frac{c_{2}}{\left(1+e^{\xi}\right)^{2}}
\end{align*}
$$

We substitute Equation 14 into Equation 13 we get a polynomial equation of $e^{i \xi}(i=1,2,3,4)$, and equating all the coefficients of this polynomial to zero, we get a set of linear equations. Using the mathematical software programme Maple to solve these equations, yields the following solutions for $k, s, a_{i}, b_{i} c_{i}(i=0,1,2)$ :

## Case 1

$$
\begin{aligned}
& a_{0}=\frac{k^{3}+s}{3 k}, \quad a_{1}=-4 k^{2}, \quad a_{2}=4 k^{2} \\
& b_{0}=-\frac{k^{3}+3 k c_{0}+4 s}{3 k}, \quad b_{1}=2 k^{2}, \quad b_{2}=-2 k^{2} \\
& c_{1}=2 k^{2}, \quad c_{2}=-2 k^{2}
\end{aligned}
$$

Using these values with the Equation 14, we obtain the solitary wave solutions of Equation 12
$U(\xi)=\frac{k^{3}+s}{3 k}-k^{2} \operatorname{sech}^{2} \frac{\xi}{2}$
$V(\xi)=-\frac{k^{3}+3 k c_{0}+4 s}{3 k}+\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2}$
$W(\xi)=c_{0}+\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2}$
where $\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.

## Case 2

$a_{0}=\frac{k^{3}+s}{3 k}, \quad a_{1}=-4 k^{2}, \quad a_{2}=4 k^{2}$
$b_{0}=\frac{k^{3}-3 k c_{0}+4 s}{3 k}, \quad b_{1}=-2 k^{2}, \quad b_{2}=2 k^{2}$
$c_{1}=-2 k^{2}, \quad c_{2}=2 k^{2}$

Using these values with the Equation 14, we obtain the solitary wave solutions of Equation 12

$$
\begin{aligned}
& U(\xi)=\frac{k^{3}+s}{3 k}-k^{2} \operatorname{sech}^{2} \frac{\xi}{2} \\
& V(\xi)=\frac{k^{3}-3 k c_{0}+4 s}{3 k}-\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2} \\
& \xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0} .
\end{aligned}
$$

where $\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.

## Case 3

$a_{0}=\frac{k^{3}+s}{3 k}, \quad a_{1}=-2 k^{2}, \quad a_{2}=2 k^{2}$
$b_{0}=-\frac{k^{4}+k \sqrt{3 k^{4}+12 s k} c_{0}+4 s k}{\sqrt{3 k^{4}+12 s k}}, \quad b_{1}=\sqrt{\frac{k^{4}+4 s k}{3}}, \quad b_{2}=0$
$c_{1}=\sqrt{\frac{k^{4}+4 s k}{3}}, \quad c_{2}=0$

Using these values with the Equation 14, we obtain the solitary wave solutions of Equation 12
$U(\xi)=\frac{k^{3}+s}{3 k}-\frac{k^{2}}{2} \operatorname{sech} h^{2} \frac{\xi}{2}$
$V(\xi)=-\frac{1}{2 \sqrt{3}} \sqrt{k^{4}+4 s k}\left(1 \mp \sqrt{1-\operatorname{sech}^{2} \frac{\xi}{2}}\right)-k c_{0}$
$W(\xi)=c_{0}+\frac{1}{2 \sqrt{3}} \sqrt{k^{4}+4 s k} e^{-\frac{\xi}{2}} \operatorname{sech} \frac{\xi}{2}$
where $\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.
Case 4
$a_{0}=\frac{k^{3}+s}{3 k}, \quad a_{1}=-2 k^{2}, \quad a_{2}=2 k^{2}$
$b_{0}=\frac{k^{4}-k \sqrt{3 k^{4}+12 s k} c_{0}+4 s k}{\sqrt{3 k^{4}+12 s k}}, \quad b_{1}=-\sqrt{\frac{k^{4}+4 s k}{3}}, \quad b_{2}=0$

$$
c_{1}=-\sqrt{\frac{k^{4}+4 s k}{3}}, \quad c_{2}=0
$$

Using these values with the Equation 14, we obtain the solitary wave solutions of Equation 12

$$
U(\xi)=\frac{k^{3}+s}{3 k}-\frac{k^{2}}{2} \operatorname{sech}^{2} \frac{\xi}{2}
$$

$$
V(\xi)=\frac{1}{2 \sqrt{3}} \sqrt{k^{4}+4 s k}\left(3 \pm \sqrt{1-\operatorname{sech}^{2} \frac{\xi}{2}}\right)-k c_{0}
$$

$$
W(\xi)=c_{0}-\frac{1}{2 \sqrt{3}} \sqrt{k^{4}+4 s k} e^{-\frac{\xi}{2}} \sec h \frac{\xi}{2}
$$

where $\xi=\frac{k x^{\alpha}}{\Gamma(1+\alpha)}+\frac{s t^{\alpha}}{\Gamma(1+\alpha)}+\xi_{0}$.
Case 1 and Case 2 are similar solutions, so Case 3 and Case 4 are also similar solutions.

## CONCLUSION

In this chapter we have applied the exponential rational function method to the fractional partial differential equations namely the time-fractional fifth-order Sawada-Kotera equation, the space-time fractional Whitham-Broer-Kaup equations, the space-time fractional generalized Hirota-satsuma coupled KdV equations and succesfully found abundant new exact solutions and new hyperbolic solutions, which may be useful to further understand the nonlinear physical phenomena. In order to reduce these nonlinear fractional partial differential equations to the corresponding ODEs, we use the nonlinear fractional complex transformation. This transformation guaranties that a given fractional partial differential equation reduces to another ordinary differential equation of integer order, and the solutions can be expressed by a polynomial in $e^{\xi}$. The proposed method is shown to be easy, useful, direct, and powerful method for dealing with the systems of FDEs.
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#### Abstract

Society often relies on information disclosed by enterprises and verified by auditors to decide on an efficient allocation of capital. Auditing sector serves as a means of verification to protect investors from making decisions based on inaccurate information. However, auditors can use their superior information for extracting additional rents. This study explores an economy where entrepreneurs choose their financial reporting quality considering incentives imposed by the society, and rentseeking auditors maymanipulate their reports to extract gains in the expense of public interest. The analysis captures the dynamics of strategy changes among different actors by introducing a population game framework. The steady-state equilibrium analysis shows that there is a pure state and mixed states whose stability is affected by policy parameters such as subsidies, taxes, competitive auditor fee, and rate of adjustment of different behavioral dynamics. It appears that corruption in auditing sector and poor quality in financial reporting may arise as a temporally persistent outcome.


## INTRODUCTION

Investors and governments require financial information to evaluate a company's performance because they make their economic decisions based on their interpretations of this financial information. However, the information does not serve much if it is not reliable. Today's competitive market conditions put a great pressure on companies' managements to meet their investors' expectations. Due to this pressure, underperforming companies become much more inclined to manipulate their financial statements (Carruth, 2011). There are significant losses due to investments based on inaccurate financial information, as in the cases of Enron and WorldCom (Brickey, 2003). These experiences have highlighted the importance of obtaining reliable attestation over financial statements.

Self-interested actions of individuals in an economy may eventually result in market failures. In the context of this research, an example is an economy where some public companies report manipulated financial information, extracting additional gains through overstated performance, which undermines the efficient allocation of capital. Although the vast majority of companies avoid engaging in any sort of financial misconduct and play by the rules, even a couple of consecutive corporate scandals is enough to collapse the market, as in the cases of early and late 2000s of the U.S. Public authorities (i.e. governments) often intend to solve market failures by intervention in the market mostly through the use of agents (or bureaucrats) with relevant expertise and skills for collecting required information. However, this process inevitably creates room for other potential problems for the economy: inefficient spending, information asymmetry and principal-agent problem. Thus, there is a trade-off for public to consider when opting for and out of market interventions (Dollery \& Wallis, 1997).

The independent auditors are considered to be the "watchdogs" of public interest. Their existence in the economy is for ensuring that all information published by public companies, are accurately stated, so that the investors supply their funds and capital to companies, conditional on their actual performance (Miller, 2006). Given the difficulty of understanding the complex nature of business models and the reporting standards that should be used to interpret the accuracy of the financial information, it would not be feasible for the investors to audit all the financial information regarding the performance of companies they plan to invest in, without the professional intermediacy of auditors who possess the required expertise and skills. From the perspective of the companies being audited, the intermediacy of auditors helps them in contractual terms, protecting their confidential private information from potential breaches in the absence of bilateral legally binding agreements. Therefore, the auditors have an important role in achieving a higher output for the society through a more efficient allocation of funds.

As a matter of fact, there is also some evidence that the auditors' existence causes a downside impact on the output through waste of resources, let alone helping to achieve a better one ${ }^{1}$. For example, many banks and investors have lost billions of dollars due to the accounting scandal of Enron in 2001. It was a huge energy company audited by Arthur Andersen, one of the largest audit firms in the world at the time. However, the auditors failed to reveal Enron's fraudulent financial information, and investors' trust for their assurance caused them to wastefully transfer their capital in a company in the edge of bankruptcy (Brickey, 2003).

Such audit failures can result from the conflicts of interest as well as the auditors' incompetence. There are various ways that auditors may pursue their self-interest. An auditor, for instance, may gain from being more cost-averse by performing an audit with lower effort or by decreasing the size of its engagement teams, both of which would certainly decrease the quality of the audit. Alternatively, auditors may gain from seeking additional rents from the clients they audit by charging extra fees for reporting an opinion more favorable to their clients. In turn, such behavioral problems may damage the public interest by creating an inefficient capital allocation environment. In this paper, the auditors' incentives to report dishonestly and how they are affected by deterrence policies are examined.

The public demand for auditing basically arises from the need for verified information. Using their professional skills and going through an exhaustive process, the auditors gather sufficient evidence to conclude whether the company's financial statements are reported in accordance with some pre-established reporting standards, and whether they reflect its true financial position. This evidence provides the auditor superior information regarding the financial position of the entities they are auditing. It is expected from an auditor to use this superior information to report on any material misstatements by the company's management that may influence the investors' decisions. However, auditors, like all other actors in the economy, are self-interested. Thus, they might have incentives to diverge from acting in accordance with public expectations. In this study, the benefits and costs of the existence of auditors in the economy -with and without dishonest behavior- are analyzed. In addition to this analysis, an evolutionary interpretation is made with an attempt to observe the dynamics of strategy choices of agents in the economy.

The rest of the chapter is organized as follows. After a brief background on the objective and review of the literature, we set up the model; define the terms used throughout the chapter and give the static equilibrium results. Then, we extend the model using a population game setup to consider the dynamic aspects of dishonesty in the auditing sector and provide with the description of the dynamically stable outcomes of the model. We give examples of populations with some dishonesty in the auditing sector as a dynamically stable outcome. The chapter ends with the concluding remarks.

## BACKGROUND

In one of her speeches, Lynn Turner, a former chief accountant of the SEC, addresses the importance of financial information reliability by saying "The success of capital markets of the USA derived from people's willingness to invest more capital there since they receive higher quality financial information than is available in any other place in the world" (Turner, 2001). So, if the information does not reflect the company's financial position and performance fairly, there emerges a risk for investors that they invest in underperforming or insolvent companies due to misleading inaccurate financial information. The quality of financial reporting affects the reliability of financial statements by confirming companies' affairs and reducing the information asymmetry (Ali, 2008; Fairchild, 2008). Gul et al. (2013) examines the effects of informational problems, the quality of financial reporting on firms' cost of debt and suggest that the cost of debt is lower when financial audit is of higher quality and firms with more informational problems benefit more from the quality of reporting.

A major contribution of the auditing sector is considered to be its role in protecting investors from making decisions based on such inaccurate information, and thereby enhancing efficient allocation of capital in the economy (Doty, 2013; Zimmerman, 2015). This is also the reason why the investors and regulators have high expectations of auditors' work, reflected in their disappointment and criticisms in cases of audit failures (Bonner et al. 1998; Marriage, 2019). However, the sector brings its costs together with its benefits. In a model developed by Acemoglu and Verdier (2000), the costs of allocating some of the agents in the economy for verifying the information are simply categorized as follows: (1) the cost of withdrawing individuals (verifiers) from production sector to use them for monitoring, (2) the costs resulting from dishonest behavior of rent-seeking verifiers ${ }^{2}$. An auditor may gain from seeking additional rents from the clients he audits, that is, he can charge extra fees for reporting an opinion favorable to his client. Such behavioral problems would damage the public interest by creating an inefficient capital allocation environment. The regulators may try to prevent such behavior by imposing sanctions and punishments on auditors. Public Company Accounting Oversight Board (PCAOB), the regulator of the U.S. auditors, take action against non-complying engagement teams. These actions involve disciplinary proceedings including a censure, monetary penalties, revocation of a firm's registration, and a bar on an individual's association with registered accounting firms. The findings of Ye and Simunic (2016) suggest that when the legal regime is weak, regulatory oversight can improve social surplus by incentivizing auditors to comply with standards, and it can substitute for a weak legal system in disciplining auditors if regulatory penalty is sufficiently high. However, the sanctions are conditional on detection of auditors' misconduct, and the inspections
to detect misconduct are sample based and costly. This clearly shows that there is a trade-off for the public authorities to consider while deciding whether to use auditors for monitoring financial information accuracy in the market.

The prevention of dishonest rent seeking behavior is costly and this would entail a certain share of dishonesty in the auditing sector. The main objective of this paper is to investigate the optimal and dynamically stable size of dishonest auditors in the auditing sector. The model illustrated in this chapter was inspired by Acemoglu and Verdier (2000) who suggest that because the corruption is costly to prevent, the regulators may find it more optimal to allow a certain fraction of corrupt officials as a second-best solution. Furthermore, using a similar setting Infante and Smirnova (2009) show that the existence of the dishonest verifiers are especially useful in an economy under weak institutional environment, where the proportion of incentives withheld by the verifiers are high. This chapter contributes to their findings by adapting this framework to a setting in which the regulator uses the non-producer market participants (i.e., auditors) instead of government bureaucrats to encourage the use of good technology over bad technology. This new setting not only allows examining the evolutionary dynamics of technology compliance in the production sector and honesty in the non-producing assurance sector, but also makes the findings more relevant for policy-making purposes as it remedies some of the prior setting's abstractions from reality.

This remedy is essentially provided through two main adjustments: First, while the regulator's objective of encouraging good technology usage is maintained in our setting, the responsibility of proving compliance is passed on to the market itself and thereby bearing the necessary costs. This property reflects the companies' obligation to have their financial statements audited by independent professionals in today's economy. The resulting opinion of the auditors becomes the input for critical decisions to be made by investors and regulators regarding the companies in question. Second, the present model introduces the auditors' probability of being inspected by a bureaucrat and the respective punishment in case of detection. This property, in turn, reflects the fact that the independent auditors have to go through periodic inspections by their regulators over a small sample of their audit engagements. As a result of these inspections, the regulators infer whether there has been any violation of professional standards due to obvious conflict of interest concerns.

## THE MODEL

The setting involves two main types of agents in the economy: entrepreneurs and auditors. The mass of the population of entrepreneurs and auditors are $n=1$ and $m=1$ respectively. Entrepreneurs have a uniform production of $y$ and choose between two
types of financial reporting: high quality financial reporting which accurately reflects the company's performance and low quality financial reporting which is likely to include inaccurate information regarding the company's performance. The fraction of those choosing high quality financial reporting will be denoted by $x$. There is an additional cost of providing high quality financial information, $0<e<y$, for the entrepreneurs making it. However, the choice of high quality financial reporting provides all individuals in the economy, irrespective of their job and type of financial reporting choice, $\beta>e$ units of positive externality for each entrepreneur using high quality reporting, that is $\beta x$. Consequently, the social surplus is:
$S S=y+(\beta-e) n x$
In the case of a decentralized economy, where there are no auditors and where all individuals are entrepreneurs $(n=1)$ and their reporting choices are unknown to public, the social surplus is $S S=y+(\beta-e) x$ and the entrepreneurs making a high quality financial reporting and low quality financial reporting will face payoffs of $\pi_{h}$ and $\pi_{l}$ respectively:
$\pi_{h}=y \beta x-e$
$\pi_{l}=y+\beta x$
The first best for this economy is given by $n=1$ and $x=1$ where all agents are entrepreneurs and provide high quality financial reports (Acemoglu \& Verdier, 2000). This outcome, however, is not an equilibrium when agents decide simultaneously and non-cooperatively. It is evident that there is only one equilibrium here, which is $n=1$ and $x=0$. The simple reason is that the individuals are self-interested and there is no incentive for a single agent to contribute and face a cost of e . This equilibrium yields a social surplus of $S S=y$. It is important to note that the setting considers the production with high quality financial reporting creating a positive externality instead of the one which may use a low-quality financial reporting creating a negative externality. But this does not affect the model's findings since the reasoning goes both ways. This equilibrium implies that no enterprise would be willing to report fairly in the absence of auditors as their integrity brings them to a disadvantaged position in the competitive market.

Hereafter, honest auditors will be introduced into this economy and their existence will be analyzed with respect to their impact on the utilization of positive externalities for reaching a better equilibrium. In this case, society imposes the entrepreneurs to hire an external auditor to monitor the quality choices of entrepreneurs and implement policies accordingly. The entrepreneurs using low quality financial reporting are
punished with a penalty ${ }^{3}$ of $\tau<y$ and those using high quality financial reporting are rewarded ${ }^{4}$ with a subsidy of $s<y$ both being applicable given the results of the audit. The parameters $\tau$ and $s$ are incentives imposed by society, for entrepreneurs to diverge from undesired behavior towards the desired behavior. They would want to reap rewards for creating positive externality or they would want to avoid penalty for not contributing to its creation. Auditors monitor entrepreneurs externally and a competitive audit service fee, $w$ is paid by entrepreneurs irrespective of their choice of reporting quality. Thus, the entrepreneurs will have the following payoffs:
$\pi_{h}=y+\beta x-e+s-w$
$\pi_{l}=y+\beta x-\tau-w$

It is assumed that the audit market is competitive. This implies that in a setting where auditors are completely honest, the optimality of their presence in the economy depends on the level of unit contribution to output that can be achieved through fair reporting. If the positive externality is higher than a certain threshold, then it is worth to impose external audits to create incentives towards the creation of that externality.

Now, consider that auditors may choose not to be honest and to use their superior information for extracting additional rents from the economy. There can be two circumstances, which enable these dishonest auditors to do that:

- They match with entrepreneurs choosing low quality financial reporting and take bribes to report that the quality is high.
- They match with entrepreneurs using high quality financial reporting and take bribes not to report that the quality is low or misreport so as to have an additional rent.

In both circumstances, the amount of rents that they receive can be no more than $\tau$ and $s$, because otherwise, it would not be feasible for entrepreneurs to bribe auditors. The auditors may accept only a share of $\tau$ or $s$. This share that they receive as bribes are denoted by $\sigma \in[0,1]$ and assumed to be homogenous across the auditors. However, dishonest behavior is not tolerated by the society since it undermines its intention to foster the use of high quality reporting. For this reason, auditors are inspected by the regulator with a probability of $q$. That is, with probability $q$, an inspector is matched with a dishonest auditor, resulting in him losing his service fee $w$, and paying a fine of $\phi s$, which is determined as a share of the subsidy. On the other hand, with probability $1-q$, the dishonest auditor receives both the service fee and a rent of $\sigma \tau$ or $\sigma s$, without being detected by the regulator. Note that with an absolute detection with probability $q=1$, the risk-neutral auditors would not dare
to demand rents and the optimum solution would be the same as that of the case with no dishonest behavior. However, inspection is costly and auditors are inspected with probability $q<1$.

This setting allows for a more realistic environment where independent auditors can be considered as self-interested payoff maximizers and analyze the appearance of corruption in the auditing sector as a strategic choice. It is possible for auditors to ask for rents from clients they found out to report inaccurate financial information, and in turn, giving assurance for this inaccurate information. However, they should do it taking the possibility of detection into account. That is, for instance, for a riskneutral auditor, the expected value of taking an extra fee for giving assurance over a low quality reporting decreases when there is high probability of being punished for that action.

The competitive fee $w$ plays an important role in this new framework since if the fee for the audit service is too low, it is understandable that auditors become prone to seek additional rents for compensation. Since these rents are at the expense of public interest, the society may interfere with the determination of these fees so that the auditors do not diverge from doing what is expected of them, and their inspection continue to be useful for the promotion of high quality reporting. In the auditor population, the proportion of dishonest auditors is denoted as $p$ and the rest of the auditor population is honest.

The utility of an entrepreneur choosing low quality financial reporting and high quality financial reporting are $\pi_{l}$ and $\pi_{h}$ respectively and in this new setting with auditors involved, they are given by the following equations:

$$
\begin{align*}
& \pi_{h}=y+\beta x-e+s-p(1-q) \sigma s-w \\
& \pi_{l}=y+\beta x-(1-p(1-q)) \tau+p(1-q) s(1-\sigma)-w \tag{4}
\end{align*}
$$

The utilities of the honest and dishonest auditors are given by $\pi_{H}$ and $\pi_{D}$ respectively and defined as:
$\pi_{H}=w+\beta x$
$\pi_{D}=x w+(1-x)(1-q) w+\sigma s+\beta x-q(1-x) \phi s$

It is clear that the probability of detection is important for determination of dishonest auditor's utility $\pi_{D}$. In order for an auditor to be punished for being dishonest, there should be an occasion, which will reveal that the auditor had been unable to
detect a material misstatement. In addition to that, judicial authorities should gather sufficient evidence that this failure is related with auditor's negligent or fraudulent behavior, which requires substantial amount of physical and human resource. As the proportion of auditors choosing to pursue their self-interests increase in the economy, the government resources assignable for each case decreases. The less resource is assigned for detecting self-interested auditors, the less likely it is to spot and punish them. Thus, there is an inverse relationship between $q$ and $p$. The authority finances the revenue to make these inspections by taxes levied from entrepreneurs who have chosen low quality financial reporting and who are not matched with dishonest auditors or otherwise who are matched with dishonest auditors and are caught through inspection. It is assumed here that the authority operates with a balanced budget. The following equation defines the budget balance:

$$
\begin{equation*}
p(-(1-q) s+q(-x s+(1-x) \tau+(1-x) \phi s))+(1-p)(-x s+(1-x) \tau)=0 \tag{6}
\end{equation*}
$$

Simplifying this equation, we get the following relationship:

$$
\begin{equation*}
q(p, x)=\frac{s(x+p(1-x))-(1-x)(1-p) \tau}{p(1-x)(s+\tau+\phi s)} \tag{7}
\end{equation*}
$$

For the society to be able to inspect with a non-negative probability, $s(x+p(1-x))-(1-x)(1-p) \tau \geq 0$ so that $q\left(x^{*}, p^{*}\right) \geq 0$. The first term is the sum of subsidies distributed to high quality financial reporting entrepreneurs and low quality financial reporting entrepreneurs matched with self-interested auditors. The second term is the taxes collected by low quality financial reporting entrepreneurs matched with honest auditors. While $p(1-x)(s+\tau+\phi s)$, the term in the denominator is the welfare gain associated by catching dishonest auditors. When low quality financial reporting entrepreneurs matched with dishonest auditors, society loses the subsidy given to undeserved agents, the uncollected tax and if these are caught through inspection, the subsidy will be paid back together with the tax and penalty. $q\left(x^{*}, p^{*}\right) \leq 1$ when the welfare gain is greater

Replacing the value of $q(p, x)$ in the utility of the dishonest auditors, we obtain the following payoff for the dishonest auditors:

$$
\begin{equation*}
\pi_{D}=w+\sigma s+\beta x n-\frac{s-(1-x)(1-p)(s+\tau)}{p(1-x)(s+\tau+\phi s)}(w+\phi s) \tag{8}
\end{equation*}
$$

This static model has an interior equilibrium where some of the entrepreneurs use good quality financial reporting and others use bad quality financial reporting and some others choose to be honest while others are dishonest if $\pi_{l} \leq \pi_{h}$ and $\pi_{H} \leq \pi_{D}$. Society can impact the distribution of behaviors under balanced budget by either determining a minimum fee for financial auditing services, choosing the frequency of visits to auditors and playing with the levels of subsidies and taxes. The mentioned conditions can be expressed by the following two inequalities:

$$
\begin{align*}
& p \geq \frac{s(w+\phi s)-(1-x)(s+\tau)(w+\phi s)}{\sigma s(s+\tau+\phi s)-(1-x)(s+\tau)(w+\phi s)}  \tag{9}\\
& 1-x \geq \frac{s(s+\tau)}{p(s+\tau+\phi s)(s+\tau)+(1-p)(s+\tau)^{2}-(s+\tau+\phi s)(s+\tau)+e(s+\tau+\phi s)} \tag{10}
\end{align*}
$$

We can illustrate above conditions using Figure 1 and Figure 2. In Figure 1, the solid line represents the first and the dashed line represents the second curve and in the hatched zone, both constraints are satisfied. Figure 2 provides on the other hand with a point of intersection where both conditions are satisfied and both entrepreneurs and auditor populations are mixed i.e. in the economy both high and low quality financial reporting are used and we can see honest as well as dishonest auditors in the auditor population.

## POPULATION DYNAMICS

## Population Games and Revision Protocols

In above results, we see that an economy with both high and low quality financial reporting and honest as well as dishonest auditors is an equilibrium outcome of the static model. This equilibrium outcome results from a one-shot game setup where rational agents interact strategically under perfect information i.e. agents act under perfect information to maximize their self-interests. The concept of equilibrium, on the other hand, is based on the assumption that the equilibrium is known. In other words, agents are able to collectively locate the equilibrium outcome. In this context, the problems commonly faced are multiple equilibria, the realism of the concept of hyper-rationality and the lack of a dynamic aspect of the environment.
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Figure 1. Mixed equilibrium conditions $(e, w, s, \tau, \sigma, \phi)=(1,2,0.5,0.4,0.4,0.1)$


Figure 2. Mixed equilibrium conditions $(e, w, s, \tau, \sigma, \phi)=(0.8,1,0.5,0.4,0.3,0.4)$


Strategic interaction can also be described in many situations such as externalities, macroeconomic spillovers, centralized markets, highway congestion, transportation mode choice, selfish routing; as population games. In these games, the individual is a small unit and the roles that he can get are limited. Each individual interacts anonymously and returns are continuous. Collective behavior models are derived from open micro foundations. In situations where there are large numbers of individuals, the above-mentioned assumption of equilibrium knowledge cannot be maintained. Hence, a more appropriate dynamic interpretation is needed to explain how individuals update their strategies or behaviors and come up with a theory of how the population evolves.

The choice procedure followed by individuals is called a revision protocol. When a revision protocol for players is defined in the context of a population game, one can generally derive dynamics that show how behavior changes (Sandholm, 2010). A revision process ensures that the better performing behaviors are selected. The imitation dynamics is a type of these revision processes and according to the imitation dynamics, individuals switch to strategies whose current payoffs are reasonably good; in our context whose current payoffs performs better than the average payoff in the population.

The above model can be considered as a normal form game as there is a strategic interaction between the agents in the economy. Acemoglu and Verdier (2000) propose a standard analysis of this framework using a fixed probability of detection of dishonest behavior. Fully rational agents play exactly once this game knowing all the details of the game including the preferences of the other agents. When this situation is interpreted as a population game, on the other hand, it allows for all behaviors or strategies in the population of agents, letting each agent to start playing the game initially with a specific strategy and assuming that the revision protocol operates over time on this initial distribution of behaviors. In other words, each population has a set of available strategies out of which their members are able to select. Thus, in this dynamic setting, agents' decision rules to choose a strategy does not depend on the expected utility evaluation based on probabilities, and rather depends on the strategy's expected utility assessment compared to the mean utility of the population, which is directly related to the fraction of population using it.

Entrepreneurs have two strategies: high quality financial reporting and low quality financial reporting. Each agent in the entrepreneur population is assigned initially one of these strategies. Auditors have two strategies: being honest and being dishonest. Each agent in the auditor population is assigned initially one of these strategies. The mean utility levels of entrepreneur and auditor populations are given by $\bar{\pi}_{E}$ and $\bar{\pi}_{A}$ respectively as follows:

$$
\begin{equation*}
\bar{\pi}_{E}=x \pi_{h}+(1-x) \pi_{l} \tag{11}
\end{equation*}
$$

$\bar{\pi}_{A}=p \pi_{D}+(1-p) \pi_{H}$

However, agents of different occupations change their decisions at different paces. In particular, it is assumed in this model that an auditor becomes more easily corrupt than an entrepreneur choosing to change the information quality, since the latter is expected to involve certain structural investments that are costly to implement. The strategy revision pace of an auditor and an entrepreneur are denoted as $v_{A}$ and $v_{E}$ respectively, where $v_{A}>v_{E}$. Now, the imitation dynamics for each population can be defined as:

$$
\begin{align*}
& \frac{\dot{p}}{p}=v_{A}\left(\pi_{D}-\bar{\pi}_{A}\right)  \tag{12}\\
& \frac{\dot{x}}{x}=v_{E}\left(\pi_{h}-\bar{\pi}_{E}\right)
\end{align*}
$$

where $\dot{p}$ and $\dot{x}$ denotes the temporal changes in the proportions of dishonest auditors and high-quality reporting entrepreneurs, respectively. Thus, the left hand sides of the equations reflect the rate of changes from the initial proportions. Then the mean utilities are substituted into these equations to get:

$$
\begin{equation*}
\dot{p}=v_{A} p(1-p)\left(\pi_{D}-\pi_{H}\right) \tag{13}
\end{equation*}
$$

$\dot{x}=v_{E} x(1-x)\left(\pi_{h}-\pi_{l}\right)$

It can be easily seen that there are trivial rest points for these equations, at which the economy would be in equilibrium. These are the points where all the members of a population choose one strategy or the other (i.e. $p=0, p=1, x=0, x=1$ ). We can refer to these states as pure states. In addition to these, it is possible to find interior population states that we can refer to mixed states where we can see different patters of behavior in the population. The roots of the following equations are mixed states of the model:

- Any $x$ satisfying $\pi_{h}-\pi_{l}=0$ or
- Any $p$ satisfying $\pi_{D}-\pi_{H}=0$ subject to the constraint $p, x \in(0,1)$
there is an interior rest point $\left(x^{*}, p^{*}\right)$ for the system of dynamic equations The first equation

$$
\pi_{h}-\pi_{l}=-e+(1-p(1-q))(s+\tau)=0
$$

has a root $x^{*}$ and the second equation $\pi_{D}-\pi_{H}=-(1-x) q(w+\phi s)+\sigma s=0$ has the root $p^{*}$ with

$$
q\left(x^{*}, p^{*}\right)=\frac{\mathrm{s}-\left(1-x^{*}\right)\left(1-p^{*}\right)(\mathrm{s}+\tau)}{p^{*}\left(1-x^{*}\right)(\mathrm{s}+\tau+\phi s)}
$$

The values of $p^{*}$ and $x^{*}$ are given by the solution of the following set of nonlinear equations:

$$
\begin{equation*}
p^{*}\left(1-q\left(x^{*}, p^{*}\right)\right)=\frac{s+\tau-e}{s+\tau} \tag{15}
\end{equation*}
$$

$\left(1-x^{*}\right) q\left(x^{*}, p^{*}\right)=\frac{\sigma s}{w+\phi s}$

By replacing $q\left(x^{*}, p^{*}\right)$ in Equation 15 and 16, we get

$$
p^{*}=\frac{(s+\tau-e)(\mathrm{s}+\tau+\phi s)}{\phi s(s+\tau)}-\frac{\mathrm{s}+\tau}{\phi s}+\frac{\mathrm{s}}{\phi s\left(1-x^{*}\right)}
$$

and $s-\left(1-x^{*}\right)\left(1-p^{*}\right)(\mathrm{s}+\tau)=p^{*} \frac{\sigma s(\mathrm{~s}+\tau+\phi s)}{w+\phi s}$ respectively.
Then by replacing $p^{*}$ in the second equation, we get

$$
\left(1-x^{*}\right) \frac{\mathrm{e}(w+\phi s)}{s}+\frac{1}{\left(1-x^{*}\right)} \sigma s-\frac{\sigma(e-\phi s)(s+\tau)+\phi \sigma \mathrm{e} s}{(s+\tau)}-\frac{(\phi s+\mathrm{s}+\tau)(w+\phi s)}{(\mathrm{s}+\tau+\phi s)}=0
$$

As $p, x \in(0,1)$, this equation can be rewritten as a second degree polynomial and for a certain range of the parameters of the model, there is solution to this polynomial ${ }^{5}$. An example of an interior rest point can be seen in Figure 1(b) where equation 15 and 16 are depicted and for the set of parameters $(e, w, s, \tau, \sigma, \phi)=(0.8,1,0.5,0.4,0.3,0.4)$ the mixed state is $\left(x^{*}, p^{*}\right)=(0.379,0.139)$.

Proposition 1. There exists an interior rest point of the dynamic system ( $x^{*}, p^{*}$ ) where some auditors are honest and some are rent seeking and some entrepreneurs use high quality financial reporting while some use low quality financial reporting for a certain range of exogenous variables: cost of the effort for higher quality financial auditing ( $e$ ), competitive auditor fee ( $w$ ), subsidies $(s)$, taxes $(t)$, rent rate ( $\sigma$ ) asked over subsidy and penalty rate $(\phi)$ taken over subsidy.

Note that the cost of choosing the higher financial reporting quality e affects only the interior rest point of entrepreneur population dynamics $x *$ and the competitive auditor fee affects only the interior rest point of the auditor population dynamics p*A population specific policy must aim either of these parameters.

## Stability

The revision process determines how population shares corresponding to different pure strategies evolve over time. In this context, asymptotic stability of the rest points of the system of population dynamics given by equations 13 and 14 can be studied. We have pure states where all

Before starting with the stability of the pure states where agents choose one strategy or behavior over the other, note that the budget balance has to be satisfied. For $p=0$ where all auditors are honest, the budget balance is $\tau-x(s+t)$, where there is a surplus if $x=0$ and there is a deficit if $x=1$. For $p=1$, all auditors are dishonest, and the balanced budget condition is $-(1-q) s+q(\tau+\phi s)=0$ and for a certain level of inspection probability $q$ satisfying $-(1-q) s+q(\tau+\phi s)=0$ the budget balance is satisfied if $x=0$ and there is a deficit if $x=1$. Consequently, the only possible pure state is $p=1$ and $x=0$ if the society aims at a balanced budget. This case refers to a situation where an entire entrepreneur population is using low quality financial reporting and all auditors are dishonest.

Proposition 2. $\left(x^{*}, p^{*}\right)=(0,1)$ is stable if $\sigma>\frac{(w+\phi s)}{(s+\tau+\phi s)}$ and $\frac{s+\tau}{s+\tau+\phi s}<e$.

To check the stability of the rest points of the dynamics, the eigenvalues of the Jacobian of this system of dynamic equations should be evaluated at $\left(x^{*}, p^{*}\right)$. If all eigenvalues turns out to be negative at the rest points of the dynamic equations, these rest points are considered asymptotically stable (Medio \& Lines, 2001). The rest point is unstable if at least one of the eigenvalues is positive. The Jacobian evaluated at $\left(x^{*}, p^{*}\right)$ is as follows:

$$
\left.J\right|_{(x, p)}=\left[\begin{array}{cc}
\binom{v_{E}(1-2 x)(-e+(1-p(1-q))(s+\tau))}{+v_{E} x(1-x) p \frac{\partial q}{\partial x}(s+\tau)} & v_{E} x(1-x)\left(-(1-q)+p^{*} \frac{\partial q}{\partial p}\right)(s+\tau) \\
v_{A} p(1-p)\left(q(w+\phi s)-(1-x) \frac{\partial q}{\partial x}(w+\phi s)\right)
\end{array}\right]
$$

Proof of Proposition 2 requires checking the eigenvalues of the Jacobian of the dynamic system. For $(x, p)=(0,1)$ the Jacobian is:

$$
\left.J\right|_{(0,1)}=\left[\begin{array}{cc}
v_{E}\left(-e+\frac{s(s+\tau)}{(s+\tau+\phi s)}\right) & 0 \\
0 & v_{A}\left(\frac{s(w+\phi s)}{(s+\tau+\phi s)}-\sigma s\right)
\end{array}\right]
$$

For $(x, p)=(0,1)$, the eigenvalues of the Jacobian are $v_{E}\left(-e+\frac{s(s+\tau)}{(s+\tau+\phi s)}\right)$ and $v_{A}\left(\frac{s(w+\phi s)}{(s+\tau+\phi s)}-\sigma s\right)$. The second eigenvalue is negative if $\sigma>\frac{(w+\phi s)}{(s+\tau+\phi s)}$ and the first eigenvalue is negative if $\frac{s(s+\tau)}{(s+\tau+\phi s)}<e$ (in this case the trace of the Jacobian is negative and its determinant is positive). This means that the society will be trapped at an inefficient and corrupt state if high quality financial reporting is costly enough and self-interested auditors require a sufficiently high share of the subsidies. The only way to get out of this trap is to give entrepreneurs enough incentive to cover their efforts when transitioning to a higher quality of financial reporting.

Next, the stability of the mixed states, where some agents choose one strategy or behavior while some choose the other, will be analyzed. The rest point for the mixed states $\left(x^{*}, p^{*}\right)$ are given above by equations 15 and 16 . For $\left(x^{*}, p^{*}\right) \in(0,1)^{2}$ the Jacobian is

$$
\left.J\right|_{\left(x^{*}, p^{*}\right)}=\left[\begin{array}{cc}
v_{E} x^{*}\left(1-x^{*}\right) p^{*} \frac{\partial q}{\partial x}(s+\tau) & v_{E} x^{*}\left(1-x^{*}\right)\left(-(1-q)+p^{*} \frac{\partial q}{\partial p}\right)(s+\tau) \\
v_{A} p^{*}\left(1-p^{*}\right)\left(-q(w+\phi s)+\left(1-x^{*}\right) \frac{\partial q}{\partial x}(w+\phi s)\right) & v_{A} p^{*}\left(1-p^{*}\right)\left(1-x^{*}\right) \frac{\partial q}{\partial x}(w+\phi s)
\end{array}\right]
$$

Proposition 3. $\left(x^{*}, p^{*}\right) \in(0,1)^{2}$ is stable if and only if

1. $v_{E} x(1-x) p \frac{\partial q}{\partial x}(s+\tau)-v_{A} p(1-p)(1-x) \frac{\partial q}{\partial p}(w+\phi s)<0$ and
2. $-q(1-q)+q p \frac{\partial q}{\partial p}+(1-x) \frac{\partial q}{\partial x}(1-q)>0$.

Note that the first component of the first condition $v_{E} x(1-x) p \frac{\partial q}{\partial x}(s+\tau)$ relates to the match of a dishonest agent with an entrepreneur using low quality financial reporting and the inspection of the social loss of magnitude $s+\tau$. This social loss will be recaptured more (less) with the increase (decrease) in the probability of inspection that would be due to the increase (decrease) in the share of entrepreneurs changing to higher quality of financial reporting $x$. The second component of the first condition $-v_{A} p(1-p)(1-x) \frac{\partial q}{\partial p}(w+\phi s)$ relates to the dishonest auditor matched with an entrepreneur using low quality financial reporting and the resulting income if he is not inspected $w+\phi s$. This income will be earned if a honest auditor is inspected instead and this will be affected by the change in the probability of inspection created with the change in the population of dishonest auditors.

The eigenvalues of the Jacobian are the roots of a second degree equation. Instead of finding the roots explicitly, it is sufficient to look for the conditions ensuring that the eigenvalues are both negative. These conditions are that their sum shall be negative and their product shall be positive i.e. $J(1,1)+J(2,2)<0$ and $J(1,1) J(2,2)-J(1,2)$ $J(2,1)>0$.These conditions are expressed in Proposition 3 and can be rewritten as

$$
\begin{equation*}
\frac{(s+\tau) s x}{(1-x)(s+\tau+\phi s)}+v_{A} \frac{(w+\phi s)(-\tau+x(s+\tau))(1-p)}{p(s+\tau+\phi s)}<0 \tag{17}
\end{equation*}
$$

$$
\begin{equation*}
\frac{-s\left(-p \phi(s+\tau)(1-p)(1-x)^{2}+(\tau+s) x-\tau\right)}{(p(1-x)(s+\tau+\phi s))^{2}}>0 \tag{18}
\end{equation*}
$$

Note that the rates of adjustment $v_{A}$ and $v_{E}$ affect the stability of the rest points. We see that policy variables such as subsidies and penalties have an important impact on the stability of the mixed state as well as the level of rent seeking and punishment. The rates of adjustments of the dynamics also affect the stability of the mixed outcome.

Figure 3 provides an illustration of the rest points and their stability and is drawn based on the following values of the parameters $(e, w, s, \tau, \sigma, \phi)=(0.8,1,0.5,0.4,0.3,0.4)$. The mixed state for this set of parameters is $\left(x^{*}, p^{*}\right)=(0.379,0.139)$. This is a state where more than half of the entrepreneurs use low quality financial reporting and although a very high percentage is requested by dishonest auditors during external audits, the competitive audit fee and the punishment rate is high enough to create incentives to be honest. This mixed state where there is an inefficient allocation of capital but mostly honest auditors is a saddle. More than half of the auditors provide an honest external audit. The first stability condition is always satisfied $\left(0.250 v_{E}-0.396 v_{A}<0\right)$ and the second stability condition is satisfied
$(4.167>0) 0.250 v_{E}-0.396 v_{A}<0 v_{E} \frac{0.396}{0.250} v_{A} v_{E} 1.584 v_{A} v_{E} v_{A}$.

However the trace of the Jacobian is $0.250 v_{E}-0.396 v_{A}$ is negative if we satisfy above conditions for eigenvalues but the determinant is $-0.127 v_{E} v_{A}$ negative as well. Thus this interior rest point is a saddle. Figure 1provides with the simulation for another rest point of the dynamics: $\left(x^{*}, p^{*}\right)=(0,0.525)$ and $\left(x^{*}, p^{*}\right)=(0.357,0)$. For $\left.\left(x^{*}, p^{*}\right)=0,0.525\right)$ the first stability condition is satisfied $\left(-0.396 v_{A}<0\right)$ and the second stability condition is satisfied $(0.735>0)$. In Figure 3 , we see that only $\left.\left(x^{*}, p^{*}\right)=0,0.525\right)$ is stable. The velocity vectors on the graph give the direction of the motion along the trajectories. These directions are given by the signs of $\dot{x}$ and $\dot{p}$ and whether they are equal to 0 . If both are zero, then we have an equilibrium point.

## CONCLUSION

This study reinterprets the static corruption model of Acemoglu and Verdier (2000) in the context of the provision of incentives for entrepreneurs for higher quality financial reporting using external audits in order to analyze the impact of auditors' existence

Figure 3. Velocity plot for $(e, w, s, \tau, \sigma, \phi)=(0.8,1,0.5,0.4,0.3,0.4)$

in the economy as monitoring agents. The results suggest that having auditors in the economy are feasible only if the positive externality being promoted is worth bearing the opportunity cost of allocating auditors in the production sector. Then the analysis is extended into a population game framework in which heterogeneous agents of different occupations are able to change their strategies or behaviors over time, based on their evaluations of their strategies' utility compared to the mean utility of their population.

Steady state equilibrium analysis of the dynamic equations shows that there is a pure state and a mixed state whose stability is affected by policy parameters such as subsidies, taxes, competitive auditor fee and rate of adjustment of different dynamics. The pure state is a bad equilibrium where the society is trapped at an inefficient and corrupt state. This happens only if high quality financial reporting is costly enough and self-interested auditors require a sufficiently high share of the subsidies. This result is in accordance with the results of Çule \& Fulton (2009) where increase in penalties or inspection can have a perverse effect and create high cheating and corruption. In their study, when evasion and corruption are common, they become more acceptable and their cost is lowered and thus a perverse effect arises. In our model, the only way to get out of this trap is to give entrepreneurs enough incentive to cover their efforts when transitioning to a higher quality of financial reporting. The extent to which subsidies cover the cost of adopting a high
quality financial reporting play an important role in avoiding a stable equilibrium where all entrepreneurs adopt a low-quality reporting system and all auditors are better off being dishonest. Practically, this implies that it is not enough for regulators on focusing solely on punishing auditors' misconduct, but also on keeping the benefits of high-quality financial reporting high enough at least to compensate the respective costs.

Finally, we have analyzed the stability of the mixed states, where some agents choose one strategy or behavior while some choose the other. At this point, we see that the rates of adjustment affect the stability of the rest points just like the policy variables such as subsidies and penalties and the level of rent seeking and punishment. Van Rijckeghem and Weder di Mauro (2001) study corruption in civil service and find using a data set on wages for low-income countries evidence of a statistically and economically significant relationship between relative civil-service pay and corruption where a rather large increase in wages is required to end corruption only using wages as a policy. In line with this empirical study, we also see that when enforcement is costly some dishonest rent seeking behavior may prevail in the economy. We also see that the behavioral aspects of the problem contribute to the complexity of the solution concept: when agents revise their behaviors at different rates, the enforcement of the honesty in the auditor sector may be difficult to achieve.
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## ENDNOTES

1 Much of this evidence is investigated in prior literature such as Agarwal, Echambadi, Franco, and Sarkar (2004); Moore, Tetlock, Tanlu, and Bazerman (2006).

In fact, the model of Acemoglu and Verdier (2000) investigates the case where governments need bureaucrats to monitor entrepreneurs' choice of technology (good or bad) and implement policies accordingly. Our interpretation of it provides insight and basis to understand the dynamics of rent-seeking behavior of auditors in the economy.
In fact, those companies, statements of which have been detected to include inaccurate information are either asked to make the necessary corrections, often causing them to bear additional costs, or they end up in court trials being subject to high amounts of fine payments.
$4 \quad$ This can alternatively be seen as a compliance audit from which the companies are required to get a passing opinion to be able to receive a subsidy. This practice is especially common in tax immunity privileges conditionally granted to certain specialized startup companies.
$5 \quad a X^{2}-b X+\sigma s=0$ where $X=\left(1-x^{*}\right), a=\frac{\mathrm{e}(w+\phi s)}{s}$,

$$
b=\left(\frac{\sigma(e-\phi s)(s+\tau)+\phi \sigma e s}{(s+\tau)}+\frac{(\phi s+s+\tau)(w+\phi s)}{(s+\tau+\phi s)}\right)
$$

$c=\sigma s$. For $b^{2}-4 a c \geq 0$ there is a solution to this equation.
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#### Abstract

A reproducing kernel Hilbert space (shorty, RKHS) $H=H(\Omega)$ on some set $\Omega$ is a Hilbert space of complex valued functions on $\Omega$ such that for every $\lambda \in \Omega$ the linear functional (evaluation functional) $f \rightarrow f(\lambda)$ is bounded on H. If $H$ is RKHS on a set $\Omega$, then, by the classical Riesz representation theorem for every $\lambda \in \Omega$ there is a unique element $k_{H, \lambda} \in H$ such that $f(\lambda)=\left\langle f, k_{H, \lambda}\right\rangle$; for all $f \in H$. The family $\left\{k_{H, \lambda}: \lambda \in \Omega\right\}$ is called the reproducing kernel of the space H. The Berezin set and the Berezin number of the operator A was respectively given by Karaev in [26] as following $\operatorname{Ber}(A)=\{A(\lambda): \lambda \in \Omega\}$ and $\operatorname{ber}(A):=\sup _{\lambda \in \Omega}|A(\lambda)|$. In this chapter, the authors give the Berezin number inequalities for an invertible operator and some other related results are studied. Also, they obtain some inequalities of the slater type for convex functions of selfadjoint operators in reproducing kernel Hilbert spaces and examine related results.


## INTRODUCTION

Firstly, we will mention about importance of the reproducing kernel as follows (Saitoh \& Sawano, 2016; Saitoh, 1988).

The theory of reproducing kernels began with two papers of 1921 (Szego, 1921) and 1922 (Bergman, 1922) which is related with typical reproducing kernels of Szegö and Bergman, and since then the theory has been improved into a large and deep theory in complex analysis by many mathematicians. But, exactly, reproducing kernels appeared previously during the first decade of the twentieth century by S. Zaremba (1907) in his work on boundary value problems for harmonic and biharmonic functions. But he did not improve any further theory for the reproducing property. Furthermore, in fact, we know many concrete reproducing kernels for spaces of polynomials and trigonometric functions from much older days. On the other hand, the general theory of reproducing kernels was established in a complete form by N. Aronszajn (1950) in 1950. Furthermore, L. Schwartz (1964), who is a Fields medalist and founded distribution theory, improved the general theory remarkably in 1964 with a paper of over 140 pages (see Saitoh \& Sawano, 2016; Saitoh, 1988).

When linear mappings in the framework of Hilbert spaces are considered, we will encounter in a natural way the notion of reproducing kernels; then the general theory is not restricted to Bergman and Szegö kernels, but the general theory is as important as the concept of Hilbert spaces. It is a main concept and important mathematics. The general theory of reproducing kernels is depending on elementary theorems on Hilbert spaces. The theory of Hilbert spaces is the minimum core of functional analysis. But, when the general theory is combined with linear mappings on Hilbert spaces, it will have many relations in various fields, and its fruitful applications will spread over to differential equations, integral equations, generalizations of the Pythagorean theorem, inverse problems, sampling theory, nonlinear transforms in connection with linear mappings, various operators among Hilbert spaces, and many other broad fields. Furthermore, when we apply the general theory of reproducing kernels to the Tikhonov regularization, it produces approximate solutions for equations on Hilbert spaces which contain bounded linear operators. Looking from the point of view of computer users at numerical solutions, we will see that they are fundamental and have practical applications (see Saitoh \& Sawano, 2016; Saitoh, 1988).

Concrete reproducing kernels such as Bergman and Szegö kernels will produce many wide and broad results in complex analysis. They improved some important theory and lead to profound results in complex analysis containing several complex variables. On the other hand, the formal general theory given by Aronszajn also has favorable connections with various fields such as learning theory, support vector machines, stochastic theory, and operator theory on Hilbert spaces (see Saitoh \& Sawano, 2016; Saitoh, 1988).

A reproducing kernel Hilbert space (shorty, RKHS) $\mathrm{H}=\mathrm{H}(\Omega)$ on some set $\Omega$ is a Hilbert space of complex valued functions on $\Omega$ such that for every $\lambda \in \Omega$ the linear functional (evaluation functional) $f \rightarrow f(\lambda)$ is bounded on H . If H is RKHS on a set $\Omega$ then, by the classical Riesz representation theorem for every $\lambda \in \Omega$ there is a unique element $k_{\mathrm{H}, \lambda} \in \mathrm{H}$ such that $f(\lambda)=\left\langle f, k_{\mathrm{H}, \lambda}\right\rangle$ for all $f \in \mathrm{H}$. The family $\left\{k_{\mathrm{H}, \lambda}: \lambda \in \Omega\right\}$ is called the reproducing kernel of the space $H$. The reproducing kernel of the space H for any orthonormal basis $\left\{e_{n}(z)\right\}_{n \geq 0}$ of the space H can be represented by (see Aronzajn, 1950; Saitoh \& Sawano, 2016)

$$
k_{\mathrm{H}, \lambda}(z)=\sum_{n=0}^{\infty} \overline{e_{n}(\lambda)} e_{n}(z)
$$

The normalized reproducing kernel of the space $\mathbf{H}$ is denoted by $k_{\mathbf{H}, \lambda}^{\mathbb{E}}=\frac{k_{\mathcal{H}, \lambda}}{\left\|k_{\mathcal{H}, \lambda}\right\|}$. For a bounded linear operator $A$ on the RKHS H, its Berezin symbol $\tilde{A}$ is defined by the formula (see Berezin, 1972)

$$
\tilde{A}(\lambda):=\left\langle A k_{\mathcal{H}, \lambda}^{\mathbb{E}}, k_{\mathcal{H}, \lambda}^{\mathbb{E}}\right\rangle .
$$

The Berezin symbol of the operator $A$ is abounded function because of $|\tilde{A}(\lambda)| \leq\|A\|$ for all $\lambda \in \Omega$. The behavior of the Berezin symbol of an operator provides important information about the operator. More information about reproducing kernels and Berezin symbols, can be found in Karaey (2013) and Karaey, Gurdal, and Yamanci (2013, 2014).

The Berezin symbol of an operator was first introduced by F. A. Berezin (1972) as an extension of Wick symbols on the Fock space. There are several branches of this topic from his original work. One branch uses the transform as an algebraic isomorphism to formulate function spaces with a non-commutative (non-pointwise) product which is useful in the quantization of physical systems (see Berezin, 1974). Another branch asks operator theoretic questions about how properties of the Berezin syrnbol are related to the properties of A. Among today's authors working in the fields of Toeplitz, Hankel and composition operators. The Berezin symbol has become another item of baggage carried by operators that is useful in the characterization of operator classes (see Potter, 2000).

Following Coburn (2004), note that since the Berezin map $A \xrightarrow{B} \tilde{A}$ is linear and in most familiar RKHSs it is one-to-one, it "encodes" operator-theoretic information into function theory in a striking but somewhat impenetrable way. In
fact, since $k_{\lambda}^{\text {¢ }} \rightarrow 0$ weakly as $\lambda \rightarrow \partial \Omega$ (of course, if the space $\mathrm{H}(\Omega)$ is standard in sense of Nordgren and Rosenthal (1994), it is clear that B maps compact operators on these spaces into functions that vanish at the boundary $\partial \Omega$. Because of these properties, the mapping $B$ has found useful applications in dealing with operators "of function-theoretic significance" such as Toeplitz and Hankel operators on the Hardy, Bergman and Fock spaces (for more information, see, for instance, Coburn (2004), Berger and Coburn (1987) and Engliš (1994, 1995, 1999).

The Berezin set and the Berezin number of the operator $A$ was respectively given by Karaev (2006) as following

$$
\operatorname{Ber}(A)=\{\tilde{A}(\lambda): \lambda \in \Omega\} \text { and } \operatorname{ber}(A):=\sup _{\lambda \in \Omega}|\tilde{A}(\lambda)|
$$

The Berezin number of the operator $A$ has a relationship with its numerical radius as follows:

$$
\operatorname{ber}(A) \leq w(A):=\sup \left\{|\langle A f, f\rangle|:\|f\|_{\mathrm{H}}=1\right\} .
$$

The authors have obtained many results about numerical radius inequalities (see Abu-Omar \& Kittaneh, 2015; Dragomir, 2006; Gustafson \& Rao, 1994; Kittaneh, 2005; Kittaneh, Moslehian \& Yamazaki, 2015; Sattari, Moslehian \& Yamazaki, 2015). Recently, the concept of the Berezin number has attracted the attention of many authors; for example, using the Hardy-Hilbert type inequalities and some basic well-known inequalities, interesting results about the Berezin number inequalities were obtained (Bakherad, 2018; Bakherad \& Garayev, 2019; Garayev, Gurdal \& Okudan, 2016; Garayev, Gurdal \& Saltabn, 2017; Garayev, Salton \& Gundogdu, 2018; Hajmohamadi, Lashkaripour \& Bakherad, n.d.; Yamanci, Gurdal \& Garayev, 2017; Yamanci \& Gurdal, 2017; Yamanci, Garayev \& Celik, 2019).

## INEQUALITIES FOR THE BEREZIN NUMBER OF AN INVERTIBLE OPERATOR

In this part, we suppose that $B: \mathrm{H} \rightarrow \mathrm{H}$ is an invertible bounded linear operator and $B^{-1}: \mathrm{H} \rightarrow \mathrm{H}$ is its inverse. Then, clearly,

$$
\left\|B k_{\lambda}^{\mathrm{F}_{\lambda}}\right\| \geq \frac{1}{\left\|B^{-1}\right\|}\left\|\xi_{\lambda}^{\mathrm{F}}\right\|
$$

for any $\lambda \in \Omega$.
In the present paper, by using some ideas of papers (Dragomir, 2007a, 2007b), we give the Berezin number inequalities for an invertible operator and some other related results are studied.

Now we are ready to give our results.

Theorem 2.1. Let $A, B$ be two bounded linear operators on reproducing kernel Hilbert space H and let $B$ be invertible with the property that
$\|A-B\| \leq \beta$
for $\beta>0$. Then

$$
\frac{\|A\|}{\left\|B^{-1}\right\|} \leq \operatorname{ber}\left(B^{*} A\right)+\frac{1}{2} \beta^{2}
$$

Proof. From the condition (1), we obviously say that

$$
\begin{equation*}
\left\|A k_{\lambda}^{\mathbb{E}}\right\|^{2}+\left\|B k_{\lambda}^{\rightleftarrows}\right\|^{2} \leq 2 \operatorname{Re}\left\langle\left(B^{*} A\right) k_{\lambda}^{\rightleftarrows}, k_{\lambda}^{\mathbb{E}}\right\rangle+\beta^{2} \tag{2}
\end{equation*}
$$

for any $\lambda \in \Omega$. Since $B$ is an invertible operator, that is,

$$
\left\|B k_{\lambda}^{\neq}\right\|^{2} \geq \frac{1}{\left\|B^{-1}\right\|^{2}}\left\|k_{\lambda}^{\nexists}\right\|^{2}
$$

and $\operatorname{Re}\left(\tilde{B}^{*} A\right)(\lambda) \leq\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|$, the inequality (2) becomes as following:

$$
\begin{equation*}
\left\|A k_{\lambda}^{\leftrightarrows}\right\|^{2}+\frac{\left\|k_{\lambda}^{\not E}\right\|^{2}}{\left\|B^{-1}\right\|^{2}} \leq 2\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|+\beta^{2} \tag{3}
\end{equation*}
$$

for any $\lambda \in \Omega$.
Taking the supremum on $\lambda \in \Omega$ in above equation, we have

$$
\begin{equation*}
\|A\|^{2}+\frac{1}{\left\|B^{-1}\right\|^{2}} \leq 2 \operatorname{ber}\left(B^{*} A\right)+\beta^{2} \tag{4}
\end{equation*}
$$

From the elementary inequality

$$
\frac{2\|A\|}{\left\|B^{-1}\right\|} \leq\|A\|^{2}+\frac{1}{\left\|B^{-1}\right\|^{2}}
$$

and above inequality, we obtain

$$
\frac{\|A\|}{\left\|B^{-1}\right\|} \leq \operatorname{ber}\left(B^{*} A\right)+\frac{1}{2} \beta^{2}
$$

Theorem 2.2. Let $A, B$ and $\beta$ be as in Theorem 2.1. Then

$$
\|A\|\|B\|-\frac{\|B\|^{2}\left\|B^{-1}\right\|^{2}-1}{\left\|B^{-1}\right\|^{2}} \leq \operatorname{ber}\left(B^{*} A\right)+\frac{1}{2} \beta^{2} .
$$

Proof. Due to $\|A-B\| \leq \beta$, we get that

$$
\left\|A k_{\lambda}^{\rightleftarrows}\right\|^{2}+\left\|B k_{\lambda}^{\mathrm{E}}\right\|^{2} \leq 2 \operatorname{Re}\left\langle A k_{\lambda}^{\rightleftarrows}, B k_{\lambda}^{\rightleftarrows}\right\rangle+\beta^{2}
$$

for any $\lambda \in \Omega$, or equivalently

$$
\begin{equation*}
\|B\|^{2}+\left\|A k_{\lambda}^{\mathrm{E}}\right\|^{2} \leq 2 \operatorname{Re}\left\langle B^{*} A k_{\lambda}^{\mathrm{E}}, k_{\lambda}^{\mathrm{E}}\right\rangle-\left\|B k_{\lambda}^{\mathrm{E}}\right\|^{2}+\|B\|^{2}+\beta^{2} \tag{5}
\end{equation*}
$$

Due to

$$
\left\|B k_{\lambda}^{\rightleftarrows}\right\|^{2} \geq \frac{1}{\left\|B^{-1}\right\|^{2}}\left\|k_{\lambda}^{\mathbb{E}}\right\|^{2}, \operatorname{Re}\left\langle\left(B^{*} A\right) k_{\lambda}^{Æ}, k_{\lambda}^{\mathbb{E}}\right\rangle \leq\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|
$$

and

$$
\|B\|^{2}+\left\|A k_{\lambda}^{\mathbb{F}}\right\|^{2} \geq 2\left\|A k_{\lambda}^{\mathbb{F}}\right\|\|B\|
$$

for any $\lambda \in \Omega$, therefore by (5) we have

$$
\begin{aligned}
2\left\|A k_{\lambda} \mathrm{F}_{\lambda}\right\|\|B\| & \leq 2\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|+\beta^{2}+\frac{\|B\|^{2}\left\|B^{-1}\right\|^{2}-1}{\left\|B^{-1}\right\|^{2}} \\
& \leq 2 \sup _{\lambda \in \Omega}\left(\tilde{B}^{*} A\right)(\lambda) \left\lvert\,+\beta^{2}+\frac{\|B\|^{2}\left\|B^{-1}\right\|^{2}-1}{\left\|B^{-1}\right\|^{2}}\right.
\end{aligned}
$$

for any $\lambda \in \Omega$. This implies that

$$
\|A\|\|B\|-\frac{\|B\|^{2}\left\|B^{-1}\right\|^{2}-1}{\left\|B^{-1}\right\|^{2}} \leq \operatorname{ber}\left(B^{*} A\right)+\frac{1}{2} \beta^{2}
$$

which gives the desired result.

Theorem 2.3. Let $A, B$ and $\beta$ be as in Theorem 2.1. If $B$ is invertible with the property that
$\|A-B\| \leq \beta<\|B\|$,
then
$\sqrt{\|B\|^{2}-\beta^{2}}\|A\| \leq \operatorname{ber}\left(B^{*} A\right)+\frac{\|B\|^{2}\left\|B^{-1}\right\|^{2}-1}{2\left\|B^{-1}\right\|^{2}}$.

In particular, if $B=\alpha I$ with $|\alpha|>\beta$ and $B=\alpha A^{*}$ with $\|A\| \geq \frac{\beta}{|\alpha|}(\alpha \neq 0)$, then, respectively,
$\sqrt{1-\left(\frac{\beta}{|\alpha|}\right)^{2}}\|A\| \leq \operatorname{ber}(A)$
and

$$
\begin{equation*}
\sqrt{\|A\|^{2}-\left(\frac{\beta}{|\alpha|}\right)^{2}}\|A\| \leq \operatorname{ber}\left(A^{2}\right)+|\alpha| \frac{\|A\|^{2}\left\|A^{-1}\right\|^{2}-1}{2\left\|A^{-1}\right\|^{2}} \tag{8}
\end{equation*}
$$

Proof. Because of the first side of (6), we can write

$$
\left\|A k_{\lambda}^{\mathbb{E}}\right\|^{2}+\left\|B k_{\lambda}^{\rightleftarrows}\right\|^{2} \leq 2 \operatorname{Re}\left\langle A k_{\lambda}^{\rightleftarrows}, B k_{\lambda}^{\rightleftarrows}\right\rangle+\beta^{2}
$$

for any $\lambda \in \Omega$, or equivalently

$$
\begin{equation*}
\|B\|^{2}+\left\|A k_{\lambda}^{\rightleftarrows}\right\|^{2}-\beta^{2} \leq 2 \operatorname{Re}\left\langle B^{*} A k_{\lambda}^{\mathbb{E}}, k_{\lambda}^{\mathbb{E}}\right\rangle-\left\|B k_{\lambda}^{\mathbb{E}}\right\|^{2}+\|B\|^{2} \tag{9}
\end{equation*}
$$

Due to

$$
\left\|B k_{\lambda}^{\nVdash}\right\|^{2} \geq \frac{1}{\left\|B^{-1}\right\|^{2}}\left\|k_{\lambda}^{\mathbb{E}}\right\|^{2}, \quad \operatorname{Re}\left\langle\left(B^{*} A\right) k_{\lambda}^{\mathbb{E}}, k_{\lambda}^{\mathbb{E}}\right\rangle \leq\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|
$$

and the second side of (6), we have

$$
\|B\|^{2}+\left\|A k_{\lambda}^{\text {® }}\right\|^{2}-\beta^{2} \leq 2 \sqrt{\|B\|^{2}-\beta^{2}}\left\|A k_{\lambda}^{\text {® }}\right\|
$$

for any $\lambda \in \Omega$. Therefore, we obtain from (9)

$$
\begin{equation*}
2 \sqrt{\|B\|^{2}-\beta^{2}}\left\|A k_{\lambda}\right\| \leq 2\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|+\frac{\|B\|^{2}\left\|B^{-1}\right\|^{2}-1}{\left\|B^{-1}\right\|^{2}} \tag{10}
\end{equation*}
$$

for any $\lambda \in \Omega$.
Taking the supremum on $\lambda \in \Omega$, we reach the desired result. In particular, putting the $B=\alpha I$ and $B=\alpha A^{*}$ in (10), we get the (7) and (8).

Theorem 2.4. Let $A, B$ and $\beta$ be as in Theorem 2.1. Also, if

$$
\begin{equation*}
\left\|B^{-1}\right\|<\frac{1}{\beta} \tag{11}
\end{equation*}
$$

then

$$
\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}\|A\| \leq\left\|B^{-1}\right\| \operatorname{ber}\left(B^{*} A\right)
$$

Proof. From (4), we get
$\|A\|^{2}+\frac{1-\beta^{2}\left\|B^{-1}\right\|^{2}}{\left\|B^{-1}\right\|^{2}} \leq 2 \operatorname{ber}\left(B^{*} A\right)$.

Using the basic inequality and condition (11(, we have

$$
\begin{equation*}
2 \frac{\|A\|}{\left\|B^{-1}\right\|} \sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}} \leq\|A\|^{2}+\frac{1-\beta^{2}\left\|B^{-1}\right\|^{2}}{\left\|B^{-1}\right\|^{2}} \tag{13}
\end{equation*}
$$

So, from (12) and (13), we obtain the desired result.

Theorem 2.5. Let $A, B$ be two bounded operators. If $B$ is invertible such that

$$
\|A-B\| \leq \beta \text { and }
$$

$$
\begin{equation*}
\frac{1}{\sqrt{1+\beta^{2}}} \leq\left\|B^{-1}\right\|<\frac{1}{\beta} \tag{14}
\end{equation*}
$$

then

$$
\|A\|^{2}-\operatorname{ber}^{2}\left(B^{*} A\right) \leq 2 \operatorname{ber}\left(B^{*} A\right) \frac{\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\left\|B^{-1}\right\|}
$$

Proof. We get from (4) that

$$
\left\|A k_{\lambda}^{\rightleftarrows}\right\|^{2}+\frac{1}{\left\|B^{-1}\right\|^{2}} \leq 2\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|+\beta^{2}
$$

for any $\lambda \in \Omega$ and since $\frac{1}{\left\|B^{-1}\right\|^{2}}>\beta^{2}$, we can say that $\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|>0$ for any $\lambda \in \Omega$

If we divide in both sides of (5) with $\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|$, we have

$$
\begin{equation*}
\frac{\left\|A k_{\lambda}^{\rightleftarrows}\right\|^{2}}{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|}+\frac{1}{\left\|B^{-1}\right\|^{2}\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|} \leq 2+\frac{\beta^{2}}{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|} \tag{15}
\end{equation*}
$$

Subtracting $\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|$ from both sides of above inequality, we have

$$
\begin{aligned}
& \frac{\left\|A k_{\lambda}^{E}\right\|^{2}}{\left|\left(B^{*} A\right)(\lambda)\right|}-\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|\left|\leq 2-\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|-\frac{1-\beta^{2}\left\|B^{-1}\right\|^{2}}{\left\|B^{-1}\right\|^{2}\left|\left(B^{*} A\right)(\lambda)\right|}\right. \\
& =2-\frac{2 \sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\left\|B^{-1}\right\|}-\left(\left|\sqrt{\left(\tilde{B}^{*} A\right)(\lambda)}\right|-\frac{\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\left\|B^{-1}\right\| \sqrt{\left(\tilde{B}^{*} A\right)(\lambda)}}\right) \\
& \leq 2 \frac{\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\left\|B^{-1}\right\|}
\end{aligned}
$$

which shows that

$$
\|A\|^{2}-\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|^{2} \leq 2 \operatorname{ber}\left(B^{*} A\right) \frac{\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\left\|B^{-1}\right\|}
$$

for any $\lambda \in \Omega$.
Since, by (14), $\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}} \geq 0$, taking the supremum in above inequality on $\lambda \in \Omega$, we get the desired inequality.

Theorem 2.6. Let $A, B$ be two bounded operators. If $B$ is invertible such that $\|A-B\| \leq \beta$ and $\left\|B^{-1}\right\|<\frac{1}{\beta}$, then
$0 \leq\|A\|^{2}\|B\|^{2}-\operatorname{ber}^{2}\left(B^{*} A\right) \leq 2 \operatorname{ber}\left(B^{*} A\right) \cdot \frac{\|B\|}{\left\|B^{-1}\right\|}\left(\|B\|\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}\right)$.

Proof Subtracting $\frac{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|}{\|B\|^{2}}$ from both sides of (15), we obtain

$$
\begin{aligned}
0 & \leq \frac{\left\|A k_{\lambda}^{\nexists}\right\|^{2}}{\left|\left(B^{*} A\right)(\lambda)\right|}-\frac{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|}{\|B\|^{2}} \leq 2-\frac{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|}{\|B\|^{2}}-\frac{1-\beta^{2}\left\|B^{-1}\right\|^{2}}{\left\|B^{-1}\right\|^{2}\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|} \\
& =2-\frac{2 \sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\|B\|\left\|B^{-1}\right\|}-\left(\frac{\left|\sqrt{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|}\right|}{\|B\|}-\frac{\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\left\|B^{-1}\right\| \sqrt{\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|}}\right)^{2} \\
& \leq 2 \frac{\|B\|\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}}{\|B\|\left\|B^{-1}\right\|}
\end{aligned}
$$

or equivalently

$$
\begin{aligned}
0 & \leq\left\|A k_{\lambda}^{\stackrel{F}{F}}\right\|^{2}\|B\|^{2}-\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|^{2} \\
& \left.\leq 2 \frac{\|B\|}{\left\|B^{-1}\right\|} \right\rvert\,\left(\tilde{B}^{*} A\right)(\lambda)\left(\|B\|\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}\right)
\end{aligned}
$$

for any $\lambda \in \Omega$. Since $\|B\|\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}} \geq 0$ from above inequality, we obtain

$$
\sup _{\lambda \in \Omega}\left\|A k_{\lambda} \mathbb{E}_{\lambda}^{2}\right\| B \|^{2} \leq \sup _{\lambda \in \Omega}\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|^{2}+2 \frac{\|B\|}{\left\|B^{-1}\right\|} \sup _{\lambda \in \Omega}\left|\left(\tilde{B}^{*} A\right)(\lambda)\right|\left(\|B\|\left\|B^{-1}\right\|-\sqrt{1-\beta^{2}\left\|B^{-1}\right\|^{2}}\right)
$$

for any $\lambda \in \Omega$. This implies the desired result.

## SLATER TYPE INEQUALITIES IN REPRODUCING KERNEL HILBERT SPACES

Let $I$ be an interval of real numbers with interior int $(I)$ and $f: I \rightarrow \mathbb{R}$ be a convex function on $I$. Then $f$ is continuous on $\operatorname{int}(I)$ and has finite right and left derivatives at every point of $\operatorname{int}(I)$. Also, if $x, y \in \operatorname{int}(I)$ and $x<y$, then
$f^{\prime} \_(x) \leq f^{\prime}+(x) \leq f^{\prime} \_(y) \leq f^{\prime}+(y)$
which gives that both $f_{-}^{\prime}$ and $f_{+}^{\prime}$ are nondecreasing function on int $(I)$. A convex function must be differentiable except for at most countably many points.

The subdifferential of $f$ for a convex function $f: I \rightarrow \mathbb{R}$, is the set of all functions $\psi: I \rightarrow[-\infty, \infty]$ with property that $\psi(\operatorname{int}(I)) \subset \mathbb{R}$ and $f(y)+(x-y) \psi(y) \leq f(x)$ for any $x, y \in I$ and it is denoted by $\partial f$.

Recall that if $f$ is convex on $I$, then $\partial f$ is nonempty, $f_{-}^{\prime}{f^{\prime}}_{+} \in \partial f$ and if $\psi \in \partial f$, then for any $x \in \operatorname{int}(I)$.
$f^{\prime} \_(x) \leq \psi(x) \leq f^{\prime}+(x)$.

Particularly, $\Psi$ is a nondecreasing function.
If $f$ is differentiable and convex on $\operatorname{int}(I)$, then $\partial f=\left\{f^{\prime}\right\}$.
The following result is called as the Slater inequality in the literature:

Theorem 3.1 (Slater, 1981). If $f: I \rightarrow \mathbb{R}$ is a nondecreasing (nonincreasing) convex function, $p_{i} \geq 0, x_{i} \in I$, such that $P_{n}:=\sum_{i=1}^{n} p i>0$ and $\sum_{i=1}^{n} p_{i} \psi\left(x_{i}\right) \neq 0$ where $\psi \in \partial f$, then
$\frac{1}{P_{n}} \sum_{i=1}^{n} p_{i} f\left(x_{i}\right) \leq f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i} \psi\left(x_{i}\right)}{\sum_{i=1}^{n} p_{i} \psi\left(x_{i}\right)}\right)$.

The monotonicity assumption for the derivative $\varphi$, as stated in Dragomir (2004), can be changed with the condition
$\frac{\sum_{i=1}^{n} p_{i} x_{i} \psi\left(x_{i}\right)}{\sum_{i=1}^{n} p_{i} \psi\left(x_{i}\right)} \in I$,
which is more general and can satisfy for convenient points in $I$ and for not inevitably monotonic functions.

Let $A$ be a selfadjoint linear operator on a complex Hilbert space H. The Gelfand map establishes a *-isometrically isomorphism $\Phi$ between the set $C(\operatorname{Sp}(A))$ of all continuous functions defined on the spectrum of $A$, denoted by $S p(A)$, and the $C^{*}-$ algebra $C^{*}(A)$ generated by $A$ and the identity operator $1_{\mathrm{H}}$ on H as follows (see for instance Furuta, et al., 2005).

For any $f, g \in C(S p(A))$ and any $\alpha, \beta \in \mathbb{C}$, we get:

1. $\quad \Phi(\alpha f+\beta g)=\alpha \Phi(f)=\beta \Phi(g)$;
2. $\quad \Phi(f g)=\Phi(f) \Phi(g)$ and $\Phi(\bar{f})=\Phi(f)^{*}$;
3. $\|\Phi(f)\|=\|f\|:=\sup _{t \in S p(A)}|f(t)|$;
4. $\quad \Phi\left(f_{0}\right)=I$ and $\Phi\left(f_{1}\right)=A$, where $f_{0}(t)=1$ and $f_{1}(t)=t$, for $t \in \operatorname{Sp}(A)$.

With this concept we define $f(A):=\Phi(f)$ for all $f \in C(\operatorname{Sp}(A))$ and it is called the continuous functional calculus for the selfadjoint operator $A$.

If $A$ is a selfadjoint operator and $f$ is a real valued continuous function on $\operatorname{Sp}(A)$, then $f(t) \geq 0$ for any $t \in S p(A)$ implies that $f(A) \geq 0$ on H. Therefore, if $f$ and $g$ are real valued functions on $S p(A)$ then the following basic property holds:
$f(t) \geq g(t)$ for any $t \in S p(A)$ implies that $f(A) \geq g(A)$
in the operator order of $B(\mathrm{H})$.
A real valued continuous function $f$ on an interval $J$ is said to be operator convex (operator concave) if
$f(((1-\lambda) A+\lambda B) \leq(\geq)(1-\lambda) f(A)+\lambda f(B)$
in the operator order, for all $\lambda \in[0,1]$ and for any self-adjoint operators $A$ and $B$ on H whose spectra are contained in $J$. Obviously, a function $f$ is operator concave if $-f$ is operator convex.

A real valued continuous function $f$ on an interval $J$ is said to be operator monotone if it is monotone with respect to the operator order, i.e., $A \leq B$ with $\operatorname{Sp}(A), S p(B) \subset J$ imply $f(A) \leq f(B)$. (For more facts on operator convex (operator concave) and operator monotone functions, the reader can be consult in Furutaet al., 2005 and its references).

In this section, we obtain some inequalities of the slater type for convex functions of selfadjoint operators in reproducing kernel Hilbert spaces and examine related results.

Before giving our results, we need some well-known results.
The following result is due to Mond \& Pečarić (1933):

Theorem 3.2 (Mond \& Pečarić, 1993). Let $A$ be a selfadjoint operator on the Hilbert space $H$ and assume that $S p(A) \subseteq[m, M]$ for some scalars $m, M$ with $m<M$. If f is a convex function on $[m, M]$, then for each $x \in H$ with $\|x\|=1$,
$f(\langle A x, x\rangle) \leq\langle f(A) x, x\rangle$.

The next result is a special case of Theorem 3.2.

Theorem 3.3 (McCarthy, 1967). Let $A$ be a selfadjoint positive operator on a Hilbert space H and let $x \in \mathrm{H}$ be any unit vector. Then(i) $\left\langle A^{r} x, x\right\rangle \geq\langle A x, x\rangle^{r}$ for all $r>1$;(ii) $\left\langle A^{r} x, x\right\rangle \leq\langle A x, x\rangle^{r}$ for all $0<r<1$;(iii) If $A$ is invertible, then $\left\langle A^{r} x, x\right\rangle \geq\langle A x, x\rangle^{r}$ for all $r<0$.

Our aim in this paper is to give some Slater's type inequalities for the convex functions of selfadjoint operators in reproducing kernel Hilbert space.

Theorem 3.4. Let $f: I \rightarrow \mathbb{R}$ be a convex and differentiable function on int $(I)$ (the interior of $I$ ) whose derivative $f^{\prime}$ is continuous on $\operatorname{int}(I)$. Then

$$
\begin{equation*}
0 \leq f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\left(\tilde{f}^{\prime}(A)\right)(\lambda)}\right)-\tilde{f}(A)(\lambda) \leq f^{\prime}\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)\left[\frac{A \tilde{f}^{\prime}(A)(\lambda)-\tilde{A}(\lambda) A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right] \tag{17}
\end{equation*}
$$

for any selfadjoint operator $A$ on the reproducing kernel Hilbert space $H(\Omega)$ with $S p(A) \subseteq[m, M] \subset \operatorname{int}(I)$ and $f^{\prime}(A)$ is a positive definite operator on H and any $\lambda \in \Omega$.

Proof. Since $F$ is differentiable and convex on $\operatorname{int}(I)$, then we get that
$f^{\prime}(s) .(t-s) \leq f(t)-f(s) \leq f^{\prime}(t) .(t-s)$
for any $t, s \in[m, M]$.
Let us fix $t \in[m, M]$. By applying the property (16) for the self adjoint operator $A$, then we get

$$
\left\langle f^{\prime}(A) \cdot\left(t-1_{H}-A\right) k_{\lambda}^{\mathbb{E}}, k_{\lambda}^{\mathbb{E}}\right\rangle \leq\left\langle\left[f(t) \cdot 1_{H}-f(A)\right] k_{\lambda}^{\mathbb{E}}, k_{\lambda}^{\varlimsup_{\lambda}^{\mathbb{E}}}\right\rangle \leq\left\langle f^{\prime}(t) \cdot\left(t \cdot 1_{H}-A\right) k_{\lambda}^{\mathbb{E}}, k_{\lambda}^{\mathbb{E}}\right\rangle
$$

for any $\lambda \in \Omega$ and $t \in[m, M]$ or equvialently
$t \tilde{f}^{\prime}(A)(\lambda)-\tilde{f}^{\prime}(A) \tilde{A}(\lambda) \leq f(t)-\tilde{f}(A)(\lambda) \leq f^{\prime}(t) t-f^{\prime}(t) \tilde{A}(\lambda)$
for any $\lambda \in \Omega$ and $t \in[m, M]$.
Because $A$ is selfadjoint with $m I \leq A \leq M I$ and $f^{\prime}(A)$ is positive definite, then $m \tilde{f}^{\prime}(A)(\lambda) \leq \tilde{A} \tilde{f}^{\prime}(A)(\lambda) \leq \tilde{f}^{\prime}(A)(\lambda)$
for any $\lambda \in \Omega$, which gives that
$t_{0}:=\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)} \in[m, M]$ for any $\lambda \in \Omega$.

As a result, putting $t=t_{0}$ in the equation (18), then we have the desired result (17).
Remark 3.1. The assumption that $f^{\prime}(A)$ is a positive definite operator on $\mathrm{H}(\Omega)$ can be changed with the more general condition that
$\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)} \in \operatorname{int}(I)$ for any $\lambda \in \Omega$,
which might be confirmed for special convex functions $f$.

Remark 3.2. Let the function be concave on $\operatorname{int}(I)$. If the condition (19) satisfies, then we get the following inequality
$0 \leq \tilde{f}(A)(\lambda)-f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right) \leq f^{\prime}\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right) \cdot\left[\frac{\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda)-A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right]$
for any $\lambda \in \Omega$.
Let us define
$\tilde{B}\left(f^{\prime}, A ; \lambda\right):=\frac{1}{\tilde{f}^{\prime}(A)(\lambda)} . f^{\prime}\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)$.

The following results provide more useful upper bounds for the nonnegative quantity

$$
f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)-\tilde{f}^{\prime}(A)(\lambda) \text { for } \lambda \in \Omega .
$$

Theorem 3.5. Let $f: I \rightarrow \mathbb{R}$ be a convex and differentiable function on int( $I$ ) (the interior of $I$ ) whose derivative $f^{\prime}$ is continuous on $\operatorname{int}(I)$. Then

$$
\begin{align*}
&(0 \leq) f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)-\tilde{f}(A)(\lambda)  \tag{20}\\
& \leq \tilde{B}\left(f^{\prime}, A ; \lambda\right) \times\left\{\begin{array}{l}
\frac{1}{2} \cdot(K-k)\left[\left\|f^{\prime}(A) k_{\lambda}^{F}\right\|^{2}-\tilde{f}^{\prime}(A)(\lambda)^{2}\right]^{1 / 2} \\
\frac{1}{2} \cdot\left(f^{\prime}(K)-f^{\prime}(k)\right)\left[\left\|A k_{\lambda}\right\|^{2}-\tilde{A}(\lambda)^{2}\right]^{1 / 2}
\end{array}\right. \\
& \leq \frac{1}{4}(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right) \tilde{B}\left(f^{\prime}, A ; \lambda\right)
\end{align*}
$$

and

$$
\begin{align*}
& (0 \leq) f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)-\tilde{f}(A)(\lambda) \\
& \leq \tilde{B}\left(f^{\prime}, A ; \lambda\right) \times\left[\frac{1}{4} \cdot(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)\right. \\
& -\left\{\begin{array}{l}
\left.\left[\left\langle(K-A) k_{\lambda}^{\mathrm{E}},(A-k) k_{\lambda}^{\mathrm{E}}\right\rangle\left\langle\left(f^{\prime}(K)-f^{\prime}(A)\right) k_{\lambda}^{\mathrm{E}},\left(f^{\prime}(A)-f^{\prime}(k)\right) k_{\lambda}^{\mathrm{E}}\right\rangle\right]^{1 / 2}\right] \\
\left|\tilde{A}(\lambda)-\frac{K+k}{2}\right|\left|\tilde{f}^{\prime}(A)(\lambda)-\frac{f^{\prime}(K)+f^{\prime}(k)}{2}\right|
\end{array}\right. \\
& \leq \frac{1}{4}(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right) \tilde{B}\left(f^{\prime}, A ; \lambda\right) \tag{21}
\end{align*}
$$

for any selfadjoint operator $A$ on the reproducing kernel Hilbert space $\mathrm{H}(\Omega)$ with $S p(A) \subseteq[m, M] \subset \operatorname{int}(I)$ and $f^{\prime}(A)$ is a positive definite operator on H and any $\lambda \in \Omega$, respectively.

Furthermore, if $A$ is a positive definite operator, then

$$
\begin{align*}
& (0 \leq) f\left(\frac{\tilde{f^{\prime}}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)-\tilde{f}(A)(\lambda) \\
& \leq \tilde{B}\left(f^{\prime}, A ; \lambda\right) \times\left\{\begin{array}{l}
\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}} \tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda) \\
(\sqrt{K}-\sqrt{k})\left(\sqrt{f^{\prime}(K)}-\sqrt{f^{\prime}(k)}\right)\left[\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda)\right]^{1 / 2}
\end{array}\right. \\
& \leq \tilde{B}\left(f^{\prime}, A ; \lambda\right) \times\left\{\begin{array}{l}
\frac{1}{4} \cdot \sqrt{\frac{K f^{\prime}(K)}{k f^{\prime}(k)}}(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right) \\
(\sqrt{K}-\sqrt{k})\left(\sqrt{f^{\prime}(K)}-\sqrt{f^{\prime}(k)}\right) \sqrt{K f^{\prime}(K)}
\end{array}\right. \tag{22}
\end{align*}
$$

for any $\lambda \in \Omega$.

Proof. From Corollary 1 in [11, 13], we have that

$$
\begin{aligned}
& A \tilde{f}^{\prime}(A)(\lambda)-\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda) \leq \frac{1}{2} .(K-k)\left[\left\|f^{\prime}(A) k_{\lambda}^{\nexists}\right\|^{2}-\tilde{f}^{\prime}(A)(\lambda)^{2}\right]^{1 / 2} \\
\leq & \frac{1}{4}(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& A \tilde{f}^{\prime}(A)(\lambda)-\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda) \leq \frac{1}{2} \cdot\left(f^{\prime}(K)-f^{\prime}(k)\right)\left[\left\|A k_{\lambda}^{\nexists}\right\|^{2}-\tilde{A}(\lambda)^{2}\right]^{1 / 2} \\
\leq & \frac{1}{4}(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)
\end{aligned}
$$

for each $\lambda \in \Omega$, which together with (17) give the desired result (20).
By using Lemma 3 in Dragomir $(2008,2011)$, we have that

$$
\begin{aligned}
& A \tilde{f}^{\prime}(A)(\lambda)-\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda) \leq \frac{1}{4}(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right) \\
& -\left\{\begin{array}{l}
{\left[\left\langle(K-A) k_{\lambda}^{\rightleftarrows},(A-k) k_{\lambda}^{\rightleftarrows}\right\rangle\left\langle\left(f^{\prime}(K)-f^{\prime}(A)\right) k_{\lambda}^{\nVdash},\left(f^{\prime}(A)-f^{\prime}(k)\right) k_{\lambda}^{\rightleftarrows}\right\rangle\right]^{1 / 2}} \\
\left|\tilde{A}(\lambda)-\frac{K+k}{2}\right|\left|\tilde{f}^{\prime}(A)(\lambda)-\frac{f^{\prime}(K)+f^{\prime}(k)}{2}\right|,
\end{array}\right.
\end{aligned}
$$

for each $\lambda \in \Omega$. This inequality together with (17) gives the desired result (21).
Lastly, taking advantage of Lemma 3 in [7, 8], we get that

$$
\begin{align*}
& A \tilde{f}^{\prime}(A)(\lambda)-\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda) \\
& \leq\left\{\begin{array}{l}
\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}} \tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda) \\
(\sqrt{K}-\sqrt{k})\left(\sqrt{f^{\prime}(K)}-\sqrt{f^{\prime}(k)}\right)\left[\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda)\right]^{1 / 2}
\end{array}\right. \tag{23}
\end{align*}
$$

for each $\lambda \in \Omega$. So, above inequality together with (17) gives the desired result (22).
Remark 3.3. We get from the first inequality in (23) that

$$
(1 \leq) \frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{A}(\lambda) \tilde{f}^{\prime}(A)(\lambda)} \leq \frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}}+1
$$

which means that

$$
f^{\prime}\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right) \leq f^{\prime}\left(\left[\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}}+1\right] \tilde{A}(\lambda)\right)
$$

for all $\lambda \in \Omega$, since $f^{\prime}$ is monotonic nondecreasing and $A$ is positive definite.
The first inequality in (22) implies the following result

$$
\begin{aligned}
& (0 \leq) f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)-\tilde{f}^{\prime}(A)(\lambda) \leq \frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}} \\
& \times f^{\prime}\left(\left[\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}}+1\right] \tilde{A}(\lambda)\right) \tilde{A}(\lambda) \\
& \leq \frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}} f^{\prime}\left(\left[\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}}+1\right] M\right) M,
\end{aligned}
$$

for all $\lambda \in \Omega$.
We also have from the second inequality in (22)

$$
\begin{aligned}
& (0 \leq) f\left(\frac{A \tilde{f}^{\prime}(A)(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right)-\tilde{f}^{\prime}(A)(\lambda) \leq(\sqrt{K}-\sqrt{k})\left(\sqrt{f^{\prime}(K)}-\sqrt{f^{\prime}(k)}\right) \\
& \times f^{\prime}\left(\left[\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}}+1\right] \tilde{A}(\lambda)\right)\left[\frac{\tilde{A}(\lambda)}{\tilde{f}^{\prime}(A)(\lambda)}\right]^{\frac{1}{2}} \\
& \times f^{\prime}\left(\left[\frac{1}{4} \cdot \frac{(K-k)\left(f^{\prime}(K)-f^{\prime}(k)\right)}{\sqrt{K k f^{\prime}(K) f^{\prime}(k)}}+1\right] K\right) \sqrt{\frac{K}{f^{\prime}(k)}},
\end{aligned}
$$

for all $\lambda \in \Omega$.
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#### Abstract

In this chapter, the features of a continuous time GARCH (COGARCH) process is discussed since the process can be applied as an explicit solution for the stochastic differential equation which is defined for the volatility of unequally spaced time series. COGARCH process driven by a Lévy process is an analogue of discrete time GARCH process and is further generalized to solutions of Lévy driven stochastic differential equations. The Compound Poisson and Variance Gamma processes are defined and used to derive the increments for the COGARCH process. Although there are various parameter estimation methods introduced for COGARCH, this study is focused on two methods which are Pseudo Maximum Likelihood Method and General Methods of Moments. Furthermore, an example is given to illustrate the findings.


## INTRODUCTION

Mandelbrot (1963) pointed out that the financial time series are not usually stationary, and the increments of these series have no autocorrelation but their squares present out a correlation. Furthermore, he showed the volatility of financial series which exist in volatility cluster is not constant and the distribution of the series is not normal since leptokurtic shape. Black (1976) showed leverage-effect is another stylized
fact of financial series. The leverage-effect occurs when the negative fluctuations on stock price have a greater influence on volatility than positive fluctuations do where negative and positive fluctuations have the same magnitude. The long-term persistence is another important subject to discuss for financial series. Fractal mathematics helps us to identify the long-term persistence via models which are the generalization of short-term memory models such as Autoregressive Integrated Moving Average (ARIMA) models with Chaos theory. The randomness generated by deterministic systems, as in how the sensitivity of chaotic systems to their initial conditions can be assumed as a definition of Chaos theory. After the study of Hosking (1981) that is the introduction of the fractional differentiation operator makes these models especially important. The chaotic systems, which have complex forms, are becoming indistinctive with respect to the randomness when the time is going up. Thus, the term pseudo-randomness is sometimes used to define the behaviour of chaotic systems. On the other hand, the scope of non-linear models is the nonstationary of increments assuming the presence of heteroskedasticity in the model. The Autoregressive Conditional Heteroscedastic (ARCH), Generalized ARCH (GARCH) and Continuous GARCH (COGARCH) models and their extensions are the part of this approach.

Engle (1982), The Nobel Prize laureates, has introduced the ARCH models that are proper to represent the typical empirical findings of financial time series. Although the ARCH model can yield volatility clusters, it also has some weaknesses in describing the stylized fact of financial series. It can be concluded that a mechanical way to describe the behaviour of the conditional variance. But it gives no indication of the behaviour of conditional variance because it assumes that positive and negative shocks have the same effects on volatility since it depends on the square of the previous shocks (Tsay, 2013).

After Engle, Bollerslev (1986) whose study was another milestone for financial time series analysis was GARCH model. The discrete-time GARCH models, which are improper models to deal with heteroscedasticity in time series, capture some of the most prominent features in financial data, particularly in the volatility process. In ordinary discrete time GARCH models, time series are assumed to be equally spaced. But time series have often irregular space between two observations. Tick-by-tick data and daily data are examples of this situation. To accommodate the irregularity of time spaces, Klüppelberg et al. (2004) proposed a continuous time GARCH (COGARCH) process driven by a Lévy process, which is an analogue of discrete time GARCH process and is further generalized to solutions of Lévy driven stochastic differential equations. Like in the discrete time case, the COGARCH model cannot model this stylized fact of time series. Therefore, Haug (2006) have developed the exponential COGARCH model as the first extension of the COGARCH model that is based on the discrete time EGARCH model.

The aim of this chapter is to define and to discuss the properties of COGARCH models with examples. In this context, the outline of the chapter is designed as follows;

The general form of the stochastic differential equations (SDEs) is given in Section 2. Then, the properties of the discrete time GARCH model is discussed in section 3. COGARCH process is a Lévy-driven process, therefore the basis of this process is constructed on Compound Poisson and Variance Gamma which are also stochastic processes like Brownian Motion, are defined in Section 4. In the subsection 4.1, derivation of Continuous time GARCH Process and second-order properties of the volatility process will be defined and discussed, depending on the approach of Klüppelberg et al. (2004) and Klüppelberg et al. (2011). Moreover, some classical and Bayesian estimation methods for COGARCH models will be mentioned in Section 5. Compound Poisson COGARCH $(1,1)$ and Variance Gamma $\operatorname{COGARCH}(1,1)$ simulations will be given as examples and furthermore, the model will be applied to real-life data.

## FROM DETERMINISTIC TO STOCHASTIC

It is useful to begin with an example of ordinary differential equation (ODE) to understand the structure of stochastic differential equations. An ODE has a general form as following;

$$
\begin{equation*}
\frac{\mathrm{dx}(\mathrm{t})}{\mathrm{dt}}=\mathrm{f}(\mathrm{t}, \mathrm{x}), \quad \mathrm{dx}(\mathrm{t})=\mathrm{f}(\mathrm{t}, \mathrm{x}) \mathrm{d} \tag{1}
\end{equation*}
$$

with initial condition $x(t)=x_{0}$ By taking the integral of above Equation 1, the integral form can be written as

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} f(s, x(s)) d s \tag{2}
\end{equation*}
$$

where $x(t)=x\left(t, x_{0}, t_{0}\right)$ is the solution of ODE depending on initial condition. Let

$$
\begin{equation*}
\frac{\mathrm{dx}(\mathrm{t})}{\mathrm{dt}}=\mathrm{a}(\mathrm{t}) \mathrm{x}(\mathrm{t}), \quad \mathrm{x}(0)=\mathrm{x}_{0} \tag{3}
\end{equation*}
$$

be an example, where $a(t)$ is a determistic parameter. When it is assumed that $a(t)$ is a deterministic parameter but rather a stochastic parameter for ODE in Equation 3 , the stochastic parameter $a(t)$ can be defined as
$\mathrm{a}(\mathrm{t})=\mathrm{f}(\mathrm{t})+\mathrm{h}(\mathrm{t}) \varepsilon(\mathrm{t})$
where $\varepsilon(\mathrm{t})$ is awhite noise process. Thus, the following stochastic differential equation (SDE) is obtained;

$$
\begin{equation*}
\frac{\mathrm{dX}(\mathrm{t})}{\mathrm{dt}}=\mathrm{f}(\mathrm{t}) \mathrm{X}(\mathrm{t})+\mathrm{h}(\mathrm{t}) \mathrm{X}(\mathrm{t}) \mu(\mathrm{t}) \tag{5}
\end{equation*}
$$

If Equation 5 is rewirtten in the differential form using $d W(t)=\varepsilon(t) d t$, where $d W(t)$ denotes the differential form of the Brownian motion, the following is obtained
$d X(t)=f(t) X(t) d t+h(t) X(t) d W(t)$

The general form of an SDE is given as
$d X(t, \omega)=f(t, X(t, \omega)) d t+g(t, X(t, \omega)) d W(t, \omega)$
where $\omega$ denotes that $X=X(t, \omega)$ is a random variable and having an initial condition $\mathrm{X}(0, \omega)=\mathrm{X}_{0}$ with probability one. The Equation 7 can be written in the integral equation as
$X(\mathrm{t}, \omega)=\mathrm{X}_{0}+\int_{0}^{t} \mathrm{f}(\mathrm{s}, \mathrm{X}(\mathrm{s}, \omega)) \mathrm{ds}+\int_{0}^{t} \mathrm{~g}(\mathrm{~s}, \mathrm{X}(\mathrm{s}, \omega)) \mathrm{dW}(\mathrm{s}, \omega)$
where $\mathrm{f}(\mathrm{t}, \mathrm{X}(\mathrm{t}, \omega)) \in \mathbb{R}, \mathrm{g}(\mathrm{t}, \mathrm{X}(\mathrm{t}, \omega)) \in \mathbb{R}$ and $\mathrm{W}(\mathrm{t}, \omega) \in \mathbb{R}$.

## THE DIFFERENCE EQUATIONS OF VOLATILITY: ARCH AND GARCH MODELS

Engle (1982) has shown that the ARCH models are proper models to represent the typical empirical findings of financial time series, e.g. the conditional heteroscedasticity. The amplitude of the returns varies over time is described as "volatility clustering." The ARCH model is designed to deal withjust this set of issues.

They have become common implements for dealing with time series heteroskedastic models. Such models that can be used in financial decisions concerning risk analysis of holding an asset or the value of an option, portfolio selection and derivative pricing (Engle, 2001) provide a volatility measure, like a standard deviation. The basic concept of the ARCH model is that the series of errors are serially uncorrelated, though dependent on its p squared lag values.

## Definition 1: ARCH(q) Process

Given that the volatilities $\sigma_{\mathrm{t}}^{2}$ are stationary and independent random variables and, assuming that $\epsilon_{\mathrm{t}}$ is a sequence of random variables, independently and identically distributed, the process $a_{t}$ is an $\operatorname{ARCH}(q)$ model if $a_{t}=\sigma_{t} \epsilon_{t}, \epsilon_{t} \sim f_{v}(0,1)$ where $\omega_{\mathrm{t}}^{2}=\alpha_{0}+\sum_{\mathrm{i}=1}^{\mathrm{q}} \alpha_{\mathrm{i}} \mathrm{a}_{\mathrm{t}-\mathrm{i}}^{2}, \mathrm{t} \in \mathbb{N}$ where $\alpha_{0}$ and $\alpha_{\mathrm{i}}$ are the parameters and they are satisfying $\alpha_{0}>0$ and $\sum_{\mathrm{i}=1}^{\mathrm{q}} \alpha_{\mathrm{i}}<1$ to guarantee that the variance is positive and is a stationary process.

Although the ARCH model can yield volatility clusters, it also has some weaknesses; first of all, it assumes that positive and negative shocks have the same effects on volatility because it depends on the square of the previous shocks. But, the financial asset responds differently to positive and negative shocks. The ARCH model does not provide any new insight for understanding the source of variations of a financial time series. We only conclude a mechanical way to describe the behaviour of the conditional variance. It gives no indication of the behaviour of conditional variance (Tsay, 2012).

Bollerslev (1986) extended the ARCH model to the Generalized Autoregressive Conditional Heteroscedastic (GARCH) model, which assumes that the conditional variance depends on its own p past values and q past values of the squared error terms. This model is denoted as $\operatorname{GARCH}(\mathrm{p}, \mathrm{q})$. In most applications, the GARCH $(1,1)$ model captures the volatility of financial data and has been utilized widely by practitioners and academicians and therefore has been studied extensively, see for example Tsay (2012).

## Definition 2: GARCH(p,q) Process

Assuming that volatilities $\sigma_{t}^{2}$ are random variables and $\epsilon_{t}$ is a sequence of random variables, independently and identically distributed, then a follow a general GARCH $(\mathrm{p}$, q) model if $a_{t}=\sigma_{t} \epsilon_{t}$ where $\epsilon_{t} \sim f_{v}(0,1)$. The variance equation of the GARCH $(p, q)$ model can be expressed as
$\sigma_{\mathrm{t}}^{2}=\alpha_{0}+\sum_{\mathrm{i}=1}^{\mathrm{q}} \alpha_{\mathrm{i}} \mathrm{a}_{\mathrm{t}-\mathrm{i}}^{2}+\sum_{\mathrm{i}=1}^{\mathrm{q}} \beta_{\mathrm{i}} \sigma_{\mathrm{t}-\mathrm{i}}^{2}$
where the innovations follow the probability density function $f_{v}(0,1)$ with zero mean and unit variance. In non-normal case, $v$ is used as additional distributional parameters for the scale and the shape of the distribution.

Bollerslev (1986) has shown that the GARCH(p,q) process is covariance stationary with $E\left(a_{t}\right)=0, \operatorname{var}\left(a_{t}\right)=\alpha_{0} /\left(1-\left(\sum_{i=1}^{q} \alpha_{i}+\sum_{i=1}^{p} \beta_{i}\right)\right)$ and $\operatorname{cov}\left(a_{t}, a_{s}\right)=0$ for $t \neq s$ if and only if $\sum_{i=1}^{\mathrm{q}} \alpha_{\mathrm{i}}+\sum_{\mathrm{i}=1}^{\mathrm{p}} \beta_{\mathrm{i}}<1$. He used the MLE method by maximizing the given log-likelihood function

$$
\mathrm{L}(\vartheta)=\ln \prod_{\mathrm{t}} \mathrm{f}_{\mathrm{v}}\left(\mathrm{a}_{\mathrm{t}}, \mathrm{E}\left(\mathrm{a}_{\mathrm{t}} \mid \mathrm{I}_{\mathrm{t}-1}\right), \sigma_{\mathrm{t}}\right)
$$

where $f_{v}$ is the conditional distribution function. The second argument of $f_{v}$ denotes the mean, and the third argument the standard deviation. The full set of parameters $\vartheta$ includes the parameters from the variance equation $\vartheta=\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{p}, \beta_{1}, \ldots, \beta_{q}\right)$ and the distributional parameters (v) in the case of a non-normal distribution function.

## COGARCH MODELS

In this section, the definitions and properties of Brownian motion and Lévy processes will be given. Then Compound Poisson process, Variance Gamma process and The Lévy -Ito decomposition will be defined based on the study of Applebaum (2009).

## Definition 3: Brownian Motion

A Brownian motion is a stochastic process $B_{t}$ for $t>0$ which satisfies the following conditions;

1. The starting value of Brownian motion is $B_{0}=0$
2. The increments of Brownian motion are independent, which means that $B_{t+s}-B_{t}$ is independent of $\sigma\left(B_{t}\right)$ for all $0 \leq s, t \leq \infty$.
3. $B_{t+s}-B_{t} \sim N(0, s)$ for all $0 \leq s, t \leq \infty$ means that the increments are normally distirbuted.
4. Brownian motion has continuous trajectories.

Some basic properties of the Brownian motion are

- The random variables $\mathrm{B}_{\mathrm{t}}-\mathrm{B}_{\mathrm{s}}$ and $\mathrm{B}_{\mathrm{t}-\mathrm{s}}$ follow a normal distribution with zero mean and ( $\mathrm{t}-\mathrm{s}$ ) variance where $\mathrm{t}<\mathrm{s}$. Larger fluctuations are observed where the intervals are larger in Brownian motion since the variance is the length of the interval.
- The finite-dimensional distributions of the Brownian motion are multivariate Gaussian distributions since Brownian motion is a Gaussian process.
- $\quad B_{t_{1}}-B_{t_{0}}, B_{t_{2}}-B_{t_{1}}, \ldots, B_{t_{n}}-B_{t_{n-1}}$ are independent since the process has independent increments where $0 \leq \mathrm{t}_{0}<\mathrm{t}_{1}<\ldots<\mathrm{t}_{\mathrm{n}}<\infty$ and $n \geq 0$.
- $\quad \operatorname{Cov}\left(\mathrm{B}_{\mathrm{t}}, \mathrm{B}_{\mathrm{s}}=\min (s, t)\right.$ for $0 \leq t<s<\infty$


## Definition 4: Lévy Processes

ALévy process is a stochastic process $\left(L_{t}\right)_{t \geq 0}$ that satisfies the following properties:

1. The starting value of the Lévy process is $L_{0}=0$
2. It has independent and stationary increments.
3. It is stochastically continuous.

Having continuous sample paths with probability one is a characteristic of the Brownian motion. But, this assumption is required that the process should be a càdlàg process which is

- $\lim _{s \rightarrow t} L_{s}=L_{t}$ means that the process is right-continuous.
- $L_{t^{-}}=\lim _{s \rightarrow t} L_{s}$ means that the process has limits from the left with probability one.

Thus, it can be concluded that jumps of the Lévy process $\Delta L_{t}=L_{t}-L_{t^{-}}$are also a càdlàg process and these jumps are observed often in financial time series.

The Lévy process $L_{t}$ is infinitely divisible for $\forall t \geq 0$. So, the process characterized by its characteristic exponent that satisfies the Lévy -Khintchine formula. Then, its characteristic function can be defined as $\varnothing_{t}(u)=E\left(e^{i u L_{t}}\right)$ and it can be written in terms of the characteristic function of $L_{1}, \varnothing(u)=E\left(e^{i u L_{1}}\right)$.

The characteristic function $\varnothing_{L}(u)$ can be used to characterize the distribution of a Lévy process where

$$
\varnothing_{L}(u)=E\left(e^{i u L_{t}}\right)=\exp \{t \psi(u)\}
$$

where $\Psi(u)$ is the characteristic exponent of $L_{1}$ and $\Psi(u)$ is given by

$$
\psi(u)=\mathrm{iau}-\frac{\sigma^{2} u^{2}}{2}+\int_{\mathbb{R} \backslash\{0\}}\left(e^{i u x}-1-\mathrm{iux}_{\{|x|<1\}}\right) v(d x)
$$

where $a \in \mathbb{R}, \sigma>0$ and $v$ is the Lévy measure of $L_{t}$ that satisfies $v(\{0\}=0$ and $\int \min \left\{x^{2}, 1\right\} v(d x)<\infty$. (See Applebaum, 2009, Theorem 1.2.14Lévy-Khintchine)

## Definition 5: Compound Poisson Process

A Poisson process N for $\mathrm{t} \geq 0$ and parameter $\lambda>0$, If a Poisson process is independent of an i.i.d. (independent and identically distributed) sequence of random variables $\left(Y_{i}\right)_{i \in \mathbb{N}}$, then a compound Poisson process $L$ is defined as

$$
\begin{equation*}
L_{t}=\sum_{i=1}^{N_{t}} Y_{i}, \quad t \geq 0 \tag{9}
\end{equation*}
$$

The compound Poisson (CP) process has jumps with random size instead of the constant jumps of size 1 of a Poisson process.

## Definition 6: Variance Gamma Process

A Variance Gamma (VG) process is obtained by evaluating Brownian motion with drift at a random time given by a Gamma process. Let $\mathrm{B}(\mathrm{t})$ be a standard Brownian motion then Brownian motion with drift can be defined as
$\mathrm{b}(\mathrm{t}, \theta, \sigma)=\theta \mathrm{t}+\sigma \mathrm{B}(\mathrm{t}) \mathrm{t} \geq 0$
where $\theta \in \mathbb{R}$ is the drift term and $\sigma$ is variance? The time change of the Brownian motion is done with respect to a Gamma process $\left(H_{t}\right)_{t \geq 0}$ with parameters $a, b>0$, such that each of the i.i.d increments is Gamma distributed with density
$f_{H_{t}}(x)=\frac{b^{a t}}{\Gamma(\text { at })} e^{a t-1} e^{-b x}$ for $x \geq 0$
where $\Gamma$ (.) is Gamma function. Thus, the VG process $\left(\mathrm{V}_{\mathrm{t}}\right)_{\mathrm{t} \geq 0}$ can be obtained by

$$
\begin{equation*}
\mathrm{V}_{\mathrm{t}}=\theta \mathrm{H}_{\mathrm{t}}+\sigma \mathrm{B}_{\mathrm{H}_{\mathrm{t}}} \quad \mathrm{t} \geq 0 \tag{11}
\end{equation*}
$$

## Continuous Time GARCH Process

In this subsection, derivation of Continuous time GARCH process and second-order properties of the volatility process will be defined and discussed, depending on the approach of Klüppelberg et al. (2004) and Klüppelberg et al. (2011).

The approach of Klüppelberg et al. (2004) includes only one source of uncertainty (two of the same kind). The increments of a Lévy process replace the innovations of a discrete time GARCH model. Additionally, it contains the autoregressive property, which can be found in the discrete time case. The idea of Klüppelberg et al. (2004) for the construction of a continuous time GARCH model is to preserve the structure and the main characteristics of a discrete time GARCH model.

Klüppelberg et al. (2004) used the discrete time GARCH $(1,1)$ process to build continuoustime analogue. Let $\mathrm{a}_{\mathrm{n}}=\sigma_{\mathrm{n}} \epsilon_{\mathrm{n}}$ where $\epsilon_{\mathrm{n}} \sim \mathrm{f}_{\mathrm{v}}(0,1)$ and $\sigma_{\mathrm{n}}^{2}=\alpha_{0}+\alpha_{1} \mathrm{a}_{\mathrm{n}-1}^{2}+\beta_{1} \sigma_{\mathrm{n}-1}^{2}$ be a discrete time $\operatorname{GARCH}(1,1)$ process where $\alpha_{0}, \alpha_{1}$ and $\beta_{1}$ are constant parameters. The idea is to replace the white noise sequence of the discrete equation with the increments of a Lévy process. So, the continuous time GARCH process $\left(G_{t}\right)_{t \geq 0}$ can be defined as

$$
\begin{equation*}
\left(\mathrm{G}_{\mathrm{t}}\right)_{\mathrm{t} \geq 0}=\int_{0}^{\mathrm{t}} \sigma_{\mathrm{s}-} \mathrm{dL}_{\mathrm{s}} \tag{12}
\end{equation*}
$$

The volatility process is defined as a random recurrence equation and iterating the recurrence:

$$
\begin{equation*}
\sigma_{\mathrm{n}}^{2}=\alpha_{0} \sum_{\mathrm{t}=0}^{\mathrm{n}-1} \prod_{\mathrm{j}=\mathrm{i}+1}^{\mathrm{n}-1}\left(\beta_{1}+\alpha_{1} \mathrm{a}_{\mathrm{j}}^{2}\right)+\sigma_{0}^{2} \prod_{\mathrm{j}=0}^{\mathrm{n}-1}\left(\beta_{1}+\alpha_{1} \mathrm{a}_{\mathrm{j}}^{2}\right) \tag{13}
\end{equation*}
$$

Replacing the sum in the Equation 13 by integration the volatility process becomes
$\sigma_{\mathrm{n}}^{2}=\left[\alpha_{0} \int_{0}^{\mathrm{n}} \exp \left(-\sum_{\mathrm{j}=0}^{|\mathrm{s}|} \log \left(\beta_{1}+\alpha_{1} \mathrm{a}_{\mathrm{j}}^{2}\right) \mathrm{ds}\right)+\sigma_{0}^{2}\right] \exp \left(\sum_{\mathrm{j}=0}^{\mathrm{n}-1} \log \left(\beta_{1}+\alpha_{1} \mathrm{a}_{\mathrm{j}}^{2}\right)\right)$

Replacing the $\beta=\alpha_{0}, \eta=-\log \beta_{1}$ and $\varphi=\frac{\alpha_{1}}{\beta_{1}}$ in the Equations 14 the volatility process is obtained by

$$
\begin{equation*}
\sigma_{\mathrm{n}}^{2}=\left(\beta \int_{0}^{\mathrm{n}} \mathrm{e}^{\mathrm{x}_{\mathrm{s}}} \mathrm{ds}+\sigma_{0}^{2}\right) \mathrm{e}^{-\mathrm{X}_{\mathrm{t}}} \tag{15}
\end{equation*}
$$

with the auxiliary process $\mathrm{X}_{\mathrm{t}}=\mathrm{t} \eta-\sum_{0 \leq s \leq t} \log \left(1+\varphi\left(\Delta \mathrm{L}_{\mathrm{s}}\right)^{2}\right)$ where $\mathrm{t} \geq 0$ and $\mathrm{L}_{\mathrm{t}}$ is a Lévy process.

Then, the $\operatorname{COGARCH}(1,1)$ can be defined as the càdlàg process that satisfies the following stochastic differential equation
$\mathrm{dG}_{\mathrm{t}}=\sigma_{\mathrm{t}-} \mathrm{dL}_{\mathrm{t}}$, for $\mathrm{t} \geq 0$ and $\mathrm{G}_{0}=0$

The process $\left(\sigma_{t}^{2}\right)_{t \geq 0}$ satisfies the following stochastic differential equation $\mathrm{d} \sigma_{\mathrm{t}}^{2}=\left(\beta-\eta \sigma_{\mathrm{t}-}\right) \mathrm{dt}+\varphi \sigma_{\mathrm{t}-} \mathrm{d}[\mathrm{L}, \mathrm{L}]_{\mathrm{t}}^{\mathrm{d}}$
where $[L, L]_{t}$ is the quadratic variation of the Lévy process

$$
[\mathrm{L}, \mathrm{~L}]_{\mathrm{t}}=\sigma^{2} \mathrm{t}+\sum_{0 \leq \mathrm{s} \leq \mathrm{t}}\left(\Delta \mathrm{~L}_{\mathrm{s}}\right)^{2}=\sigma^{2} \mathrm{t}+[\mathrm{L}, \mathrm{~L}]_{\mathrm{t}}^{\mathrm{d}}
$$

where $[\mathrm{L}, \mathrm{L}]_{\mathrm{t}}^{\mathrm{d}}=\sum_{0 \leq s \leq t}\left(\Delta \mathrm{~L}_{\mathrm{s}}\right)^{2}$ is the discrete part of the quadratic variation of $\mathrm{L}_{\mathrm{t}}$.

## Definition 7: Continuous time GARCH(1,1) Process

Let $\mathrm{L}=\left(\mathrm{L}_{\mathrm{t}}\right)_{\mathrm{t} \geq 0}$ be a Lévy process with triplet $\left(\mathrm{a}, \sigma^{2}, v\right)$ where $v$ is a Lévy measure. Given a finite random variable independent of $L_{t}$, the COGARCH process $\left(G_{t}\right)_{t \geq 0}$ and the variance process $\sigma^{2}=\left(\sigma_{t}^{2}\right)_{t \geq 0}$ are defined by the stochastic differential equations
$\mathrm{dG}_{\mathrm{t}}=\sigma_{\mathrm{t}-\mathrm{dL}} \mathrm{t}_{\mathrm{t}}$
$\mathrm{d} \sigma_{\mathrm{t}}^{2}=\left(\beta-\eta \sigma_{\mathrm{t}-}\right) \mathrm{dt}+\varphi \sigma_{\mathrm{t}-} \mathrm{d}[\mathrm{L}, \mathrm{L}]_{\mathrm{t}}^{\mathrm{d}}$
for $t \geq 0$ and $G_{0}=0, \beta>0, \eta>0, \varphi \geq 0$ and $[L, L]_{t}^{d}$ is the discrete part of the quadratic variation Lévy process.

It can be inferred from the Definition 7 that the process $G$ jumps at the same times as $L$ does, and the size of its jumps is $\Delta G_{t}=\sigma_{t} \Delta L_{t}$ for $t \geq 0$. So, $\Delta L_{t}$ can be assumed as innovations in case of discrete GARCH models.

## THE ESTIMATION METHODS FOR COGARCH MODELS

The several frequentists and Bayesian estimation methods have been introduced to estimate the parameters of COGARCH and its extensions models in the last decade. The method of moments (MM) procedure is used by Haug et al. (2007). They estimate the model parameters from the log-returns by matching the empirical autocorrelation function and moments to their theoretical counterparts. However, their methodology is only valid if the driving Lévy process has finite variance, e.g., is a Compound Poisson process with normally distributed jumps or a Variance-Gamma process. For MM, there is no need to specify the driving Lévy process, however, it can only be applied to equally spaced observations and is, therefore, not applicable in many interesting situations. Moreover, it has been shown that, as for many other models, this moment method - although being consistent - is not very efficient.

Müller (2010) proposed that it is also possible to use Bayesian methods to estimate $\operatorname{COGARCH}(1,1)$ parameters by MCMC simulations. This method is also restricted by the condition that the driving Lévy process is Compound Poisson.

Maller et al. (2008) used an approximation to fit the model to unequally spaced time data, by deriving a pseudo-maximum likelihood (PML) function and numerically maximizing it in order to estimate the corresponding parameters. In this way, given a COGARCH model, there exists a sequence of GARCH models, which converges to it. They proved that the COGARCH model occurs as a continuous-time limit of GARCH in a strong sense and construct a sequence of discrete time stochastic processes that converge in probability and in the Skorokhod metric to a COGARCH model. The result is useful for the estimation of the continuous model defined for irregularly spaced time series data. The estimation procedure is extended and is implemented in the R package "yuima" by Iacus et al. (2015). A simulation study demonstrates that if a compound Poisson with normal jumps, using PML the mean
squared errors is reduced with respect to the MM drives the model, but relevant biases can be found. Although being not consistent, PML method gives only slightly better estimates for realistic sample sizes. Behme et al. (2014) used PML method to estimate the parameters of Asymmetric Power COGARCH (APCOGARCH) and its reduced form Glosten, Jagannathan and Runkle COGARCH (GJR- COGARCH).

Bayraci et al. (2014) introduced a simulation-based indirect inference approach in order to estimate the $\operatorname{COGARCH}(1,1)$ model. The basic idea of the indirect inference is that when a model leads to a complicated structural or reduced form and therefore to intractable likelihood functions, estimation of the original model can be indirectly achieved by estimating an auxiliary model which is constructed as an approximation of the original one.

Marín et al. (2015) use the data cloning methodology, which is another Bayesian approach; one can obtain approximate maximum likelihood estimators of COGARCH models avoiding numerically maximization of the pseudo-likelihood function. They take the pseudo-likelihood function to build the joint posterior distribution of the parameters, as a previous step to deal with the data cloning methodology. But, in this case, as the procedure is based on an MCMC algorithm, it is not necessary to numerically maximize the pseudo-likelihood function as in Maller et al. (2008).

Marín et al. (2016) proposed two Bayesian methods which are Hamiltonian Monte-Carlo (HMC) methodology and Approximate Bayesian Computation (ABC) methodology. HMC methodology can be applied using the following steps; the first generate the initial values for model parameters and for momentum variables; then the second step is to implement the called Leapfrog algorithm, which depends on the derivative function of the logarithm of the posterior density function and on a scale factor and the last step to include the accept-reject Metropolis-Hasting method for the previously obtained values. In ABC method, they generate the parameter values from the prior distributions, simulate with them a sample path and consider the proposed values as good if the obtained trajectory is similar enough to the original data, considering several goodness of fit statistics. They complete the ABC algorithm using accept-reject Metropolis-Hasting algorithm.

The estimation is essential since it enables us to make the following possible interpretations using the parameters of the model. The values of the parameters in COGARCH model demonstrate the speed of the decline of a volatility burst which appears due to the arrival of new information to markets. Moreover, those values show the level of volatility and the magnitude of the volatility jumps that may be considered as a measure of how information affects volatility and how fast market assumes new events. Hence; the estimation helps us understanding how large-scale financial activities will develop.

## Estimation of COGARCH(1,1) by PseudoMaximum Likelihood (PML) Method

Maller et al. (2008) developed PML method based on the GARCH approximation to COGARCH for irregularly observed time series data from the $\operatorname{COGARCH}(1,1)$ model. They suppose that the observations are $G\left(t_{i}\right), 0=t_{0}<t_{1}<\ldots<t_{N}=T$, on the integrated COGARCH $\left(\mathrm{G}_{\mathrm{t}}\right)_{\mathrm{t} \geq 0}=\int_{0}^{\mathrm{t}} \sigma_{\mathrm{s}-} \mathrm{dL}_{\mathrm{s}}$ and assumed to be stationary. The $\left\{t_{i}\right\}$ are assumed fixed time points. Let $a_{i}=Y_{i}=G\left(t_{i}\right)-G\left(t_{i-1}\right)$ denote the observed returns and $\Delta t_{i}:=t_{i}-t_{i-1}$. So, the observed return can be written as following $Y_{i}=\int_{0}^{\mathrm{t}} \sigma_{\mathrm{s}-} \mathrm{dL}_{\mathrm{s}}$ where L is a Lévy process with $E[L(1)]=0$ and $E\left[L^{2}(1)\right]=1$.

The purpose is to estimate $(\beta, \eta, \varphi)$ from the observed $Y_{1}, Y_{2}, \ldots, Y_{N}$ using pseudomaximum likelihood (PML) method. $Y_{i}$ is conditionally independent of $Y_{i-1}, Y_{i-2}, \ldots$ giveninformation set $F_{t-1}$ since $\sigma$ is Markovian. So, $E\left(Y_{i} \mid F_{t-1}\right)=0$ forthe conditional expectation of $Y_{i}$, and, for the conditional variance,
$\rho_{i}^{2}:=E\left(Y_{i}^{2} \mid F_{t_{i-1}}\right)=\left(\sigma^{2}\left(t_{i-1}\right)-\frac{\beta}{\eta-\phi}\right)\left(\frac{e^{(\eta-\phi) \Delta t_{i}}-1}{\eta-\phi}\right)+\frac{\beta \Delta t_{i}}{\eta-\phi}$
$E\left(\sigma^{2}(0)\right)=\frac{\beta}{\eta-\phi}$, with $\eta>\varphi$ and $E\left[L^{2}(1)\right]=1$ satisfy the stationarity of the model. The pseudo-maximum likelihood function for $Y_{1}, Y_{2}, \ldots, Y_{N}$ can be written as following with the assumption of $Y_{i}$, are conditionally $N\left(0, \rho_{i}^{2}\right)$

$$
L=L(\beta, \eta, \phi)=\sum_{i=1}^{N}\left(-\frac{1}{2} \log (2 \pi)-\frac{1}{2} \ln \rho_{i}^{2}-\frac{1}{2} \frac{Y_{i}^{2}}{\rho_{i}^{2}}\right)
$$

Above equation needs a calculable quantity for $\rho_{i}^{2}$. Hence $\sigma^{2}\left(t_{i-1}\right)$ should be substituted by $\sigma_{i}^{2}=\beta \Delta t_{i}+e^{-\eta \Delta t_{i}} \sigma_{i-1}^{2}+\phi e^{-\eta \Delta t_{i}} Y_{i}^{2}$. After substituting $\sigma_{i}^{2}$ for $\sigma^{2}\left(t_{i-1}\right)$ and resulting modified $\rho_{i}^{2}$, pseudo-maximum likelihood function can be found for fitting a GARCH model to the unequally spaced series. The recursion of $\sigma_{i}^{2}$ can be easily done taking $\sigma^{2}(0)=\beta /(\eta-\phi)$ as an initial value. The maximization of $L=L(\beta, \eta, \varphi)$ gives PMLEs of $(\beta, \eta, \varphi)$.

## General Method of Moment (GMM) Estimation in the COGARCH $(1,1)$ Model

In this part, the method of Haug et. al. (2007) is followed. The auxiliary process $X_{t}$ is a spectrally negative Lévy process, with drift $\eta$, no Gaussian part and with Lévy measure $v_{X}$.

$$
\begin{equation*}
v_{X}[0, \infty)=0, v_{X}(-\infty,-x]=v_{L}\left(\left\{y \in \mathbb{R}:|y| \geq \sqrt{e^{x} / \varphi}\right\}\right), \quad x>0 \tag{18}
\end{equation*}
$$

The Laplace transform $E\left[e^{-s X_{t}}\right]=e^{t \Psi(s)}$ with Laplace exponent is also used in this method where

$$
\Psi(s)=-\eta s+\int_{\mathbb{R}}\left(\left(1+\varphi x^{2}\right)^{s}-1\right) v_{L} d x, \quad s \geq 0
$$

## Proposition 1

Suppose that the Lévy process $\left(L_{t}\right)_{t \geq 0}$ has finite variance and zero mean, and that $\Psi(1)<0$. Let $\left(\sigma_{t}^{2}\right)_{t \geq 0}$ be the stationary volatility process, so that $\left(G_{t}\right)_{t \geq 0}$ has stationary increments. Then $E\left(\mathrm{G}_{\mathrm{t}}^{2}\right)<\infty$ for all $t \geq 0$, and for every $t, h \geq r>0$ it holds

$$
E\left(\mathrm{G}_{\mathrm{t}}^{(r)}\right)=0, E\left(\mathrm{G}_{\mathrm{t}}^{(r)}\right)^{2}=\frac{\beta r}{|\Psi(1)|} E\left(\mathrm{~L}_{1}^{2}\right), \operatorname{Cov}\left(\mathrm{G}_{\mathrm{t}}^{(r)}, \mathrm{G}_{\mathrm{t}+\mathrm{h}}^{(r)}\right)=0
$$

If further $E\left(\mathrm{~L}_{1}^{2}\right)<\infty$ and $\Psi(1)<0$, then $E\left(\mathrm{G}_{\mathrm{t}}^{4}\right)<\infty$ for all $t \geq 0$ and, if additionally the Lévy measure $v_{L}$ of $L$ is such that $\int_{\mathbb{R}} x^{3} v_{L}(d x)=0$, then it holds for every $t, h \geq r>0$

$$
\begin{aligned}
& E\left(\mathrm{G}_{\mathrm{t}}^{(r)}\right)^{2}=6 E\left(\mathrm{~L}_{1}^{2}\right) \frac{\beta^{2}}{\Psi(1)^{2}}\left(\frac{2 \eta}{\varphi}+2 \tau_{\mathrm{L}}^{2}-E\left(\mathrm{~L}_{1}^{2}\right)\right)\left(\frac{2}{|\Psi(2)|}-\frac{1}{|\Psi(1)|}\right)\left(r-\frac{1-e^{r|\Psi(1)|}}{|\Psi(1)|}\right) \\
& +\frac{2 \beta^{2}}{\varphi^{2}}\left(\frac{2}{|\Psi(2)|}-\frac{1}{|\Psi(1)|}\right) r+3 \frac{\beta^{2}}{\Psi(1)^{2}}\left(E\left(\mathrm{~L}_{1}^{2}\right)\right)^{2} r^{2}
\end{aligned}
$$

and
$\operatorname{Cov}\left(\left(\mathrm{G}_{\mathrm{t}}^{(r)}\right)^{2},\left(\mathrm{G}_{\mathrm{t}+\mathrm{h}}^{(r)}\right)^{2}\right)$
$=E\left(\mathrm{~L}_{1}^{2}\right) \frac{\beta^{3}}{\Psi(1)^{3}}\left(\frac{2 \eta}{\varphi}+2 \tau_{\mathrm{L}}^{2}-E\left(\mathrm{~L}_{1}^{2}\right)\right)\left(\frac{2}{|\Psi(2)|}-\frac{1}{|\Psi(1)|}\right)\left(1-e^{r|\Psi(1)|}\right)\left(e^{r|\Psi(1)|}-1\right) e^{-h|\Psi(1)|}<0$
where $\tau_{\mathrm{L}}^{2} \geq 0$ the variance of the Brownian motion component of $L$.
Let $\gamma(h)=\operatorname{Cov}\left(\left(\mathrm{G}_{\mathrm{ri}}^{(r)}\right)^{2},\left(\mathrm{G}_{\mathrm{r}(\mathrm{i}+\mathrm{h}}^{(r)}\right)^{2}\right), h \in \mathbb{N}$ the autocovariance function then $\rho(h)=\operatorname{Cov}\left(\left(\mathrm{G}_{\mathrm{ri}}^{(r)}\right)^{2},\left(\mathrm{G}_{\mathrm{r}(\mathrm{i}+\mathrm{h}}^{(r)}\right)^{2}\right), h \in \mathbb{N}$ is the autocorrelation function of the discrete time process $\left(\left(G_{r i}^{(r)}\right)^{2}\right)_{i \in \mathbb{N}}$ where $\mathrm{G}_{\mathrm{t}}^{(r)}:=G_{t}-\mathrm{G}_{\mathrm{t}-\mathrm{r}}$. Then,
$\frac{\rho(h)}{\rho(1)}=\frac{\gamma(h)}{\gamma(1)}=e^{-(h-1) r|\Psi(1)|}, \quad h \geq 1$

Let $\mu, \gamma(0), k, p>0$ be constants such that
$E\left(\left(G_{i}^{(1)}\right)^{2}\right)=\mu$
$\operatorname{Var}\left(\left(G_{i}^{(1)}\right)^{2}\right)=\gamma(0)$
$\rho(h)=\operatorname{Cov}\left(\left(\mathrm{G}_{\mathrm{ri}}^{(r)}\right)^{2},\left(\mathrm{G}_{\mathrm{r}(\mathrm{i}+\mathrm{h}}^{(r)}\right)^{2}\right)=k e^{h p}, h \in \mathbb{N}$

Then the first and the second moments of $\operatorname{COGARCH}(1,1)$ process for equally spaced returns are

$$
\begin{equation*}
M_{1}:=\gamma(0)-2 \mu^{2}-6 \frac{1-p-e^{-p}}{\left(1-e^{p}\right)\left(1-e^{-p}\right)} k \gamma(0) \tag{19}
\end{equation*}
$$

$M_{2}:=\frac{2 k \gamma(0) p}{M_{1}\left(1-e^{p}\right)\left(1-e^{-p}\right)}$

The estimations of the parameters $(\beta, \eta, \varphi)$ using the Equations 19 and 20 are obtained by
$\beta=\mu$
$\varphi=\mathrm{p} \sqrt{1+M_{2}}-p$
$\eta=\mathrm{p} \sqrt{1+M_{2}}\left(1-\tau_{\mathrm{L}}^{2}\right)+p \tau_{\mathrm{L}}^{2}=p+\varphi\left(1-\tau_{\mathrm{L}}^{2}\right)$
where the variance $\tau_{\mathrm{L}}^{2}$ of the Brownian motion component of L is known with $0<\tau_{\mathrm{L}}^{2}<1$.

## EXAMPLE of COGARCH(1, 1) PROCESS

In this section, $\operatorname{CPCOGARCH}(1,1)$ and $\operatorname{VG} \operatorname{COGARCH}(1,1)$ simulations are given as examples. The simulation study is done using the R package "yuima" by Iacus et al. (2015). The estimation results for CP $\operatorname{COGARCH}(1,1)$ and VG $\operatorname{COGARCH}(1$, 1) are given in Table 1 with standard errors of estimates. The estimations are done by the general method of moments. The standard error for the parameter $\beta$ is not provided in the summary since its value is obtained once the parameters $\varphi$ and $\eta$ are estimated and then the variance-covariance matrix refers only to these parameters. According to the estimations, stationarity conditions are satisfied and the variance process is positive. The summary statistics for the increments are given in Table 2.

Table 1. The estimation results compound poisson and variance gamma COGARCH(1, 1)

| Param | Real Param | GMM-CP | Std. Error | GMM-VG | Std. Error |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{\beta}$ | 0.755 | 1.032 | NA | 0.595 | NA |
| $\boldsymbol{\varphi}$ | 0.038 | 0.034 | 0.029 | 0.0248 | 0.016 |
| $\boldsymbol{\eta}$ | 0.053 | 0.068 | 0.069 | 0.0326 | 0.026 |

## COGARCH Models

Table 2. The summary statistics for the increments

|  | Compound Poisson | Variance Gamma |
| :--- | :---: | :---: |
| Number of increments | 24000 | 24000 |
| Average of increments | -0.00211 | 0.000186 |
| Standard Dev. of increments | 0.25657 | 0.255978 |
| Minimum of increments | -2.839877 | -3.468155 |
| Maximum of increments | 3.685463 | 3.694253 |
| Log.obj. Function | -3.52325 | -3.146079 |

Figure 1. a) Simulated sample paths of $C P \operatorname{COGARCH}(1,1)$ and $V G \operatorname{COGARCH}(1$, 1) b) Estimated increments of $C P \operatorname{COGARCH}(1,1)$ and $\operatorname{VGCOGARCH}(1,1)$ c) Estimated sample paths of $C P \operatorname{COGARCH}(1,1)$ and $\operatorname{VGCOGARCH}(1,1)$


The plots of the simulations of $\operatorname{COGARCH}(1,1)$ driven by Compound Poisson Process and Variance Gamma Process are given in Figure 1. Moreover, the estimated increments and the estimated sample paths of $\operatorname{CP} \operatorname{COGARCH}(1,1)$ and VG $\operatorname{COGARCH}(1,1)$ models with estimated increments are given in the same figure.
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#### Abstract

In this chapter, the authors extend transportation situations under uncertainty by using grey numbers. Further, they try in this research building models for grey game problems on transportation situations proposing the ideas of grey solutions and their corresponding structures. They introduce cooperative grey games and grey solutions. Theyfocus on the grey Shapley value and the grey core of the modeled game arising from transportation situations. Moreover, they prove the nonemptiness of the grey core for the transportation grey games, and some results on the relationship between the grey core.


## INTRODUCTION

Game theory is a modern section of decision theory, having various applications in socio-economic, political, organizational, ecological processes. The subject of this study is conflict and cooperation. The situations in which the interests of participants collide. Essentially all aspects of human activities affect to some extent the interests of different parties and therefore belong to the field of game theory. However, at present methods theory of games in real control procedures (primarily in the construction of organizational systems, the formation of economic mechanism and procedures political negotiations, socio-economic planning and forecasting) are not widely used. This is due to both the lack of theoretical and game training of management experts, and the fact that classic game models are too abstract and difficult to adapt to real processes of management and decision-making. Currently, various sections of the theory of games are included in the programs compulsory and special courses of many higher educational institutions. The study and teaching of this discipline entail serious difficulties, associated with a lack of necessary literature. This report is an exposition of transportation situations under grey games. By and large, makers and retailers are going to minimize their costs or maximizing their benefits. Makers and retailers can shape coalitions to get however much as possible. Constitutionally, a transportation situation comprises two sets of agents called makers and retailers which deliver/request merchandises. The transport of the merchandise from the makers to the retailers must be beneficial. Thusly, the primary goal is to transport the products from the makers to the retailers at greatest benefit (Aparicio et al. 2010). Such a participation can happen in transportation situations (Aziz et al. 2014; Frisk et al. 2010; Zener and Ergun 2008; Snchez-Soriano 2006; SnchezSoriano et al. 2002, 2001; Soons 2011; Theys et al. 2008). Be that as it may, when the agents included concurring on a coalition, the subject of conveying the acquired benefit or expenses among the specialists emerges. The cooperative game theory is broadly utilized on intriguing sharing cost/benefit issues in numerous regions of Operational Research, for example, association, steering, planning, creation, stock, transportation, and so forth. (See Borm et al. 2001 for a survey on Operational Research Games). Transportation games are inspected in Sanchez-Soriano et al. (2001). Our paper studies the core of the transportation games and illustrates the non-emptiness of the core of transportation games. Also, Sanchez-Soriano et al. (2001) give a few outcomes about the connection between the core and dual optimal solutions of the transportation issue. The paper Sanchez-Soriano (2003) presents a specially appointed solution idea for transportation games called the pairwise
egalitarian solution. In the continuation, the article Sanchez-Soriano (2006) looks at the relationship between the pairwise solutions and the core of transportation games. Besides, Sanchez-Soriano (2006) demonstrates that each core component of a transportation game is contained in a pairwise solution with a particular weight framework. In the traditional way to deal with the issue, the parameters are precisely known. In this case, the issue is completely understood utilizing the results of Sanchez-Soriano et al. (2001). However, in real-life transportation situations, issue parameters are not known precisely. Agents considering cooperation can rather figure lower and upper limits on the result of their cooperation. In this manner, we have a transportation interval situation and to solve the related sharing benefit issues, we require suitable sets of solutions. To deal with transportation situations with interval information, the theory of cooperative interval games is appropriate (Alparslan Gok et al. 2008, 2009a, b). The per-user is alluded to Branzei et al. (2010a, b) for a short study on cooperative solution concepts and for a guide for utilizing interval solutions when uncertainty about information is deleted Alparslan Gok et al. 2011). This paper broadens the examination of two-sided transportation situations (SanchezSoriano et al. 2001). Furthermore, their related cooperative games to a setting with interval information, i.e., the benefit $b_{i j}$ of goods $j$ by a maker $i$, the generation $p_{i}$ of products of the maker $i$, and the request $q_{i}$ of goods retailer $j$, in the transportation model now lie in intervals of genuine numbers acquired by forecasting their values from the viewpoint of a specialist see. This report consists of five sections which as follows: In the first section, we will review basic concepts and definitions from grey numbers and game theory. In the second section, we consider special classes of cooperative grey games, classification and mathematical models of decisionmaking problems. The third section, we study transportation interval situations, where we present transportation interval situations and related games, we will give some properties of the grey Shapley value on transportation interval situations and we use transportation situations dealing with the application of scientific methods for making a decision, and especially to the allocation of connections and routing games. Subsequent sections show our new results. In the fourth section, we introduce the transportation grey situations and related games, we will calculate both of the grey Shapley value and the core of the transportation grey game. The main purpose of transportation situations is to provide a rational basis for decisions making in the absence of complete information, because the systems composed of human, machine, and procedures may do not have complete information.

## Cooperative Grey Games

## BASIC CONCEPTS

## Grey Numbers

Grey theory (Deng, 1982), originally developed by Professor Deng in 1982, has become a very effective method of solving uncertainty problems under discrete data and incomplete information. Grey theory has now been applied to various areas such as forecasting, system control, decision making and computer graphics. Here, we give some basic definitions regarding relevant mathematical background of grey system, grey set and grey number in grey theory:

Definition 2.1.1. A grey number takes an unknown distribution between fixed lower and upper bounds, denoted as $\otimes \in[\underline{a}, \bar{a}]$, where $\underline{a}$ and $\bar{a}$ are respectively, the lower and upper bounds for $\otimes$.

Operations on interval grey numbers: Let $\otimes_{1} \in[\underline{a}, \bar{a}], \otimes_{2} \in[\underline{b}, \bar{b}]$ and $\alpha$ is a positive real number, then

$$
\otimes_{1} \in[\underline{a}, \bar{a}]+\otimes_{2} \in[\underline{b}, \bar{b}] \Leftrightarrow \otimes_{1}+\otimes_{2} \in[\underline{a}+\underline{b}, \bar{a}+\bar{b}]
$$

1. The scalar multiplication of $\alpha$ and $\otimes$ is defined as follows:
$\alpha \otimes \in[\alpha \underline{a}, \alpha \bar{a}]$.

We denote by $\mathcal{G}(\mathbb{R})$ the set of interval grey numbers in R. Let $\otimes_{1}, \otimes_{2} \in \mathcal{G}(\mathbb{R})$ with $\otimes_{1} \in[\underline{a}, \bar{a}], \otimes_{2} \in[\underline{b}, \bar{b}]$,
$\left|\otimes_{1}\right|=\underline{a}-\bar{a}$ and $\alpha \in \mathbb{R}_{+}$. Then by parts 1 and 2 we see that $\mathcal{G}(\mathbb{R})$ has a cone structure.
2. In general, the difference of $\otimes_{1}$ and $\otimes_{2}$ is defined as follows:

$$
\otimes_{1} \Theta \otimes_{2}=\otimes_{1}+\left(-\otimes_{2}\right) \in[\underline{a}-\underline{b}, \bar{a}-\bar{b}] .
$$

Different from the above subtraction we use a partial subtraction operator. We define $\otimes_{1} \Theta \otimes_{2}$, only if $|\underline{a}-\bar{a}| \geq|\underline{b}-\bar{b}|$, by $\otimes_{1}-\otimes_{2}=[\underline{a}-\underline{b}, \bar{a}-\bar{b}]$. Note that
$\underline{a}-\underline{b} \leq \bar{a}-\bar{b}$. We recall that $[\underline{a}, \bar{a}]$ is weakly better than $[\underline{b}, \bar{b}]$, which we denote by $[\underline{a}, \bar{a}] \succeq[\underline{b}, \bar{b}]$, if and only if $\underline{a} \geq \underline{b}$ and $a \geq \bar{b}$. We also use the reverse notation $[\underline{a}, \bar{a}] \preceq[\underline{b}, \bar{b}]$, if and only if $\underline{a} \leq \underline{b}$ and $a \leq \bar{b}$ (Alparslan Gok et al., 2009).

## Cooperative Interval Games

In this section we give some basic facts and definitions from cooperative interval games.

Definition 2.2.1. (Cooperative interval game) A cooperative game is an ordered pair $(N, w)$, where $N=\{1,2, \ldots, n\}$ is a set of players and $w: 2^{N} \rightarrow \mathbb{R}$ is a characteristic function of cooperative game. We further assume that $w(\phi)=[0,0]$. Set of all interval cooperative games on player set $N$ is denoted by $I G^{N}$. We often write $w(i)$ instead of $w(\{i\})$.

It will be useful to name the following important games associated with each element of $I G^{N}$.

Definition 2.2.2. (Border games) For every $(N, w) \in I G^{N}$, border games $(N, \underline{w})$ (lower border game) and $(N, \bar{w})$ (upper border game) are given by $\underline{w}(S)=w(S)$ and $\bar{w}(S)=\overline{w(S)}$ for every $S \in 2^{N}$.
Definition 2.2.3. Length game of $(N, w) \in I G^{N}$, is a games $(N,|w|) \in I G^{N}$, where

$$
|w|(S)=\bar{w}(S)-\underline{w}(S), \forall S \in 2^{N}
$$

Definition 2.2.4. (Interval imputation)) Set of interval imputations of $(N, w) \in G^{N}$, is defined as

$$
I(w)=\left\{\left(I_{1}, I_{2}, \ldots, I_{n}\right) \in I R^{N} \mid \sum_{i \in N} I_{i}=w(N), I_{i} \succeq w(i), \forall i \in N\right\}
$$

Definition 2.2.5. (Interval core) Set of interval core of $(N, w) \in G^{N}$, is defined as
$C(w)=\left\{\left(I_{1}, I_{2}, \ldots, I_{n}\right) \in I(w) \mid \sum_{i \in S} I_{i} \succeq w(S), \forall S \in 2^{N} \backslash\{\varnothing\}\right\}$

## Cooperative Grey Games

Important difference between these four definitions is that selection concepts yield a payoff vectors from $\mathbb{R}^{N}$, while $I(w)$ and $C(w)$ yield vectors from $I \mathbb{R}^{N}$. That means that the selection-based approach gives us payoffs with no additional uncertainty. However, this approach was never systematically studied and very little is known. This thesis is trying to fix this and we concentrate almost purely on selections.

## Existing Classes of Interval Games

This subsection aims on presenting existing classes of interval games which have been studied earlier see Alparslan Gok et al. (2009). This is necessary later when we recall selection-based classes and show their relations with the existing ones.

Definition 2.3.1. (Size monotonicity) A game ( $N, w$ ) $\in I G^{N}$ is size monotonic if holds
$|w||(T) \leq|w|(S)$ for every $T \subseteq S \subseteq N$.

That is when the length game of $w$ is monotonic. Class of size monotonic games on player set $N$ is denoted by $S M I G^{N}$. As we can see, size monotonic games capture situations in which an interval uncertainty grows with the size of coalition.

Definition 2.3.2. (Convex interval game) An interval game ( $N, w$ ) is convex interval if its border games and length game are convex.

We write $C I G^{N}$ for a set of convex interval games on player set $N$.
Convex interval game is supermodular as well but converse does not hold in general.

See Alparslan Gok at al. (2009) for characterizations of convex interval games and discussion on their properties.

Proposition 2.3.3. An interval game ( $N, w$ ) is selection convex if and only if for every $S, T \in 2^{N}$ such that $S \varsubsetneqq T, T \varsubsetneqq S, S \neq \varnothing, T \neq \varnothing$ holds
$w(S)+w(T) \leq \underline{w}(S \cup T)+\underline{w}(S \cap T)$

## Cooperative Grey Games

In this section, we introduce the notion of cooperative grey games. A cooperative grey game is an ordered pair $N, w^{\prime}$ with the player set $N=\{1, \ldots, n\}$ in which $w^{\prime}=\otimes: 2^{N} \rightarrow \mathcal{G}(\mathbb{R})$ is the grey payoff characteristic function such that $w^{\prime}(\varnothing)=\otimes_{\varnothing} \in[0,0]$, grey payoff function $w^{\prime}(S)=\otimes_{S} \in\left[\underline{A_{S}}, \overline{A_{S}}\right]$ refers to the valuing area of the grey expectation benefit which is belonged to a coalition $S \in 2^{N}$, where $\underline{A_{S}}$ and $\overline{A_{S}}$ represent the maximum and minimum possible profits of the coalition $S$. So, a cooperative grey game can be considered as a classical cooperative game with grey profits $\otimes$. Grey solutions are useful to solve reward/cost sharing problems with grey data using cooperative grey games as a tool. Building blocks for grey solutions are grey payoff vectors, i.e. vectors whose components belong to $\mathcal{G}(\mathbb{R})$. We denote by $\mathcal{G}(\mathbb{R})^{N}$ the set of all such grey payoff vectors. We denote by $\mathcal{G} G^{N}$ the family of all coopvvdyrioiwmbndbso9erative grey games.

The following example illustrates a grey game.

Example 2.4.1. (Grey glove game). Let $N=\{1, \ldots, n\}$ be the set of players consisting of two disjoint subsets $L$ and $R$. The members of $L$ possess each one lefthand glove, the members of $R$ one right-hand glove. A single glove is worth nothing, a right-left pair of gloves is worth between 10 and 20 Euros. In case $L=\{1,2\}$ and $R=\{3\}$, this situation can be modelled as a three-person grey game, where the coalitions formed by players 1 and 3 , players 2 and 3 , and the grand coalition obtain an element of the worth [10,20]. The worth gained in other cases is [0,0], i.e.

$$
\otimes_{13}=w^{\prime}(1,3)=\otimes_{23}=w^{\prime}(2,3)=\otimes_{N}=w^{\prime}(N) \in[10,20]
$$

and $\otimes_{S}=w^{\prime}(S) \in[0,0]$, otherwise (Palanci et al., 2015b).
The grey game in Example 4.1 has a nice interpretation with the Technology-Emissions-Means model (in short: TEM model) which was prepared within the occasion of the Kyoto Contract (1997) and Kyoto Protocol (1997c). The TEM model allows a simulation of technical and financial parameters and describes the economical interactions between several players (countries, companies) which intend to minimize their emissions or, in that process of emission reduction, to optimize their payoff function, by means of cooperative game theory. In fact, the game theoretical character of the TEM model was early recognized and approached from different perspectives (Pickl at al., 2000 and Pickl, 2002). Let us consider two
complementary countries in technological sense, which do not have enough money to reduce their greenhouse gas emissions. In a sense we can consider these countries like one producing left-hand and the other right-hand gloves (e.g. Australia and New Zealand have different roles compared with Indonesia). These countries have to cooperate to reduce their emissions which shows the necessity of constructing a cooperative game.

The next example models a sequencing production situation with grey data (Branzei at al., 2011).

Example 2.4.2. Consider a production situation with 3 departments involved in the working process of a raw material. Each department assures one stage of processing and there is a hierarchy between them: the material is processed at stage $i$ only after its processes in stages $1, \ldots, i-1$. At any stage $i, i=1,2,3$, there is a fixed cost necessary to process the material. However, the cost at stage 2 may increase with an additional amount, for example due to a machinery accident and related maintenance. Suppose that the cost at stages 1 and 3 are 7 and 12 , respectively, whereas the cost of stage 2 is in between 5 and 10 . The uncertainty due to department 2 affects the departments that are not its superiors. This situation is modelled as the cooperative grey $N, w^{\prime}$ with $N=\{1, \ldots, n\}$ and

$$
\begin{aligned}
& \otimes_{1}=w^{\prime}(1)=\otimes_{13}=w^{\prime}(1,3) \in[7+5,7+10]=[12,17] \\
& \otimes_{123}=w^{\prime}(1,2,3) \in[7+5+12,7+10+12]=[24,29]
\end{aligned}
$$

and $\otimes_{S}=w^{\prime}(S) \in[0,0]$ in any other case (Palanci et al., 2015b).
Now, we introduce some theoretical notions from the theory of cooperative grey games. For $w, w_{1}, w_{2} \in I G^{N}$ and $w^{\prime}, w_{1}^{\prime}, w_{2}^{\prime} \in \mathcal{G} G^{N}$ we say that $w_{1}^{\prime} \in w_{1} \leq w_{2}^{\prime} \in w_{2}$ if $w_{1}^{\prime}(S) \leq w_{2}(S)$, where $w_{1}^{\prime}(S) \in w_{1}(S)$ and $w_{2}^{\prime}(S) \in w_{2}(S)$, for each $S \in 2^{N}$. For $w_{1}^{\prime}, w_{2}^{\prime} \in \mathcal{G} G^{N}$ and $\alpha \in \mathbb{R}_{+}$we define $N, w_{1}^{\prime}+w_{2}^{\prime}$ and $\left\langle N, \alpha w^{\prime}\right\rangle$ by $\left(w_{1}^{\prime}+w_{2}^{\prime}\right)(S)=w_{1}^{\prime}(S)+w_{2}^{\prime}(S)$ and $\left(\alpha w^{\prime}\right)(S)=\alpha w^{\prime}(S)$ for each $S \in 2^{N}$. So, we conclude that $\mathcal{G} G^{N}$ endowed with " $\leq$ " has a cone structure with respect to addition and multiplication with non-negative scalars above. For $w_{1}^{\prime}, w_{2}^{\prime} \in \mathcal{G} G^{N}$ where $w_{1}^{\prime} \in w_{1}, w_{2}^{\prime} \in w_{2}$ with $\left|w_{1}(S)\right| \geq\left|w_{2}(S)\right|$ for each $S \in 2^{N}, N, w_{1}^{\prime}-w_{2}^{\prime}$ is defined by $\left(w_{1}^{\prime}-w_{2}^{\prime}\right)(S)=w_{1}^{\prime}(S)-w_{2}^{\prime}(S) \in w_{1}(S)-w_{2}(S)$. We call a game $N, w^{\prime}$ grey size monotonic if $N,|w|$ is monotonic, i.e. $|w|(S) \leq|w|(T)$ for all $S, T \in 2^{N}$ with
$S \subset T$. For further use we denote by $S M \mathcal{G} G^{N}$ the class of grey size monotonic games with player set $N$. The grey marginal operators and the grey Shapley value are defined on $S M \mathcal{G G}{ }^{N}$.

## Grey Shapley Value

Denote by $\Pi(N)$ the set of permutations $\sigma: N \rightarrow N$ of $N$. The grey marginal operator $m^{\sigma}: S M \mathcal{G} G^{N} \rightarrow \mathcal{G}(\mathbb{R})^{N}$ corresponding to $\sigma$, associates with each $w^{\prime} \in S M \mathcal{G} G^{N}$ the grey marginal vector $m^{\sigma}\left(w^{\prime}\right)$ of $w^{\prime}$ with respect to $\sigma$ defined by
$m_{i}^{\sigma}\left(w^{\prime}\right):=w^{\prime}\left(P^{\sigma}(i) \cup\{i\}\right)-w^{\prime}\left(P^{\sigma}(i)\right) \in\left[\underline{A_{P^{\sigma}(i) \cup\{i\}}}-\underline{A_{P^{\sigma}(i)}}, \overline{A_{P^{\sigma}(i) \cup\{i\}}}-\overline{A_{P^{\sigma}(i)}}\right]$,
for each $i \in N$, where $P^{\sigma}(i)=\left\{r \in N l \sigma^{-1}(r)<\sigma^{-1}(i)\right\}$, and $\sigma^{-1}(i)$ denotes the entrance number of player $i$. For grey size monotonic games $N, w^{\prime}$, $w^{\prime}(T)-w^{\prime}(S) \in w(T)-w(S)$ is defined for all $S, T \in 2^{N}$ with $S \subset T$ since $|w(T)|=$ $|w|(T) \geq|w|(S)=|w(S)|$. We notice that for each $w^{\prime} \in S M \mathcal{G} G^{N}$ the grey marginal vectors $m^{\sigma}\left(w^{\prime}\right)$ are defined for each $\sigma \in \Pi(N)$, because the monotonicity of $|w|$ implies $\overline{A_{S \cup\{i\}}}-A_{S \cup\{i\}} \geq \overline{A_{S}}-\underline{A_{S}}$, whichcanberewrittenas $\overline{A_{S \cup\{i\}}}-\overline{A_{S}} \geq A_{S \cup\{i\}}-\underline{A_{S}}$. So, $w^{\prime}(S \cup\{i\})-w^{\prime}(S) \in w(S \cup\{i\})-w(S)$ is defined for each $S \subset N$ and $i \notin S$. Next, we notice that all the grey marginal vectors of a grey size monotonic gameareefficientgreypayoffvectors. ThegreyShapley value $\Phi^{\prime}: S M \mathcal{G} G^{N} \rightarrow \mathcal{G}(\mathbb{R})^{N}$ is defined by
$\Phi^{\prime}\left(w^{\prime}\right):=\frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}\left(w^{\prime}\right) \in\left[\frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}(\underline{A}), \frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}(\bar{A})\right]$ for each $w^{\prime} \in S M \mathcal{G} G^{N}$.

We can write the last equation as follows:

## Cooperative Grey Games

$$
\begin{align*}
& \Phi_{i}^{\prime}\left(w^{\prime}\right):=\frac{1}{n!} \sum_{\sigma \in \Pi(N)}\left[w^{\prime}\left(P^{\sigma}(i) \cup\{i\}\right)-w^{\prime}\left(P^{\sigma}(i)\right)\right] \\
& \in\left[\frac{1}{n!} \sum_{\left.\sigma \in \Pi(N) \xrightarrow{ } A_{P^{\sigma}(i) \cup\{i\}}-A_{P^{\sigma}(i)}, \frac{1}{n!} \sum_{\sigma \in \Pi(N)} \overline{A_{P^{\sigma}(i) \cup\{i\}}}-\overline{A_{P^{\sigma}(i)}}\right]} .\right. \tag{2}
\end{align*}
$$

The terms after the summation sign in Equation (2) are of the form $w^{\prime}(S \cup\{i\})-w^{\prime}(S)$, where $S$ is a subset of $N$ not containing $i$. Note that there are exactly $|S|!(n-1-|S|)$ ! orderings for which one has $P^{\circ}(\{i\})=S$. The first factor, $|S|$ !, corresponds to the number of orderings of $S$ and the second factor, ( $n-1-|S|$ )!, is just the number of orderings of $N /(S \cup\{i\})$. Using this, we can rewrite Equation (2) as

$$
\Phi_{i}^{\prime}\left(w^{\prime}\right)=\sum_{S: i \notin S} \frac{|S|!(n-1-|S|)!}{n!}\left(w^{\prime}(S \cup\{i\})-w^{\prime}(S)\right)
$$

Let us note that
$\sum_{S: i \notin S} \frac{|S|!(n-1-|S|)!}{n!}=1$

The following example illustrates the calculation of the grey Shapley value.

Example 2.4.3. (Palanci et al., 2015b) Let $N, w^{\prime}$, be a cooperative grey game with $N=\{1,2,3\}$ and
$\otimes_{1}=w^{\prime}(1)=\otimes_{13}=w^{\prime}(1,3) \in[7,7], \quad \otimes_{12}=w^{\prime}(12) \in[12,17]$,
$\otimes_{N}=w^{\prime}(123) \in[24,29]$ and $\otimes_{S}=w^{\prime}(S) \in[0,0]$ otherwise. Then the grey marginal vectors are given in the following table, where $\sigma: N \rightarrow N$ is identified with $(\sigma(1), \sigma(2), \sigma(3))$. Firstly, for $\sigma_{1}=(1,2,3)$, we calculate the grey marginal vectors. Then,
$m_{1}^{\sigma_{1}}\left(w^{\prime}\right)=w^{\prime}(1) \in[7,7]$,
$m_{2}^{\sigma_{1}}\left(w^{\prime}\right)=w^{\prime}(12)-w^{\prime}(1) \in[12,17]-[7,7]=[5,10]$,
$m_{3}^{\sigma_{1}}\left(w^{\prime}\right)=w^{\prime}(123)-w^{\prime}(12) \in[24,29]-[12,17]=[12,12]$.

The others can be calculated similarly, which is shown in Table 1.
The average of the six grey marginal vectors is the grey Shapley value of this game which can be calculated as:
$\Phi^{\prime}\left(w^{\prime}\right) \in\left(\left[\frac{27}{2}, 16\right],\left[\frac{13}{2}, 9\right],[4,4]\right)$.

## TRANSPORTATION INTERVAL SITUATIONS AND GAMES

In this section, we present the transportation interval situations propelled by SánchezSoriano et al. (2001). In a transportation interval situation, the set of players is parceled into two disjoint subsets $P$ and $Q$, containing $n$ and $m$ players, separately. The individuals from $P$ will be called makers, while the individuals from $Q$ will be the retailers. Every inception player $i \in P$ has a positive integer interval number of units of a certain indivisible good, $p_{i}^{\prime}$, and every goal player $j \in Q$ requests a positive integer interval number of units of this good, $q_{j}^{\prime}$. The delivery of one unit from

Table 1. Grey marginal vectors of the cooperative grey game

| $\boldsymbol{\sigma}$ | $\boldsymbol{m}_{1}^{\sigma}\left(w^{\prime}\right)$ | $\boldsymbol{m}_{2}^{\sigma}\left(w^{\prime}\right)$ | $\boldsymbol{m}_{3}^{\sigma}\left(w^{\prime}\right)$ |
| :--- | :---: | :---: | :---: |
| $\sigma_{1}=(1,2,3)$ | $m_{1}^{\sigma_{1}}\left(w^{\prime}\right) \in[7,7]$ | $m_{2}^{\sigma_{1}}\left(w^{\prime}\right) \in[5,10]$ | $m_{3}^{\sigma_{1}}\left(w^{\prime}\right) \in[12,12]$ |
| $\sigma_{2}=(1,3,2)$ | $m_{1}^{\sigma_{2}}\left(w^{\prime}\right) \in[7,7]$ | $m_{2}^{\sigma_{2}}\left(w^{\prime}\right) \in[17,22]$ | $m_{3}^{\sigma_{2}}\left(w^{\prime}\right) \in[0,0]$ |
| $\sigma_{3}=(2,13)$ | $m_{1}^{\sigma_{3}}\left(w^{\prime}\right) \in[12,17]$ | $m_{2}^{\sigma_{3}}\left(w^{\prime}\right) \in[0,0]$ | $m_{3}^{\sigma_{3}}\left(w^{\prime}\right) \in[12,12]$ |
| $\sigma_{4}=(2,3,1)$ | $m_{1}^{\sigma_{4}}\left(w^{\prime}\right) \in[24,29]$ | $m_{2}^{\sigma_{4}}\left(w^{\prime}\right) \in[0,0]$ | $m_{3}^{\sigma_{4}}\left(w^{\prime}\right) \in[0,0]$ |
| $\sigma_{5}=(3,1,2)$ | $m_{1}^{\sigma_{5}}\left(w^{\prime}\right) \in[7,7]$ | $m_{2}^{\sigma_{5}}\left(w^{\prime}\right) \in[17,22]$ | $m_{3}^{\sigma_{5}}\left(w^{\prime}\right) \in[0,0]$ |
| $\sigma_{6}=(3,2,1)$ | $m_{1}^{\sigma_{6}}\left(w^{\prime}\right) \in[24,29]$ | $m_{2}^{\sigma_{6}}\left(w^{\prime}\right) \in[0,0]$ | $m_{3}^{\sigma_{6}}\left(w^{\prime}\right) \in[0,0]$ |

source player $i$ to goal player $j$ creates a nonnegative interval real benefit $b_{i j}^{\prime}$. Here we have

$$
p_{i}^{\prime}:=\left[\underline{p_{i}^{\prime}}, \overline{p_{i}^{\prime}}\right], q_{i}^{\prime}:=\left[\underline{q_{i}^{\prime}}, \overline{q_{i}^{\prime}}\right] \text { and } b_{i}^{\prime}:=\left[\underline{b_{i}^{\prime}}, \overline{b_{i}^{\prime}}\right] \in I(\mathbb{R}) .
$$

A transportation interval situation like this is described by a 5 -tuple $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$, where $B^{\prime}$ is the $n \times m$ grid of interval benefits, $p^{\prime}$ is the $n$-dimensional vector of accessible interim units at the starting points, and $q^{\prime}$ is the $m$-dimensional vector of interval requests.

For each transportation interval situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ and each coalition $S \subset N:=P \cup Q$, with makers $S_{P}:=S \cap P$ and retailers $S_{Q}:=S \cap Q$, and accepting that these sets are both nonempty, we can characterize the maximization issue of the pessimistic scenario by

$$
\begin{align*}
\underline{T}: \text { maximize } & \sum_{i \in S_{P}} \sum_{j \in S_{Q}} b_{i j}^{\prime} x_{i j} \\
\text { such that } & \sum_{j \in S_{Q}} x_{i j} \leq \underline{p_{i}^{\prime}}, i \in S_{P},  \tag{5}\\
& \sum_{i \in S_{P}} x_{i j} \leq \underline{q_{j}^{\prime}}, j \in S_{Q} \\
& x_{i j} \geq 0,(i, j) \in S_{P} \times S_{Q},
\end{align*}
$$

and the maximization issue of the optimistic scenario give as
$\bar{T}: \quad$ maximize $\sum_{i \in S_{P}} \sum_{j \in S_{Q}} \overline{b_{i j}^{\prime}} x_{i j}$

$$
\begin{array}{ll}
\text { such that } & \sum_{j \in S_{Q}} x_{i j} \leq \overline{p_{i}^{\prime}}, i \in S_{P}  \tag{6}\\
& \sum_{i \in S_{P}} x_{i j} \leq \overline{q_{j}^{\prime}}, j \in S_{Q} \\
& x_{i j} \geq 0,(i, j) \in S_{P} \times S_{Q}
\end{array}
$$

Let's take $\vartheta(T(S))$ which means the optimal interval estimation of the issue $T(S)$ such that $\vartheta(T(S))=[\vartheta(\underline{T}(S)), \vartheta(\bar{T}(S))] \in I(R)$ and here $\vartheta(\underline{T}(S))$ is the optimal value of the maximization issue of the pessimistic scenario, $\vartheta(\bar{T}(S))]$ is
the optimal value of the maximization issue of the optimistic scenario. So, we can define a cooperative interval game associated with every transportation interval situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ in the going with way:

- The set of players is $N=P \cup Q$;
- The characteristic function $\left\langle N, v^{\prime}\right\rangle$ is given by

$$
v^{\prime}(S):=\left(\begin{array}{ll}
{[0,0],} & \text { if } S=\phi \text { or } S \text { is contained in } P \text { or } Q \\
, & \text { otherwise }
\end{array}\right.
$$

where $v^{\prime}(S)$ satisfies the condition

$$
\vartheta(\underline{T}(S))+\vartheta(\bar{T}(T)) \geq \vartheta(\underline{T}(T))+\vartheta(\bar{T}(S)) \text { for all } S \subset T
$$

Presently, we display definition of a transportation interval game.

Definition 3.1. A transportation interval game is a cooperative interval game $v^{\prime} \in I G^{N}$ arising from a transportation situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$. Often, we identify a transportation interval situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ with its associated transportation game $v^{\prime}$.

Now, we examine the properties of transportation interval games. We begin by taking note of that, in view of its definition, a transportation interval games is interim zero-standardized. Plainly a transportation interval game is superadditive, measure monotonic but not necessarily convex. In the following section, we show that transportation interval games are size monotonic.

Example 3.2. Consider the 3-persontransportation interval situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ which has one maker and two retailers:

$$
P=\{1\}, Q=\{2,3\}, B^{\prime}=([3,5],[5,6]), p^{\prime}=[3,5], q^{\prime}=([2,4],[1,3]) .
$$

Now, we characterize a transportation interval game related with a transportation interval situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$. Here, $N=\{1,2,3\}$ is the set of players and the trademark elements of the transportation interval game are as the following:

$$
v^{\prime}(1)=v^{\prime}(2)=v^{\prime}(3)=v^{\prime}(23)=[0,0], v^{\prime}(12)=[6,20], v^{\prime}(13)=[5,18], v^{\prime}(123)=[11,28] .
$$

Along these lines, we acquire the transportation interval game $\left\langle N, v^{\prime}\right\rangle$ comparing to a transportation interval game. We take note of that this game is interval zeronormalized since for all $i \in N$ we have $v^{\prime}(i)=[0,0]$. Obviously this game is superadditive be that as it may, not raised. For the coalitions $S=(12)$ and $T=(13)$, this game does not satisfy the state of convexity:

$$
\left|v^{\prime}\right|(12)+\left|v^{\prime}\right|(13) \leq\left|v^{\prime}\right|(1)+\left|v^{\prime}\right|(123) \rightarrow 27 \otimes 19
$$

## The Interval Shapley Value of the Transportation Interval Game

In this area, we calculate the interval Shapley value of the transportation interval game. To begin with, we recall the definition of the interval Shapley value. For this, we require reviewing some notions from the theory of cooperative interval games (Alparslan Gök et al. 2009a).

Interval solutions are helpful to understand reward/cost sharing problems with interval information utilizing cooperative interval games as an instrument.The interval payoff vectors, which are the building blocks for interval solutions, are the vectors whose components belong to $(\mathbb{R})$. We indicate by $I(\mathbb{R})^{N}$ the set of all such interval payoff vectors. We call a game $\left\langle N, v^{\prime}\right\rangle$ size monotonic if $\langle N,| v^{\prime}| \rangle$ is monotonic, i.e., $\left|v^{\prime}\right|(S) \leq v^{\prime} \mid(T)$ for all $S, T \in 2^{N}$ with $S \subset T$. For further use we mean by $S M I G^{N}$ the class of size monotonic interval games with player set N .

The following theorem demonstrates that the transportation interval games are size monotonic.

Theorem 3.1.1. The transportation interval game $\left|N, v^{\prime}\right|$ belongs to class of $S M I G^{N}$. Proof. We have
$\left|v^{\prime}\right|(S) \leq\left|v^{\prime}\right|(T)$ for all $S, T \in 2^{N}$ with $S \subset T$

Take $S, T \in 2^{N}$ with $S \subset T$. If $S=\phi$ or $S$ is contained in $P$ or $Q$, then $v^{\prime}(S)=[0,0]=v^{\prime}(T)$. Now, it is obvious that

$$
\left|v^{\prime}\right|(S) \leq\left|v^{\prime}\right|(T)
$$

If $S \neq \phi$ or $S$ is not contained in $P$ or $Q$, then $v^{\prime}(S)=[\vartheta(\underline{T}(S)), \vartheta(\bar{T}(S))]$ with $\vartheta(\underline{T}(S)) \leq \vartheta(\bar{T}(S))$. For $S \subset T$, using the definition of a transportation interval game we obtain
$\vartheta(\underline{T}(S)) \leq \vartheta(\underline{T}(T))$
$\vartheta(\bar{T}(S)) \leq \vartheta(\bar{T}(T))$

Then,

$$
\begin{aligned}
& \left|v^{\prime}\right|(S) \leq\left|v^{\prime}\right|(T) \\
& \vartheta(\bar{T}(S))-\vartheta(\underline{T}(S)) \leq \vartheta(\bar{T}(T))-\vartheta(\underline{T}(T)), \\
& \vartheta(\underline{T}(T))+\vartheta(\bar{T}(S)) \leq \vartheta(\underline{T}(S))+\vartheta(\bar{T}(T)),
\end{aligned}
$$

for all $S, T \in 2^{N}$ with $S \subset T$. Since $v^{\prime}$ satisfies the condition
$\vartheta(\underline{T}(T))+\vartheta(\bar{T}(S)) \leq \vartheta(\underline{T}(S))+\vartheta(\bar{T}(T))$,
$\left\langle N, v^{\prime}\right\rangle$ belongs to the class of $S M I G^{N}$.
We realize that if an interval game is belonging to $S M I G^{N}$, then the interval Shapley value is constantly given (Alparslan Gök et al. 2009a).

The interval marginal operators and the interval Shapley value were defined on $S M I G^{N}$ in Alparslan Gök et al. (2009a) as follows:

Mean by $\Pi(N)$ the set of permutations $\sigma: N \rightarrow N$ of $N=\{1,2,3\}$. The interval marginal operator $m^{\sigma}: S M I G^{N} \rightarrow I(\mathbb{R})^{N}$ relating to $\sigma$, partners with each $v^{\prime} \in S M I G^{N}$ the interim minor vector $m^{\sigma}\left(v^{\prime}\right)$ of $v^{\prime}$ as for $\sigma$, characterized by $m_{i}^{\sigma}\left(v^{\prime}\right)=v^{\prime}\left(P^{\sigma}(i) \cup\{i\}\right)-v^{\prime}\left(P^{\sigma}(i)\right) \quad$ for every $\quad i \in N, \quad$ where $P^{\sigma}(i):=\left\{r \in N \mid \sigma^{-1}(r)<\sigma^{-1}(i)\right\}$.Here, $\sigma^{-1}(i)$ indicates the passagewaynumber of player $i$. For size monotonic games $\left\langle N, v^{\prime}\right\rangle, v^{\prime}(T)-v^{\prime}(S)$ is defined for all
$S, T \in 2^{N}$ with $S \subset T$, since $\left|v^{\prime}(T)\right|=\left|v^{\prime}\right|(T) \geq\left|v^{\prime}\right|(S)=\left|v^{\prime}(S)\right|$. Now, we see that for all $v^{\prime} \in S M I G^{N}$ the interval marginal vectors $m^{\sigma}\left(v^{\prime}\right)$ are defined for all $\sigma \in \Pi(N)$, because the monotonicity of $\left|v^{\prime}\right|$ implies $\overline{v^{\prime}}(S \cup\{i\})-\underline{v}^{\prime}(S \cup\{i\}) \geq \overline{v^{\prime}}(S)-\underline{v}^{\prime}(S)$, which can be reworked as $\overline{v^{\prime}}(S \cup\{i\})-\overline{v^{\prime}}(S) \geq \underline{v}^{\prime}(S \cup\{i\})-\underline{v}^{\prime}(S)$. So, $v^{\prime}(S \cup\{i\})-v^{\prime}(S)$ is defined for all $S \subset N$ and $i \notin S$. We take note of that all the interval marginal vectors of a size monotonic game are efficient interval payoff vectors.

The interval Shapley value relegates to every cooperative interval game a payoff vector whose segments are minimized intervals of real numbers. Cooperative games in the added substance cone on which we utilize the interval Shapley value emerge from some Operations Researches and economic situations with interval information.

We can define the interval Shapley value as following:

$$
\Phi: S M I G^{N} \rightarrow I(\mathbb{R})^{N}
$$

such that

$$
\Phi\left(v^{\prime}\right):=\frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}\left(v^{\prime}\right)
$$

for each $v^{\prime} \in S M I G^{N}$.
Now, we would computation be able to of the interval Shapley value in the transportation interval game from the last example as follows:

Example 3.1.2. Consider $\left\langle N, \nu^{\prime}\right\rangle$ shown in the last example as the transportation interval game. We have that, $N\{1,2,3\}$ and the characteristic function $v^{\prime}$ is given by

$$
v^{\prime}(1)=v^{\prime}(2)=v^{\prime}(3)=v^{\prime}(23)=[0,0], v^{\prime}(12)=[6,20], v^{\prime}(13)=[5,18], v^{\prime}(123)=[11,28] .
$$

Here, the set of permutations of $N$ is

$$
\begin{aligned}
& \Pi(N) \\
& =\left\{\sigma_{1}=(1,2,3), \sigma_{2}=(1,3,2), \sigma_{3}=(2,1,3), \sigma_{4}=(2,3,1), \sigma_{5}=(3,1,2), \sigma_{6}=(3,2,1)\right\}
\end{aligned}
$$

In the first, we compute the interval marginal vectors for $\sigma_{2}=(1,2,3)$, that is
$m_{1}^{\sigma_{1}}\left(v^{\prime}\right)=v^{\prime}(1)=[0,0]$,
$m_{2}^{\sigma_{1}}\left(v^{\prime}\right)=v^{\prime}(12)-v^{\prime}(1)=[6,20]-[0,0]=[6,20]$,
$m_{3}^{\sigma_{1}}\left(v^{\prime}\right)=v^{\prime}(123)-v^{\prime}(12)=[11,28]-[6,20]=[5,8]$.

Similarly, we can compute the other values, as shown in Table 2.
Table 2 is shows the interval marginal vectors of the cooperative transportation interval game in Example 3.1. So, the interval Shapley value of this game is the average of the six interval marginal vectors, which can be written as

$$
\Phi\left(v^{\prime}\right)=\left(\left[\frac{11}{2}, \frac{47}{3}\right],\left[3, \frac{20}{3}\right],\left[\frac{5}{2}, \frac{17}{3}\right]\right)
$$

The paper Pulido et al. (2002) analyzes a contention circumstance in college administration. The creators contemplate how to apportion cash among the offices to purchase gear for teaching laboratories. They present a broadened bankruptcy issue in which two methods for estimating the requests of the administrative entities exist: the " objective privileges" and the " claims". They examine and propose reasonable bankruptcy rules for the new kind of issue.

Table 2. Interval marginal vectors

| $\boldsymbol{\sigma}$ | $\boldsymbol{m}_{1}^{\sigma}\left(\boldsymbol{v}^{\prime}\right)$ | $\boldsymbol{m}_{2}^{\sigma}\left(\boldsymbol{v}^{\prime}\right)$ | $\boldsymbol{m}_{3}^{\sigma}\left(\boldsymbol{v}^{\prime}\right)$ |
| :--- | :---: | :---: | :---: |
| $\sigma_{1}=(1,2,3)$ | $m_{1}^{\sigma_{1}}\left(v^{\prime}\right)=[0,0]$ | $m_{2}^{\sigma_{1}}\left(v^{\prime}\right)=[6,20]$ | $m_{3}^{\sigma_{1}}\left(v^{\prime}\right)=[5,8]$ |
| $\sigma_{2}=(1,3,2)$ | $m_{1}^{\sigma_{2}}\left(v^{\prime}\right)=[0,0]$ | $m_{2}^{\sigma_{2}}\left(v^{\prime}\right)=[6,20]$ | $m_{3}^{\sigma_{2}}\left(v^{\prime}\right)=[5,18]$ |
| $\sigma_{3}=(2,1,3)$ | $m_{1}^{\sigma_{3}}\left(v^{\prime}\right)=[6,20]$ | $m_{2}^{\sigma_{3}}\left(v^{\prime}\right)=[0,0]$ | $m_{3}^{\sigma_{3}}\left(v^{\prime}\right)=[5,8]$ |
| $\sigma_{4}=(2,3,1)$ | $m_{1}^{\sigma_{4}}\left(v^{\prime}\right)=[11,28]$ | $m_{2}^{\sigma_{4}}\left(v^{\prime}\right)=[0,0]$ | $m_{3}^{\sigma_{4}}\left(v^{\prime}\right)=[0,0]$ |
| $\sigma_{5}=(3,1,2)$ | $m_{1}^{\sigma_{5}}\left(v^{\prime}\right)=[5,18]$ | $m_{2}^{\sigma_{5}}\left(v^{\prime}\right)=[6,10]$ | $m_{3}^{\sigma_{5}}\left(v^{\prime}\right)=[0,0]$ |
| $\sigma_{6}=(3,2,1)$ | $m_{1}^{\sigma_{6}}\left(v^{\prime}\right)=[11,28]$ | $m_{2}^{\sigma_{6}}\left(v^{\prime}\right)=[0,0]$ | $m_{3}^{\sigma_{6}}\left(v^{\prime}\right)=[0,0]$ |

The work Pulido et al. (2008) studies new bankruptcy situations where what's more to claims an exogenously given reference point for the allocation of the estate is available. The authors present and investigate two sorts of bargain solutions and demonstrate that they coincide with the $\tau$-value of two corresponding transferable utility games. Also, they explain a bankruptcy situation with references by implies of a compromise solution. They decide for every player which mix of references and claims prompts the most astounding result for him/her and which to the least result. This leads to an upper and lower bound for the allocation estate. The compromise solution is then basically defined as the unique efficent convex combination of these two vectors. We use a method which was presented in Branzei et al. (2010b) that changes an interval allocation into a payoff vector, under the presumption that exclusive the uncertainty as to the value of the stupendous coalition has been resolved. The research question addressed here is as follows: How to determine for all players their payoff generated by cooperation within the grand coalition in the promised range of payoffs to establish such a cooperation after the uncertainty in the payoff for the grand coalition has been resolved? This question is an important one that deserves attention both in the literature and in game practice.

Now, we utilize the basic (one-stage) procedure, presented by Branzei et al. (2010b).

Let $N$ be a set of players that consider cooperation underneath uncertainty of coalition values, i.e., understanding what each group $S$ of players (coalition) can obtain between two bounds, $v^{\prime}(s)$ and $\overline{v^{\prime}(s)}$, through cooperation. If the players use cooperative game theory as a tool, they are able to pick out an interval solution concept, say the value-kind Solution $\Psi$ that associates with the related cooperative interval game $\left\langle N, v^{\prime}\right\rangle$, the interval allocation $\Psi\left(v^{\prime}\right)=\left(J_{1}, J_{2}, \ldots, J_{n}\right)$ whichensures for every player $i \in N$ a final payoff within the interval $J_{i}=\left[\underline{J}_{i}, \bar{J}_{i}\right]$, when the value of the grand coalition is known. Surely, $\underline{v}^{\prime}(N)=\sum_{i \in N} J_{i}$ and $\overline{v^{\prime}}(N)=\sum_{i \in N} \bar{J}_{i}$. For each $i \in N$ the interval $\left[\underline{J}_{i}, \bar{J}_{i}\right]$ can be viewed as the interval claim of $i$ on the realization $R$ of the payoff for the grand coalition $N\left(\underline{v^{\prime}}(N) \leq R \leq \overline{v^{\prime}}(N)\right)$. One should determine payoffs $x_{i} \in\left[\underline{J}_{i}, \bar{J}_{i}\right], i \in N$ (the feasibility condition) such that $\sum_{i \in N} x_{i}=R$ (the efficiency condition). We take note of that for the case $R=\underline{v^{\prime}}(N)$ the payoff vector $x$ is $\left(\underline{J}_{1}, \underline{J}_{2}, \ldots, \underline{J}_{n}\right)$, in the case $R=\overline{v^{\prime}}(N)$ we get $x=\left(\bar{J}_{1}, \bar{J}_{2}, \ldots, \bar{J}_{n}\right)$, but in the case $\underline{v}^{\prime}(N)<R<\overline{v^{\prime}}(N)$ there are endlessly numerous approaches to determine allocations $\left(x_{1}, \ldots, x_{n}\right)$ fulfilling both the efficiency and the feasibility conditions. In the last case, we require appropriate distribution tenets to determine fair allocations
$\left(x_{1}, \ldots, x_{n}\right)$ of $R$ fulfilling the above conditions. As players incline toward as expansive payoffs as possible and as the sum $R$ to be divided between them is littler than $\sum_{i \in N} \bar{J}_{i}$, the players are facing a bankruptcy-like situation, suggesting that bankruptcy rules are great possibility for changing an interval allocation $\left(J_{1}, J_{2}, \ldots, J_{n}\right)$ into a payoff vector ( $x_{1}, x_{2}, \ldots, x_{n}$ ).

Since $R$ appears as a realization of $v^{\prime}(N)$, one can with the exception of that $\underline{v}^{\prime}(N) \leq R \leq \overline{v^{\prime}}(N)$.

One basic idea is to determine $\lambda \in[0,1]$ such that
$R=\lambda \underline{v}^{\prime}(N)+(1-\lambda) \overline{v^{\prime}}(N)$,
and for each $i \in N$ the payoff is
$x_{i}=\lambda \underline{J}_{i}+(1-\lambda) \bar{J}_{i}$.

We note that $\underline{J}_{i} \leq x_{1} \leq(1-\lambda) \bar{J}_{i}$ and

$$
\sum_{i \in N} x_{i}=\lambda \sum_{i \in N} J_{i}+(1-\lambda) \sum_{i \in N} \bar{J}_{i}=\lambda \underline{v^{\prime}}(N)+(1-\lambda) \overline{v^{\prime}}(N)=R .
$$

So, $x$ is an efficient payoff vector corresponding to $R$.
We review that a bankruptcy situation with set of claimants $N$ is a pair $(E, d)$, where $E \geq 0$ is the estate to be divided and $d \in \mathbb{R}_{+}^{N}$ is the vector of claims such that $\sum_{i \in N} d_{i} \geq E$. Let $B R^{N}$ is the set of bankruptcy situations with player set $N$. So, we can define a function $f: B R^{N} \rightarrow \mathbb{R}^{N}$ which allocates to every bankruptcy situation $(E, d) \in B R^{N}$ apayoff vector $f(E, d) \in \mathbb{R}^{N}$ such that $0 \leq f(E, d) \leq d$ (reasonability) and $\sum_{i \in N} f_{i}(E, d)=E$ (efficiency). In this paper, we use three bankruptcy rules: the proportional rule (PROP), the constrained equal awards rule (CEA) and the constrained equal losses (CEL) rule. Now, we recall those three bankrupcty rules. The bankrupcty rule $\operatorname{PROP}$ is defined by $\operatorname{PROP}_{i}(E, d)=\left(d_{i} / \sum_{j \in N} d_{j} . E\right.$ for each bankruptcy problem ( $E, d$ ) and all $i \in N$. This rule gives allocations in the core of the (pessimistic) bankruptcy game related with a bankruptcy situation and are generally used in applications.

The bankrupcty rule CEA is defined by $C E A_{i}(E, d)=\min \left\{d_{i}, \alpha\right\}$, where $\alpha$ is determined by $\sum_{i \in N} C E A_{i}(E, d)=E$ for each bankruptcy problem $(E, d)$ and all $i \in N$, while the bankrupcty rule CEL is defined by $C E L(E, d)=\min \left\{d_{i}-\beta, 0\right\}$, where $\beta$ is determined by $\sum_{i \in N} C E L_{i}(E, d)=E$ for each bankruptcy problem $(E, d)$ and all $i \in N$.

For additionally use, we present the notation $\mathcal{F}=\{P R O P, C E A, C E L\}$ and let $f \in \mathcal{F}$. Then, we can partition the sum $R$ accomplished by $N$ through handing out the sum $\underline{J}_{i}+f_{i}(E, d)$ to each player $i \in N$, where $E=R-\sum_{i \in N} \underline{J}_{i}$ and $d_{i}=\bar{J}_{i}-\underline{J}_{i}$ for each $i \in N$.

Now, we introduce the one-stage procedures where some bankruptcy rule $f \in \mathcal{F}$ is utilized.

Example 3.1.3. Let $\left\langle N, v^{\prime}\right\rangle$ be the three-person transpotation interval game with

$$
\begin{aligned}
& v^{\prime}(1)=v^{\prime}(2)=v^{\prime}(3)=v^{\prime}(23)=[0,0] \\
& v^{\prime}(12)=[6,20], v^{\prime}(13)=[5,18], v^{\prime}(123)=[11,28] .
\end{aligned}
$$

Let the realization of $v^{\prime}(N)$ is $R=20$ and think about that cooperation inside the grand coalition depended on the utilization of interval Shapley value. Then,

$$
\Phi\left(v^{\prime}\right)=\left(\left[\frac{11}{2}, \frac{47}{3}\right],\left[3, \frac{20}{3}\right],\left[\frac{5}{2}, \frac{17}{3}\right]\right)
$$

In the beginning, we note that condition $\underline{v}^{\prime}(N) \leq R \leq \overline{v^{\prime}}(N)$ is satisfied. Then, from (7) we have $20=\lambda(11)+(1-\lambda)(28)$, we get $\lambda=\frac{8}{17}$, so the payoff vector is $x=\left(\frac{122}{17}, \frac{84}{17}, \frac{71}{17}\right)$.

Let us decide individual uncertainty-free shares by using PROP, CEA and CEL to distribute the sum $R-\left(J_{1}+J_{2}+J_{3}\right)=9$ among the three agents. We note that here we focus on a classical bankruptcy problem $(E, d)$ with $E=9$ and $d=\left(\frac{61}{6}, \frac{11}{3}, \frac{19}{6}\right)$.

Table 3. The bankrupcty rules

| $\boldsymbol{P R O P}(\boldsymbol{E}, \boldsymbol{d})$ | $\boldsymbol{C E A}(\boldsymbol{E}, \boldsymbol{d})$ | $\boldsymbol{C E L}(\boldsymbol{E}, \boldsymbol{d})$ |
| :---: | :---: | :---: |
| $\left(5 \frac{13}{34}, 1 \frac{16}{17}, 4 \frac{23}{34}\right)$ | $\left(4 \frac{3}{8}, 4 \frac{3}{8}, 3 \frac{1}{6}\right)$ | $\left(7 \frac{3}{4}, 1 \frac{1}{4}, 0\right)$ |

## Table 4. A payoff vecrors

| $\boldsymbol{P R O P}(\boldsymbol{E}, \boldsymbol{d})$ | $\boldsymbol{C E A}(\boldsymbol{E}, \boldsymbol{d})$ | $\boldsymbol{C E L}(\boldsymbol{E}, \boldsymbol{d})$ |
| :---: | :---: | :---: |
| $\left(10 \frac{15}{17}, 4 \frac{16}{17}, 4 \frac{3}{17}\right)$ | $\left(9 \frac{7}{8}, 7 \frac{3}{8}, 5 \frac{2}{3}\right)$ | $\left(13 \frac{1}{4}, 4 \frac{1}{4}, 2 \frac{1}{2}\right)$ |

Using the one-stage producere with PROP, CEA and CEL in the role of $f$, this is shown in Table 3. Then, we get $x=\left(\frac{11}{2}, 3, \frac{5}{2}\right)+f\left(6,\left(\frac{61}{6}, \frac{11}{3}, \frac{19}{6}\right)\right)$, see Table 4.

A correlation of the payoff vectors got using PROP, CEA, and CEL can be valuable by and by to help the decision of the favored bankrupcty rule to be implemented.

## The Interval Core of the Transportation Interval Game

In this segment, we exhibit some fascinating outcomes concerning the interval core of a transportation interval game. It is outstanding that the transportation games have nonempty cores (Branzei et al. 2010b). Now, we check if this property can be expanded to transportation interval situations.

The dual problem of the maximization issue for the critical situation (1) is given by the minimization issue:
$T^{D}(S):$ minimize $\sum_{i \in S_{P}} \underline{p_{i}} u_{i}+\sum_{j \in S_{Q}} \underline{q_{j}} v_{j}$

$$
\begin{array}{ll}
\text { such that } & u_{i}+v_{j} \geq b_{i j},(i, j) \in S_{P} \times S_{Q} \\
& u_{i}, v_{j} \geq 0, i \in S_{P}, j \in S_{Q}
\end{array}
$$

Also, the dual issue of the maximization issue for the hopeful situation (2) is given by the minimization issue:
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$T^{D}(S):$ minimize $\sum_{i \in S_{P}} \overline{p_{i}} u_{i}+\sum_{j \in S_{Q}} \overline{q_{j}} v_{j}$
such that $\quad u_{i}+v_{j} \geq \overline{b_{i j}}, \quad(i, j) \in S_{P} \times S_{Q}$,

$$
u_{i}, v_{j} \geq 0, i \in S_{P}, j \in S_{Q}
$$

Remark 3.2.1. An optimal solution for a linear program is an achievable solution with the biggest objective function value. The value of the objective function for the optimal solution is said to be the value of the linear program. A linear program may have multiple optimal solutions but only one optimal solution value. For our situation, there are optimal interval solutions. But some of them are not all around characterized. We need to pick well-defined characterized optimal interval solutions. From that point forward, we just use the optimal interval solutions with the well-characterized one.

Now, we give an example for this situation.
Example 3.2.2. Consider the three-person transportation interval situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ such that

$$
P=\{1\}, Q=\{2,3\}, B^{\prime}=([1,3],[2,4]), p^{\prime}=[3,5], q^{\prime}=([2,4],[1,3]) .
$$

The dual issue of the maximization issue for the pessimistic situation $T^{D}(\{1,2,3\})$ is
minimize $3 u_{1}+2 v_{2}+1 v_{1}$
such that $u_{1}+v_{2} \geq 1$,

$$
\begin{align*}
& u_{1}+v_{3} \geq 2  \tag{8}\\
& u_{1}, v_{2}, v_{3} \geq 0
\end{align*}
$$

When we solve the linear programming problem in Eq. (7), we see that there are numerous optimal solutions. One of them is $(0,1,2)$ and the other solution is $(0,1,0)$.

The dual issue of the maximization issue for the optimistic situation $T^{D}(\{1,2,3\})$ is
$\begin{array}{ll}\operatorname{minimize} & 5 u_{1}+4 v_{2}+3 v_{1} \\ \text { such that } & u_{1}+v_{2} \geq 3, \\ & u_{1}+v_{3} \geq 4, \\ & u_{1}, v_{2}, v_{3} \geq 0 .\end{array}$

Similarly, when we solve the linear programming problem in Eq. (8), (3,0,1) is the optimal solution of this linear programming problem. If we take $(0,1,2)$ as an optimal solution of the linear programming problem in Eq. (7) and $(3,0,1)$ as an optimal solution of the linear programming problem in Eq. (8), then the interval core imputation ( $[0,15],[1,0],[1,3]$ ) is not well defined. Then, we could not choose from the optimal solutions which are not well defined. Moreover, we can select $(1,0,1)$ as an optimal solution of the linear programming in Eq. (7) and ( $3,0,1$ ) as an optimal solution of the linear programming problem in Eq. (8). Finally, if we take $(1,0,1)$ as an optimal solution in Eq. (7) and $(3,0,1)$ as an optimal solution in Eq. (8), then the interval core imputation ( $[3,15],[0,0],[1,3]$ ) is well defined. As we can see, there are optimal interval solutions but some of them are well defined. Then, we choose optimal interval solutions as well-defined optimal interval solutions.

The optimal interval value (well defined the optimal interval solution) of $T^{D}(S)$ will be denoted by $\vartheta\left(T^{D}(S)\right)$. Here, such that $\vartheta(T \mathrm{D}(S))$ is the optimal value of the minimization problem of the pessimistic situation. Here, $\vartheta\left(\overline{T^{D}}(S)\right)$ is the optimal value of the minimization problem of the optimistic situation. In the next theorem, we make use of the well-known Duality. Theorem from linear programming to show that every optimal solution of $T^{D}(S)$ determines an imputation in the core of the corresponding transportation game. It is clear that this theorem can be extended for transportation interval games. As it is well known, the Duality Theorem asserts that the objective functions of a linear programming problem and its dual attain the same optimal value, provided that both problems have finite optimal values, as it happens in our case (Schrijver 1986). Thus, we have $\vartheta(\underline{T}(S))=\vartheta(\underline{D}(S))$ and $\vartheta(\bar{T}(S))=\vartheta\left(\overline{T^{D}}(S)\right)$, for every $S \subset N$ such that $S \cap P$ and $S \cap Q$ are nonempty.

We would like to recall the idea of Owen set on transportation games (Llorca et al. 2004). Thus, for an arbitrary transportation interval game we can always select a interval core element, but with great difficulty. Owen (1975) introduced the class of linear production games and presented a method to find a nonempty subset of the core of these games. Since a transportation game may seem as a special case of linear production games, we can use this method to derive interval core elements.

This set is the so-called interval Owen set of the transportation interval situation, which is defined by

$$
\begin{aligned}
& O S_{d}\left(v^{\prime}\right)=x_{i}=\left[x_{i}, \overline{x_{i}}\right]=\left[\underline{p_{i} u_{i}}, \forall i \in P,(x, y) \in I(\mathbb{R})^{P} \times I(\mathbb{R})^{Q} \mid y_{j}\right. \\
& =\left[\underline{y_{j}}, \overline{y_{j}}\right]=\left[\underline{q_{j} v_{j}}, \overline{q_{j} v_{j}}\right], \forall j \in Q, \text { with }\left(u^{*} ; v^{*}\right) \in O S_{d}\left(v^{\prime}\right),
\end{aligned}
$$

where $O S_{d}\left(v^{\prime}\right)$ is the set of optimal solutions of the dual program of the transportation game for the grand coalition.

Corollary 3.2.3. Let $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ be a transportation interval situation and consider its corresponding transportation interval game $\left\langle N, v^{\prime}\right\rangle$. Then,

1. the interval Owen set of transportation interval game is nonempty,
2. $O S_{d}\left(v^{\prime}\right) \subset C\left(v^{\prime}\right)$,
3. transportation interval games are $I$-balanced.

## TRANSPORTATION GREY SITUATIONS AND GAMES

In this section, we introduce the transportation grey situations inspired by SánchezSoriano J et al. (2001) and PalancıO et al. (2016). In a transportation grey situation the set of players is partitioned into two disjoint subsets $P$ and $Q$, containing $n$ and $m$ players respectively. The members of $P$ will be called producers, whereas the members of $Q$ will be the retailers. Each origin player $i \in P$ has a positive integer grey number of units of a certain indivisible good, $p_{i}^{\prime}$, and each destination player $j \in Q$ demands a positive integer grey number of units of this good, $q_{j}^{\prime}$. The shipping of one unit from origin player $i$ to destination player $j$ produces a nonnegative grey real profit $b_{i j}^{\prime}$. Here, $p_{i}^{\prime} \in\left[\underline{p_{i}^{\prime}}, \overline{p_{i}^{\prime}}\right], q_{j}^{\prime} \in\left[\underline{q_{j}^{\prime}}, \overline{q_{j}^{\prime}}\right]$ and $b_{i j}^{\prime} \in\left[\underline{b_{i j}^{\prime}}, \overline{b_{i j}^{\prime}}\right] \in \mathcal{G}(\mathbb{R})$.

A transportation grey situation like this is characterized by a 5 -tuple $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$, where $B^{\prime}$ is the $n \times m$ matrix of grey profits, $p^{\prime}$ is the $n$-dimensional vector of available grey units at the origins, and $q^{\prime}$ is the $m$-dimensional vector of grey demands.

For every transportation grey situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ and every coalition $S \subset N:=P \cup Q$, with producers $S_{P}:=S \cap P$ and retailers $S_{Q}:=S \cap Q$, and assuming that these sets are both non-empty, we can define the maximization problem of the pessimistic scenario by:
$\underline{T}(S):$ maximize $\sum_{i \in S_{P}} \sum_{j \in S_{Q}} b_{i j}^{\prime} x_{i j}$

$$
\begin{array}{ll}
\text { such that } & \sum_{j \in S_{Q}} x_{i j} \leq \underline{p_{i}^{\prime}}, i \in S_{P},  \tag{12}\\
& \sum_{i \in S_{P}} x_{i j} \leq \underline{q_{j}^{\prime}}, j \in S_{Q} \\
& x_{i j} \geq 0,(i, j) \in S_{P} \times S_{Q}
\end{array}
$$

and the maximization problem of the optimistic scenario is stated as:
$\bar{T}(S):$ maximize $\sum_{i \in S_{P}} \sum_{j \in S_{Q}} \overline{b_{i j}^{\prime}} x_{i j}$

$$
\begin{array}{ll}
\text { such that } & \sum_{j \in S_{Q}} x_{i j} \leq \overline{p_{i}^{\prime}}, i \in S_{P},  \tag{13}\\
& \sum_{i \in S_{P}} x_{i j} \leq \overline{q_{j}^{\prime}}, j \in S_{Q}, \\
& x_{i j} \geq 0,(i, j) \in S_{P} \times S_{Q}
\end{array}
$$

We denote by $\vartheta(T(S))$ the optimal grey value of the problem $T(S)$ Here, $\vartheta(T(S)) \in[\vartheta(\underline{T}(S)), \vartheta(\bar{T}(S))]$ such that $\vartheta(\underline{T}(S))$ is the optimal value of the maximization problem of the pessimistic scenario, $\vartheta(\bar{T}(S))$ is the optimal value of the maximization problem of the optimistic scenario. Then, we can define a cooperative grey game associated with every transportation grey situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ in the following way:

- $\quad$ The set of players is $N=P \cup Q$;
- The characteristic function $\left\langle N, w^{\prime}\right\rangle$ is given by:

$$
w^{\prime}(S) \in \begin{cases}{[0,0],} & \text { if } S=\varnothing \text { or } S \text { is contained in } P \text { or in } Q \\ {[\vartheta(\underline{T}(S)), \vartheta(\bar{T}(S))],} & \text { in any other case }\end{cases}
$$

and $w^{\prime}(S)$ satisfies the condition

$$
\vartheta(\underline{T}(S))+\vartheta(\bar{T}(T)) \geq \vartheta(\underline{T}(T))+\vartheta(\bar{T}(S)) \text { forall } S \subset T .
$$
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Now, we present the definition of a transportation grey game.
Definition 4.1 A transportation grey game is a cooperative grey game $w^{\prime} \in \mathcal{G} G^{N}$ arising from a transportation situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$. Often, we identify a transportation grey situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ with its associated transportation game $v^{\prime}$.

Now, we study the properties of transportation grey games. We start by noting that, in view of its definition, a transportation grey game is grey zero-normalized. It is clear that a transportation grey game is superadditive, size monotonic but not necessarily convex. In the following section, we show that transpotation grey games are size monotonic.

Finally, we present an example of a 3-person transportation grey game.

Example 4.2. Consider the 3-person transportation grey situation ( $P, Q, B^{\prime}, p^{\prime}, q^{\prime}$ ) which has one producer and two retaliers:

$$
P=\{1\}, Q=\{2,3\}, B^{\prime}=([3,5] \quad[5,6]), p^{\prime} \in[3,5], q^{\prime} \in([2,4],[1,3]) .
$$

Now, we define a transportation grey game associated with a transportation grey situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$. Here, $N=\{1,2,3\}$ is the set of players and the characteristic functions of the transportation grey game are as follows:

$$
\begin{aligned}
& w^{\prime}(1)=w^{\prime}(2)=w^{\prime}(3)=w^{\prime}(23) \in[0,0] \\
& w^{\prime}(12) \in[6,20], w^{\prime}(13) \in[5,18], w^{\prime}(123) \in[11,28] .
\end{aligned}
$$

So, we obtain the transportation grey game $\left\langle N, w^{\prime}\right\rangle$ corresponding to a transportation grey situation.

## The Grey Shapley Value of the Transportation Grey Game

In this section, we calculate the grey Shapley value of the transportation grey game. Firstly, we recall the definition of the grey Shapley value. For this, we need to recall some notions from the theory of cooperative grey games (Alparslan Gök SZ et al., 2009a).

Grey solutions are useful to solve reward/cost sharing problems with grey data using cooperative grey games as a tool. The grey payoff vectors, which are the building blocks for grey solutions, are the vectors whose components belong to $\mathcal{G}(\mathbb{R})$. We denote by $\mathcal{G}(\mathbb{R})^{N}$ the set of all such grey payoff vectors.

We call a game $\left\langle N, w^{\prime}\right\rangle$ grey size monotonic if $\langle N| w,\rangle$ is monotonic, i.e., $|w|(S) \leq|w|(T)$ for all $S, T \in 2^{N}$ with $S \subset T$. For further use we denote by $S M \mathcal{G} G^{N}$ the class of grey size monotonic games with player set $N$.

The following theorem shows that the transportation grey games are size monotonic.

Theorem 4.1.1. The transportation grey game $\left\langle N, w^{\prime}\right\rangle$ belongs the class of $S M \mathcal{G} G^{N}$.
Proof. We show that the transportation grey game $v^{\prime}$ belongs to the class of $S M \mathcal{G} G^{N}$. For this,
$\left|w^{\prime}\right|(S) \leq\left|w^{\prime}\right|(T)$ for all $S, T \in 2^{N}$ with $S \subset T$.

Take $S, T \in 2^{N}$ with $S \subset T$. If $S=\varnothing$ or $S$ is contained in $P$ or in $Q$, then $w^{\prime}(S)=w^{\prime}(T) \in[0,0]$. Now, it is obvious that
$\left|w^{\prime}\right|(S) \leq\left|w^{\prime}\right|(T)$.

If $S \neq \varnothing$ or $S$ is not contained in $P$ or in $Q$, then $w^{\prime}(S) \in[\vartheta(\underline{T}(S)), \vartheta(\bar{T}(S))]$ with $\vartheta(\underline{T}(S)) \leq \vartheta(\bar{T}(S))$. For $S \subset T$, by using the definition of a transportation grey game we obtain:
$\vartheta(\underline{T}(S)) \leq \vartheta(\underline{T}(T))$,
$\vartheta(\bar{T}(S)) \leq \vartheta(\bar{T}(T))$.

Then,
$\left|w^{\prime}\right|(S) \leq\left|w^{\prime}\right|(T)$,
$\vartheta(\bar{T}(S))-\vartheta(\underline{T}(S)) \leq \vartheta(\bar{T}(T))-\vartheta(\underline{T}(T))$,
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$\vartheta(\underline{T}(T))+\vartheta(\bar{T}(S)) \leq \vartheta(\underline{T}(S))+\vartheta(\bar{T}(T))$,
for all $S, T \in 2^{N}$ with $S \subset T$. Since $w^{\prime}$ satisfies the condition
$\vartheta(\underline{T}(T))+\vartheta(\bar{T}(S)) \leq \vartheta(\underline{T}(S))+\vartheta(\bar{T}(T))$,
$\left\langle N, w^{\prime}\right\rangle$ belongs to the class of $S M \mathcal{G} G^{N}$.
We know that if an grey game is belonging to $S M \mathcal{G} G^{N}$, then the grey Shapley value is always given (Alparslan Gök SZ et al., 2009a).

Remark 4.1.2. The grey Shapley value of the transportation grey games always exists.
The grey marginal operators and the grey Shapley value were defined on $S M \mathcal{G} G^{N}$ in Alparslan Gök SZ et al. (2009a) as follows.

The grey Shapley value assigns to each cooperative grey game a payoff vector whose components are compact greys of real numbers. Cooperative games in the additive cone on which we use the grey Shapley value arise from several OR and economic situations with grey data.

The grey Shapley value $\Phi: S M \mathcal{G} G^{N} \rightarrow \mathcal{G}(\mathbb{R})^{N}$ is defined by

$$
\left.\Phi^{\prime}\left(w^{\prime}\right):=\frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}\left(w^{\prime}\right) \in \frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}(\underline{A}), \frac{1}{n!} \sum_{\sigma \in \Pi(N)} m^{\sigma}(\bar{A})\right] .
$$

The following example shows the calculation of the grey Shapley value in the transportation grey game.

Example 4.1.3. Consider $\left\langle N, w^{\prime}\right\rangle$ as the transportation grey game in Example 3.1. Here, $N=\{1,2,3\}$ and the characteristic function $w^{\prime}$ is given as

$$
\begin{aligned}
& w^{\prime}(1)=w^{\prime}(2)=w^{\prime}(3)=w^{\prime}(23) \in[0,0] \\
& w^{\prime}(12)=[6,20], w^{\prime}(13)=[5,18], w^{\prime}(123) \in[11,28] .
\end{aligned}
$$

Then, the grey marginal vectors are given in the Table 1. The set of permutations of $N$ is
$\pi(N)=\left\{\begin{array}{l}\sigma_{1}=(1,2,3), \sigma_{2}=(1,3,2), \sigma_{3}=(2,1,3), \\ \sigma_{4}=(2,3,1), \sigma_{5}=(3,1,2), \sigma_{6}=(3,2,1)\end{array}\right\}$.

Firstly, for $\sigma_{2}=(1,3,2)$ we calculate the grey marginal vectors. Then,
$m_{1}^{\sigma_{2}}\left(v^{\prime}\right)=w^{\prime}(1) \in[0,0]$,
$m_{2}^{\sigma_{2}}\left(v^{\prime}\right)=w^{\prime}(123)-w^{\prime}(13) \in[11,28]-[5,18]=[6,10]$,
$m_{3}^{\sigma_{2}}\left(v^{\prime}\right)=w^{\prime}(13)-w^{\prime}(1) \in[5,18]-[0,0]=[5,18]$.

The others can be calculated similarly, which is shown in Table 5.
Table 5 illustrates the grey marginal vectors of the cooperative transportation grey game in

The average of the six grey marginal vectors is the grey Shapley value of this game, which can be written as:
$\Phi\left(w^{\prime}\right) \in\left(\left[5 \frac{1}{2}, 15 \frac{2}{3}\right],\left[3,6 \frac{2}{3}\right],\left[2 \frac{1}{2}, 5 \frac{2}{3}\right]\right)$.

Table 5. Grey marginal vectors

| $\boldsymbol{\sigma}$ | $\boldsymbol{m}_{1}^{\sigma}\left(\boldsymbol{w}^{\prime}\right)$ | $\boldsymbol{m}_{2}^{\sigma}\left(\boldsymbol{w}^{\prime}\right)$ | $\boldsymbol{m}_{3}^{\sigma}\left(\boldsymbol{w}^{\prime}\right)$ |
| :--- | :---: | :---: | :---: |
| $\sigma_{1}=(1,2,3)$ | $m_{1}^{\sigma_{1}}\left(w^{\prime}\right) \in[0,0]$ | $m_{2}^{\sigma_{1}}\left(w^{\prime}\right) \in[6,20]$ | $m_{3}^{\sigma_{1}}\left(w^{\prime}\right) \in[5,8]$ |
| $\sigma_{2}=(1,3,2)$ | $m_{1}^{\sigma_{2}}\left(w^{\prime}\right) \in[0,0]$ | $m_{2}^{\sigma_{2}}\left(w^{\prime}\right) \in[6,20]$ | $m_{3}^{\sigma_{2}}\left(w^{\prime}\right) \in[5,18]$ |
| $\sigma_{3}=(2,1,3)$ | $m_{1}^{\sigma_{3}}\left(w^{\prime}\right) \in[6,20]$ | $m_{2}^{\sigma_{3}}\left(w^{\prime}\right) \in[0,0]$ | $m_{3}^{\sigma_{3}}\left(w^{\prime}\right) \in[5,8]$ |
| $\sigma_{4}=(2,3,1)$ | $m_{1}^{\sigma_{4}}\left(w^{\prime}\right) \in[11,28]$ | $m_{2}^{\sigma_{4}}\left(w^{\prime}\right) \in[0,0]$ | $m_{3}^{\sigma_{4}}\left(w^{\prime}\right) \in[0,0]$ |
| $\sigma_{5}=(3,1,2)$ | $m_{1}^{\sigma_{5}}\left(w^{\prime}\right) \in[5,18]$ | $m_{2}^{\sigma_{5}}\left(w^{\prime}\right) \in[6,10]$ | $m_{3}^{\sigma_{5}}\left(w^{\prime}\right) \in[0,0]$ |
| $\sigma_{6}=(3,2,1)$ | $m_{1}^{\sigma_{6}}\left(w^{\prime}\right) \in[11,28]$ | $m_{2}^{\sigma_{6}}\left(w^{\prime}\right) \in[0,0]$ | $m_{3}^{\sigma_{6}}\left(w^{\prime}\right) \in[0,0]$ |

## The Grey Core of the Transportation Grey Game

In this section, we present some interesting results concerning the grey core of a transportation grey game. It is well known that the transportation games have non-empty cores (Branzei R et al., 2010b). Now, we check if this property can be extended to transportation grey situations.

The dual problem of the maximization problem for the pessimistic scenario (12) is given by the minimization problem:
$T^{D}(S):$ minimize $\sum_{i \in S_{P}} \underline{p_{i}} u_{i}+\sum_{j \in S_{Q}} \underline{q_{j}} v_{j}$
such that $u_{i}+v_{j} \geq b_{i j}, \quad(i, j) \in S_{P} \times S_{Q}$,

$$
u_{i}, v_{j} \geq 0, i \in S_{P}, j \in S_{Q}
$$

and the dual problem of the maximization problem for the optimistic scenario (13) is given by the minimization problem:
$T^{D}(S):$ minimize $\sum_{i \in S_{P}} \overline{p_{i}} u_{i}+\sum_{j \in S_{Q}} \overline{q_{j}} v_{j}$
such that $u_{i}+v_{j} \geq \overline{b_{i j}}, \quad(i, j) \in S_{P} \times S_{Q}$, $u_{i}, v_{j} \geq 0, i \in S_{P}, j \in S_{Q}$.

Remark 4.2.1. An optimal solution to a linear program is a feasible solution with the largest objective function value. The value of the objective function for the optimal solution is said to be the value of the linear program. A linear program may have multiple optimal solutions but only one optimal solution value. In our case, there are optimal grey solutions. But some of them is not well-defined. We want to choose well-defined optimal grey solutions. After that, we only use the optimal grey solutions with well-defined.

Now, we give an example for better understand this situation.

Example 4.2.2. Consider the 3-person transportation grey situation $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ in

$$
P=\{1\}, Q=\{2,3\}, B^{\prime}=([1,3] \quad[2,4]), p^{\prime} \in[3,5], q^{\prime} \in([2,4],[1,3]) .
$$

The dual problem of the maximization problem for the pessimistic scenario $T^{D}(\{1,2,3\})$ is:

$$
\begin{array}{ll}
\operatorname{minimize} & 3 u_{1}+2 v_{2}+1 v_{3} \\
\text { such that } & u_{1}+v_{2} \geq 1, \\
& u_{1}+v_{3} \geq 2,  \tag{14}\\
& u_{1}, v_{2}, v_{3} \geq 0 .
\end{array}
$$

When we solve the linear programming problem in Eq. (14), we see that there are many optimal solutions. One of them is $(0,1,2)$ and the other solution is $(1,0,1)$.

Example 4.2.3. The dual problem of the maximization problem for the optimistic scenario $T^{D}(\{1,2,3\})$ is:

$$
\begin{array}{ll}
\operatorname{minimize} & 5 u_{1}+4 v_{2}+3 v_{3} \\
\text { such that } & u_{1}+v_{2} \geq 3,  \tag{15}\\
& u_{1}+v_{3} \geq 4, \\
& u_{1}, v_{2}, v_{3} \geq 0 .
\end{array}
$$

Similarly, when we solve the linear programming problem in Eq. (15), (3,0,1) is the optimal solution of this linear programming problem. If we take $(0 ; 1,2)$ as an optimal solution of the linear programming problem in Eq. (14) and $(3 ; 0,1)$ as an optimal solution of the linear programming problem in Eq. (15), then the grey core imputation ( $[0,15],[1,0],[1,3]$ ) is not well-defined. Then, we could not choose from the optimal solutions which are not well-defined. Moreover, we can select $(1 ; 0,1)$ as an optimal solution of the linear programming in Eq. (14) and $(3 ; 0,1)$ as an optimal solution of the linear programming problem in Eq. (15). Finally, if we take $(1 ; 0,1)$ as an optimal solution in Eq. (14) and $(3 ; 0,1)$ as an optimal solution in Eq. (15), then the grey core imputation ([0,15], [0,0], $[1,3]$ ) is well defined. As we can see that, there are optimal inverval solutions but some of them is well-defined. Then, we choose optimal grey solutions as well-defined optimal grey solutions.

The optimal grey value (well-defined the optimal grey solution) of $T^{D}(S)$ will be denoted by $\vartheta\left(T^{D}(S)\right)$. Here,
$\vartheta\left(T^{D}(S)\right) \in\left[\vartheta\left(\underline{T^{D}}(S)\right), \vartheta\left(\underline{T^{D}}(S)\right)\right] \in I(\mathbb{R})$
such that $\vartheta(\underline{T}(S))$ is the optimal value of the minimization problem of the pessimistic scenario. Here, $\vartheta(\mathrm{ID}(S))$ is the optimal value of the minimization problem of the optimistic scenario. In the next theorem, we make use of the well-known Duality Theorem from linear programming to show that every optimal solution of $T^{D}(S)$ determines an imputation in the core of the corresponding transportation game. It is clear that this theorem can be extended for transportation grey games. As it is well known, the Duality Theorem asserts that the objective functions of a linear programming problem and its dual attain the same optimal value, provided that both problems have finite optimal values, as it happens in our case (Schrijver A, 1986). Thus, we have $\vartheta(\underline{T}(S))=\vartheta(\underline{D}(S))$ and $\vartheta(\bar{T}(S))=\vartheta\left(\overline{T^{D}}(S)\right)$, for every $S \subset N$ such that $S \cap P$ and $S \cap Q$ are non-empty. The following theorem is inspired by the paper Sánchez-Soriano J et al. (2001).

Theorem 4.2.4. Let $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ be a transportation grey situation and consider its corresponding transportation grey game $\left\langle N, w^{\prime}\right\rangle$. Let $\left(u^{*} ; v^{*}\right) \in \mathcal{G}(\mathbb{R})^{n+m}$ be a well-defined grey optimal solution of $T^{D}(N)$ such that $\left(u^{*} ; v^{*}\right) \in\left(\left[\underline{u}^{*}, \overline{u^{*}}\right] ;\left[\underline{v^{*}}, \overline{v^{*}}\right]\right)$. Then,

$$
\left(u_{1}^{*} p_{1}, \cdots, u_{n}^{*} p_{n} ; v_{1}^{*} q_{1}, \cdots, v_{m}^{*} q_{m}\right)
$$

$$
\in\left(\left[\underline{u_{1}^{*}} \underline{p_{1}}, \overline{u_{1}^{*}} \overline{p_{1}}\right], \cdots,\left[\underline{u_{n}^{*}} \underline{p_{n}}, \overline{u_{n}^{*}} \overline{p_{n}}\right] ;\left[\underline{v_{1}^{*}} \underline{q_{1}}, \overline{v_{1}^{*}} \overline{q_{1}}\right], \cdots,\left[\underline{v_{m}^{*}} \underline{q_{m}}, \overline{v_{m}^{*}} \overline{q_{m}}\right]\right)
$$

belongs to the core $\mathcal{C}\left(w^{\prime}\right)$.
Proof. From the Duality Theorem (Schrijver A, 1986) we conclude that for all $S \subset N$ such that $S \cap P$ and $S \cap Q$ are non-empty, it holds

$$
w^{\prime}(S)=\vartheta(T(S))=\vartheta\left(T^{D}(S)\right)
$$

In addition, it is clear that $\left(u_{S}^{*} ; v_{S}^{*}\right)$, the restriction of $\left(u^{*} ; v^{*}\right)$ to $S$, is a feasible grey solution of Eqns. (4) and (5). Thus,

$$
\begin{aligned}
& \vartheta\left(T^{D}(S)\right) \in\left[\vartheta\left(\underline{T^{D}}(S)\right), \vartheta\left(\overline{T^{D}}(S)\right)\right] \\
& {\left[\sum_{i \in S_{P}} \underline{u}_{i}^{*} \underline{p_{i}}+\sum_{j \in S_{Q}} \underline{v_{j}^{*}} \underline{q_{j}}, \sum_{i \in S_{P}} \overline{u_{i}^{*}} \overline{p_{i}}+\sum_{j \in S_{Q}} \overline{v_{j}^{*}} \overline{q_{j}}\right] .}
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& \left(u_{1}^{*} p_{1}, \cdots, u_{n}^{*} p_{n} ; v_{1}^{*} q_{1}, \cdots, v_{m}^{*} q_{m}\right) \\
& \in\left(\left[\underline{u_{1}^{*}} \underline{p_{1}}, \overline{u_{1}^{*}} \overline{p_{1}}\right], \cdots,\left[\underline{u_{n}^{*}} \underline{p_{n}}, \overline{u_{n}^{*}} \overline{p_{n}}\right] ;\left[\underline{v_{1}^{*}} \underline{q_{1}}, \overline{v_{1}^{*}} \overline{q_{1}}\right], \cdots,\left[\underline{v_{m}^{*}} \underline{q_{m}}, \overline{v_{m}^{*}} \overline{q_{m}}\right]\right)
\end{aligned}
$$

belongs to the grey core of the $w^{\prime}$, since for the other possible coalitions we know that $v^{\prime}(S)=[0,0]$.

This theorem shows that transportation grey games have non-empty cores. For transportation grey games we show that the non-negative optimal dual solutions of the asscoiated transportation grey problems yield some imputations of their grey cores.

The set of all imputations obtained in this way through the different optimal solutions of $T^{D}(N)$ is denoted by $O S_{d}\left(w^{\prime}\right)$; i.e.,

$$
O S_{d}\left(w^{\prime}\right) \in\left\{\left(u_{1}^{*} p_{1}, \cdots, u_{n}^{*} p_{n} ; v_{1}^{*} q_{1}, \cdots, v_{m}^{*} q_{m}\right) \mid\left(u^{*} ; v^{*}\right)\right.
$$

is optimal for $\left.T^{D}(N)\right\}$.

The last theorem shows that $O S_{d}\left(w^{\prime}\right)$ is contained in the grey core of the transportation grey game $w^{\prime}$; i.e., $O S_{d}\left(w^{\prime}\right) \subset \mathcal{C}\left(w^{\prime}\right)$.

We would like to apply the idea of Owen set on transportation games (Llorca et al. 2004). Thus, for an arbitrary transportation grey game we can always select a grey core element, but with great difficulty. Owen (1975) introduced the class of linear production games and presented a method to find a non-empty subset of the core of these games. Since a transportation game may seen as a special case of linear production games, we can use this method to derive grey core elements. This set is the so-called grey Owen set of the transportation grey situation, which is defined by

$$
O S\left(w^{\prime}\right) \in\left\{\begin{array}{c}
x_{i}=\left[x_{i}, \overline{x_{i}}\right]=\left[\underline{p_{i}} u_{i}, \overline{p_{i}} \overline{u_{i}}\right], \forall i \in P, \\
(x, y) \in I(\mathbb{R})^{P} \times I(\mathbb{R})^{Q} \mid y_{j}=\left[\underline{y_{j}}, \overline{y_{j}}\right]=\left[\underline{q_{j}} \underline{v}_{j}, \overline{q_{j}} \overline{v_{j}}\right], \forall j \in Q, \\
\text { with }\left(u^{*} ; v^{*}\right) \in O S_{d}\left(v^{\prime}\right)
\end{array}\right\},
$$

where $O S_{d}\left(v^{\prime}\right)$ is the set of optimal solutions of the dual program of the transportation game for the grand coalition.

Corollary 4.2.5. Let $\left(P, Q, B^{\prime}, p^{\prime}, q^{\prime}\right)$ be a transportation grey situation and consider its corresponding transportation grey game $\left\langle N, w^{\prime}\right\rangle$. Then,
a) the grey Owen set of transportation grey game is non-empty,
b) $\quad O S_{d}\left(w^{\prime}\right) \subset \mathcal{C}\left(w^{\prime}\right)$,
c) transportation grey games are $\mathcal{I}$-balanced.

Proof. From Theorem 5.1, the conditions a) and b) are satisfied. Transportation grey games have non-empty grey cores. We know that an grey game is $\mathcal{I}$-balanced if and only if its grey core is non-empty of Theorem 3.1 in Alparslan Gök et al. (2008). Then, we can say that transportation grey games are $\mathcal{I}$-balanced.

## CONCLUSION

This paper examines two-sided transportation situations where the operators' unitary issue parameters $\left(b_{i j} p_{i} q_{j}\right)$ in the transportation demonstrate are compact grey of real numbers. To begin with, we present the transportation grey situations. Second, we compute the grey Shapley value of a transportation grey game and show interesting results concerning the grey core of a transportation grey game. In addition, we recommend a methodology that changes a grey allocation into a payoff vector, under the presumption that lone the uncertainty with respect to the value of the stupendous coalition has been settled.

Let us say that a semi-limitless programming issue is an enhancement problem in which limitedly numerous factors show up in interminably numerous limitations (Hettich and Kortanek 1993). This model normally emerges in a bounteous number of applications in diverse fields of science, financial aspects, and building.
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#### Abstract

Discrete $q$-Hermite I polynomials are a member of the q-polynomials of the Hahn class. They are the polynomial solutions of a second order difference equation of hypergeometric type. These polynomials are one of the q-analogous of the Hermite polynomials. It is well known that the q-Hermite I polynomials approach the Hermite polynomials as q tends to 1. In this chapter, the orthogonality property of the discrete $q$-Hermite I polynomials is considered. Moreover, the orthogonality relation for the $k$-th order $q$-derivatives of the discrete $q$-Hermite I polynomials is obtained. Finally, it is shown that, under a suitable transformation, these relations give the corresponding relations for the Hermite polynomials in the limiting case as $q$ goes to 1 .


## INTRODUCTION

The so-called $q$.polynomials have great applications in several problems on theoretical and mathematical physics, for example, in the continued fractions, Eulerian series (Fine, 1988), algebras and quantum groups (Koornwinder, 1995, 1994; Vilenkin \& Klimyk, 1998), discrete mathematics, algebraic combinatorics (coding theory, design theory, various theories of group representation) (Bannai, 1990), q.Schrödinger equation and $q$.harmonic oscillators (Askey et al., 1993; Askey \& Suslov, 1993; Atakishiyev \& Suslov, 1991; Berg \& Ismail, 1994; Borzov \& Damaskinsky, 2003; Macfarlane, 1989).

Discrete $q$.Hermite I polynomials form an important class of $q$.polynomials in the Hahn sense. They satisfy the following $q$.difference equation of hypergeometric type:

$$
\begin{equation*}
-D_{q} D_{q^{-1}} y+\frac{x}{1-q} D_{q^{-1}} y+\lambda y=0 \tag{1}
\end{equation*}
$$

where $\lambda$.is a constant which has a particular form depending on the parameter $q$. and $D_{q}$. is the $q$.Jackson derivative (Koekoek et al., 2010; Nikiforov et al., 1991; Nikiforov \& Uvarov, 1986, 1988).

In fact, discrete $q$.Hermite polynomials are the $q$-analogous of the Hermite polynomials which are one of the important orthogonal family of the classical orthogonal polynomials (Koekoek et al., 2010; Nikiforov et al., 1991; Nikiforov \& Uvarov, 1986, 1988; Szegö, 1939) that have enormous applications in mathematics and physics. They satisfy the following differential equation of hypergeometric type
$y^{\prime \prime}-2 z y^{\prime}+2 n y=0$,
where $n \in \mathbb{N}_{0}$. The Hermite polynomials and their $q$.analogues can be obtained by using an appropriate limit relation from the other orthogonal polynomials (Andrews et al., 1999; Koekoek et al., 2010).

The classical orthogonal polynomials and their $q$.analogues have several properties. For example the differential and the difference equations that they satisfy have special forms, which are studied by Bochner in 1929 (Bochner, 1929) and by Routh in 1885 (Routh, 1885). Rodrigues formula is another property that provides a representation for the classical polynomials derived by Tricomi (Tricomi, 1955) and (Cryer, 1970). The three terms recurrence relation (TRRR) is also a way to construct classical orthogonal polynomials considered by Chihara (Chihara, 1978) and Szegö (Szegö, 1939). Moreover, the generating function is another option to define these
polynomials. Using generating function, such polynomials can be obtained in a series form which is first studied by Abraham and Moivre in 1730 (Koekoek et al., 2010).

Another most practical property of the so-called classical polynomials are developed by Sonine in 1887 and by Hahn in 1939, which is stated in the following theorem:

Theorem 1.1 (Sonine-Hahn, (Alvarez-Nodarse, 2006; Hahn, 1935; Marcellan et al., 1994)) A given sequence of orthogonal polynomials $\left(P_{n}\right)_{n}$.is a classical sequence if and only if the sequence of its derivatives $\left(P_{n}^{\prime}\right)_{n}$.is an orthogonal polynomial sequence.

As a result, the orthogonality property with respect to a suitable inner product (Nikiforov et al., 1991; Nikiforov \& Uvarov, 1986, 1988) is also an important characteristic property.

The main idea of this work is to study the orthogonality properties of discrete $q$.Hermite I polynomials and their $q$.derivatives which will also coincide with the classical Hermite polynomials with a suitable transformation in the limiting case as $q \rightarrow 1$.This chapter is organized as follows: In the next section, some basic definitions related to $q$.calculus are given. Later on, the authors introduce some properties of the discrete $q$.Hermite I polynomials and then the orthogonality properties of the discrete $q$.Hermite I polynomials and their $k$.th order $q$.derivatives are constructed. In the last part, the authors consider a suitable transformation after the application of which the presented orthogonality relations lead to the classical orthogonality relations in the limiting case as $q \rightarrow 1$.

## BACKGROUND

In this section, some notations that are used in $q$.calculus will be presented. The definitions and notations that are given here can be found in (Andrews et al., 1999; Koekoek et al., 2010; Nikiforov et al., 1991; Nikiforov \& Uvarov, 1986, 1988).

Let $q>0$.For any $n \in \mathbb{N}_{0}$, the $q$.integer $[n]_{q}$.is defined by

$$
\begin{equation*}
[n]_{q}:=1+q+\cdots+q^{n-1}=\frac{1-q^{n}}{1-q}, n=1,2, \ldots,[0]_{q}:=0 \tag{3}
\end{equation*}
$$

the $q$.factorial $[n]_{q}!$ by
$[n]_{q}!=[1]_{q}[2]_{q} \ldots[n]_{q}, n=1,2, \ldots,[0]_{q}!:=1$.
and the $q$-Pochhammer's symbol (or $q$-shifted factorial) is defined by

$$
(a ; q)_{0}:=1,(a ; q)_{k}:=\prod_{s=0}^{k-1}\left(1-a q^{s}\right),(a ; q)_{\infty}:=\prod_{s=0}^{\infty}\left(1-a q^{s}\right) .
$$

Note that for $q \neq 1$.one can write
$[n]_{q}:=\frac{1-q^{n}}{1-q}, n=1,2, \ldots,[0]_{q}:=1$.

Lemma 2.1 For $a \in \mathbb{C}$. and $k \in \mathbb{N}_{0}$, the authors have $\left(a ; q^{2}\right)_{k}\left(a q ; q^{2}\right)_{k}=:(a ; q)_{2 k}$. Proof:

$$
\left(a ; q^{2}\right)_{k}\left(a q ; q^{2}\right)_{k}=\prod_{s=0}^{k-1}\left(1-a q^{2 s}\right) \prod_{s=0}^{k-1}\left(1-a q^{2 s+1}\right)=\prod_{s=0}^{2 k-1}\left(1-a q^{s}\right)=(a ; q)_{2 k} .
$$

A simple corollary of this result is stated below which can be obtained by taking the limit as $k \rightarrow \infty$.

Corollary 2.2 For $a \in \mathbb{C}$, the authors have $\left(a ; q^{2}\right)_{\infty}\left(a q ; q^{2}\right)_{\infty}=:(a ; q)_{\infty}$.
Lemma 2.3 For $a \in \mathbb{C}$. and $k \in \mathbb{N}_{0}$, the authors have $(a ; q)_{k}(-a q ; q)_{k}=:\left(a^{2} ; q^{2}\right)_{k}$.
Proof: It is easy to see that

$$
(a ; q)_{k}(-a ; q)_{k}=\prod_{s=0}^{k-1}\left(1-a q^{s}\right) \prod_{s=0}^{k-1}\left(1+a q^{s}\right)=\prod_{s=0}^{k-1}\left(1-a^{2} q^{2 s}\right)=\left(a^{2} ; q^{2}\right)_{k}
$$

which completes the proof.
Taking the limit as $k \rightarrow \infty$, one arrives at the following result:
Corollary 2.4 For any $a \in \mathbb{C}$, the authors have $(a ; q)_{\infty}(-a q ; q)_{\infty}=:\left(a^{2} ; q^{2}\right)_{\infty}$.

The Pochammer's symbol is given in general for complex numbers. Accordingly, the definition of -integer given by (3) is extended to the complex numbers and the authors have, for

The limit relation between the Pochammer's symbol and the $q$.Pochammer's symbol is given by the following lemma:

Lemma 2.5 For $\alpha \in \mathbb{C}$. and positive integer $k$,.the authors have

$$
\begin{equation*}
\lim _{q \rightarrow 1} \frac{\left(q^{\alpha} ; q\right)_{k}}{(1-q)^{k}}=(\alpha)_{k} \tag{4}
\end{equation*}
$$

where $(\alpha)_{k}$. is the Pochammer symbol defined by $(\alpha)_{k}=\alpha(\alpha+1) \ldots(\alpha+k-1)$ for $k \geqslant 1$. and $(\alpha)_{0}=1$.

Proof: First of all, the authors note that

Now, since $\lim _{q \rightarrow 1}[m]_{q}=m$, taking the limit of both sides as $q \rightarrow 1$ in the above expression, the authors get the stated result.

Next, the definition of the $q$.gamma function (Andrews et al., 1999) is given:
Definition 2.6 The q.gamma function is defined by
$\Gamma_{q}(x)=\frac{(q ; q)_{\infty}}{\left(q^{x} ; q\right)_{\infty}}(1-q)^{1-x}$.

This is a $q$.analogue of the gamma function and the authors have
$\lim _{q \rightarrow 1} \Gamma_{q}(x)=\Gamma(x)$.

Note that, $\Gamma_{q}(1)=1, \Gamma_{q}(x+1)=[x]_{q} \Gamma_{q}(x)$.
Next, the $q$.derivative of a function when $q \neq 1$ is provided. The $q$.derivative which was first defined by Jackson is a $q$. analogue of the classical ordinary derivative. It is also called the $q$.Jackson derivative.

Definition 2.7 (q-Derivative) The q.derivative of a function $f$, for $q \neq 1$, is defined as
$D_{q} f(x)=\left\{\begin{array}{cc}\frac{f(x)-f(q x)}{(1-q) x}, & x \neq 0 \\ f(0), & x=0\end{array}\right.$.

Observe that if $f$ is differentiable, then
$\lim _{q \rightarrow 1} D_{q} f(x)=\frac{d f(x)}{d x}$

It is not difficult to see that the operator $D_{q}$ is linear. That is, for constants $a$ and $b$, and functions $f$ and $g$, one has
$D_{q}(a f(x)+b g(x))=a D_{q} f(x)+b D_{q} g(x)$.
If $\alpha$ is a nonzero scalar, then

$$
D_{q} f(\alpha x)=\frac{f(\alpha x)-f(q \alpha x)}{(1-q) x}=\alpha \frac{f(\alpha x)-f(q \alpha x)}{(1-q) \alpha x}=\left.\alpha D_{q} f(t)\right|_{t=\alpha x}
$$

or, equivalently,

$$
\begin{equation*}
\left.D_{q} f(t)\right|_{t=\alpha x}=\alpha^{-1} D_{q} f(\alpha x) \tag{8}
\end{equation*}
$$

Also,

$$
\begin{equation*}
D_{q} f\left(q^{-1} x\right)=\frac{f\left(q^{-1} x\right)-f(x)}{(1-q) x}=\frac{f\left(q^{-1} x\right)-f(x)}{q\left(q^{-1}-1\right) x}=q^{-1} D_{q^{-1}} f(x) \tag{9}
\end{equation*}
$$

However, the $q$.derivative of $f$ at $q^{-1} x$ is the $q^{-1}$.derivative of $f$ at $x$. More precisely, for $\alpha=q^{-1}$.in (8), the authors get

$$
\begin{equation*}
\left.D_{q} f(t)\right|_{t=q^{-1} x}=q D_{q} f\left(q^{-1} x\right)=D_{q^{-1}} f(x) \tag{10}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\left.D_{q^{-1}} f(t)\right|_{t=q x}=D_{q} f(x) . \tag{11}
\end{equation*}
$$

The higher order $q$ derivative of $f$ is defined in a similar way that the higher order derivative in classical sense is defined. The $n$.th order $q$ derivative of $f$ is

There is a nice relation between $D_{q} D_{q^{-1}}$ and $D_{q^{-1}} D_{q}$ as stated in the following lemma.

Lemma 2.8 For any $q \neq 1$, the following relation holds:

$$
\begin{equation*}
D_{q} D_{q^{-1}}=q^{-1} D_{q^{-1}} D_{q} . \tag{12}
\end{equation*}
$$

Proof: For any $f$ the authors have

$$
D_{q} D_{q^{-1}} f(x)=\frac{D_{q^{-1}} f(x)-\left.D_{q^{-1}} f(t)\right|_{t=q x}}{(1-q) x}
$$

Using (10) and (11), the authors get

$$
D_{q} D_{q^{-1}} f(x)=\frac{\left.D_{q} f(t)\right|_{t=q^{-1} x}-D_{q} f(x)}{(1-q) x}=q^{-1} D_{q^{-1}} D_{q} f(x)
$$

which shows the validity of the claimed identity.
The product rule for $q$ derivative slightly differs from that of ordinary derivative. More precisely, for functions $f$ and $g$, the authors have

$$
\begin{equation*}
D_{q}(f(x) g(x))=f(x) D_{q} g(x)+g(q x) D_{q} f(x) \tag{13}
\end{equation*}
$$

and

$$
D_{q}^{n}(f(x) g(x))=\left.\sum_{k=0}^{n}\left[\begin{array}{l}
n  \tag{14}\\
k
\end{array}\right]_{q} D_{q}^{k} f(x) D_{q}^{n-k} g(t)\right|_{t=q^{k} x}
$$

where $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}$ is the $q$ binomial coefficient defined by
$\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=\frac{[n]_{q}!}{[k]_{q}![n-k]_{q}!}$

The authors now give the $q$ binomial theorem (Andrews et al., 1999, Theorem 10.2.1).

Theorem 2.9 For $|x|<1,|q|<1$,

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{(a ; q)_{k}}{(q ; q)_{k}} x^{k}=\frac{(a x ; q)_{\infty}}{(x ; q)_{\infty}} . \tag{15}
\end{equation*}
$$

Some immediate consequences of this theorem are stated below:

Corollary 2.10 (Euler) For $|x|<1,|q|<1$

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{x^{k}}{(q ; q)_{k}}=\frac{1}{(x ; q)_{\infty}} \tag{16}
\end{equation*}
$$

Proof: Put $a=0$ in (15).
Corollary 2.11: $\sum_{k=0}^{n}\left[\begin{array}{c}n+k-1 \\ k\end{array}\right]_{q} x^{k}=\frac{1}{(x ; q)_{n}}$
Proof: First, let $a=q^{n}$ in (15):
$\sum_{k=0}^{\infty} \frac{\left(q^{n} ; q\right)_{k}}{(q ; q)_{k}} x_{k}=\frac{\left(q^{n} x ; q\right)_{\infty}}{(x ; q)_{\infty}}$

Note that $(q ; q)_{n+k-1}=(q ; q)_{n-1}\left(q^{n} ; q\right)_{k}$. Therefore,

$$
\frac{1}{(x ; q)_{n}}=\sum_{k=0}^{\infty} \frac{\left(q^{n} ; q\right)_{k}}{(q ; q)_{k}} x^{k}=\sum_{k=0}^{\infty} \frac{(q ; q)_{n+k-1}}{(q ; q)_{k}(q ; q)_{n-1}} x^{k}=\sum_{k=0}^{n}\left[\begin{array}{c}
n+k-1 \\
k
\end{array}\right]_{q} x^{k}
$$

as stated.

## Corollary 2.12:

$$
\begin{equation*}
\lim _{q \rightarrow 1} \frac{1}{((1-q) x ; q)_{\infty}}=e^{x} . \tag{17}
\end{equation*}
$$

Proof: Replace $x$ with $(1-q) x$ in (16) to get:
$\frac{1}{((1-q) x ; q)_{\infty}}=\sum_{k=0}^{\infty} \frac{(1-q)^{k} x^{k}}{(q ; q)_{k}}$

Taking the limit as and using (4) with the authors get
$\lim _{q \rightarrow 1} \frac{1}{((1-q) x ; q)_{\infty}}=\sum_{k=0}^{\infty} \frac{x^{k}}{(1)_{k}}=\sum_{k=0}^{\infty} \frac{x^{k}}{k!}=e^{x}$
which completes the proof.
Lemma 2.13: $\sum_{k=0}^{\infty} \frac{q^{k}}{\left(q^{2} ; q^{2}\right)_{k}}=(-q ; q)_{\infty}$.
Proof: In (16), replace $q$ with $q^{2}$ and take $x=q$ :
$\sum_{k=0}^{\infty} \frac{q^{k}}{\left(q^{2} ; q^{2}\right)_{k}}=\frac{1}{\left(q ; q^{2}\right)_{\infty}}=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(q ; q^{2}\right)_{\infty}\left(q^{2} ; q^{2}\right)_{\infty}}$

Using Lemma 2.2 with this becomes
$\sum_{k=0}^{\infty} \frac{q^{k}}{\left(q^{2} ; q^{2}\right)_{k}}=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{(q ; q)_{\infty}}$

Now, using Corollary 2.4 with $a=q$.yields the result.
The $q$ integral of a function $f$ is defined to be the $q$ antiderivative of a function $F$ whose $q$ derivative is $f$.

Definition 2.14 (q-Integral) The q integral off is defined as

$$
\begin{equation*}
\int_{0}^{a} f(x) d_{q} x=(1-q) a \sum_{k=0}^{\infty} q^{k} f\left(q^{k} a\right) \tag{18}
\end{equation*}
$$

for $a \geqslant 0$..
In fact, when $f(x) 0$ for $x \in[0 a]$, the right side of (18) is nothing but the Riemann sum as the sum of the areas under the graph of $f$ on the interval $[0, a]$ with the base on the interval $\left[q^{k+1} a, q^{k} a\right]$.and the height $f\left(q^{k} a\right)$.

When $a<0$ the $q$-integral, on the interval $[a, 0]$ is defined as
$\int_{a}^{0} f(x) d_{q} x=\int_{0}^{-a} f(-x) d_{q} x$

For $0<a<b$, the authors have
$\int_{a}^{b} f(x) d_{q} x=\int_{0}^{b} f(x) d_{q} x-\int_{0}^{a} f(x) d_{q} x$,
and for $a<0<b$, the authors have
$\int_{a}^{b} f(x) d_{q} x=\int_{a}^{0} f(x) d_{q} x+\int_{0}^{b} f(x) d_{q} x$

For functions $f$ and $g$ on an interval $[a, b]$ the authors have the $q$ integration by parts
$\int_{a}^{b} f(x) D_{q} g(x) d_{q} x=\left.f(x) g(x)\right|_{a} ^{b}-\int_{a}^{b} g(q x) D_{q} f(x) d_{q} x$

As the authors are going to deal with the orthogonality of polynomials, an inner product is going to be needed. The inner product of $f$ and $g$ on the interval $[a, b]$ with respect to a $q$ weight function $w_{q}(x)$ is given as
$\langle f, g\rangle_{q}=\int_{a}^{b} w_{q}(x) f(x) g(x) d_{q} x .$.

## MAIN FOCUS OF THE CHAPTER

The $q$ Hermite difference equation has the form:
$-D_{q} D_{q^{-1}} y+\frac{x}{1-q} D_{q^{-1}} y+\lambda y=0$.

It should be noted here that the general property of the $q$ difference equation of hypergeometric type is given in the book (Nikiforov et al., 1991, page 61) and also
discussed in the book (Alvarez-Nodarse, 2003). Theorems 3.1 and 3.2 below are special cases of the results given in these books.

Theorem 3.1 All q derivatives of a solution of (20) are also solutions of an equation of the same kind. More precisely, if $v_{k}=D_{q}^{k} y(x)$.with $v_{0}=y(x)$,.then for any $k=0,1, \ldots$.the function $v_{k}$ is a solution of
$-D_{q} D_{q^{-1}} v_{k}+\frac{x}{1-q} D_{q^{-1}} v_{k}+\mu_{k} v_{k}=0$,
where

$$
\begin{equation*}
\mu_{k}=q^{k} \lambda+\frac{q[k]_{q}}{1-q} \tag{22}
\end{equation*}
$$

Proof: Taking the $q$-derivative of (20), and using the product rule for the $q$-derivatives given in (13) with $f(x)=z /(1-q)$ and $g(x)=D_{q^{-1}} y$, the authors get
$D_{q}\left[-D_{q} D_{q^{-1}} y\right]+\frac{x}{1-q} D_{q} D_{q^{-1}} y+\left.D_{q}\left(\frac{x}{1-q}\right) D_{q^{-1}} y(t)\right|_{t=q x}+D_{q} \lambda y=0$

Using (11) and (12), the last equation becomes
$-q^{-1} D_{q} D_{q^{-1}} D_{q} y(x)+\frac{q^{-1} x}{1-q} D_{q^{-1}} D_{q} y(x)+\frac{1}{1-q} D_{q} y(x)+\lambda D_{q} y(x)=0$

Multiplying this equation by $q$ and letting $v_{1}=D_{q} y$, the authors obtain
$-D_{q} D_{q^{-1}} v_{1}+\frac{x}{1-q} D_{q^{-1}} v_{1}+\mu_{1} v_{1}=0$
where
$\mu_{1}=q \lambda+\frac{q}{1-q}$

Suppose now that $v_{k}=D_{q}^{k} y$.is a solution of
$-D_{q} D_{q^{-1}} v_{k}+\frac{x}{1-q} D_{q^{-1}} v_{k}+\mu_{k} v_{k}=0$
for some $k \in \mathbb{N}_{0}$. Taking the $q$ derivative of both sides, and using (11) and (12) yields
$-q^{-1} D_{q} D_{q^{-1}} D_{q} v_{k}+\frac{q^{-1} x}{1-q} D_{q^{-1}} D_{q} v_{k}+\frac{1}{1-q} D_{q} v_{k}(x)+\mu_{k} D_{q} v_{k}=0$

Thus, $v_{k+1}=D_{q}^{k+1} y=D_{q} v_{k}$. satisfies the equation
$-D_{q} D_{q^{-1}} v_{k+1}+\frac{x}{1-q} D_{q^{-1}} v_{k+1}+\mu_{k+1} v_{k+1}=0$
where $\mu_{k+1}=q \mu_{k}+q /(1-q)$. So, by mathematical induction, $v_{k}(z):=D_{q}^{k} y(z)$.satisfies the equation
$-D_{q} D_{q^{-1}} v_{k}+\frac{x}{1-q} D_{q^{-1}} v_{k}+\mu_{k} v_{k}=0$
for all $k=0,1, \ldots$ where $v_{0}(z):=y(z), \mu_{0}:=\lambda$, and

$$
\mu_{k}=q \mu_{k-1}+\frac{q}{1-q}=q^{k} \mu_{0}+\frac{q^{k}+q^{k-1}+\cdots+q}{1-q}=q^{k} \lambda+\frac{q[k]_{q}}{1-q}
$$

which completes the proof.

Theorem 3.2 If $\lambda=\lambda_{n}:=-\frac{q^{1-n}[n]_{q}}{1-q}$, then the equation (20) has a polynomial solution of degree $n$.
Proof: Substituting $\lambda=\lambda_{\mathrm{n}}$ into (22) leads to $\mu_{\mathrm{n}}=0$. Then, for $\mathrm{k}=\mathrm{n}$ (21) becomes
$-D_{q} D_{q^{-1}} v_{n}+\frac{x}{1-q} D_{q^{-1}} v_{n}=0$

Clearly, this equation has a constant solution, say $v_{n}=c$. Since $v_{n}=D_{q}^{n} y(x)$, the authors have $D_{q}^{n} y(x)=c$. After $q$ integrating $n$ times, the authors see that $y$ is a polynomial of degree $n$.

Definition 3.3 For each $n \in \mathbb{N}_{0}$, the monic polynomial solution of $q$ Hermite difference equation is called $q$ Hermite I polynomial and is denoted by $h_{n, q}(x)$.and it satisfies

$$
\begin{equation*}
-D_{q} D_{q^{-1}} y+\frac{x}{1-q} D_{q^{-1}} y-\frac{q^{1-n}[n]_{q}}{1-q} y=0 \tag{23}
\end{equation*}
$$

Remark 3.4 Taking (21) into account, one can see that $v_{k n}:=D_{q}^{k} h_{n, q}(x)$.is a polynomial solution of the equation
$-D_{q} D_{q^{-1}} v_{k n}+\frac{x}{1-q} D_{q^{-1}} v_{k n}+\mu_{k n} v_{k n}=0$
where

$$
\begin{equation*}
\mu_{k n}=q^{k} \lambda_{n}+\frac{q[k]_{q}}{1-q}=-\frac{q^{1-n+k}[n-k]_{q}}{1-q}=\lambda_{n-k} \tag{25}
\end{equation*}
$$

for all $n \in \mathbb{N}_{0}$. and $k=0,1, \ldots, n$.
Let us consider the Sturm-Liouville or formal self-adjoint form of (23)

$$
\begin{equation*}
D_{q^{-1}}\left[-\rho_{q}(x) D_{q} y\right]+q \rho_{q}(x) \lambda_{n} y=0 \tag{26}
\end{equation*}
$$

where $\rho_{q}(x)$ satisfies the so-called Pearson equation

$$
\begin{equation*}
D_{q^{-1}}\left[-\rho_{q}(x)\right]=\frac{q x}{1-q} \rho_{q}(x) \tag{27}
\end{equation*}
$$

From (27), one obtains $\rho_{q}\left(q^{-1} x\right)=\left(1-x^{2}\right) \rho_{q}(x)$ or $\rho_{q}(x)=\left(1-q^{2} x^{2}\right) \rho_{q}(q x)$. Using this relation repeatedly, the authors obtain...

Taking the limit as $n \rightarrow \infty$, the authors find $\rho_{q}(x)=\left(q^{2} x^{2} ; q^{2}\right)_{\infty} \rho_{q}(0)$. Setting $\rho_{q}(0):=1$ and using Corollary 2.4 the authors obtain
$\rho_{q}(x)=(q x,-q x ; q)_{\infty}$,
which is called the $q$ weight function.

## ORTHOGONALITY

## Orthogonality of $h_{n, q}(x)$

Lemma 4.1 The set of $q$ Hermite I polynomials $\left\{h_{n, q}(x)\right\}_{n=0}^{\infty}$.is orthogonal on the interval $(a, b)$ with respect to the weight function $\rho_{q}(x)$.given in (28) if
$\left.\rho_{q}\left(q^{-1} x\right) x^{s}\right|_{x=a, b}=0, s=0,1,2, \ldots$.

Proof: From (26) one has
$-D_{q^{-1}}\left[\rho_{q}(x) D_{q} h_{n, q}(x)\right]+q \rho_{q}(x) \lambda_{n} h_{n, q}(x)=0$
and
$-D_{q^{-1}}\left[\rho_{q}(x) D_{q} h_{m, q}(x)\right]+q \rho_{q}(x) \lambda_{m} h_{m, q}(x)=0 .$.

Multiplying (30) by $h_{m, q}(x)$ and (31) by $h_{n, q}(x)$ and taking the difference of the equations, the authors get

$$
\begin{aligned}
& -h_{m, q}(x) D_{q^{-1}}\left(\rho_{q}(x) D_{q} h_{n, q}(x)\right) \\
& +h_{n, q}(x) D_{q^{-1}}\left(\rho_{q}(x) D_{q^{-1}} h_{m, q}(x)\right)+q\left(\lambda_{n}-\lambda_{m}\right) \rho_{q}(x) h_{n, q}(x) h_{m, q}(x)=0 .
\end{aligned}
$$

Take the $q$ integral of both sides over the interval ( $a, b$ ), and use (9):
$\left.\left(\lambda_{n}-\lambda_{m}\right) \int_{a}^{b} \rho_{q}(x) h_{n, q}(x) h_{m, q}(x) d_{q} x=\int_{a}^{b} h_{m, q}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} h_{n, q}(t)\right|_{t=q^{-1} x}\right) d_{q} x\right)$. $-\int_{a}^{b} h_{n, q}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} h_{m, q}(t)\right|_{t=q^{-1} x}\right) d_{q} x$

Using integration by parts and taking (10) into account, the first integral on the right side becomes

$$
\begin{aligned}
& \int_{a}^{b} h_{m, q}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} h_{n, q}(t)\right|_{t=q^{-1} x}\right) d_{q} x \\
& =\left.\left(\rho_{q}\left(q^{-1} x\right) h_{m, q}(x) D_{q^{-1}} h_{n, q}(x)\right)\right|_{a} ^{b}-\int_{a}^{b} \rho_{q}(x) D_{q} h_{n, q}(x) D_{q} h_{m, q}(x) d_{q} x
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
& \int_{a}^{b} h_{n, q}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} h_{m, q}(t)\right|_{t=q^{-1} x}\right) d_{q} x \\
& =\left.\left(\rho_{q}\left(q^{-1} x\right) h_{n, q}(x) D_{q^{-1}} h_{m, q}(x)\right)\right|_{a} ^{b}-\int_{a}^{b} \rho_{q}(x) D_{q} h_{m, q}(x) D_{q} h_{n, q}(x) d_{q} x
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
\left(\lambda_{n}-\lambda_{m}\right) \int_{a}^{b} \rho_{q}(x) h_{n, q}(x) h_{m, q}(x) d_{q} x=\left.\rho_{q}\left(q^{-1} x\right) W_{q^{-1}}\left[h_{m, q}(x), h_{n, q}(x)\right]\right|_{a} ^{b} \tag{32}
\end{equation*}
$$

where $W_{q^{-1}}\left[h_{m, q}(x), h_{n, q}(x)\right]=h_{m, q}(x) D_{q^{-1}} h_{n, q}(x)-h_{n, q}(x) D_{q^{-1}} h_{m, q}(x)$ is a polynomial of degree $n+m-1$. Because of (29), the right side of (32) vanishes and the authors obtain
$\left(\lambda_{n}-\lambda_{m}\right) \int_{a}^{b} \rho_{q}(x) h_{n, q}(x) h_{m, q}(x) d_{q} x=0$.

Now, $n \neq m$ if and only if $\lambda_{n}-\lambda_{m}=\left(q^{1-m}-q^{1-n}\right) /(1-q)^{2} \neq 0$. Therefore, (33) gives us
$\int_{a}^{b} \rho_{q}(x) h_{n, q}(x) h_{m, q}(x) d_{q} x=0$ for all $n \neq m$

When $n=m$, the integral in (33) becomes a positive number whose value will be specified later.

Remark 4.2 Since $\rho_{q}\left(q^{-1} x\right)=(x,-x ; q)_{\infty}$, it is easy to see that (29) is true if one chooses $a=-1, b=1$. Moreover, it should be pointed out that (29) provides only a sufficient condition.

In fact, the authors have proved the following theorem:

Theorem 4.3 The set $\left\{h_{n, q}(x)\right\}_{n=0}^{\infty}$.of $q$ Hermite I polynomials is an orthogonal set on the interval $(-1,1)$ with respect to the $q$ weight function $\rho(x)=(q x,-q x ; q)_{\infty}$. More precisely, the $q$ Hermite I polynomials $h_{n, q}(x)$ satisfy

$$
\begin{equation*}
\int_{-1}^{1} \rho_{q}(x) h_{n, q}(x) h_{m, q}(x) d_{q} x=\mathcal{M}_{n}^{2} \delta_{n m} \tag{34}
\end{equation*}
$$

where $\mathcal{M}_{n}$.is the norm of $h_{n, q}(x)$.

## Orthogonality of $D_{q}^{k} h_{n, q}(x)$

Consider the self-adjoint form of (24)
$-D_{q^{-1}}\left[\rho_{q}(x) D_{q} v_{k n}(x)\right]+q \mu_{k n} \rho_{q}(x) v_{k n}(x)=0$,
in which $v_{k n}(x)=D_{q}^{k} h_{n, q}(x), k=0,1, \ldots, n$ and $\mu_{k n}$ is given by (25). The same form for $v_{k m}(x)$ is

$$
\begin{equation*}
-D_{q^{-1}}\left[\rho_{q}(x) D_{q} v_{k m}(x)\right]+q \mu_{k m} \rho_{q}(x) v_{k m}(x)=0 \tag{36}
\end{equation*}
$$

As it was done before, multiply (35) by $v_{k m}(x)$, (36) by $v_{k n}(x)$ and subtract the resulting equations from each other to obtain
$q\left(\mu_{k n}-\mu_{k m}\right) \rho_{q}(x) v_{k n}(x) v_{k m}(x)$
$=v_{k m}(x) D_{q^{-1}}\left(\rho_{q}(x) D_{q} v_{k n}(x)\right)-v_{k n}(x) D_{q^{-1}}\left(\rho_{q}(x) D_{q} v_{k m}(x)\right)$,
or, using (9),

$$
\begin{aligned}
& \left(\mu_{k n}-\mu_{k m}\right) \rho_{q}(x) v_{k n}(x) v_{k m}(x) \\
& =v_{k m}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} v_{k n}(t)\right|_{t=q^{-1} x}\right)-v_{k n}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} v_{k m}(t)\right|_{t=q^{-1} x}\right)
\end{aligned}
$$

Take the $q$ integral of both sides over the interval $(-1,1)$ :

$$
\begin{aligned}
& \left(\mu_{k n}-\mu_{k m}\right) \int_{-1}^{1} \rho_{q}(x) v_{k n}(x) v_{k m}(x) d_{q} x \\
& =\int_{-1}^{1} v_{k m}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} v_{k n}(t)\right|_{t=q^{-1} x}\right) d_{q} x-\int_{-1}^{1} v_{k n}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} v_{k m}(t)\right|_{t=q^{-1} x}\right) d_{q} x .
\end{aligned}
$$

Using integration by parts and taking (29) into account, the first integral on the right side becomes

$$
\int_{-1}^{1} v_{k m}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} v_{k n}(t)\right|_{t=q^{-1} x}\right) d_{q} x=-\int_{-1}^{1} \rho_{q}(x) D_{q} v_{k m}(x) D_{q} v_{k n}(x) d_{q} x .
$$

Similarly,

$$
\int_{-1}^{1} v_{k n}(x) D_{q}\left(\left.\rho_{q}\left(q^{-1} x\right) D_{q} v_{k m}(t)\right|_{t=q^{-1} x}\right) d_{q} x=-\int_{-1}^{1} \rho_{q}(x) D_{q} v_{k n}(x) D_{q} v_{k m}(x) d_{q} x
$$

Therefore,

$$
\begin{equation*}
\left(\mu_{k n}-\mu_{k m}\right) \int_{-1}^{1} \rho_{q}(x) v_{k n}(x) v_{k m}(x) d_{q} x=0 \tag{37}
\end{equation*}
$$

Now, if $n \neq m$ thenfrom(25)oneseesthat $\mu_{k n}-\mu_{k m}=q^{1-k}\left(q^{-m}-q^{-n}\right) /(1-q)^{2} \neq 0$. Therefore, (37) yields
$\int_{-1}^{1} \rho_{q}(x) v_{k n}(x) v_{k m}(x) d_{q} x=0$ for all $n \neq m$.

When $n=m \geqslant k$, the left side of (37) will be a positive number, and hence, the authors have shown that the following result holds:

Theorem 4.4 For all $k=0,1, \ldots$, the set $\left\{D_{q}^{k} h_{n, q}(x)\right\}_{n=0}^{\infty}$ is orthogonal with respect to the inner product defined by (19) over the interval $(-1,1)$ with the $q$-weight function $\rho_{q}(x)$. More precisely,

$$
\begin{equation*}
\int_{-1}^{1} \rho_{q}(x) D_{q}^{k} h_{n, q}(x) D_{q}^{k} h_{m, q}(x) d_{q} x=\mathcal{M}_{k n}^{2} \delta_{n m} \tag{38}
\end{equation*}
$$

where $\delta_{n m}$ is the Kronecker's delta and $\mathcal{M}_{k n}$ is the norm of $D_{q}^{k} h_{n, q}(x)$.
Remark 4.5 When $k>n$ the authors have $D_{q}^{k} h_{n, q}(x)=0$. Thus, it is clear from (38) that $\mathcal{M}_{k n}=0$ for $k>n$.

## Evaluation of The Norms

First, the authors note that $\mathcal{M}_{n}=\mathcal{M}_{0 n}$ for all $n=0,1, \ldots$ Also, as observed before, the authors have $\mathcal{M}_{k n}=0$ for $k>n$.

Lemma 4.6 Let $\mathcal{M}_{k n}$ denote the norm of $D_{q}^{k} h_{n, q}(x)$. That is,

$$
\begin{equation*}
\mathcal{M}_{k n}^{2}=\int_{-1}^{1} \rho_{q}(x) v_{k n}^{2}(x) d_{q} x \tag{39}
\end{equation*}
$$

Then, for all $k=0,1, \ldots, n-1$, the authors have

$$
\begin{equation*}
\mathcal{M}_{k n}^{2}=\frac{-1}{\mu_{k n}} \mathcal{M}_{k+1, n}^{2} \tag{40}
\end{equation*}
$$

Proof: Multiply the self-adjoint form (35) by $v_{k n}(x)$ and use (9):

$$
\mu_{k n} \rho_{q}(x) v_{k n}^{2}(x)=v_{k n}(x) D_{q}\left(\rho_{q}\left(q^{-1} x\right) v_{k+1, n}\left(q^{-1} x\right)\right)
$$

Then, $q$-integrate both sides over the interval $(-1,1)$ and use the integration by parts on the right side:
$\mu_{k n} \int_{-1}^{1} \rho_{q}(x) v_{k n}^{2}(x) d_{q} x=\left.\rho_{q}\left(q^{-1} x\right) v_{k n}(x) v_{k+1, n}\left(q^{-1} x\right)\right|_{-1} ^{1}-\int_{-1}^{1} \rho_{q}(x) v_{k+1, n}(x) D_{q} v_{k, n}(x) d_{q} x$.

Using (29) and the fact that $D_{q} v_{k n}(x)=v_{k+1, n}(x)$, the authors arrive at $\mu_{k n} \mathcal{M}_{k n}^{2}=-\int_{-1}^{1} \rho_{q}(x) v_{k+1, n}^{2}(x) d_{q} x=-\mathcal{M}_{k+1, n}^{2}$,
which completes the proof.
To continue evaluating the norms $\mathcal{M}_{k n}$ the authors shall need the following auxiliary results:

## Lemma 4.7

$\int_{-1}^{1} \rho_{q}(x) d_{q} x=(1-q)(q,-1,-q ; q)_{\infty}$.

Proof: First of all, note that

$$
\begin{equation*}
\rho_{q}(1)=(q ; q)_{\infty}(-q ; q)_{\infty}=(q ; q)_{k}\left(q^{k+1} ; q\right)_{\infty}(-q ; q)_{k}\left(-q^{k+1} ; q\right)_{\infty}=\left(q^{2} ; q^{2}\right)_{k} \rho_{q}\left(q^{k}\right) \tag{41}
\end{equation*}
$$

for all $k=0,1, \ldots$ Thus, since $\rho_{q}(-x)=\rho_{q}(x)$,
$\int_{-1}^{1} \rho_{q}(x) d_{q} x=2 \int_{0}^{1} \rho_{q}(x) d_{q} x=2(1-q) \sum_{k=0}^{\infty} q^{k} \rho_{q}\left(q^{k}\right)$.

Using (41) and Lemma 2.13, the above equality becomes

$$
\int_{-1}^{1} \rho_{q}(x) d_{q} x=2(1-q) \rho_{q}(1) \sum_{k=0}^{\infty} \frac{q^{k}}{\left(q^{2} ; q^{2}\right)_{k}}=2(1-q) \rho_{q}(1)(-q ; q)_{\infty}
$$

As $2(-q ; q)_{\infty}=(-1 ; q)_{\infty}$, the authors get

$$
\int_{-1}^{1} \rho_{q}(x) d_{q} x=(1-q) \rho_{q}(1)(-1 ; q)_{\infty}=(1-q)(q,-1,-q ; q)_{\infty}
$$

which completes the proof.
Lemma $4.8 \mathcal{M}_{n n}=(1-q)(q,-1,-q ; q)_{\infty}\left([n]_{q}!\right)^{2}$ for all $n=0,1, \ldots$
Proof: Since $v_{n n}(x)=D_{q}^{n} h_{n, q}(x)$ and $h_{n, q}(x)$ is a monic polynomial of degree $n$, the authors have $v_{n n}=[n]_{q}!$. Thus, for $k=n$, in (39), the authors get

$$
\mathcal{M}_{n n}^{2}=\int_{-1}^{1} \rho_{q}(x) v_{n n}^{2} d_{q} x=\left([n]_{q}!\right)^{2} \int_{-1}^{1} \rho_{q}(x) d_{q} x=(1-q)(q,-1,-q ; q)_{\infty}\left([n]_{q}!\right)^{2} .
$$

Lemma 4.9 For $n \in \mathbb{N}_{0}$ and $k=0,1, \ldots, n-1$, the authors have

$$
\mathcal{M}_{k n}^{2}=(1-q)^{n-k+1} q^{\binom{n-k}{2}}(q,-1,-q ; q)_{\infty} \frac{\left([n]_{q}!\right)^{2}}{[n-k]_{q}!}
$$

Proof: Repeated application of (40) gives us

$$
\mathcal{M}_{k n}^{2}=\frac{-1}{\mu_{k n}} \mathcal{M}_{k+1, n}^{2}=\frac{(-1)^{2}}{\mu_{k n} \mu_{k+1, n}} \mathcal{M}_{k+2, n}^{2}=\frac{(-1)^{n-k}}{\mu_{k n} \mu_{k+1, n} \cdots \mu_{n-1, n}} \mathcal{M}_{n n}^{2}
$$

Since

$$
\prod_{s=k}^{n-1} \mu_{s n}=\prod_{s=k}^{n-1} \frac{-q^{1-n+s}[n-s]_{q}}{1-q}=\prod_{s=0}^{n-k-1} \frac{-q^{-s}[s+1]_{q}}{1-q}=\frac{(-1)^{n-k}[n-k]_{q}!}{(1-q)^{n-k} q^{\binom{n-k}{2}}}
$$

using Lemma 4.8, the authors arrive at the stated result.

Thus, the authors proved the following orthogonality relation for $D_{q}^{k} h_{n, q}(x)$.
Theorem 4.10 Let $v_{k n}(x)$ be the $k$ th order $q$-derivative of $h_{n, q}(x)$ and $p=\min \{k, n\}$ Then, for all $k, m, n \in \mathbb{N}_{0}$, the authors have

$$
\begin{equation*}
\int_{-1}^{1} \rho_{q}(x) v_{k n}(x) v_{k m}(x) d_{q} x=(1-q)^{n-k+1} q^{\binom{n-k}{2}}(q,-1,-q ; q)_{\infty} \frac{\left([n]_{q}!\right)^{2}}{[n-k]_{q}!} \delta_{k p} \delta_{m n} \tag{42}
\end{equation*}
$$

Corollary 4.11 For all $m, n \in \mathbb{N}_{0}$, the authors have

$$
\begin{equation*}
\int_{-1}^{1} \rho_{q}(x) h_{n, q}(x) h_{m, q}(x) d_{q} x=\mathcal{M}_{n}^{2} \delta_{n m} \tag{43}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{M}_{n}^{2}=(1-q)(q, q)_{n} q^{\binom{n}{2}}(q,-1,-q ; q)_{\infty} \tag{44}
\end{equation*}
$$

Proof: Let $k=0$ in (42) and use the relation $[n]_{q}!=(1-q)^{-n}(q ; q)_{n}$.

## LIMIT RELATIONS

## Limit Relation Between the Differential Equations

Consider the equation (23). Let $x=\sqrt{1-q^{2}} z$ and set $u(z)=y\left(\sqrt{1-q^{2}} z\right)$. Using (8) with $\alpha=\sqrt{1-q^{2}}$, the authors see that

$$
\left.D_{q^{-1}} y(x)\right|_{x=\sqrt{1-q^{2}} z}=\frac{1}{\sqrt{1-q^{2}}} D_{q^{-1}} y\left(\sqrt{1-q^{2} z}\right)=\frac{1}{\sqrt{1-q^{2}}} D_{q^{-1}} u(z),
$$

and,
$\left.D_{q} D_{q^{-1}} y(x)\right|_{x=\sqrt{1-q^{2}} z}=\frac{1}{1-q^{2}} D_{q} D_{q^{-1}} y\left(\sqrt{1-q^{2}} z\right)=\frac{1}{1-q^{2}} D_{q} D_{q^{-1}} u(z)$.

Thus, (23) becomes

$$
\begin{equation*}
-\frac{1}{1-q^{2}} D_{q} D_{q^{-1}} u(z)+\frac{z}{1-q} D_{q^{-1}} u(z)-\frac{q^{1-n}}{1-q}[n]_{q} u(z)=0 . \tag{45}
\end{equation*}
$$

Multiplying this equation by $-\left(1-q^{2}\right)$, gives us $D_{q} D_{q^{-1}} u(z)-(1+q) z D_{q^{-1}} u(z)+q^{1-n}(1+q)[n]_{q} u(z)=0$.

Finally, taking the limit as $q \rightarrow 1$ yields
$u^{\prime \prime}(z)-2 z u^{\prime}(z)+2 n u(z)=0$,
which is the Hermite differential equation. Since monic polynomial solutions of (45) and (46) are
$\frac{h_{n, q}\left(\sqrt{1-q^{2}} z\right)}{\left(1-q^{2}\right)^{n / 2}}$ and $\frac{H_{n}(z)}{2^{n}}$,
respectively, in fact, the authors have shown that the following result is true:
Theorem 5.1 For all $n \in \mathbb{N}_{0}$,

$$
\begin{equation*}
\lim _{q \rightarrow 1} \frac{h_{n, q}\left(\sqrt{1-q^{2}} z\right)}{\left(1-q^{2}\right)^{n / 2}}=\frac{H_{n}(z)}{2^{n}} \tag{47}
\end{equation*}
$$

## Limit Relation Between the Weight Functions

In the $q$-weight function $\rho_{q}(x)=\left(q^{2} x^{2} ; q^{2}\right)_{\infty}$, let $x=\sqrt{1-q^{2}} z$ :
$\rho_{q}\left(\sqrt{1-q^{2}} z\right)=\left(q^{2}\left(1-q^{2}\right) z^{2} ; q^{2}\right)_{\infty}=\frac{\left(\left(1-q^{2}\right) z^{2} ; q^{2}\right)_{\infty}}{1-\left(1-q^{2}\right) z^{2}}$.

Now, take the limit as $q \rightarrow 1$ and use the relation (17) with $q$ replaced by $q^{2}$ :
$\lim _{q \rightarrow 1} \rho_{q}\left(\sqrt{1-q^{2}} z\right)=\lim _{q \rightarrow 1} \frac{\left(\left(1-q^{2}\right) z^{2} ; q^{2}\right)_{\infty}}{1-\left(1-q^{2}\right) z^{2}}=e^{-z^{2}}$.

This tells us that

$$
\begin{equation*}
\lim _{q \rightarrow 1} \rho_{q}\left(\sqrt{1-q^{2}} z\right)=\rho(z) \tag{48}
\end{equation*}
$$

where $\rho_{q}(x)$ is the $q$-weight function for the $q$-Hermite I polynomials and $\rho(z)$ is the weight function for the Hermite polynomials.

## Limit Relation Between the Orthogonalities

Using the substitution $x=z \sqrt{1-q^{2}}$ in the orthogonality relation (43), the authors get

$$
\int_{-\frac{1}{\sqrt{1-q^{2}}}}^{\frac{1}{\sqrt{1-q^{2}}}} \rho_{q}\left(\sqrt{1-q^{2}} z\right) h_{n, q}\left(\sqrt{1-q^{2}} z\right) h_{m, q}\left(\sqrt{1-q^{2}} z\right) \sqrt{1-q^{2}} d_{q} x=\mathcal{M}_{n}^{2} \delta_{n m}
$$

where $\mathcal{M}_{n}$ is the norm of $h_{n, q}(x)$ given in (44). Dividing both sides by $\left(1-q^{2}\right)^{\frac{n+m+1}{2}}$ gives us
$\int_{-\frac{1}{\sqrt{1-q^{2}}}}^{\frac{1}{\sqrt{1-q^{2}}}} \rho_{q}\left(z \sqrt{1-q^{2}}\right) \frac{h_{n, q}\left(z \sqrt{1-q^{2}}\right)}{\left(1-q^{2}\right)^{\frac{n}{2}}} \frac{h_{m, q}\left(z \sqrt{1-q^{2}}\right)}{\left(1-q^{2}\right)^{\frac{m}{2}}} d_{q} z=\frac{\mathcal{M}_{n}^{2}}{\left(1-q^{2}\right)^{\frac{n+m+1}{2}}} \delta_{n m}$.

Taking the limit as $q \rightarrow 1$, the authors obtain

$$
\int_{-\infty}^{\infty} e^{-z^{2}} \frac{H_{n}(z)}{2^{n}} \frac{H_{m}(z)}{2^{m}} d z=\lim _{q \rightarrow 1} \frac{\mathcal{M}_{n}^{2}}{\left(1-q^{2}\right)^{\frac{n+m+1}{2}}} \delta_{n m}
$$

Since $\delta_{m n}=0$ for $m \neq n$, the above relation can be written as

$$
\begin{equation*}
\int_{-\infty}^{\infty} e^{-z^{2}} H_{n}(z) H_{m}(z) d z=\lim _{q \rightarrow 1} \frac{2^{2 n} \mathcal{M}_{n}^{2}}{\left(1-q^{2}\right)^{\frac{2 n+1}{2}}} \delta_{n m} \tag{49}
\end{equation*}
$$

Now,

$$
\begin{aligned}
& \lim _{q \rightarrow 1} \frac{\mathcal{M}_{n}^{2}}{\left(1-q^{2}\right)^{\frac{2 n+1}{2}}}=\lim _{q \rightarrow 1} \frac{(1-q)(q ; q)_{n}(q,-1,-q ; q)_{\infty}}{\left(1-q^{2}\right)^{\frac{2 n+1}{2}}}=\lim _{q \rightarrow 1} \frac{(1-q)(q ; q)_{n}\left(q^{2} ; q^{2}\right)_{\infty}(-1, q)_{\infty}}{\left(1-q^{2}\right)^{\frac{2 n+1}{2}}} \\
& =\lim _{q \rightarrow 1}(1-q) \frac{(q ; q)_{n}}{(1-q)^{n}} \frac{\left(q^{2} ; q^{2}\right)_{\infty}(-1 ; q)_{\infty}}{(1+q)^{n} \sqrt{1-q^{2}}}=\lim _{q \rightarrow 1}(1-q)[n]_{q}!\frac{\left(q^{2} ; q^{2}\right)_{\infty}(-1 ; q)_{\infty}}{(1+q)^{n} \sqrt{1-q^{2}}}
\end{aligned}
$$

From (5), one can see that

$$
\Gamma_{q^{2}}\left(\frac{1}{2}\right)=\frac{\left(q^{2} ; q^{2}\right)_{\infty}}{\left(q ; q^{2}\right)_{\infty}} \sqrt{1-q^{2}}
$$

Therefore,
$\lim _{q \rightarrow 1} \frac{\mathcal{M}_{n}^{2}}{\left(1-q^{2}\right)^{\frac{2 n+1}{2}}}=\lim _{q \rightarrow 1}[n]_{q}!\frac{\Gamma_{q^{2}}\left(\frac{1}{2}\right)\left(q ; q^{2}\right)_{\infty}(-1 ; q)_{\infty}}{(1+q)^{n+1}}=\frac{n!}{2^{n}} \lim _{q \rightarrow 1} \Gamma_{q^{2}}\left(\frac{1}{2}\right)\left(q ; q^{2}\right)_{\infty}(-q ; q)_{\infty}$
where the authors have used the fact that $(-1 ; q)_{\infty}=2(-q ; q)_{\infty}$. Using Lemma 2.2 and Corollary 2.4 with $a=q$, one obtains $\left(q ; q^{2}\right)_{\infty}(-q ; q)_{\infty}=1$. Also, from (6) one has

$$
\lim _{q \rightarrow 1} \Gamma_{q^{2}}\left(\frac{1}{2}\right)=\Gamma\left(\frac{1}{2}\right)=\sqrt{\pi} .
$$

Hence,

$$
\lim _{q \rightarrow 1} \frac{\mathcal{M}_{n}^{2}}{\left(1-q^{2}\right)^{\frac{2 n+1}{2}}}=\frac{n!\sqrt{\pi}}{2^{n}}
$$

As a result, (49) gives us

$$
\int_{-\infty}^{\infty} e^{-z^{2}} H_{n}(z) H_{m}(z) d z=2^{n} n!\sqrt{\pi} \delta_{n m}
$$

which is the orthogonality relation for the Hermite polynomials.

## FUTURE RESEARCH DIRECTIONS

The discrete $q$-Hermite I polynomials constitute only one subclass of the $q$-polynomials. The other class of $q$-polynomials can also be considered in the same direction in the limiting case as $q \rightarrow 1$.

## CONCLUSION

A complete study for the orthogonality of the discrete $q$-Hermite I polynomials has been introduced using the $q$-Sturm-Liuville approach starting from the second order difference equation of hypergeometric type that they satisfy. Moreover, the limit relation as $q \rightarrow 1$ has been considered.

The authors notice that the family of discrete $q$-Hermite I polynomials is a special case of the Al-Salam and Carlitz I polynomials with $a=-1$ (Koekoek et al., 2010, page 547) and the main algebraic properties, that characterize them, were considered in Table 3 of (Medem et al., 2001) as well as in the aforesaid page of the book (Koekoek et al., 2010).
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## Chapter 8

## Spectral Problem for a Polynomial Pencil of the

 Sturm-Liouville Equations: On the Completeness of the System of Eigenfunctions and Associated Eigenfunction, Asymptotic FormulaAnar Adiloğlu-Nabiev<br>(D) https://orcid.org/0000-0001-5602-5272<br>Süleyman Demirel University, Turkey


#### Abstract

A boundary value problem for the second order differential equation $-y^{\prime \prime}+\sum_{-}$ $\{m=0\}^{N-1} \lambda \wedge\{m\} q_{-}\{m\}(x) y=\lambda^{2 N} y$ with two boundary conditions $a_{-}\{i l\} y(0)+a_{-}\{i 2\}$ $y^{\prime}(0)+a \_\{i 3\} y(\pi)+a_{-}\{i 4\} y^{\prime}(\pi)=0, i=1,2$ is considered. Here $n \& g t ; 1, \lambda$ is a complex parameter, $q_{0}(x), q_{I}(x), \ldots, q_{-}\{n-1\}(x)$ are summable complex-valuedfunctions, $a_{-}\{i k\}$ ( $i=1,2 ; k=1,2,3,4$ ) are arbitrary complex numbers. It is proved that the system of eigenfunctions and associated eigenfunctions is complete in the space and using elementary asymptoticalmetods asymptotic formulasfor the eigenvalues are obtained.


## INTRODUCTION

Consider the boundary value problem generating in the interval by the SturmLiouville pencil

$$
\begin{equation*}
-y^{\prime \prime}+\sum_{m=0}^{n-1} \lambda^{m} q_{m}(x) y=\lambda^{2 n} y \tag{1}
\end{equation*}
$$

and two boundary conditions
$a_{i 1} y(0)+a_{i 2} y^{\prime}(0)+a_{i 3} y(\pi)+a_{i 4} y^{\prime}(\pi)=0, i=1,2$,
where $n>1, \lambda$ is a complex parameter, $q_{0}(x), q_{1}(x), \ldots, q_{n-1}(x)$ are summable complexvalued functions, $a_{i k}(i=1,2: k=1,2,3,4)$ are arbitrary complex numbers. In the case $n>1$ the equation (1) is a classical Sturm-Liouville equation and the spectral problem under boundary conditions (2) was completely studied in (Marchenko, 1997) where special integral representations called transformation operators for linearly independent solutions of the Sturm-Liouville equation are applied to investigate the spectral problem. In this monograph, using some important properties of the transformation operators, especially the relations between the potential of the SturmLiouville equation and the kernel of the transformation operators, the boundary value problem generated in a finite interval by the Sturm-Liouville equation and by regular boundary conditions of type (2) was investigated, the completeness of the system of eigenfunctions and associated eigenfunctions was proved and asymptotical formulas as $\lambda \rightarrow \infty$ was obtained for the solutions of the Sturm-Liouville equation. These asymptotic formulas of solutions are important to obtain the asymptotical formulas for the eigenvalues. The transformation operators allow to estimate the remainder part of the asymptotic formulas for the eigenvalues in relation with smoothness of the potential.

Second order differential equation (1) or its general form

$$
-y^{\prime \prime}+\sum_{m=0}^{2 n-1} \lambda^{m} q_{m}(x) y=\lambda^{2 n} y, n \in \mathrm{~N}\left(1^{\prime}\right)
$$

arises in relation with some integrable nonlinear systems of differential equations (Jaulent and Jean, 1982; Alonso, 1980). Such equations are called as a polynomial pencil of the Sturm-Liouville equation. In the paper (Alonso, 1980) authors considered full line inverse scattering problem for the equation (1') with $q_{n+k}(x)=0, k=1, \ldots$,
$n-1$ and examined some spectral properties of this equation under some regularity conditions of the potential functions $q_{0}(x), q_{1}(x), \ldots, q_{n}(x)$. They reduced this equation to the second order pencil of the matrix Sturm-Liouville equation and gave the method of solution of the inverse scattering problem in a special case. But a vector form of solutions and strong regularity conditions on the potential functions are not suitable for applications and further investigations. The first attempt to construct special solutions of equation (1') on the reel line was considered in (Jordanov, 1984). But form of these solutions also is not of type integral transformations as Fourier or Laplace, so they are not also suitable for applications. Later in (Guseinov, 1997) the author has found a significant relation between special solutions of the equation (1) on the semiaxis and Riemann-Liouville fractional integro- differential operators. It was opened the fact that Jost type solutions of equation (1) which satisfy a condition at infinity may be represented by transformation operators similarly to the case $n=1$ (Marchenko, 1997), but with essentially different properties of the kernel function of the transformation operator. Namely, the kernel function of the transformation operator has not ordinary derivatives with respect to the integration variable, but it has some integrable fractional derivatives of order $\frac{1}{n}$. After work (Guseinov, 1997), the same author with his group have constructed transformation operators for the eqaution (1) in a finite interval and they investigated important properties of the solution of equation (1) widely using Riemann-Liouville fractional integrals and derivatives (Guseinov et al., 2000). Later the integral representation for the Jost solutions of equation ( $1^{\prime}$ ) with $q_{n+k}(x)=0, k=1, \ldots, n-1$ on the real line were constructed in (Nabiev and Guseinov, 2005) where relations between potential functions and fractional integrals of the kernel of the transformation operator have been obtained. And these results motivated the author to investigate the full line inverse scattering problem for the equation (1) without eigenvalues (Nabiev, 2006). Note that in the case $n=1$ equation ( $1^{\prime}$ ) is the second order pencil called a quadratical pencil of the Sturm-Liouville equation and it is known integral representations of the special solutions of the equation ( $1^{\prime}$ ) for this case in both infinite and finite intervals (see (Jaulent, 1972; Jaulent and Jean, 1976; Guseinov, 1985)). In this case a direct and inverse spectral problems have been widely investigated by many authors (see (Gasymov and Guseinov, 1981; Gasymow and Gasymow, 1982; Tsutsmi, 1981; Aktosun et al., 1998; Sattinger and Szmigielski, 1995; Van der Mee and Pivovarchik, 2001; Yurko, 2000; Nabiev, 2004; Maksudov and Guseinov, 1986; Kamimura, 2007) for details). Spectral analysis and inverse spectral problems of the quadratical pencil of the Sturm-Liouville equation in a finite interval with various boundary conditions can be found in (Guseinov, 1985; Gasymov and Guseinov, 1981; Gasymow and Gasymow, 1982; Nabiev, 2004). Note also direct and inverse scattering problems for the quadratic pencil of the Sturm-Liouville equation with various settings have
been considered in studies (Aktosun et al., 1998; Sattinger and Szmigielski, 1995; Van der Mee and Pivovarchik, 2001; Yurko, 2000; Maksudov and Guseinov, 1986; Kamimura, 2007). It is important to investigate direct and inverse spectral problems for equation ( $1^{\prime}$ ) without any limits on potentials. Namely, it is important to construct the Jost solutions of equation (1') similarly for the case (1) and then to investigate the relationships between potential functions and the kernel functions of the integral representations of Jost solutions. These problems are open and difficult problems as in the entire real line and halfline either in a finite interval.

In the present work some important spectral properties of the problem (1)-(2) are studied. As eigenvalues of the problem (1)-(2) we will understand those complex values of the parameter $\lambda$ for which the equation (1) has a nontrivial solutions. This nontrivial solution which correspond to the eigenvalue $\lambda$ of the problem (1)-(2) will be called an eigenfunction related with this eigenvalue. Investigating the boundary value problem (1)-(2) the question of multiple completeness of the system eigenfuntions and associated eigenfunctions are studied and asymptotic formulas for the series of eigenvalues from the sectors $S_{m}=\left\{\lambda: \frac{m \pi}{n} \leq \arg \lambda \leq \frac{(m+1) \pi}{n}\right\}, m=\overline{0,2 n-1}$ are obtained. The spectral problem for the equation (1) with simple conditions $y(0)=y(\pi)=0$ was studied in (Guseinov et al., 2000) where Fourier type integral representations for the linearly independent solutions of the equation (1) were constructed and applied to investigate this spectral problem. As it is known (Guseinov et al., 2000) for each $\lambda \in S_{m}$ equation (1) has two linearly independent solutions

$$
\begin{equation*}
y_{j}(x, \lambda)=e^{(-1)^{j+1} i \lambda^{n} x}\left(1+\int_{\left[(-1)^{j+m}-1\right] \frac{x}{2}}^{+\infty} K_{v, m}(x, t) e^{(-1)^{m} 2 i \lambda^{n} t} d t\right) \tag{3}
\end{equation*}
$$

where $K_{v, m}(x, t) \quad\left(v=j+\frac{1}{2}\left[(-1)^{j+m}-(-1)^{j}\right]\right.$ is a summable function with respect to t in the interval $\left[(-1)^{j+m}-(-1)^{j}\right] \frac{x}{2}$ for each $x \in[0, \pi]$. Moreover,

$$
\begin{equation*}
\int_{\left[(-1)^{j+m}-1\right] \frac{x}{2}}^{+\infty}\left|K_{v, m}(x, t)\right| d t \leq e^{\sigma(x)}-1 \tag{4}
\end{equation*}
$$

where $\sigma(x)=\sum_{k=0}^{n-1} \frac{2^{1-\frac{k}{n}}}{\Gamma\left(1-\frac{k}{n}\right)} \int_{0}^{x}(x-s)^{1-\frac{k}{n}}\left|q_{k}(s)\right| d s$ and $\Gamma($.$) is the Euler gamma function.$ Morover, the kernel functions $K_{j, m}(x,).(j=1,2)$ have summable derivatives with respect to $x$. Namely, if $q_{0}(x) \in C[0, a], q_{k}(x) \in C^{1}[0, a] k=\overline{1, n-1}$ then $\frac{\partial}{\partial x} K_{1, m}(x,.) \in L_{1}(-x,+\infty)$ and $\frac{\partial}{\partial x} K_{2, m}(x,.) \in L_{1}(0,+\infty)$ for each $x \in[0, a]$. The next important property of the kernel functions is the fact that they have not derivatives
with recpect to the variable $t$. But they have some Riemann-Liouville fractional derivatives (Samko et al., 1997).

Definition 1.1. The Riemann-Liouville fractional integral of order $a(0<a<1)$ with respect to the variable $t$ of a function $f(x,.) \in L_{1}(a,+\infty)$ is the integral
$I_{a, t}^{a} f(x, t)=\frac{1}{\Gamma(a)} \int_{a}^{t}(t-s)^{a-1} f(x, s) d s$.

The Riemann-Liouville fractional derivative of order $a(0<a<1)$ with respect to the variable $t$ of a function $f(x,.) \in L_{1}(\alpha,+\infty)$ is defined as
$D_{a, t}^{a} f(x, t)=\frac{\partial}{\partial t} \frac{1}{\Gamma(1-a)} \int_{a}^{t}(t-s)^{-a} f(x, s) d s$.

It was proved in (Guseinov et al., 2000) that if $q_{0}(x) \in C[0, a], q_{k}(x) \in C^{1}[0, a]$ $k=\overline{1, n-1}$ then the fractional derivatives $\left(D_{-x, t}^{\frac{1}{n}}\right)^{p} K_{1, m}(x, t)$ and $\left(D_{0, t}^{\frac{1}{n}}\right)^{p} K_{2, m}(x, t)$, where $p=1,2, \ldots, n$, are summable with respect to on the intervals $(-x,+\infty)$ and $(0,+\infty)$ respectively. For more details related with other properties of the kernel functions we refer to (Guseinov et al., 2000) Further using the integral representations of the system of fundamental solutions of the equation (1) in (Guseinov et al., 2000) it was shown that the spectral problem generated by the equation (1) and simple Drichlet boundary conditions $y(0)=y(\pi)=0$ has an infinite number of eigenvalues and all these eigenvalues lie in the sectors $T_{\varepsilon}^{m}=\left\{\lambda:\left|\arg \lambda-\frac{m \pi}{n}\right|<\frac{\varepsilon}{n}\right\}$, where $\varepsilon>0$ is sufficiently small and $m=\overline{0,2 n-1}$. Moreover, the eigenvalues consist of $2 n$ series and $m^{\text {th }}$ series of them can be arranged as $\lambda_{1, m}, \lambda_{2, m}, \ldots, \lambda_{s, m}, \ldots ;\left|\lambda_{s, m}\right|<\left|\lambda_{s+1, m}\right|$ and they can be defined asymptotically by the formula

$$
\lambda_{k, m}=e^{\frac{i m n}{n}} \sqrt[n]{k}+\sum_{j=1}^{n} \frac{d_{j}^{(m)}}{k^{1+\frac{j-1}{n}}}+o\left(\frac{1}{k^{1+\frac{n-1}{n}}}\right), k \rightarrow+\infty, m=0,1, \ldots, 2 n-1,
$$

where $d_{j}^{(m)}$ are constants not depending on $k$.
Considering the integral representations (3) of the solutions

$$
y_{j}(x, \lambda)=e^{(-1)^{j+1} i \lambda^{n} x}+o(1),|\lambda| \rightarrow+\infty
$$

one can define solutions $s(x, \lambda)$ and $c(x, \lambda)$ of the equation (1) with initial conditions $s(0, \lambda)=c^{\prime}(0, \lambda)=0$ and $s^{\prime}(0, \lambda)=c(0, \lambda)=1$. Namely, we have

$$
s(x, \lambda)=\frac{y_{1}(x, \lambda)-y_{2}(x, \lambda)}{2 i \lambda^{n}}, c(x, \lambda)=\frac{y_{1}(x, \lambda)+(x, \lambda)}{2}
$$

which are also two linearly independent solutions of the equation (1). In (Agamaliyev and Nabiyev, 2005) other type special boundary conditions were considered for the equation (1) and asymptotic formulas were obtained for the eigenvalues of the considered problems. Note that in (Nabiev and Guseinov, 2005) it is also given more detailed asymptotic formulas for the solutions $s(x, \lambda) c(x, \lambda)$, and their derivatives. We will use above results and other results of (Guseinov et al., 2000) and (Agamaliyev and Nabiyev, 2005) in the investigation of the spectral problem (1)-(2).

## ON THE COMPLETENESS OF THE SYSTEM OF EIGENFUNCTIONS AND ASSOCIATED EIGENFUNCTIONS

Eigenvalues of the sspectral problem (1)-(2) coincide with the roots of the characteristic function

$$
\begin{equation*}
\Delta(\lambda)=d_{12}+d_{34}+d_{13} s(\pi, \lambda)+d_{14} s^{\prime}(\pi, \lambda)+d_{32} c(\pi, \lambda)+d_{42} c^{\prime}(\pi, \lambda), \tag{5}
\end{equation*}
$$

where $d_{i j}=a_{1 i} a_{2 j}-a_{2 i} a_{1 j}(i, j=1,2)$. Further, let us consider the solutions $\omega_{i}(x, \lambda)(i=1,2)$ of the equation (1) defined as

$$
\begin{aligned}
\omega_{i}(x, \lambda)= & \left(a_{i 2}+a_{i 3} s(\pi, \lambda)+a_{14} s^{\prime}(\pi, \lambda)\right) c(x, \lambda)- \\
& -\left(a_{i 1}+a_{i 3} c(\pi, \lambda)+a_{14} c^{\prime}(\pi, \lambda)\right) s(x, \lambda) .
\end{aligned}
$$

It is easy to check out that if the left hand-side of the boundary conditions (2) denote by $U_{i}(y)$ then $U_{1}\left(\omega_{1}\right)=U_{2}\left(\omega_{2}\right)=0, U_{1}\left(\omega_{2}\right)=-U_{2}\left(\omega_{1}\right)=\Delta(\lambda)$.

Definition 2.1. An eigenvalue of the boundary value problem (1)-(2) is called an eigenvalue with multiplicity $p$ if it is a root of multiplicity $p$ of the characteristic equation $\Delta(\lambda)=0$.

It is easy to show that if $\lambda=\mu$ is an eigenvalue with multiplicity $p$ then the function $\omega_{i, k}(x)=\frac{(-1)^{k}}{k!} \frac{\partial^{k}}{\partial \lambda^{k}} \omega_{i}(x, \mu)(0 \leq k \leq p-1)$ satisfies the boundary conditions (2). The first
nonzero function of the chain $\omega_{i, k}(x)(i=1,2 ; k=0,1, \ldots, p-1)$ is the eigenfunction and the others are associated eigenfunction. Let know denote $\lambda^{K} y(x, \lambda)=z_{k}(x, \lambda), k=\overline{0,2 n-1}$, where $y(x, \lambda)$ is a solution of the problem (1)-(2). It is easy to obtain that the boundary value problem (1)-(2) is equivalent to the following spectral problem:

$$
\begin{equation*}
L\left(\frac{d}{d x}\right) z=\lambda z, U_{1}(z)=0, U_{2}(z)=0, \tag{6}
\end{equation*}
$$

where $z=\left(z_{1}, z_{2}, \ldots, z_{2 n-1}\right)^{T}, L\left(\frac{d}{d x}\right)$ is the square matrix with elements $L_{i j}\left(\frac{d}{d x}\right)$, $i, j=\overline{0,2 n-1}$ such that

$$
\begin{aligned}
L_{i j}\left(\frac{d}{d x}\right) & =0(\text { if } i=\overline{0,2 n-2}, j \neq i+1 \text { and if } i=2 n-1, j=\overline{n, 2 n-1}), \\
L_{i, i+1}\left(\frac{d}{d x}\right) & =1, i=\overline{0,2 n-2}, L_{2 n-1,0}\left(\frac{d}{d x}\right)=-\frac{d^{2}}{d x^{2}}+q_{0}(x), \\
L_{2 n-1, j}\left(\frac{d}{d x}\right) & =q_{j}(x), j=\overline{1, n-1} .
\end{aligned}
$$

Lemma 2.2. The set of eigenvalues of the problems (1)-(2) and (5)-(6) are coincide. If $y_{0}(x)$ is the eigenfunction of the problem (1)-(2) corresponding to an eigenvalue $\lambda_{0}$ then $z^{0}(x)=\left(y_{0}(x), \lambda y_{0}(x), \ldots, \lambda^{2 n-1} y_{0}(x)\right)^{T}$ is the eigenvector of the problem (5)-(6) corresponding to the same eigenvalue. Conversely, if $z^{0}(x)=\left(z_{0}^{0}(x), z_{1}^{0}(x), \ldots, z_{2 n-1}^{0}(x)\right)^{T}$ is an eigenvector of the problem (5)-(6) related to some eigenvalue, then $y_{0}(x)=z_{0}^{0}(x)$ is an eigenfunction of the problem (1)-(2) with the same eigenvalue.

From the above lemma it is obvious that if is an eigenvalue, the vector functions

$$
\begin{aligned}
& W_{1}(x, \lambda)=\left(\omega_{1}(x, \lambda), \lambda \omega_{1}(x, \lambda), \ldots, \lambda^{2 n-1} \omega_{1}(x, \lambda)\right)^{T}, \\
& W_{2}(x, \lambda)=\left(\omega_{2}(x, \lambda), \lambda \omega_{2}(x, \lambda), \ldots, \lambda^{2 n-1} \omega_{2}(x, \lambda)\right)^{T}
\end{aligned}
$$

satisfy the equation
$L\left(\frac{d}{d x}\right)=W_{i}=\lambda W_{i}(i=1,2)$
and the boundary conditions
$U_{1}\left(W_{i}\right)=U_{2}\left(W_{i}\right)=0, i=1,2$
for $\lambda=\lambda_{m}$. Hence we have that if $\lambda=\lambda_{m}$ is an eigenvalue of multiplicity $p$ for the boundary value problem (1)-(2) then, this is also an eigenvalue with the same multiplicity for the problem (5)-(6). In this case the vector functions
$W_{i, k}(x)=\frac{(-1)^{k}}{k!} \frac{\partial^{k}}{\partial \lambda^{k}} W_{i}(x, \lambda)\left(0 \leq k \leq p-1, \lambda=\lambda_{m}\right)$
are the chain the first nonzero vector of which is an eigenvector and the others are associated eigenvectors of the problem (5)-(6).

Definition 2.3. If the system of eigenvectors and associated eigenvectors $\left\{Z^{(k, m)}(x)\right\}$ corresponding to all eigenvalues $\left\{\lambda_{k, m}\right\}_{m=\overline{, 2 n-1}}$ of the problem(5)-(6) is complete in the space $L_{2}^{2 n}(0, \pi)$ then the system of eigenfunctions and associated eigenfunctions $\left\{y_{k}^{m}(x)\right\}=\left\{z_{k, m}^{0}(x)\right\}$ of the problem (1)-(2) will be called $2 n$ -fold complete in the space $L_{2}(0, \pi)$.

Here $L_{2}^{2 n}(0, \pi)$ is the $2 n$-dimensional vector space with vectors whose coordinates belong to $L_{2}(0, \pi)$.

Let $S$ is the spectrum, i.e. the set of all eigenvalues $\left\{\lambda_{k, m}\right\}_{m=\overline{0,2 n-1}}$ of the boundary value problem (1)-(2) and $p_{k}^{(m)}$ is the multiplicity of the eigenvalue $\lambda_{k, m}$. According to the previous discussions the vector functions $\left.\frac{(-1)^{s}}{s!} \frac{\partial^{s}}{\partial \lambda^{s}} W_{i}(x, \lambda)\right|_{\lambda=\lambda_{k, m}}\left(0 \leq s \leq p_{k}^{(m)}-1\right.$, $i=1,2, \lambda_{k, m} \in S$ ) are equal to zero or are eigenvectors or associated eigenvectors of the problem (5)-(6). Therefore, for the completeness of the system of eigenvectors and associated eigenvectors it is enough to prove the fact that if $F(x) \in L_{2}^{2 n}(0, \pi)$ and
$\left.\left\langle\frac{\partial^{s}}{\partial \lambda^{s}} W_{i}(x, \lambda), F(x)\right\rangle\right|_{\lambda=\lambda_{k, m}}=0$
for all $\lambda_{k, m} \in S, 0 \leq s \leq p_{k}^{(m)}-1, i=1,2$ then $F(x)=0$ almost everywhere in $L_{2}^{2 n}(0, \pi)$. Here, $\langle h(x), g(x)\rangle$ is a scaler production in the space $L_{2}^{2 n}(0, \pi)$ and it means
$\langle h(x), g(x)\rangle=\int_{0}^{n^{2}} \sum_{j=0}^{2 n-1} h_{j}(x) \overline{g_{j}(x)} d x, h(x), g(x) \in L_{2}^{2 n}(0, \pi)$.

In other hand the function $W_{i}(F, \lambda)=\left\langle W_{i}(x, \lambda), F(x)\right\rangle$ is an entire function of the parameter $\lambda$. Therefore if (9) is valid then every $p_{k}^{(m)}$ - fold root $\lambda_{k, m}(m=\overline{0,2 n-1})$ of the characteristic function $\Delta(\lambda)$ is also a root (at least with the same multiplicity) of the functions $W_{i}(F, \lambda)(i=1,2)$. Consequently we have that (9) is satisfied if and only if both the functions $W_{i}(F, \lambda)[\Delta(\lambda)]^{-1}(i=1,2)$ are entire. Hence, to prove the completeness of the system of eigenvectors and associated eigenvectors it is enough to show that the functions $W_{i}(F, \lambda)[\Delta(\lambda)]^{-1}(i=1,2)$ are entire if and only if $F(x)=0$ almost everywhere in $L_{2}^{2 n}(0, \pi)$.

Using integral representations, (3) as it is shown in (Guseinov et al., 2000; Agamaliyev and Nabiyev, 2005), we obtain the following asimptotic formulas for the solutions and:

$$
\begin{aligned}
& s(x, \lambda)=\frac{\sin \lambda^{n} x}{\lambda^{n}}+O\left(\frac{e^{\left|\operatorname{lm} \lambda^{n} x\right|}}{|\lambda|^{n+1}}\right),|\lambda| \rightarrow+\infty, \\
& s^{\prime}(x, \lambda)=\cos \lambda^{n} x+O\left(\frac{e^{\left|\operatorname{lm} \lambda^{n} x\right|}}{|\lambda|}\right),|\lambda| \rightarrow+\infty, \\
& c(x, \lambda)=\cos \lambda^{n} x+O\left(\frac{e^{\left|\operatorname{lm} \lambda^{n} x\right|}}{|\lambda|}\right),|\lambda| \rightarrow+\infty, \\
& c^{\prime}(x, \lambda)=-\lambda^{n} \sin \lambda^{n} x+O\left(|\lambda|^{n-1} e^{\operatorname{lm} \lambda^{n} x \mid}\right),|\lambda| \rightarrow+\infty
\end{aligned}
$$

Using the above asymptotic formulas it is easy to prove the following statement.
Lemma 2.4. For all functions $f(x) \in L_{1}(0, \pi)$ we have

$$
\left.\lim _{|\lambda| \rightarrow+\infty} e^{-\left|\operatorname{Im} \lambda^{n} \pi\right|} \int_{0}^{\pi} f(x) \omega_{i}(x, \lambda) d x\right)=0
$$

The last lemmayields that if $F(x) \in L_{1}^{2 n}(0, \pi)$, where $L_{1}^{2 n}(0, \pi)$ is the $2 n$-dimensional vector space with vectors whose coordinates belong to $L_{1}(0, \pi)$ then
$\lim _{|\lambda| \rightarrow+\infty} e^{-\left|\operatorname{Im} \lambda^{n} \pi\right|} W_{i}(F, \lambda)$.

Examining the characteristic function $\Delta(\lambda)$ we have
$\Delta(\lambda)=\left\{\begin{array}{c}-d_{42} \lambda^{n} \sin \lambda^{n} \pi+o\left(\lambda^{n} e^{\left|\operatorname{Im} \lambda^{n} \pi\right|}\right), \text { if } d_{42} \neq 0 \\ h_{1} \cos \lambda^{n} \pi+h_{2}+o\left(e^{\left|\operatorname{Im} \lambda^{n} \pi\right|}\right), \text { if } d_{42}=0, h_{1} \neq 0 \\ d_{13} \lambda^{-n} \sin \lambda^{n} \pi+h_{2}+o\left(\lambda^{-n} e^{\left|\operatorname{Im} \lambda^{n} \pi\right|}\right), \text { if } h_{1}=d_{42}=0, d_{13} \neq 0\end{array}\right.$
where $h_{1}=d_{14}+d_{32}, h_{2}=d_{12}+d_{34}$.
From the formula (12) and Lemma 1.3.2 in (Marchenko, 1997) we have that there exist a sequence unboundely extending countour $K_{m}$ on which the inequality

$$
\begin{equation*}
|\Delta(\lambda)|>C|\lambda|^{-n} e^{\operatorname{Im} \lambda^{n} \pi \mid} \tag{13}
\end{equation*}
$$

is hold for some constant $C>0$. Now (11) and (13) imply

$$
\lim _{m \rightarrow \infty} \max _{\lambda \in K_{m}}\left|\frac{W_{i}(F, \lambda)}{\lambda^{n} \Delta(\lambda)}\right|=0, i=1,2
$$

which allows us to confirm that if $W_{i}(F, \lambda)[\Delta(\lambda)]^{-1}(i=1,2)$ is an entire function then it is growing slower than $|\lambda|^{n}$ as $|\lambda| \rightarrow \infty$. Then

$$
\begin{aligned}
& \int_{0}^{\pi} \omega_{i}(x, \lambda) \sum_{j=0}^{2 n-1} \lambda^{j} \overline{f_{j}(x)} d x=\Delta(\lambda) \sum_{j=0}^{n-1} a_{j}^{(i)} \lambda^{j} \\
& W_{i}(F, \lambda)=\Delta(\lambda) \sum_{j=0}^{n-1} a_{j}^{(i)} \lambda^{j}
\end{aligned}
$$

with some constants $a_{j}^{(i)}$. If we remember here the definition of the function $W_{i}(F, \lambda)$ we can write from which it is easy to obtain

$$
\sum_{j=0}^{2 n-1} \lambda^{j} s\left(f_{j}, \lambda\right) d x=Q_{n-1}^{(1)}(\lambda) \Delta_{22}(\lambda)-Q_{n-1}^{(2)}(\lambda) \Delta_{12}(\lambda)
$$

where

$$
\Delta_{i 2}(\lambda)=a_{i 2}+a_{i 3} s(\pi, \lambda)+a_{i 4} s^{\prime}(\pi, \lambda), Q_{n-1}^{(i)}(\lambda)=\sum_{j=0}^{n-1} a_{j}^{(i)} \lambda^{j}(i=1,2) .
$$

Therefore,

$$
\begin{align*}
\sum_{j=0}^{2 n-1} \lambda^{j} s\left(f_{j}, \lambda\right) d x & =Q_{n-1}^{(1)}(\lambda) a_{22}-Q_{n-1}^{(2)}(\lambda) a_{12} \\
& +\left(Q_{n-1}^{(1)}(\lambda) a_{23}-Q_{n-1}^{(2)}(\lambda) a_{13}\right) s(\pi, \lambda)+\left(Q_{n-1}^{(1)}(\lambda) a_{24}-Q_{n-1}^{(2)}(\lambda) a_{14}\right) s^{\prime}(\pi, \lambda) \tag{14}
\end{align*}
$$

Now using expressions for the functions $s(x, \lambda)$ and $s^{\prime}(x, \lambda)$ from (Agamaliyev and Nabiyev, 2005) it is easy to derive that

$$
\begin{align*}
& s(x, \lambda)=\lambda^{-n} \sin \lambda^{n} x+\frac{\delta_{1}(x, \lambda)}{\lambda} e^{i \lambda^{n} x}+\frac{\delta_{2}(x, \lambda)}{\lambda} e^{-i \lambda^{n} x}+\frac{\delta_{3}(x, \lambda)}{\lambda^{n}},  \tag{15}\\
& s^{\prime}(x, \lambda)=\cos \lambda^{n} x+i \frac{\delta_{1}(x, \lambda)}{\lambda} e^{i \lambda^{n} x}-i \frac{\delta_{2}(x, \lambda)}{\lambda} e^{-i \lambda^{n} x}+\frac{\delta_{4}(x, \lambda)}{\lambda^{n}}, \tag{16}
\end{align*}
$$

where $\lim _{|\lambda| \rightarrow+\infty} \max _{0 \leq x \leq \pi} \delta_{i}(x, \lambda) e^{-\left|\operatorname{Im} \lambda^{n} \pi\right|}=0$ and $\delta_{i}(x, \lambda), i=1,2,3,4$ is integrable over $[0, \pi]$ for each value of the parameter $\lambda$. From the expression of $s(x, \lambda)$ we immediately have that if $\operatorname{Im} \lambda^{n}=0$ then $s\left(f_{j}, \lambda\right)=\lambda^{-n} \delta_{j}(\lambda)$ with $\delta_{j}(\lambda \rightarrow 0)$ as $|\lambda| \rightarrow+\infty$. Consequently, from the equation (14) we have

$$
\begin{aligned}
\sum_{j=0}^{2 n-1} \lambda^{j} \delta_{j}(\lambda) & =\sum_{j=0}^{n-1}\left(a_{j}^{(1)} a_{22}-a_{j}^{(2)} a_{12}\right) \lambda^{n+j} \\
& +\sum_{j=0}^{n-1}\left(a_{j}^{(1)} a_{23}-a_{j}^{(2)} a_{13}\right) \lambda^{n+j} s(\pi, \lambda)+\sum_{j=0}^{n-1}\left(a_{j}^{(1)} a_{24}-a_{j}^{(2)} a_{14}\right) \lambda^{n+j} s^{\prime}(\pi, \lambda) .
\end{aligned}
$$

Now taking into our account equations (15) and (16) again for the entire functions $s(\pi, \lambda)$ and $s^{\prime}(\pi, \lambda)$ we obtain
$a_{j}^{(1)} a_{22}-a_{j}^{(2)} a_{12}=a_{23}-a_{j}^{(2)} a_{13}=a_{24}-a_{j}^{(2)} a_{14}=0, j=0,1, \ldots, n-1$.

Hence it is obtained that
$s\left(f_{j} \lambda\right)=0, j=0,1, \ldots, 2 n-1$.

Using the integral expressions of the solution $s(x, \lambda)$ and the definition of $s\left(f_{j}, \lambda\right)$ we find that equalities (17) are equivalent to

$$
\int_{0}^{\pi} f_{j}(t) e^{i \lambda^{n} t} d t-\int_{-\pi}^{0} f_{j}(-t) e^{i \lambda^{n} t} d t+\int_{-\pi}^{+\infty} e^{i \lambda^{n} t} d t \int_{-t}^{+\infty} f_{j}(x) K(x, t) d x=0
$$

where $K(x,$.$) is summable function on the interval (-\pi,+\infty)$ for each $x \in[0, \pi]$. From the last equality we find the equations

$$
\left\{\begin{array}{c}
-f_{j}(-t)+\int_{-t}^{+\infty} f_{j}(x) K(x, t) d x=0, \text { if }-\pi<t<0, \\
f_{j}(t)+\int_{-t}^{+\infty} f_{j}(x) K(x, t) d x=0, \text { if } 0<t<\pi, \\
\int_{-t}^{+\infty} f_{j}(x) K(x, t) d x, \text { if } t>\pi
\end{array}\right.
$$

which imply that $F(x)=0$ almost everywhere in $L_{2}^{2 n}(0, \pi)$. Hence we have proved the following theorem.

Theorem 2.5. The system of eigenfunctions and associated eigenfunctions of the boundary value problem (1)-(2) is $2 n$-fold complete in the space $L_{2}(0, \pi)$.

## ASYMPTOTIC FORMULAS FOR THE EIGENVALUES OF THE BOUNDARY VALUE PROBLEM

Consider the characteristic equation
$\Delta(\lambda)=0, \lambda \in S_{m}$,
where
$\Delta(\lambda)=d_{12}+d_{34} s(\pi, \lambda)+d_{14} s^{\prime}(\pi, \lambda)+d_{32} c(\pi, \lambda)+d_{42} c^{\prime}(\pi, \lambda)$,
which is examining for the cases shown in the formula (12). We will consider these cases separately.

Case 1. Let $d_{42} \neq 0$. In this case
$\Delta(\lambda)=-d_{42} \lambda^{n} \sin \lambda^{n} \pi+\lambda^{n} e^{\left|\operatorname{Im} \lambda^{n} \pi\right|} \varepsilon_{1}(\lambda), \lim _{|\lambda \rightarrow+\infty|} \varepsilon_{1}(\lambda)=0$
and as an unboundly extending contours we can choose the circles
$D_{k}=\left\{\lambda:|\lambda|=\sqrt[n]{k+\frac{1}{2}}\right\}, k=0,1,2, \ldots$
on which the inequality (13) is satisfied. From here we conclude that there exists the constant $C>0$ such that
$\left|\Delta(\lambda)+d_{42} \lambda^{n} \sin \lambda^{n} \pi\right| \leq C|\lambda|^{n-1} e^{\operatorname{Im} \lambda^{n} \pi \mid}$
is satisfied for sufficiently large $|\lambda|$. In particular, the inequality (19) is satisfied on $D_{k}$ for sufficiently large $k$.

Fix a real number $\varepsilon>0\left(0<\varepsilon<\frac{\pi}{2}\right)$ and consider the angular domains

$$
S_{\varepsilon}^{(m)}=\left\{\lambda: \frac{m \pi}{n}+\frac{\varepsilon}{n} \leq \arg \lambda \leq \frac{(m+1) \pi}{n}-\frac{\varepsilon}{n}\right\}, m=\overline{0,2 n-1} .
$$

When $\lambda \in S_{\varepsilon}^{(m)}$ and $\lambda$ has sufficiently large module the inequality

$$
\begin{equation*}
\left|\lambda^{n} \sin \lambda^{n} \pi\right|>\frac{|\lambda|^{n}}{4} e^{\operatorname{Im} \lambda^{n} \pi \mid} \tag{20}
\end{equation*}
$$

easily can be verified. Therefore from the estimates (19) and (20) we conclude that

$$
\begin{equation*}
\left|\Delta(\lambda)+d_{42} \lambda^{n} \sin \lambda^{n} \pi\right|<\left|d_{42} \lambda^{n} \sin \lambda^{n} \pi\right| \tag{21}
\end{equation*}
$$

in the domain $S_{\varepsilon}^{(m)} \cap\{\lambda:|\lambda|>\mathbb{R}\}$, where $\mathbb{R}>0$ is sufficiently large number. Now the inequality (21) implies that there is not any zero of the function $\Delta(\lambda)$ in the domain $S_{\varepsilon}^{(m)} \cap\{\lambda:|\lambda|>\mathbb{R}\}$. Hence, by the uniqueness theorem of analytical functions there may be at most a finite number of zeros of the function $\Delta(\lambda)$ in the domain $S_{\varepsilon}^{(m)}$. Consequently, we can claim that for sufficiently large $|\lambda|$, where $\lambda \in S_{\varepsilon}^{(m)}$, the zeros of the function $\Delta(\lambda)$ may be concentrated near by the rays $\arg \lambda=\frac{m \pi}{n}$ and $\arg \lambda=\frac{(m+1) \pi}{n}, m=\overline{0,2 n-1}$. Moreover, since for sufficiently large $k$ we have
$\left|\lambda^{n} \sin \lambda^{n} \pi\right|>\frac{|\lambda|^{n}}{4} e^{-\pi} e^{\left|\operatorname{Im} \lambda^{n} \pi\right|}$
on the arcs $D_{k} \cap\left(S_{m} \backslash S_{\varepsilon}^{(m)}\right)$ then the inequality (21) also takes place on the circles $D_{k}$ for large values of the integer $k$. Applying the Rouche's theorem we obtain that the number of zeros in $D_{k}$ of the function $\Delta(\lambda)$ is equal to the number of zeros of the function $\lambda^{n} \sin \lambda^{n} \pi$. Since the function $\lambda^{n} \sin \lambda^{n} \pi$ has $2 n$ series of zeros inside the circle $D_{k}$ then the zeros of $\Delta(\lambda)$ consists of $2 n$ series with $k+1$ zeros in each series and $m^{t h}(m=\overline{0,2 n-1})$ seriés is concentrated near by the ray $\arg \lambda=\frac{m \pi}{n}$. By the argument similar previous we can show that the function $\Delta(\lambda)$ has exactly $2 n+1$ zeros inside the ring $\sqrt[n]{k-\frac{1}{2}} \leq|\lambda| \leq \sqrt[n]{k+\frac{1}{2}}$ and each zero belongs to the different series. Consequently, we can arrange the eigenvalues of the problem (1)-(2) in sequel by the series:
$\lambda_{1, m}, \lambda_{2, m}, \ldots, \lambda_{s, m}, \ldots ;\left|\lambda_{s, m}\right|<\left|\lambda_{s+1, m}\right|$.

Now let us solve asymptotically the eigenvalue equation $\Delta(\lambda)=0$ in the sector $T_{\varepsilon}^{(m)}=\left\{\lambda:\left|\arg \lambda=\frac{m \pi}{n}\right|<\frac{\varepsilon}{n}\right\}$. Using asymptotic expressions of the functions $s(x, \lambda)$, $s^{\prime}(x, \lambda), c(x, \lambda), c^{\prime}(x, \lambda)$ (Agamaliyev and Nabiyev, 2005) we can reduce the equation $\Delta(\lambda)=0$ in the following asymptotical form:
$e^{2 i \lambda^{n} \pi}=\frac{1+\sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(2)}+\lambda^{-n} d_{42}^{-1} i\left(d_{31}+d_{14}\right)+o\left(\lambda^{-n}\right)}{1-\sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(1)}}, \lambda \in S_{2 v}$
and

$$
\begin{equation*}
e^{-2 i \lambda^{n} \pi}=\frac{1-\sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(1)}-\lambda^{-n} d_{42}^{-1} i\left(d_{31}+d_{14}\right)+o\left(\lambda^{-n}\right)}{1+\sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(1)}}, \lambda \in S_{2 v+1}, \tag{24}
\end{equation*}
$$

where $\gamma_{k}=2^{-\frac{k}{n}} e^{\frac{i \pi k}{2 n}}, a_{k}^{(i)}=a_{k}^{(i)}(\pi)(i=1,2)$ are constant related with integrals of the functions $q_{0}(x), q_{1}(x), \ldots, q_{n-1}(x)$ :

$$
\begin{aligned}
a_{0}^{(i)}(x) & =\gamma_{n-1} \int_{0}^{x} q_{n-1}(s) d s, a_{k}^{(i)}(x) \\
& =\gamma_{n-k-1} \int_{0}^{x} q_{n-k-1}(s) d s+(-1)^{i} \sum_{p=1}^{k} \gamma_{n-p} \int_{0}^{x} q_{n-p}(s) a_{n-p}^{(i)}(s) d s, \\
k & =\overleftarrow{1, n-1 .} .
\end{aligned}
$$

Finally, solving asimptoticaly the equations (23) and (24) we obtain the following asymptotic formulas for the series of eigenvalues of the boundary value problem(1)-(2):

$$
\begin{equation*}
\lambda_{k, m}=e^{\frac{i m \pi}{n}} \sqrt[n]{k}+\sum_{j=1}^{n} \frac{a_{j}^{(m)}}{k^{1+\frac{j-1}{n}}}+o\left(\frac{1}{k^{1+\frac{n-1}{n}}}\right), k \rightarrow+\infty, m=0,1, \ldots, 2 n-1 . \tag{25}
\end{equation*}
$$

Here $a_{j}^{(m)}$ are some constants not depending on $k$.
Case 2. Let $d_{42}=0, d_{32}+d_{14} \neq 0$. In this case the equation $\Delta(\lambda)=0$ can be written in the asymptotical form
$\Delta(\lambda)=h_{1} \cos \lambda^{n} \pi+h_{2}+e^{\left|\operatorname{Im} \lambda^{n} \pi\right|} \varepsilon_{2}(\lambda), \lim _{|\lambda \rightarrow+\infty|} \varepsilon_{2}(\lambda)=0$,
where $h_{1}=d_{14}+d_{32}, h_{2}=d_{12}+d_{34}$.
As an unboundly extending contours we can choose the circles

$$
\begin{gathered}
D_{k 1}=\{\lambda:|\lambda|=\sqrt[n]{k}\}, k=0,1,2, \ldots \text { if } \theta=\pi^{-1} \arccos \left(-\frac{h_{2}}{h_{1}}\right) \neq 0, \\
D_{k 2}=\{\lambda:|\lambda|=\sqrt[n]{2 k+1}\}, k=0,1,2, \ldots \text { if } \theta=0, \\
D_{k 2}=\{\lambda:|\lambda|=\sqrt[n]{2 k}\}, k=0,1,2, \ldots \text { if } \theta=1
\end{gathered}
$$

on which the inequality (13) is satisfied. By the similar arguments as in the Case 1 using The Rouche's theorem we can show that there are infinitely many eigenvalues of the problem (1)-(2) and sufficiently large in module eigenvalues are replaced near by the rays $\arg \lambda=\frac{m \pi}{n}(m=\overline{0,2 n-1})$. Reducing the eigenvalue equation $\Delta(\lambda)=0$ to the form
$\cos \lambda^{n} \pi-\frac{1}{2 h_{1}} e^{i \lambda^{n} \pi} \sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(1)}+\frac{1}{2 h_{1}} e^{-i \lambda^{n} \pi} \sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(2)}+\frac{h_{2}}{h_{1}} \frac{\sin \lambda^{n} \pi}{\lambda^{n}} o\left(\lambda^{-n}\right) e^{\left|\operatorname{Im} \lambda^{n} \pi\right|}=0$
as in the Case 1 we solve the equation (26) asymptotically and get the following asymptotical formulas for the eigenvalue series $\lambda_{k, m}$ :
$\lambda_{k, m}=e^{\frac{i m \pi}{n}} \sqrt[n]{2 k}+\theta_{ \pm}+\sum_{j=1}^{n} \frac{b_{j}^{(m)}}{k^{1+\frac{j-1}{n}}}+o\left(\frac{1}{k^{1+\frac{n-1}{n}}}\right), k \rightarrow+\infty, m=0,1, \ldots, 2 n-1$
where $\theta= \pm \pi^{-1} \arccos \left(-\frac{h_{2}}{h_{1}}\right)=\frac{1}{i \pi} \operatorname{Ln}\left(-\frac{h_{2}}{h_{1}} \pm \sqrt{\left.\left(\frac{h_{2}}{h_{1}}\right)^{2}-1\right)}\right.$ and $b_{j}^{(m)}$ are some constants not depending on $k$.

Case 3. $d_{42}=d_{32}+d_{14}=0, d_{13} \neq 0$. In this case
$\Delta(\lambda)=h_{2}+d_{13} \lambda^{-n} \sin \lambda^{n} \pi+\lambda^{-n} e^{\left|\operatorname{Im} \lambda^{n} \pi\right|} \varepsilon_{3}(\lambda), \lim _{|\lambda \rightarrow+\infty|} \varepsilon_{3}(\lambda)=0$.

As an unboundedly extending contour we choose the circles $D_{k}$ if $h_{2}=0$ and the contours
$D_{k 3}=\cup_{v=0}^{n-1}\left[C^{(2 v)} \cup C^{(2 v+1)} \cup P^{(v)}\right]$ if $h_{2} \neq 0$.

Here

$$
\begin{gathered}
C^{(2 v)}=\left\{\lambda \in S_{2 v}:|\lambda|=\sqrt[n]{2 k+\frac{1}{2}-\gamma}\right\}, \\
C^{(2 v+1)}=\left\{\lambda \in S_{2 v+1}:|\lambda|=\sqrt[n]{2 k+\frac{1}{2}-\gamma}\right\}, \\
P^{(v)}=\left\{\lambda: \arg \lambda=\frac{(v+1) \pi}{n}, 2 k+\frac{1}{2}-\gamma \leq|\lambda| \leq 2 k+\frac{1}{2}+\gamma\right\} .
\end{gathered}
$$

By the same way and arguments as in the previous cases using the Rouche's theorem we can show that there are infinitely many eigenvalues of the problem (1)-(2) for this case and sufficiently large in module eigenvalues are replaced near by the rays $\arg \lambda=\frac{m \pi}{n}(m=\overline{0,2 n-1})$. The eigenvalue equation $\Delta(\lambda)=0$ can be written as

$$
\begin{equation*}
\frac{\sin \lambda^{n} \pi}{\lambda^{n}}-\frac{1}{2 i \lambda^{n}} e^{i \lambda^{n} \pi} \sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(1)}-\frac{1}{2 i \lambda^{n}} e^{-i \lambda^{n} \pi} \sum_{k=0}^{n-1} \frac{\gamma_{k+1}}{\lambda^{k+1}} a_{k}^{(2)}+\frac{h_{2}}{d_{13}}+o\left(\lambda^{-2 n}\right) e^{\left|\operatorname{Im} \lambda^{n} \pi\right|}=0 \tag{28}
\end{equation*}
$$

and as in the previous cases we solve the equation (28) asymptotically and obtain the following asymptotical formulas for the eigenvalue series $\lambda_{k, m}$ :

$$
\begin{equation*}
\lambda_{k, m}=e^{\frac{2 i m \pi}{n}} \sqrt[n]{k}+\sum_{j=1}^{n} \frac{c_{j}^{(m)}}{k^{1+\frac{j-1}{n}}}+o\left(\frac{1}{k^{1+\frac{n-1}{n}}}\right), k \rightarrow+\infty, m=0,1, \ldots, 2 n-1 \tag{29}
\end{equation*}
$$

if $h_{2}=0$ and

$$
\begin{equation*}
\lambda_{k, m}=e^{\frac{i m n}{n}}\left(\sqrt[n]{2 k}-\frac{1}{2 n} \frac{1}{(2 k)^{1-\frac{1}{n}}}-\frac{i}{n \pi} \frac{1}{(2 k)^{1-\frac{1}{n}}} \ln \left(2 k \frac{h_{2}}{d_{13}}+o\left(\frac{\ln k}{k}\right)\right)\right), k \rightarrow+\infty, m=\overline{0,2 n-1} \tag{30}
\end{equation*}
$$

if $h_{2} \neq 0$. In the formula (29) $c_{j}^{(m)}$ are some constants not depending on $k$.
Thus we have proved the following theorem.
Theorem 3.1. Boundary value problem (1)-(2) has infinite number of eigenvalues. The eigenvalues with sufficiently large modules are placed near by rays $\arg \lambda=\frac{m \pi}{n}(m=\overline{0,2 n-1})$ and for the $m^{t h}$ series of eigenvalues the asymptotic formulas (25), (27), (29)-(30) are satisfied.
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Stability Analysis of a Nonlinear Epidemic Model With Generalized Piecewise Constant Argument
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#### Abstract

The authors consider a nonlinear epidemic equation by modeling it with generalized piecewise constant argument (GPCA). The authors investigate invariance region for the considered model. Sufficient conditions guaranteeing the existence and uniqueness of the solutions of the model are given by creating integral equations. An important auxiliary result giving a relation between the values of the unknown function solutions at the deviation argument and at any time tis indicated. By using Lyapunov-Razumikhin method developed by Akhmet and Aruğaslanfor the differential equations with generalized piecewise constant argument (EPCAG), the stability of the trivial equilibrium is investigated in addition to the stability examination of the positive equilibrium transformed into the trivial equilibrium. Then sufficient conditions for the uniform stability and the uniform asymptotic stability of trivial equilibrium and the positive equilibrium are given.


## INTRODUCTION

In this chapter, the authors take a differential equation in population dynamics mentioned by Huang, Liu, and Fory's (2016) into account. The considered equation represents a generalization of the SIS model established by Cooke (1979). The authors develop this model with a GPCA since change between the GPCA can be arbitrarily chosen. Since the taken model has a nonlinear function with GPCA, the model and the examinations performed for it are remarkable. As the beginning of these examinations, invariance region for the considered equation with GPCA is investigated by the authors. Besides, the authors give sufficient conditions for the existence and uniqueness of the trivial equilibrium and the positive equilibrium of the proposed model. Next, the authors give sufficient conditions guaranteeing the existence and uniqueness of the solutions of the nonlinear epidemic model by creating integral equations. The authors indicate animportant auxiliary result giving a relation between the values of the unkown function at the deviation argument and at any time $t$ of the proposed model. By using Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009) for EPCAG, the authors investigate the stability of the trivial equilibrium for the considered nonlinear epidemic model with GPCA. Moreover, based on the theoretical results in the paper (Akhmet \& Aruğaslan, 2009), the authors investigate the stability of the positive equilibrium point by transforming it into the trivial equilibrium. Then, sufficient conditions for uniform stability and uniform asymptotic stability of the trivial equilibrium and the transformed positive equilibrium are given. Thus, the authors have reached the results depending on the parameters of the considered equation. During all these investigations, the nature of the solutions is evaluated within the biologically meaningful range $[0,1]$ as required by the examination performed for the positive invariance region.

## BACKGROUND

Differential equations are very valuable in understanding the real life problems since they allow the mathematical expression of the real phenomena. However, modeling of problems with ordinary differential equations is often not enough. Because, while problems are set up mathematically by neglecting the discontinuous effects, the models and thus the results of their qualitative analysis are far distance from the reality. This necessitated the introduction and development of the theory of differential equations with discontinuities. One type of equation developed as a result of this requirement is the differential equations with deviating arguments. Differential equations with deviating arguments host many classes of equations, such as functional differential equations, differential equations with delay, piecewise
constant argument and generalized piecewise constant argument. Differential equations in which the highest order derivative of the unknown function depends on the previous values of the unknown function are called delay differential equations. A delay differential equation is most fundamentally given by

$$
x^{\prime}(t)=f(t, x(t), x(t-\tau)) .
$$

Here, $\tau$ is the positive constant specified in the amount of delay, and it can be seen that the development of the state vector depends on the current time, the value of the state vector at this moment and also on the previous values of the process.

In the early 1980s, differential equations with piecewise constant argument which are in the class of delay differential equations are defined by Cooke and Wiener (1984) in the form of
$x^{\prime}(t)=f(t, x(t), x([t]))$.

The literature knowledge is intense for studies based on the transformation of such equations into discrete equations. While models are established by differential equations with piecewise constant argument, change between the arguments is constant and always one unit since the greatest integer function is taken as the deviation argument. However, this approach can contradict with the reality phenomenon. Because it is important to approach the fact of reality when establishing the real life problems. In the light of this idea, the theory of differential equations with deviating arguments have been developed over time. Differential equations with piecewise constant argument are generalized by Akhmet (2007a, 2007b) by taking an arbitrary piecewise constant function instead of the greatest integer function as deviation argument. In this way, differential equations with GPCA are given by the following equations

$$
x^{\prime}(t)=f(t, x(t), x(\beta(t))) \text { or } x^{\prime}(t)=f(t, x(t), x(\gamma(t))) .
$$

Piecewise constant functions $\beta(t)$ or $\gamma(t), t \in R$, taken as a deviation argument in such equations allow arbitrary choice of time intervals. Thus, models can be addressed closer to reality phenomenon and be considered with a better approach. The piecewise function $\beta(t)$ is defined by a real valued sequence $\left\{\theta_{i}\right\}, i \in Z$, such as $\left|\theta_{i}\right| \rightarrow \infty$ while $i \rightarrow \infty$, and it is assumed that $\beta(t)=\theta_{i}$ in the interval $t \in\left[\theta_{i}, \theta_{i+1}\right)$. If $\theta_{i}=i, i \in Z$, is chosen then the piecewise function $\beta(t)$ corresponds to the greatest integer function
[ $t$ ]. Moreover, the piecewise function $\gamma(t), t \in R$, is defined by real valued sequences $\left\{\theta_{i}\right\}$ and $\left\{\zeta_{i}\right\}, i \in Z$, such as $\theta_{i} \leq \zeta_{i} \leq \theta_{i+1}, i \in Z$. It is assumed that $\gamma(t)=\zeta_{i}$ in the interval $t \in\left[\theta_{i}, \theta_{i+1}\right)$. Generally, Akhmet has examined these equations by writing equivalent integral equations, and the studies on the qualitative analysis of the problems modeled with these equations is intense in the literature (Akhmet, 2008a, 2008b, 2010, 2011, 2014; Akhmet \& Aruğaslan, 2009; Akhmet, Aruğaslan, \& Yılmaz, 2010a, 2010b; Aruğaslan, 2009; Aruğaslan \& Cengiz, 2017, 2018). These studies provide important contributions to the investigations of stability and periodicity properties of the solutions of EPCAG. The literature on the investigation of differential equations with GPCA by transforming them into discrete equations is very rare. Due to the arbitrary choice of the piecewise constant functions, the discretization process converts a differential equation with GPCA into a nonautonomous discrete equation. In this respect, the results achieved by Aruğaslan and Güzel (2015) in the stability analysis for a logistic population model are noteworthy.

It is very important that the models are developed and handled with the best and most natural approach. Differential equations with deviation arguments allow us to realize this approach. In addition, the analysis of the qualitative characteristics of their solutions is very important for understanding the real life problems. However, it is difficult to analyze the dynamic structure of the models established with such discontinuous effects. Knowledge of the behavior of these structures is possible with the help of qualitative theory. Within this broad theory, methods that provide information about their solutions without having to solve such equations are very useful. Lyapunov-Razumikhin and Lyapunov-Krasovskii methods, which are developed in this direction and shed light on the stability analysis of the solutions, attract the attention of the scientific world. The basics of these methods are based on the second Lyapunov method (1949). These methods have been remarkable in the stability analysis of ecological, biological, epidemiological, mechanical, economic, financial, etc. models (Arnold \& Schmalfuss, 2001; Challamel \& Gilles, 2007; Gopalsamy \& Liu, 1998; Hahn, 1967; Korobeinikov, 2006; Michel \& Hu, 2000; Miller \& Michel, 1982). In Lyapunov method, analysis is carried out by establishing a function which provides certain features. Sometimes it is difficult to construct these functions, but the fact that we don't need exact solutions to analyze the behaviour of solutions attracts notice to the usefulness of the method. Moreover, since models are considered as more complex structures when established with deviation arguments, trying to reach the solutions of these structures brings many difficulties and problems with them. As a remedy, Lyapunov-Razumikhin (1956) and Lyapunov-Krasovskii (1963) methods developed respectively by Razumikhin and Krasovskii for functional differential equations made a great contribution to the world of science. In Lyapunov-Razumikhin method, the analysis is carried
out by constructing a function which provides certain features. Furthermore, the development of this method for differential equations with generalized piecewise constant argument by Akhmet and Aruğaslan (2009) has been a gain in scientific knowledge. Because stability analysis with other methods brings about more intensive operations and calculations for such equations. In Lyapunov-Krasovskii method, analysis is carried out by constructing a functional which provides certain features. The analyzes conducted with the help of these methods are extensively available in the literature.

The real processes established by differential equations allow the understanding of the nature of the problems encountered in many areas. In this respect, population dynamics is a branch of science which examines the biological problems in the mathematical framework. Moreover, differential equations with deviating arguments make the time delays caused by various biological factors mathematically visible on the models. It is very important to construct the structures that give proportional definitions of epidemic outbreaks, to perform their dynamical analysis and to control them. Because, considering the danger of outbreaks that could seriously affect the population and looking at the history, it is essential to ensure the control of public health and to analyze the behavioral characteristics of the emerging diseases in terms of mathematics. In this respect, considerable studies are required. Although it is important to determine the variables that define the epidemic perspective, it is essential to establish time-dependent changes of these variables well. Because, it is obvious that the spreading process of the disease will vary depending on the persons and their environment. This process can be severely affected by a situation in the past. Evaluating these effects is possible by differential equations with deviating argument, and with the help of the qualitative theory of the differential equations with deviating argument, information about the behavior of the models can be obtained. Therefore, efforts to build and develop models representing real processes, has been and continues to be an ongoing phenomenon for many years. From this perspective, the delayed SIS model

$$
\begin{equation*}
y^{\prime}(t)=b y(t-T)[1-y(t)]-c y(t) \tag{1}
\end{equation*}
$$

proposed by Cooke (1979) is notable. Here, $b, c$ are positive and constant parameters corresponding to infection and recovery rates, respectively. The proportion of humans in the community who are infectious at time $t$ and the proportion who are susceptible are denoted by $y(t)$ and $S(t)$, respectively. Then, Cooke (1979) takes $y(t)+S(t)=1$ by assuming that the infection in humans confers negligible immunity and does not result in death or isolation. At the end of this time expressed in this assumption, it is assumed that the vector can infect a susceptible human (Cooke, 1979; Huang
et al., 2016). Additionally, denote by $z(t)$ the number of infectious vectors in the community at time $t$ according to Cooke (1979). The population is evaluated in two classes: susceptible and infectious. This evaluation supports homogeneous mixing of the vector and human populations (Busenberg \& Cooke, 1980).

According to Cooke (1979), the Equation 1 with delay has representation of the proportion of infective individuals by considering the following assumptions arising from the dynamic of the spread of a communicable disease:

1. The infection is transmitted by a vector like mosquito to individuals.
2. The infection in the individual gives an immunity, but does not cause death or isolation.
3. The population is fixed without considering the change in births, deaths and immigration to the population.
4. When a susceptible vector is infected by a person, there is a fixed time $T$ during which the infectious agent develops in the vector. At the end of this time, the vector can infect a susceptible human.
5. Human and vector populations have a homogeneous mixing.
6. The rate of recovery of infected people is positive constant c.
7. The vector population is very large and $z(t)$ is simply proportional to $y(t-T)$.
8. The infection is transmitted by a vector like mosquito to individuals.

In the light of above descriptions and assumptions, the multiple of $S(t) z(t)$ means the number of new infections per unit time, and so the time-dependent change of the proportion of infectious humans in the community is expressed by the differential equation (1) (Cooke, 1979).

Additionally, Huang et al. (2016) proposed the following equation

$$
x^{\prime}(t)=f(1-x(t), x(t-\tau))-c x(t), c>0
$$

which is a generalization of the nonlinear epidemic model (1). They investigated the global stability for equilibrium points of this equation by constructing appopriate Lyapunov functionals. In the related paper, Huang et al. (2016) give the assumptions on $f$ for the existence and uniqueness of the trivial and positive equilibriums.

As the subject of the present chapter, the authors propose a differential equation in population dynamics by modeling it with GPCA. In other words, the following equation

$$
x^{\prime}(t)=f(1-x(t), x(\beta(t)))-c x(t)
$$

is considered by developing the model with EPCAG which is introduced by Akhmet (2007a, 2007b). Due to the considered model, the analyzes performed in this chapter will shed light on the behavior of many epidemic models. Moreover, it is considerable that the present chapter addresses a stability examination with the help of Lyapunov-Razumikhin method for EPCAG (Akhmet \& Aruğaslan, 2009; Aruğaslan, 2009). Because, this method requires less operations and calculations than other methods developed for stability analysis in the literature, and makes it easier to reach the desired results, as can be understood by the examination of the chapter. As a result, the analysis of models with complex structure and strong discontinuity effects can be easier by Lyapunov-Razumikhin method introduced for EPCAG (Akhmet \& Aruğaslan, 2009).

## MAIN FOCUS OF THE CHAPTER

Let $R, N_{0}$ and $R^{+}$be the sets of all real numbers, non-negative integers and nonnegative real numbers, respectively, i.e., $R=(-\infty, \infty), N_{0}=\{1,2, \ldots\}$ and $R^{+}=[0, \infty)$. Denote the $n$-dimensional real space by $R^{n}, n \in N$. Fix a real-valued sequence $\left\{\theta_{i}\right\}$, $i \in N_{0}$ such that $0=\theta_{0}<\theta_{1}<\ldots<\theta_{i}<\ldots$ with $\theta_{i} \rightarrow \infty$ as $i \rightarrow \infty$. In the present chapter, the authors propose a differential equation in population dynamics by modelling it with GPCA. In this context, the authors consider the following model

$$
\begin{equation*}
x^{\prime}(t)=f(1-x(t), x(\beta(t)))-c x(t) . \tag{2}
\end{equation*}
$$

In model (2), $c$ is a positive and constant parameter corresponding to recovery rates. This equation has a representation of the proportion of infective individuals by considering the expressions and the assumptions (A)-(H) in the Background above. Here, $x \in R, t \in R^{+}, \beta(t)=\theta_{i}$ if $t \in\left[\theta_{i}, \theta_{i+1}\right), i \in N_{0}$. For the sequence $\left\{\theta_{i}\right\}$, $i \in N_{0}$, let $0 \leq \theta_{i}<\theta_{i+1}$ for all $i \in N_{0}$ and $\theta_{i} \rightarrow \infty$ as $i \rightarrow \infty$. Let us assume without loss of generality that $\theta_{i}<t_{0} \leq \theta_{i+1}$ for some $i \in N_{0}$. Let $\mathcal{D}$ be a subset of the product $R \times R$ and let us assume $f: \mathcal{D} \rightarrow R$ to be of class $\boldsymbol{C}^{1}(\mathcal{D})$.

Basically, the authors investigate uniform stability and uniform asymptotic stability of the trivial equilibrium and the positive equilibrium by using Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009) for EPCAG. Before the stability examinations, the authors indicate an important auxiliary result giving a relation between the values of the unknown function solutions at the deviation argument $\beta(t)$ and any time $t$ of the proposed model. This auxiliary result is useful in the proofs of the stability theory based on Lyapunov-Razumikhin method. Next, the authors
give sufficient conditions guaranteeing the existence and uniqueness of the solutions of the considered model by creating integral equation. Based on the results in the paper (Akhmet \& Aruğaslan, 2009; Aruğaslan, 2009), the authors investigate the stability of the trivial equilibrium and the positive equilibrium after transforming it into the trivial equilibrium. Then, sufficient conditions for uniform stability and uniform asymptotic stability of the trivial equilibrium and the transformed positive equilibrium are given. Thus, the authors have reached the results depending on the parameters of the considered equation. During all these investigations, the nature of the solutions is evaluated within the biologically meaningful range $[0,1]$ as required by the examination performed for the positive invariance region. Therefore, before these investigations, invariance region for the equation (2) with GPCA is investigated. Besides, the authors express sufficient conditions for the existence and uniqueness of the trivial equilibrium and the positive equilibrium of (2) by considering the nonlinear function $f$ with GPCA in (2).

For these purposes, the following assumptions will be needed throughout the chapter:
(A1) there exists a positive number $\bar{\theta}$ such that $\theta_{i+1}-\theta_{i} \leq \bar{\theta}, i \in N_{0}$;
(A2) $f(u, v) \in \boldsymbol{C}(\mathcal{D}), \mathcal{D}=R \times R$, is a real-valued function, and let $f: \mathcal{D} \rightarrow R$ be of class $\boldsymbol{C}^{1}(\mathcal{D})$;
(A3) $f(u, v) \geq 0$ for any $u, v \in[0,1]$ and $f(0, v)<c$ for any $v \in[0,1]$;
(A4) $f(u, 0)=0$ for any $u \in[0,1]$;
(A5) $f_{v}(1,0)>c$ for the function $f(u, v), u, v \in[0,1]$;
(A6) $f_{u}(1,0)+f_{v}(1,0)>c$ and $f_{u u}(u, v)+2 f_{u v}(u, v)+f_{v v}(u, v)<0$ for any $u, v \in[0,1]$;
(A7) $f(u, v)$ satisfies the condition

$$
\left|f\left(u_{1}, v_{1}\right)-f\left(u_{2}, v_{2}\right)\right| \leq \ell\left(\left|u_{1}-u_{2}\right|+\left|v_{1}-v_{2}\right|\right)
$$

for all $t \in R^{+}$and $u_{i} v_{i} \in[0,1], i=1,2$, where $\ell>0$ is a Lipschitz constant;
(A8) $\bar{\theta}\left(\ell+(\ell+c)(1+\bar{\theta} \ell) e^{\bar{\theta}(\ell+c)}\right)<1$;
(A9) $\bar{\theta}(3 \ell+c) e^{(\ell+c) \bar{\theta}}<1$;
(A10) $2 \ell \leq c$.

It is obvious that $x^{*}=0$ is an equilibrium point of (2) while $f$ satisfies (A4) (Huang et al., 2016). The conditions (A3)-(A5) and (A6) are required for the existence and uniqueness of the positive equilibrium, respectively, similar to the results given by

Huang et al. (2016). Detailed information related to these assumptions can be found in paper (Huang et al., 2016) and by Lemma 2 given below.

Now, let us describe the crucial sets of functions:

$$
\begin{aligned}
& \mathcal{K}=\left\{a \in C\left(R^{+}, R^{+}\right): a \text { is strictly increasing and } a(0)=0\right\}, \\
& \mathcal{M}=\left\{d \in C\left(R^{+}, R^{+}\right): d(0)=0, d(s)>0 \text { for } s>0\right\},
\end{aligned}
$$

which will be used in the stability examinations.
In order to investigate stability of the positive equilibrium of the nonlinear epidemic equation (2) with the help of Lyapunov-Razumikhin method (Akhmet \& Aruğaslan, 2009), the positive equilibrium point $x^{*}>0$ of (2) is transformed into the trivial equilibrium by $y=x-x^{*}$, then the following equation is reached:

$$
\begin{equation*}
y^{\prime}(t)=f\left(1-y(t)-x^{*}, y(\beta(t))+x^{*}\right)-c y(t)-c x^{*} . \tag{3}
\end{equation*}
$$

The definitions related to solutions of the nonlinear epidemic models (2) and (3) are given by Definition 1 and Definiton 2, respectively.

Definiton 1 A function $x(t)$ is a solution of (2) on $R^{+}$if:

1. $x(t)$ is continuous on $R^{+}$;
2. the derivative $x^{\prime}(t)$ exists for $t \in R^{+}$with the possible exception of the points $\theta_{i}, i \in N_{0}$, where one-sided derivatives exist;
3. equation (2) is satisfied by $x(t)$ on each interval $\left(\theta_{i}, \theta_{i+1}\right), i \in N_{0}$, and it holds for the right derivative of $x(t)$ at the points $\theta_{i}, i \in N_{0}$.
Definiton 2 A function $y(t)$ is a solution of (3) on $R^{+}$if:
4. $y(t)$ is continuous on $R^{+}$;
5. the derivative $y^{\prime}(t)$ exists for $t \in R^{+}$with the possible exception of the points $\theta_{i}, i \in N_{0}$, where one-sided derivatives exist;
6. equation (3) is satisfied by $y(t)$ on each interval $\left(\theta_{i}, \theta_{i+1}\right), i \in N_{0}$, and it holds for the right derivative of $y(t)$ at the points $\theta_{i}, i \in N_{0}$.

Basic aim of the chapter is to investigate stability of the trivial equilibrium and the positive equilibrium for the proposed model (2) with GPCA. Accordingly, chapter is organized as follows: First section gives the results concerning the positive invariance of the solutions of (2). So, the invariance region of the solutions of (3)
becomes obvious. In second section, important auxiliary results for (2) are indicated by Lemma 3 and Lemma 4 . These results give a relation between the values of the unknown function at the deviation argument $\beta(t)$ and any time $t$ of the models (2) and (3). Then, Section 3 addresses sufficient conditions guaranteeing the existence and uniqueness of the solutions of the models (2) and (3), by creating integral equations. Next, by using Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009) for EPCAG, stability of the trivial equilibrium and the positive equilibrium for (2) with GPCA is investigated in Section 4. Then, sufficient conditions for the uniform stability are given by Theorem 4 and Theorem 5. Moreover, sufficient conditions for uniform asymptotic stability of the trivial equilibrium and the positive equilibrium of (2) are obtained as seen in Theorem 6 and Theorem 7. The results depending on the parameters of the taken equation have been reached.

## The Positive İnvariance for the Solutions of (2)

Now, positive invariance for (2) shall be investigated. So, the results concerning positive invariance for (2) is given by the lemma and the theorems below. So, this results give an information about the invariance region of the solutions for (3). Take only solutions $x(t)$ with $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Lemma 1 The equation (2) with $x\left(\theta_{0}\right)=x_{0}$ is equivalent to the following integral equation

$$
\begin{equation*}
x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} f(1-x(s), x(\beta(s))) d s, t \in\left[\theta_{0}, \alpha\right) \tag{4}
\end{equation*}
$$

Proof: Necessity. Let $x(t)$ be the solution of (2) with $x\left(\theta_{0}\right)=x_{0}$. Based on Definition 1 ,(4) satisfies the equation (2) on each interval $\left[\theta_{i}, \theta_{i+1}\right), i \in N_{0}$.For $t \in\left[\theta_{0}, \theta_{1}\right)$, the solution is
$x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} f(1-x(s), x(\beta(s))) d s$.

Letting $t \rightarrow \theta_{1}$, by the continuity of the solutions, it is obtained that

$$
x_{1}=x\left(\theta_{1}\right)=e^{-c\left(\theta_{1}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{1}} e^{-c\left(\theta_{1}-s\right)} f(1-x(s), x(\beta(s))) d s
$$

Therefore, (4) holds on $\left[\theta_{0}, \theta_{1}\right]$. Assume that (4) is valid on the interval $\left[\theta_{0}, \theta_{k}\right]$ for some $k \geq 1$, with the initial condition
$x_{k}=x\left(\theta_{k}\right)=e^{-c\left(\theta_{k}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{k}} e^{-c\left(\theta_{k}-s\right)} f(1-x(s), x(\beta(s))) d s$.

Then, for $t \in\left[\theta_{k}, \theta_{k+1}\right)$, it is true that

$$
\begin{aligned}
& x(t)=e^{-c\left(t-\theta_{k}\right)} x_{k}+\int_{\theta_{k}}^{t} e^{-c(t-s)} f(1-x(s), x(\beta(s))) d s=e^{-c\left(t-\theta_{k}\right)} e^{-c\left(\theta_{k}-\theta_{0}\right)} x_{0} \\
& +e^{-c\left(t-\theta_{k}\right)} \int_{\theta_{0}}^{\theta_{k}} e^{-c\left(\theta_{k}-s\right)} f(1-x(s), x(\beta(s))) d s+\int_{\theta_{k}}^{t} e^{-c(t-s)} f(1-x(s), x(\beta(s))) d s \\
& =e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} f(1-x(s), x(\beta(s))) d s
\end{aligned}
$$

Letting $t \rightarrow \theta_{k+1}$, it can be seen that

$$
x_{k+1}=x\left(\theta_{k+1}\right)=e^{-c\left(\theta_{k+1}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{k+1}} e^{-c\left(\theta_{k+1}-s\right)} f(1-x(s), x(\beta(s))) d s
$$

Thus, (4) holds on $\left[\theta_{0}, \theta_{k+1}\right]$. Based on the induction method, the result can be observed for all $t \geq \theta_{0}$.

Sufficiency. Let $x(t)$ be the solution of (2). Fix $i \in N_{0}$ and consider the interval $\left[\theta_{i}, \theta_{i+1}\right)$. Differentiating (4), it can be seen that $x(t)$ satisfies (2). Letting $t \rightarrow \theta_{i}$ from right and considering that $x(\beta(t))$ is a right continuous function, it is seen that $x(t)$ satisfies (2) on $\left[\theta_{i}, \theta_{i+1}\right)$.

Theorem 1 If $x:\left[\theta_{0}, \alpha\right) \rightarrow R$ is a solution of (2) for $\theta_{0}<t<\theta_{i+1} \leq \alpha$ satisfying the initial condition $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$ and (A3) holds, then the set $\Omega=\{x \in R: 0 \leq x \leq 1\}$ is positively invariant for (2).
Proof: Let us assume without loss of generality that $\theta_{i}<t_{0} \leq \theta_{i+1}$ for some $i \in N_{0}$. Let $x(t):\left[\theta_{0}, \alpha\right) \rightarrow R$ be a solution of (2) through the initial condition $x\left(\theta_{0}\right)=x_{0}$ satisfying $0 \leq x_{0} \leq 1$. Then, the solution of (2) is equivalent to the following integral equation

$$
x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} f(1-x(s), x(\beta(s))) d s, t \in\left[\theta_{0}, \alpha\right)
$$

Now, assume that there exists a $\bar{t}$ such that $0 \leq \theta_{0} \leq \bar{t} \leq \alpha$ and $x(\bar{t})=0$. Hence, by (A3),

$$
x^{\prime}(\bar{t})=f\left(1-x(\bar{t}), x_{0}\right)-c x(\bar{t})=f\left(1, x_{0}\right) \geq 0
$$

is found, which means that $x(t)$ does not exceed the value $x=0$. Thus, $x(t)$ satisfies $0 \leq x(t)$ for all t in $\left[\theta_{0}, \alpha\right)$ while $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Next, assume that there exists a $\bar{t}$ such that $0 \leq \theta_{0} \leq \bar{t} \leq \alpha$ and $x(\bar{t})=1$. Hence, by (A3),
$x^{\prime}(\bar{t})=f\left(1-x(\bar{t}), x_{0}\right)-c x(\bar{t})=f\left(0, x_{0}\right)-c<c-c=0$
is found, which means that $x(t)$ does not exceed the value $x=1$. Thus, $x(t)$ satisfies $x(t) \leq 1$ for all t in $\left[\theta_{0}, \alpha\right)$ while $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Thus, it is seen that $x(t)$ satisfies $0 \leq x(t) \leq 1$ for all $t$ in $\left[\theta_{0}, \alpha\right)$ while $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.
Since (3) is reached by a linear tranformation of (2), the set $\Omega^{*}=\left\{y \in R:-x^{*} \leq y \leq 1-x^{*}\right.$, $\left.-x^{*}>0\right\}$ obviously shows the invariance region for (3).

Lemma 2 gives sufficient conditions for the existence and uniqueness of the positive equilibrium of (2).

Lemma 2 Let the conditions (A2)-(A6) hold true. Then, the equation (2) has a positive equilibrium $x^{*}>0$ in $\Omega$.
Proof: Define the following function $g(u, v)=f(u, v)-c(1-u)$ or $g(v)=f(1-v, v)-c v$ for any $v \in[0,1]$.

It can be seen that $g(0)=0$ and $g(1)<0$ by the assumption (A3). Based on these values, there exists a positive equilibrium point if $g(v)>0$ is valid for $v \in(0, \delta), 0<\delta<1$. Moreover, it is obtained that

$$
\lim _{v \rightarrow 0^{+}} \frac{g(v)}{v}=\lim _{v \rightarrow 0^{+}} \frac{f(1-v, v)}{v}-c=\lim _{v \rightarrow 0^{+}} \frac{f(1-v, v)-f(1-v, 0)}{v}-c=f_{v}(1,0)-c .
$$

Thus, by (A5), it is seen that $f_{v}(1,0)>c$ and then $\frac{g(v)}{v}>0$. Hence, there exists a positive number $v^{*}$ in $(\delta, 1]$ satisfying $g\left(v^{*}\right)=0$.

Besides, geometrically, sufficient conditions for uniquness of the positive equilibrium point can be determined by assuming that the function $g$ is concave for $\forall v \in(0,1)$ and strictly increasing at $v=0$. In detail, this assumption gives $f_{u u}(u, v)+2 f_{u v}(u, v)+f_{v v}(u, v)<0$. Besides, it is known that $g$ is a continuous function on $[0,1]$ and is differentiable on $(0,1)$. So, assume that the function $g$ has not an inflection point for $v \in(0,1)$. For this aim, it is sufficient to take $g^{\prime \prime}(v)<0$ which does not contradict with the concavity, and to take $f_{u}(1,0)+f_{v}(1,0)>c$.

## The Auxiliary Results for the Solutions of (2)

Now, the lemmas given for the nonlinear epidemic model (2) contain an auxiliary result which is crucial for the proof of stability analysis in the sense of LyapunovRazumikhin method.

Lemma 3 Let the assumptions (A1)-(A4), (A7) and (A8) be satisfied. Then, the following inequality

$$
\begin{equation*}
x(\beta(t)) \leq \boldsymbol{F}_{1} x(t) \tag{5}
\end{equation*}
$$

holds for (2) and for all $t \geq 0, x \in \Omega$, where $\boldsymbol{h}_{1}=\left\{1-\bar{\theta}\left(\ell+c(1+\bar{\theta} \ell) e^{\bar{\theta} c}\right)\right\}^{-1}$.
Proof: Let us fix $t \in R^{+}$. Then there exists $k \in N_{0}$ such that $t \in\left[\theta_{k}, \theta_{k+1}\right)$. The solution $x(t)$ of (2) is equivalent to the integral equation

$$
x(t)=x\left(\theta_{k}\right)+\int_{\theta_{k}}^{t}\left(f\left(1-x(s), x\left(\theta_{k}\right)\right)-c x(s)\right) d s, t \in\left[\theta_{k}, \theta_{k+1}\right)
$$

and thus, by adding the term $f(1-x(s), 0)$ due to the condition (A4), it can be written as

$$
\begin{aligned}
|x(t)| & =x(t) \leq\left|x\left(\theta_{k}\right)\right|+\int_{\theta_{k}}^{t}\left|f\left(1-x(s), x\left(\theta_{k}\right)\right)-c x(s)-f(1-x(s), 0)\right| d s \\
& \leq x\left(\theta_{k}\right)+\int_{\theta_{k}}^{t}\left(\left|f\left(1-x(s), x\left(\theta_{k}\right)\right)-f(1-x(s), 0)\right|+c x(s)\right) d s \\
& \leq x\left(\theta_{k}\right)+\int_{\theta_{k}}^{t}\left(\ell x\left(\theta_{k}\right)+c x(s)\right) d s \leq x\left(\theta_{k}\right)(1+\bar{\theta} \ell)+\int_{\theta_{k}}^{t} c x(s) d s
\end{aligned}
$$

Based on the Gronwall-Bellman Lemma and then the condition (A1), the following inequality
$x(t) \leq x\left(\theta_{k}\right)(1+\bar{\theta} \ell) e^{\left(t-\theta_{k}\right) c} \leq x\left(\theta_{k}\right)(1+\bar{\theta} \ell) e^{\bar{\theta} c}$
is obtained. Besides, for $t \in\left[\theta_{k}, \theta_{k+1}\right)$, it can be written
$x\left(\theta_{k}\right)=x(t)-\int_{\theta_{k}}^{t}\left(f\left(1-x(s), x\left(\theta_{k}\right)\right)-c x(s)\right) d s$.

The last equality gives

$$
\begin{aligned}
& \left|x\left(\theta_{k}\right)\right|=x\left(\theta_{k}\right) \leq|x(t)| \\
& +\int_{\theta_{k}}^{t}\left|f\left(1-x(s), x\left(\theta_{k}\right)\right)-c x(s)-f(1-x(s), 0)\right| d s \leq x(t)+\int_{\theta_{k}}^{t}\left(c x(s)+\ell x\left(\theta_{k}\right)\right) d s .
\end{aligned}
$$

The inequality (6) leads to
$x\left(\theta_{k}\right) \leq x(t)+\bar{\theta}\left(c(1+\bar{\theta} \ell) e^{\bar{\theta} c}+\ell\right) x\left(\theta_{k}\right)$.

Then,
$x\left(\theta_{k}\right) \leq\left\{1-\bar{\theta}\left(\ell+c(1+\bar{\theta} \ell) e^{\bar{\theta} c}\right)\right\}^{-1} x(t)$.

It follows from the condition (A8) that the inequality (5) is true for $t \in\left[\theta_{k}, \theta_{k+1}\right)$. Hence, (5) holds for all $t \geq 0$.

Similarly, Lemma 4 gives an auxiliary result for (3).
Lemma 4 Let the assumptions (A1)-(A6), (A7) and (A8) be satisfied. Then, the following inequality

$$
\begin{equation*}
y(\beta(t)) \leq \boldsymbol{R}_{2} y(t) \tag{7}
\end{equation*}
$$

holds for (3) and for $y \in \Omega^{*}, t \geq 0$, where $\boldsymbol{h}_{2}=\left\{1-\bar{\theta}\left(\ell+(\ell+c)(1+\bar{\theta} \ell) e^{\bar{\theta}(\ell+c)}\right)\right\}^{-1}$.

## The Existence and Uniqueness of the Solutions

Now, sufficient conditions are given for the existence and uniqueness of the solutions of the nonlinear epidemic model (2) with GPCA.

Lemma 5 Let (A1)-(A3) and (A7)-(A9) be satisfied and $i \in N_{0}$ be fixed. Then for every $\left(\xi, x_{0}\right) \in\left[\theta_{i}, \theta_{i+1}\right] \times \Omega$, there exists a unique solution $x(t)=x\left(t, \xi, x_{0}\right)$ of (2) on $\left[\theta_{i}, \theta_{i+1}\right]$.
Proof: Existence. Fix $i \in N_{0}$ and assume without loss of generality that $\theta_{i} \leq \xi \leq \theta_{i+1}$. Define a norm $|x(t)|_{0}=\max _{\left[\theta_{i} ; \xi\right]}|x(t)|$. Take $x^{0}(t)=x^{0}$ and define a sequence

$$
x^{p+1}(t)=x^{0}+\int_{\xi}^{t}\left(f\left(1-x^{p}(s), x^{p}\left(\theta_{i}\right)\right)-c x^{p}(s)\right) d s, p \geq 0, t \in\left[\theta_{i}, \theta_{i+1}\right)
$$

Then, for $p=0$, it is obtained that

$$
\begin{align*}
\left|x^{1}(t)-x^{0}(t)\right|_{0} & =\left.\max _{\left[\theta_{i}, \xi\right]}\right|_{\xi} ^{t}\left(f\left(1-x^{0}(s), x^{0}\left(\theta_{i}\right)\right)-c x^{0}(s)\right) d s \mid \\
& =\max _{\left[\theta_{i}, \xi\right]} \int_{\xi}^{t}\left(f\left(1-x^{0}(s), x^{0}\left(\theta_{i}\right)\right)-c x^{0}(s)-f\left(1-x^{0}(s), 0\right)\right) d s \mid \\
& \leq \max _{\left[\theta_{i}, \xi\right]} \int_{\xi}^{t}\left(\left|f\left(1-x^{0}(s), x^{0}\left(\theta_{i}\right)\right)-f\left(1-x^{0}(s), 0\right)\right|+c\left|x^{0}(s)\right|\right) d s \mid \\
& \leq \max _{\left[\theta_{i}, \xi\right]}\left|\int_{\xi}^{t}\left(\ell\left|x^{0}\left(\theta_{i}\right)\right|+c\left|x^{0}(s)\right|\right) d s\right| \leq \bar{\theta}(\ell+c)\left|x^{0}\right| \leq \bar{\theta}(2 \ell+c) x^{0} . \tag{8}
\end{align*}
$$

Second, for $p=0$ and $p=1$, the following inequality is obtained:

$$
\begin{aligned}
\left|x^{2}(t)-x^{1}(t)\right|_{0} & \leq \max _{\left[\theta_{i}, \xi\right]}\left|\int_{\xi}^{t}\left(\left|f\left(1-x^{1}(s), x^{1}\left(\theta_{i}\right)\right)-f\left(1-x^{0}(s), x^{0}\left(\theta_{i}\right)\right)\right|+c\left|x^{1}(s)-x^{0}(s)\right|\right) d s\right| \\
& \leq \ell \bar{\theta}\left|x^{1}\left(\theta_{i}\right)-x^{0}\left(\theta_{i}\right)\right|+\max _{\left[\theta_{i}, \xi\right]}\left|\int_{\xi}^{t}(\ell+c)\right| x^{1}(s)-x^{0}(s)|d s| .
\end{aligned}
$$

By (8), it is seen that

$$
\left|x^{2}(t)-x^{1}(t)\right|_{0} \leq(2 \ell+c) \bar{\theta} \bar{\theta}(2 \ell+c) x^{0}=(\bar{\theta}(2 \ell+c))^{2} x^{0} .
$$

Similarly, for $p=1$ and $p=2$ for $p=2$ and $p=3, \ldots,\left|x^{p+1}(t)-x^{p}(t)\right|_{0}$ can be evaluated. Then, by the induction method, it can be seen that

$$
\left|x^{p+1}(t)-x^{p}(t)\right|_{0} \leq(\bar{\theta}(2 \ell+c))^{p+1} x^{0} .
$$

Then, the condition (A9) implies that the sequence $x^{p}(t)$ is convergent and its limit $x(t)$ satisfies the following integral equation

$$
x(t)=x^{0}+\int_{\xi}^{t}\left(f\left(1-x(s), x\left(\theta_{i}\right)\right)-c x(s)\right) d s
$$

on $t \in\left[\theta_{i}, \xi\right]$ based on the result in the paper (Akhmet \& Aruğaslan, 2009). The existence is proved.

Uniqueness: Let $x_{j}(t)=x\left(t, \xi, x_{j}^{0}\right), x_{j}(\xi)=x_{j}^{0}, j=1,2$, denote the solutions of (2) where $\theta_{i} \leq \xi \leq \theta_{i+1}$. Now, it is shown that $x_{1}(t) \neq x_{2}(t)$ while $x_{1}^{0} \neq x_{2}^{0}$ for every $t \in\left[\theta_{i}, \theta_{i+1}\right]$. For all $t \in\left[\theta_{i}, \theta_{i+1}\right]$, the solutions $x_{1}(t)$ and $x_{2}(t)$ satisfy the following integral equations

$$
x_{1}(t)=x_{1}^{0}+\int_{\xi}^{t}\left(f\left(1-x_{1}(s), x_{1}\left(\theta_{i}\right)\right)-c x_{1}(s)\right) d s
$$

and

$$
x_{2}(t)=x_{2}^{0}+\int_{\xi}^{t}\left(f\left(1-x_{2}(s), x_{2}\left(\theta_{i}\right)\right)-c x_{2}(s)\right) d s
$$

respectively. It is true that
$x_{1}(t)-x_{2}(t)=x_{1}^{0}-x_{2}^{0}+\int_{\xi}^{t}\left(f\left(1-x_{1}(s), x_{1}\left(\theta_{i}\right)\right)-c x_{1}(s)-f\left(1-x_{2}(s), x_{2}\left(\theta_{i}\right)\right)+c x_{2}(s)\right) d s$.

So,

$$
\begin{aligned}
\left|x_{1}(t)-x_{2}(t)\right| & \leq\left|x_{1}^{0}-x_{2}^{0}\right|+\int_{\xi}^{t}\left(\left|f\left(1-x_{1}(s), x_{1}\left(\theta_{i}\right)\right)-f\left(1-x_{2}(s), x_{2}\left(\theta_{i}\right)\right)\right|+c\left|x_{1}(s)-x_{2}(s)\right|\right) d s \\
& \leq\left|x_{1}^{0}-x_{2}^{0}\right|+\int_{\xi}^{t}\left(\ell\left(\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|+\left|x_{1}(s)-x_{2}(s)\right|\right)+c\left|x_{1}(s)-x_{2}(s)\right|\right) d s \\
& \leq\left|x_{1}^{0}-x_{2}^{0}\right|+\bar{\theta} \ell\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|+\int_{\xi}^{t}(\ell+c)\left|x_{1}(s)-x_{2}(s)\right| d s .
\end{aligned}
$$

Then, by the Gronwall-Bellman inequality, it can be written as

$$
\begin{equation*}
\left|x_{1}(t)-x_{2}(t)\right| \leq\left\{\left|x_{1}^{0}-x_{2}^{0}\right|+\bar{\theta} \ell\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|\right\} e^{(\ell+c) \bar{\theta}} \tag{9}
\end{equation*}
$$

Moreover, for $t=\theta_{i}$, it is obvious that

$$
\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right| \leq\left\{\left|x_{1}^{0}-x_{2}^{0}\right|+\bar{\theta} \ell\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|\right\} e^{(\ell+c) \bar{\theta}}
$$

and so

$$
\begin{equation*}
\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right| \leq\left\{1-\bar{\theta} \ell e^{(\ell+c) \bar{\theta}}\right\}^{-1}\left|x_{1}^{0}-x_{2}^{0}\right| e^{(\ell+c) \bar{\theta}} \tag{10}
\end{equation*}
$$

Substituting (10) into (9), the following inequality

$$
\begin{align*}
& \left|x_{1}(t)-x_{2}(t)\right| \\
& \leq\left\{1+\bar{\theta} \ell\left\{1-\bar{\theta} \ell e^{(\ell+c) \bar{\theta}}\right\}^{-1} e^{(\ell+c) \bar{\theta}}\right\}\left|x_{1}^{0}-x_{2}^{0}\right| e^{(\ell+c) \bar{\theta}} \leq\left\{1-\bar{\theta} \ell e^{(\ell+c) \bar{\theta}}\right\}^{-1} e^{(\ell+c) \bar{\theta}}\left|x_{1}^{0}-x_{2}^{0}\right| \tag{11}
\end{align*}
$$

is reached. Now, on the contrary, assume that there exists a $t^{*} \in\left[\theta_{i}, \theta_{i+1}\right]$ such that $x_{1}\left(t^{*}\right)=x_{2}\left(t^{*}\right)$. Then, it can be written that

$$
x_{1}^{0}-x_{2}^{0}=\int_{\xi}^{t^{*}}-\left(f\left(1-x_{1}(s), x_{1}\left(\theta_{i}\right)\right)-c x_{1}(s)-f\left(1-x_{2}(s), x_{2}\left(\theta_{i}\right)\right)+c x_{2}(s)\right) d s
$$

so

$$
\left|x_{1}^{0}-x_{2}^{0}\right| \leq \int_{\xi}^{t^{*}}\left(\ell\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|+(\ell+c)\left|x_{1}(s)-x_{2}(s)\right|\right) d s
$$

By (11), the last inequality takes the following form

$$
\begin{aligned}
\left|x_{1}^{0}-x_{2}^{0}\right| & \leq \int_{\xi}^{t^{*}}(2 \ell+c)\left\{1-\ell \bar{\theta} e^{(\ell+c) \bar{\theta}}\right\}^{-1} e^{(\ell+c) \bar{\theta}}\left|x_{1}^{0}-x_{2}^{0}\right| d s \\
& \leq \bar{\theta}(2 \ell+c)\left\{1-\ell \bar{\theta} e^{(\ell+c) \bar{\theta}}\right\}^{-1} e^{(\ell+c) \bar{\theta}}\left|x_{1}^{0}-x_{2}^{0}\right|<\left|x_{1}^{0}-x_{2}^{0}\right|,
\end{aligned}
$$

which is a contradiction due to the condition (A9). The uniqueness is proved.
Then, based on Theorem 1.3 given by Akhmet and Aruğaslan (2009), Theorem 2 gives sufficient conditions guaranteeing the existence and uniqueness of the solutions of (2) in $\Omega$.

Theorem 2 Assume that the conditions (A1)-(A3) and (A7)-(A9) hold true. Then for every $\left(t_{0}, x_{0}\right) \in R^{+} \times \Omega$, there exists a unique solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ of (2) on $R^{+}$in the sense of Definition 1 such that $x\left(t_{0}\right)=x_{0}$.

Additionally, the following lemma and theorem give sufficient conditions guaranteeing the existence and uniqueness of the solutions of (3) in $\Omega^{*}$ based on the paper (Akhmet \& Aruğaslan, 2009).

Lemma 6 Let (A1)-(A6) and (A7)-(A9) be satisfied and $i \in N_{0}$ be fixed. Then for every $\left(\xi, y_{0}\right) \in\left[\theta_{i}, \theta_{i+1}\right] \times \Omega^{*}$, there exists a unique solution $y(t)=y\left(t, \xi, x_{0}\right)$ of (3) on $\left[\theta_{i}, \theta_{i+1}\right]$.

Theorem 3 Assume that the conditions (A1)-(A6) and (A7)-(A9) hold true. Then for every $\left(t_{0}, y_{0}\right) \in R^{+} \times \Omega$, there exists a unique solution $y(t)=y\left(t, t_{0}, y_{0}\right)$ of (3) on $R^{+}$in the sense of Definition 2 such that $y\left(t_{0}\right)=y_{0}$.

## The Stability Analysis of the Solutions for (2)

In this section, stability of the trivial equilibrium and the positive equilibrium of (2), i.e., the trivial equilibrium of (3), shall be investigated. While investigating the stability, Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009) for EPCAG will be taken into account. Since the epidemic equation (2) with GPCA corresponds to many logistic equations, the stability examinations performed in current section have an importance.

From now on, based on the Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), the next theorems give sufficient conditions for the uniform stability of the trivial equilibrium and the positive equilibrium of (2), respectively.

Theorem 4 Assume that the conditions (A1)-(A4) and (A7)-(A10) are satisfied. Then, the trivial equilibrium of (2) is uniformly stable in $\Omega$.
Proof: Based on Definition 1.4 in the paper which contains Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), construct the following positive definite Lyapunov function
$V(x(t))=x^{2}(t)$

Functions $u, v \in \mathcal{K}$, can be found such that $u(|x|) \leq V(x) \leq v(|x|), x \in \Omega$. Now, let us evaluate the derivative of (12) for $t \neq \theta_{i} i \in N_{0}$ :

$$
\begin{aligned}
& V^{\prime}(x(t), x(\beta(t)))=2 x(t) f(1-x(t), x(\beta(t)))-2 c x^{2}(t) \\
& =2 x(t) f(1-x(t), x(\beta(t)))-2 x(t) f(1-x(t), 0)-2 c x^{2}(t) \\
& \leq 2 x(t)|f(1-x(t), x(\beta(t)))-f(1-x(t), 0)|-2 c x^{2}(t) \\
& \leq 2 \ell x(t) x(\beta(t))-2 c x^{2}(t) \leq 2 \ell x(t) x(t)-2 c x^{2}(t) \leq-2(c-\ell) x^{2}(t)
\end{aligned}
$$

whenever $x(\beta(t)) \leq x(t)$. Thus, by Theorem 2.4 in (Akhmet \& Aruğaslan, 2009), the trivial equilibrium of (2) is uniformly stable if $\frac{c}{\ell} \geq 1$. Thus, the condition (A10) signs that the trivial equilibrium of (2) is uniformly stable.

Theorem 5 Assume that the conditions (A1)-(A10) are satisfied. Then, the trivial equilibrium of (3) (i.e., positive equilibrium of (2)) is uniformly stable.
Proof: Based on Definition 1.4 in the paper which contains Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), construct the following Lyapunov function
$V(y(t))=y^{2}(t)$.
It is obvious that the Lyapunov function (13) is positive definite. Functions $u, v \in \mathcal{K}$, can be found such that $u(|y|) \leq V(y) \leq v(|y|), y \in \Omega^{*}$. Now, let us evaluate the derivative of (13) for $t \neq \theta_{i} i \in N_{0}$,
$V^{\prime}(y(t), y(\beta(t)))=2 y(t) y^{\prime}(t)=2 y(t) f\left(1-y(t)-x^{*}, y(\beta(t))+x^{*}\right)$
$-2 c y^{2}(t)-2 y(t) c x^{*}=2 y(t) f\left(1-y(t)-x^{*}, y(\beta(t))+x^{*}\right)-2 c y^{2}(t)$
$-2 y(t) f\left(1-x^{*}, x^{*}\right) \leq 2|y(t)|\left|f\left(1-y(t)-x^{*}, y(\beta(t))+x^{*}\right)-f\left(1-x^{*}, x^{*}\right)\right|-2 c y^{2}(t)$
$\leq 2 \ell y^{2}(t)+2 \ell|y(t)||y(\beta(t))|-2 c y^{2}(t) \leq 2 \ell y^{2}(t)+2 \ell y^{2}(t)-2 c y^{2}(t) \leq-2(c-2 \ell) y^{2}(t)$
whenever $|y(\beta(t))| \leq|y(t)|$. Therefore, based on Theorem 2.4 in (Akhmet \& Aruğaslan, 2009), the trivial equilibrium of (3) is uniformly stable, in other words, the positive equilibrium point $x^{*}$ of (2) is uniformly stable if $\frac{c}{\ell} \geq 2$. Thus, by condition (A10),
the trivial equilibrium of (3), in other words, the positive equilibrium of (2), is uniformly stable (Akhmet \& Aruğaslan, 2009).

From now on, based on the Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), the next theorems give sufficient conditions for the uniform asymptotic stability of the trivial equilibrium and the positive equilibrium of (2).

Theorem 6 Assume that the conditions (A1)-(A4) and (A7)-(A10) are satisfied. Then, the trivial equilibrium of (2) is uniformly asymptotically stable.
Proof: Based on Definition 1.4 in the paper which contains Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), construct the following positive definite Lyapunov function
$V(x(t))=x^{2}(t)$
Functions $u, v \in \mathcal{K}$, can be found such that $u(|x|) \leq V(x) \leq v(|x|), x \in \Omega$. Based on Theorem 2.5 developed by Akhmet and Aruğaslan (2009), it can be said that the trivial equilibrium of (2) is uniformly asymptotically stable. In detail, let us take a constant $\boldsymbol{f}_{1}$ such that $1<\boldsymbol{f}_{1} \leq \frac{c}{\ell}$. Then, for $\varphi(s)=\boldsymbol{f}_{1}^{2} s$, $w(s)=2\left(c-\ell \boldsymbol{h}_{1}\right) s^{2}$, let us evaluate the derivative of (14) for $t \neq \theta_{i} i \in N_{0}$.
$V^{\prime}(x(t), x(\beta(t))) \leq 2 \ell x(t) x(\beta(t))-2 c x^{2}(t)$
$\leq 2 \ell x(t) \boldsymbol{\epsilon}_{1} x(t)-2 c x^{2}(t)=-2\left(c-\ell \boldsymbol{h}_{1}\right) x^{2}(t)$
whenever $x(\beta(t))<\boldsymbol{F}_{1} x(t)$. Here, $\varphi$ is a continuous nondecreasing function such that $\varphi(s)>s$ for $s>0$, and $w \in \mathcal{M}$. Thus, condition (A10) signs that the trivial equilibrium of (2) is uniformly asymptotically stable.

Theorem 7 Assume that the conditions (A1)-(A10) are satisfied. Then, the trivial equilibrium of (3) (i.e., positive equilibrium of (2)) is uniformly asymptotically stable.
Proof: Based on Definition 1.4 in the paper which contains Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), construct the following Lyapunov function
$V(y(t))=y^{2}(t)$.

It is obvious that the Lyapunov function is positive definite. It can be found functions $u, v \in \mathcal{K}$ such that $u(|y|) \leq V(y) \leq v(|y|), y \in \Omega^{*}$. Based on Theorem 2.5 developed by Akhmet and Aruğaslan (2009), it is said that the trivial equilibrium of (3) is uniformly asymptotically stable. In detail, let us take a constant $\boldsymbol{h}_{2}$ such that $1<\boldsymbol{R}_{2} \leq \frac{c}{\ell}-1$. Then, for $\varphi(s)=\boldsymbol{h}_{2}^{2} s, w(s)=2\left(c-\ell\left(1+\boldsymbol{R}_{2}\right)\right) s^{2}$, let us evaluate the derivative of (15) for $t \neq \theta_{i} i \in N_{0}$.

$$
\begin{aligned}
& V^{\prime}(y(t), y(\beta(t))) \leq 2 \ell y^{2}(t)+2 \ell|y(t)||y(\beta(t))|-2 c y^{2}(t) \\
& \leq 2 \ell y^{2}(t)+2 \ell \boldsymbol{h}_{2} y^{2}(t)-2 c y^{2}(t) \leq-2\left(c-\ell\left(1+\boldsymbol{G}_{2}\right)\right) y^{2}(t)
\end{aligned}
$$

whenever $|y(\beta(t))|<\boldsymbol{R}_{2}|y(t)|$. Here, $\varphi$ is a continuous nondecreasing function such that $\varphi(s)>s$ for $s>0$, and $w \in \mathcal{M}$. Thus, by the condition (A10), the trivial equilibrium of (3), in other words, the positive equilibrium of (2), is uniformly asymptotically stable (Akhmet and Aruğaslan, 2009).

## FUTURE RESEARCH DIRECTIONS

In this chapter, a nonlinear epidemic model is developed by using the piecewise function $\beta(t)$ as deviating argument. As a subject of future research, this model can be developed by EPCAG taking the piecewise function $\gamma(t)$ as deviating argument, or by functional differential equations. Alternatively, different models may be subjected to similar analysis by developing them with the help of EPCAG or of functional differential equations.

## CONCLUSION

The present chapter addresses a nonlinear epidemic equation modeled by differential equations with GPCA. The importance of developing and analyzing this model can be seriously understood by looking at the literature. Because, it is obvious that the model studied in this chapter is remarkable in order to control the health of the population and to examine the spreading behaviors of diseases. Furthermore, modeling this equation by a generalized piecewise constant argument which makes it possible to have knowledge about effects on the structures of past behaviors is a sign of the value of the results achieved in the chapter. Because, the effect of a past value of
real life problems on current behavior can be very serious. Even, the past situation of systems can change their current situation seriously. Therefore, the arguments chosen during the construction of models are very important. In this respect, the deviation argument considered for the nonlinear epidemic model in the present chapter is remarkable and it is obvious that it contributes to the development of model. The generalized piecewise constant argument provides a more natural approach. In the chapter, the fact that model contains such an argument makes it difficult to attain an explicit equation for its behavior. Therefore, analyzing the nonlinear epidemic model without reaching an explicit form of its solution has a facilitating effect. In this direction, the analysis of the equation studied in the chapter is performed with the help of Lyapunov-Razumikhin method without the need to reach its exact solution. It is seen that this method developed by Akhmet and Aruğaslan (2009) for EPCAG is very useful. Because, for the analysis of the model with GPCA, computations and operations performed in the sense of this method can be preferred conveniently compared to other methods in the literature.
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## KEY TERMS AND DEFINITIONS

Epidemic: The occurrence of more cases of disease, injury or other health condition than expected in a given area or among a specific group of persons during a particular period. The cases are usually presumed to have a common cause or to be related to one another in some way.

GPCA: Generalized piecewise constant argument is a deviation argument which is a piecewise function considered in differential equations with piecewise constant argument of generalized type.

Outbreak: Sometimes distinguished from an epidemic as more localized, or the term less likely to evoke public panic.

Population Dynamics: Population dynamics is the branch of life sciences that studies the size and age composition of populations as dynamical systems, and the biological and environmental processes driving them (such as birth and death rates, and by immigration and emigration). Example scenarios are ageing populations, population growth, or population decline.

SIS (Susceptible-Infected-Susceptible): It is a simple mathematical model of epidemics.
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## ABSTRACT

This work studies the singular Hahn-Dirac system given by
$\left(\begin{array}{cc}0 & -\frac{1}{q} D_{-\omega q^{-1}, q^{-1}} \\ D_{\omega, q} & 0\end{array}\right)\binom{y_{1}}{y_{2}}+\left(\begin{array}{cc}p(x) & 0 \\ 0 & r(x)\end{array}\right)\binom{y_{1}}{y_{2}}=\mu\binom{y_{1}}{y_{2}}$.
Here $\mu$ is a complex spectral parameter, $p($.$) and r($.$) are real-valued continuous$ functions at $\omega 0$, defined on $\left[\omega 0, \infty\right.$, and $q \in(0,1), \omega_{0}:=\omega / 1-q, \omega>0, x \in[\omega 0, \infty)$. The existence of a spectral functionfor this system is proved. Further, a Parseval equality and an expansion formula in eigenfunctions are proved in terms of the spectral function.

## INTRODUCTION

The theory of Hahn difference operator was introduced by Hahn in 1949; see the papers (Hahn, 1949,1983). This operator provides a unifying structure for the study of the forward difference operator defined by

$$
\Delta_{\omega} f(x):=\frac{f(\omega+x)-f(x)}{(\omega+x)-x}, x \in \mathbb{R}
$$

and the study of the quantum q-difference operator (Jackson, 1910) defined by

$$
D_{q} f(x):=\frac{f(q x)-f(x)}{q x-x}, x \neq 0 .
$$

Recently, Hahn difference operators are receiving an increase of interest due to their applications in the construction of families of orthogonal polynomials and approximation problems (see Alvarez-Nodarse, 2006; Dobrogowsa \& Odzijewicz, 2006; Kwon, Lee, Park \& Yoo, 1998; Lesky, 2005; Petronilho, 2007 and the references therein).

In the literature there exist some papers studying the Hahn difference operator. The theory of linear Hahn difference equations was developed in the paper (Hamza \& Ahmed, 2013). In (Hamza \& Ahmed, 2013), the authors also study the existence and uniqueness of the solution for initial value problems related to Hahn difference equations.Hamza and Makharesh (Hamza \& Makheresh, 2016) investigated Leibniz's rule and Fubini's theorem associated with the Hahn difference operator. The nonlocal boundary value problem for nonlinear Hahn difference equation was developed in the paper (Sitthiwirattham, 2016). In 2018, (Annaby, Hamza \& Makherseh, 2018), the regular Hahn-Sturm-Liouville problem

$$
\begin{aligned}
& -\frac{1}{q} D_{-\omega q^{-1}, q^{-1}} D_{\omega, q} y(x)+v(x) y(x)=\lambda y(x), \\
& a_{1} y\left(\omega_{0}\right)+a_{2} D_{-\omega q^{-1}, q^{-1}} y\left(\omega_{0}\right)=0 \\
& b_{1} y(b)+b_{2} D_{-\omega q^{-1}, q^{-1}} y(b)=0,
\end{aligned}
$$

has been studied, where $\omega_{0} \leq x \leq b, \quad \lambda \in \mathbb{C}, a_{i}, b_{i} \in \mathbb{R}:=(-\infty, \infty), i=1,2$ and $\mathrm{v}($.$) is a real-valued continuous function at \omega_{0}$, defined on $\left[\omega_{0}, b\right.$. Annaby et al. (Annaby, Hamza \& Makherseh, 2018) defined a Hilbert space of $\omega, q-$ square summable functions. The authors discussed the formulation of the self-adjoint operator and the properties of the eigenvalues and the eigenfunctions. Furthermore, the authors constructed the Green's function and gave an eigenfunction expansion theorem. This equation is reduced to classic Sturm-Liouville problem when $\omega \rightarrow 0$ and $q \rightarrow 1$. The French mathematicians Sturm and Liouville were introduced first this problem in 1837 (Sturm \& Liouville, 1837). Since then this field is an active field of research. For a deeper discussion of this theory we refer the reader to (Zettl, 2005; Amrein, Hinz \& Pearson, 2005; Mukhtarov \& Aydemir, 2018; Aydemir, Olgar, Mukhtarov \& Muhtarov, 2018; Olgar, Mukhtarov \& Aydemir, 2018; Aydemir \& Mukhtarov, 2017; Allahverdiev, Eryılmaz \& Tuna, 2017; Tuna, 2014, 2016; Tuna \& Özek, 2017; Tuna \& Eryılmaz, 2013).

In (Hira,2018), the author introduced the $\omega, q$ - analogy of the regularDirac system

$$
\left(\begin{array}{cc}
0 & -\frac{1}{q} D_{-\omega q^{-1}, q^{-1}} \\
D_{\omega, q} & 0
\end{array}\right)\binom{y_{1}}{y_{2}}+\left(\begin{array}{cc}
p(x) & 0 \\
0 & r(x)
\end{array}\right)\binom{y_{1}}{y_{2}}=\mu\binom{y_{1}}{y_{2}}, x \in\left(\omega_{0}, b\right)
$$

where $\mu$ is a complex spectral parameter, $\mathrm{p}($.$) and \mathrm{r}($.$) are real-valued continuous$ functions at $\omega_{0}$, defined on $\left(\left[\omega_{0}, b\right), \omega_{0}<b<\infty\right.$ where $q \in(0,1)$ and $\omega>0$. Hira investigated the existence and uniqueness of the solutions for this problem and gave its spectral properties. This system is reduced to classic Dirac system when $\omega \rightarrow 0$ and $q \rightarrow 1$. Now, we give some information related to the physical meaning of classic dirac system. The Dirac system is the most important system in quantum mechanics. This system formulates the fundamental physics of realistic quantum mechanics. It predicts the existence of antimatter and gives a description of the electron spin. The spectral properties of the Dirac systems have been considered in (Levitan \& Sargsjan, 1991; Weidmann, 1987; Stone, 1926, 1930; Thaller, 1992).

In mathematical physics, when a partial differential equation is solved by the method of separation of variables, the problem of expanding an arbitrary function as a series of eigenfunctions is matched. Thus the spectral expansion theorems are essential for solving various problems in mathematics. The first paper for the spectral expansion problem were done by Weyl in 1910 (Weyl,1910). Since then, by several methods, a lot of authors have studied such problems. For instance, by the methods of integral equations, contour integration and finite difference (see Allahverdiev \& Tuna, 2018a, 2018b, 2019a, 2019b, 2019c, 2019d, 2019e ; Berezanskii, 1968;

Levitan \& Sargsjan, 1991; Guseinov, 2007, 2008; Levinson, 1951 ; Titchmarsh, 1962; Yosida 1950, 1960;).

It is the purpose of this paper to develop the spectral theory of singular Hahn-Dirac system. For this system, the existence of a spectral function is proved. A Parseval equality and an expansion formula in eigenfunctions are established.

## PRELIMINARIES

In this section, some preliminary materials related to the Hahn calculus are provided. For more details, the reader may refer to (Annaby, Hamza \& Aldwoah, 2012; Hahn, 1949,1983 ) and (Annaby, Hamza \& Makharesh, 2018). For the purposes here, it will be assumed that $q \in(0,1)$ and $\omega>0$.

Let $\omega_{0}:=\omega / 1-q$ and $I$ be a real interval containing $\omega_{0}$.
Definition 1 (Hahn, 1949,1983). Let $f: I \rightarrow \mathbb{R}$ be a function. The Hahn difference operator is defined by

$$
D_{\omega, q} f(x)=\left\{\begin{array}{cc}
\frac{f(\omega+q x)-f(x)}{\omega+(q-1) x}, & x \neq \omega_{0} \\
f^{l}\left(\omega_{0}\right), & x=\omega_{0}
\end{array}\right.
$$

provided that fis differentiable at $\omega_{0}$. In this case, $D_{\omega, q}$ fis called the $\omega, \mathrm{q}$-derivative off.
Remark 2 The Hahn difference operator unifies two well known operators. When $q \rightarrow 1$, the forward difference operator is obtained, which is defined by

$$
\Delta_{\omega} f(x):=\frac{f(\omega+x)-f(x)}{(\omega+x)-x}, x \in \mathbb{R}
$$

When $\omega \rightarrow 0$, the Jackson $q$ - difference operator is obtained, which is defined by

$$
D_{q} f(x):=\frac{f(q x)-f(x)}{q x-x}, x \neq 0 .
$$

Furthermore, under appropriate conditions, it is obtained that

$$
\lim _{q \rightarrow 1} D_{\omega, q} f(x)=f^{1}(x) .
$$

Now some properties of the $\omega, q$ - derivative will be presented.
Theorem 3 (Annaby, Hamza \& Makharesh, 2018) Let $f, g: I \rightarrow \mathbb{R}$ be $\omega, \mathrm{q}-$ differentiable at $x \in I$ and $h(x):=\omega+q x$. Then, we have

$$
\begin{aligned}
& D_{\omega, q}(a f+b g)(x)=a D_{\omega, q} f(x)+b D_{\omega, q} g(x), a, b \in I \\
& D_{\omega, q}(f g)(x)=D_{\omega, q}(f(x)) g(x)+f(\omega+x q) D_{\omega, q} g(x) \\
& D_{\omega, q}\left(\frac{f}{g}\right)(x)=\frac{D_{\omega, q}(f(x)) g(x)-f(x) D_{\omega, q} g(x)}{g(x) g(\omega+x q)} \\
& D_{\omega, q} f\left(h^{-1}(x)\right)=D_{-\omega q^{-1}, q^{-1}} f(x), h^{-1}(x)=q^{-1}(x-\omega)
\end{aligned}
$$

for all $x \in I$. The $\omega, q$ - integral of the function $f$ can be defined as follows.
Definition 4 (Jackson-Nörlund Integral (Annaby, Hamza \& Makharesh, 2018 ). Let $f: I \rightarrow \mathbb{R}$ be a function and $a, b, \omega_{0} \in I$. The $\omega, q$ - integral of the function ffrom a to $b$ is defined by

$$
\int_{a}^{b} f(x) d_{\omega, q} x:=\int_{\omega_{0}}^{b} f(x) d_{\omega, q} x-\int_{\omega_{0}}^{a} f(x) d_{\omega, q} x
$$

where

$$
\int_{\omega_{0}}^{x} f(t) d_{\omega, q} t:=((1-q) x-\omega) \sum_{n=0}^{\infty} q^{n} f\left(\omega \frac{1-q^{n}}{1-q}+x q^{n}\right), x \in I
$$

provided that the series converges at $x=a$ and $x=b$. In this case, $f$ is called $\omega, q$ integrable on $[a, b]$.

Similarly, one can define the $\omega, q$ - integral of the function f over $\left[\omega_{0}, \infty\right)$ by

$$
\int_{\omega_{0}}^{\infty} f(x) d_{\omega, q} x:=\lim _{b \rightarrow \infty} \int_{\omega_{0}}^{b} f(x) d_{\omega, q} x
$$

The following properties of $\omega, q$ - integration can be found in (Annaby, Hamza \& Makharesh, 2018).

Theorem 5 (Annaby, Hamza \& Makharesh, 2018) Let $f, g: I \rightarrow \mathbb{R}$ be $\omega, q$ integrable on I and let $a, b, c \in I, a<c<b$ and $\alpha, \beta \in \mathbb{R}$. Then, the following formulas hold:
i) $\quad D_{\omega, q}(a f+b g)(x)=a D_{\omega, q} f(x)+b D_{\omega, q} g(x), a, b \in I$
ii) $\quad D_{\omega, q}(f g)(x)=D_{\omega, q}(f(x)) g(x)+f(\omega+x q) D_{\omega, q} g(x)$
iii) $\quad D_{\omega, q}\left(\frac{f}{q}\right)(x)=\frac{D_{\omega, q}(f(x)) q(x)-f(x) D_{\omega, q} g(x)}{g(x) g(\omega+x q)}$
iv) $\quad D_{\omega, q} f\left(h^{-1}(x)\right)=D_{-\omega q^{-1}, q^{-1}} f(x), h^{-1}(x)=q^{-1}(x-\omega)$

Now the $\omega, q$ - integration by parts is presented.

Lemma6(Annaby,Hamza\&Makharesh, 2018) Let $f, g: I \rightarrow \mathbb{R}$ be $\omega, q$-integrable on I and let $a, b \in I$ where $a<b$. Then, the following formula holds:

$$
\int_{a}^{b} f(x) D_{\omega, q} g(x) d_{\omega, q} x+\int_{a}^{b} g(\omega+q x) D_{\omega, q} f(x) d_{\omega, q} x=f(b) g(b)-f(a) g(a)
$$

The next result is the fundamental theorem of Hahn calculus.

Theorem 7 (Annaby, Hamza \& Makharesh, 2018) Let $f: I \rightarrow \mathbb{R}$ be continuous at $\omega_{0}$. Define

$$
F(x):=\int_{\omega_{0}}^{x} f(t) d_{\omega, q} t, x \in I
$$

Then $F$ is continuous at $\omega_{0}$. Moreover, $D_{\omega, q} F(x)$ exists for every $x \in I$ and $D_{\omega, q} F(x)=f(x)$. Conversely,

$$
\int_{a}^{b} D_{\omega, q} F(x) d_{\omega, q} x=f(b)-f(a)
$$

Let $L_{\omega, q}^{2}\left(\omega_{0}, \infty\right)$ be the space of all complex-valued functions defined on $\left[\omega_{0}, \infty\right)$ such that

$$
\|f\|:=\left(\int_{\omega_{0}}^{\infty}|f(x)|^{2} d_{\omega, q} x\right)^{1 / 2}<\infty
$$

The space $L_{\omega, q}^{2}\left(\omega_{0}, \infty\right)$ is a separable Hilbert space with the inner product

$$
\langle f, g\rangle:=\int_{\omega_{0}}^{\infty} f(x) \overline{g(x)} d_{\omega, q} x, f, g \in L_{\omega, q}^{2}\left(\omega_{0}, \infty\right)
$$

(see Annaby, Hamza \& Makharesh, 2018).
We introduce a convenient Hilbert space $\mathcal{H}_{\omega, q}=L_{\omega, q}^{2}\left(\left(\omega_{0}, \infty\right) ; E\right)\left(E:=\mathbb{C}^{2}\right)$ of vector-valued functions by using the inner product

$$
\begin{aligned}
(f, g) & :=\int_{\omega_{0}}^{\infty}(f(x), g(x))_{E} d_{\omega, q} x \\
& =\int_{\omega_{0}}^{\infty} f_{1}(x) \overline{g_{1}(x)} d_{\omega, q} x+\int_{\omega_{0}}^{\infty} f_{2}(x) \overline{g_{2}(x)} d_{\omega, q} x
\end{aligned}
$$

where

$$
f(x)=\binom{f_{1}(x)}{f_{2}(x)}, g(x)=\binom{g_{1}(x)}{g_{2}(x)} \in \mathcal{H}_{\omega, q}
$$

Let $y(x)=\binom{y_{1}(x)}{y_{2}(x)}, z(x)=\binom{z_{1}(x)}{z_{2}(x)}$.
Then, the Wronskian of $\mathrm{y}(\mathrm{x})$ and $\mathrm{z}(\mathrm{x})$ is defined by the formula

$$
W(y, z)(x)=y_{1}(x) z_{2}\left(h^{-1}(x)\right)-z_{1}(x) y_{2}\left(h^{-1}(x)\right), x \in\left[\omega_{0}, \infty\right)
$$

Definition 8 A matrix-valued function $M(x, t)$ of two variables with $\omega_{0} \leq x, t \leq b$ is called the $\omega, q$-Hilbert-Schmidt kernel if

$$
\int_{\omega_{0} \omega_{0}}^{b} \int\|M(x, t)\|_{E}^{2} d_{\omega, q} x d_{\omega, q} t<+\infty .
$$

Theorem 9 (Kolmogorov \& Fomin, 1970) Let $\left(w_{n}\right)_{n \in \mathbb{N}}$ be a uniformly bounded sequence of real non-decreasing functions on a finite interval $a \leq \mu \leq b$, where $\mathbb{N}:=\{1,2,3, \ldots\}$. Then, there exist a subsequence $\left(w_{n_{k}}\right)_{k \in \mathbb{N}}$ and a nondecreasing function $w$ such that
$\lim _{k \rightarrow \infty} w_{n_{k}}(\mu)=w(\mu), a \leq \mu \leq b$.

Theorem 10 (Kolmogorov \& Fomin, 1970) Assume that $\left(w_{n}\right)_{n \in \mathbb{N}}$ is a real, uniformly bounded sequence of non-decreasing functions on a finite interval $a \leq \mu \leq b$, and suppose that
$\lim _{n \rightarrow \infty} w_{n}(\mu)=w(\mu), a \leq \mu \leq b$.

Iff is any continuous function on $a \leq \mu \leq b$, then

$$
\lim _{n \rightarrow \infty} \int_{a}^{b} f(\mu) d w_{n}(\mu)=\int_{a}^{b} f(\mu) d w(\mu)
$$

Theorem 11 (Naimark, 1968) If

$$
\begin{equation*}
\sum_{i, k=1}^{\infty}\left|a_{i k}\right|^{2}<\infty \tag{1}
\end{equation*}
$$

then the operator A defined by the formula $A\left\{x_{i}\right\}=\left\{y_{i}\right\}, i=1,2, \ldots$, where
$y_{i}=\sum_{k=1}^{\infty} a_{i k} x_{k}, i=1,2, \ldots$
is compact in the sequence space $l^{2}$.

## Regular System

In this section, regular Hahn-Dirac system is studied.
The Hahn-Dirac system has the form

$$
\left(\begin{array}{cc}
0 & -\frac{1}{q} D_{-\omega q^{-1}, q^{-1}}  \tag{3}\\
D_{\omega, q} & 0
\end{array}\right)\binom{y_{1}}{y_{2}}+\left(\begin{array}{cc}
p(x) & 0 \\
0 & r(x)
\end{array}\right)\binom{y_{1}}{y_{2}}=\mu\binom{y_{1}}{y_{2}}, x \in\left(\omega_{0}, \infty\right)
$$

Here $\mu$ is a complex spectral parameter, $p($.$) and r($.$) are real-valued continuous$ functions at $\omega_{0}$, defined on $\left[\omega_{0}, \infty\right)$ where $q \in(0,1)$ and $\omega>0$.

The system (3) with the boundary conditions

$$
\begin{align*}
& y_{1}\left(\omega_{0}, \mu\right) \sin \beta+y_{2}\left(\omega_{0}, \mu\right) \cos \beta=0, \beta \in \mathbb{R}  \tag{4}\\
& y_{2}\left(\omega_{0}+q^{-s}, \mu\right) \cos \alpha+y_{1}\left(\omega_{0}+q^{-s}, \mu\right) \sin \alpha=0, \alpha \in \mathbb{R}, s \in \mathbb{N} \tag{5}
\end{align*}
$$

is a regular boundary-value problem.
Theorem 12 The boundary value problem (3)-(5) has a compact resolvent operator,
thus it has a purely discrete spectrum.
Proof Denote by
$\varphi_{1}(x, \mu)=\binom{\varphi_{11}(x, \mu)}{\varphi_{12}(x, \mu)}$

And
$\varphi_{2}(x, \mu)=\binom{\varphi_{21}(x, \mu)}{\varphi_{22}(x, \mu)}$
respectively, the solution of the system (3) which satisfies the initial conditions
$\varphi_{11}\left(\omega_{0}, \mu\right)=\cos \beta, \varphi_{12}\left(\omega_{0}, \mu\right)=-\sin \beta$,
$\varphi_{21}\left(\omega_{0}+q^{-s}, \mu\right)=\cos \alpha, \varphi_{22}\left(\omega_{0}+q^{-s}, \mu\right)=-\sin \alpha$.

Let us define the Green's matrix by the formula

$$
\mathrm{G}(\mathrm{x}, \mathrm{t}, \mu)=\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} \begin{cases}\varphi_{2}(x, \mu) \varphi_{1}^{T}(t, \mu), & t \leq x  \tag{7}\\ \varphi_{1}(x, \mu) \varphi_{2}^{T}(t, \mu), & x<t\end{cases}
$$

It will be proved that the function

$$
\begin{equation*}
y(x, \mu)=\int_{\omega_{0}}^{\omega_{0}+q^{-s}} G(x, t, \mu) f(t) d_{\omega, q} t \tag{8}
\end{equation*}
$$

is the solution of the non-homogeneous system

$$
\begin{equation*}
-q^{-1} D_{-\omega q^{-1}, q^{-1}} y_{2}+\{p(x)-\mu\} y_{1}=f_{1}(x) \tag{9}
\end{equation*}
$$

$D_{\omega, q} y_{1}+\{r(x)-\mu\} y_{2}=f_{2}(x)$,
where
$f()=.\binom{f_{1}()}{.f_{2}()}. \in L_{\omega, q}^{2}\left(\left(\omega_{0}, \omega_{0}+q^{-s}\right) ; E\right)$,
which satisfies the boundary conditions (4)-(5).

It follows from (8) that

$$
\begin{align*}
y_{1}(x, \mu) & =\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} \varphi_{21}(x, \mu) \int_{\omega_{0}}^{x}\left(\varphi_{11}(t, \mu) f_{1}(t)+\varphi_{12}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \\
& +\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} \varphi_{11}(x, \mu) \int_{x}^{\omega_{0}+q^{-s}}\left(\varphi_{21}(t, \mu) f_{1}(t)+\varphi_{22}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \tag{11}
\end{align*}
$$

$$
\begin{align*}
y_{2}(x, \mu) & =\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} \varphi_{22}(x, \mu) \int_{\omega_{0}}^{x}\left(\varphi_{11}(t, \mu) f_{1}(t)+\varphi_{12}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \\
& +\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} \varphi_{12}(x, \mu) \int_{x}^{\omega_{0}+q^{-s}}\left(\varphi_{21}(t, \mu) f_{1}(t)+\varphi_{22}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \tag{12}
\end{align*}
$$

From (11), we have

$$
\begin{aligned}
D_{\omega, q} y_{1}(x, \mu)= & \frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} D_{\omega, q} \varphi_{21}(x, \mu) \int_{\omega_{0}}^{x}\left(\varphi_{11}(t, \mu) f_{1}(t)+\varphi_{12}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \\
& +\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} D_{\omega, q} \varphi_{11}(x, \mu) \int_{x}^{\omega_{0+q}+q^{-s}}\left(\varphi_{21}(t, \mu) f_{1}(t)+\varphi_{22}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \\
& +\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)} W\left(\varphi_{1}, \varphi_{2}\right) f_{2}(x) \\
& =\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)}\{-r(x)+\mu\} \varphi_{22}(x, \mu) \int_{\omega_{0}}^{x}\left(\varphi_{11}(t, \mu) f_{1}(t)+\varphi_{12}(t, \mu) f_{2}(t)\right) d_{\omega, q} t \\
& +\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)}\{-r(x)+\mu\} \varphi_{12}(x, \mu) \int_{x}^{\omega_{0}+q^{-s}}\left(\varphi_{21}(t, \mu) f_{1}(t)+\varphi_{22}(t, \mu) f_{2}(t)\right) d_{\omega, q} t+f_{2}(x) \\
& =\{-r(x)+\mu\} y_{2}(x, \mu)+f_{2}(x)
\end{aligned}
$$

The validity of (9) is proved similarly. Hence the function $y(x, \mu)$ in (8) is the solution of the system (9)-(10). It is checked at once that (8) satisfies the boundary conditions (4)-(5). Without loss of generality, assume that $\mu=0$ is not an eigenvalue. Then, we have

$$
\mathrm{G}(\mathrm{x}, \mathrm{t})=\mathrm{G}(\mathrm{x}, \mathrm{t}, 0)=\frac{1}{W\left(\varphi_{1}, \varphi_{2}\right)}\left\{\begin{array}{l}
\varphi_{2}(x, 0) \varphi_{1}^{T}(t, 0), t \leq x  \tag{13}\\
\varphi_{1}(x, 0) \varphi_{2}^{T}(t, 0), x<t
\end{array}\right.
$$

Now, it will be shown that $G(x, t)$ defined by (13) is a Hilbert-Schmidt kernel. By the upper half of the formula (13), we have

$$
\int_{\omega_{0}}^{\omega_{0}+q^{-s}} d_{\omega, q} x \int_{\omega_{0}}^{x}\|G(x, t)\|_{E}^{2} d_{\omega, q} t<\infty
$$

and by the lower half of (13), we have

$$
\int_{\omega_{0}}^{\omega_{0}+q^{-s}} d_{\omega, q} x \int_{x}^{\omega_{0}+q^{-s}}\|G(x, t)\|_{E}^{2} d_{\omega, q} t<\infty
$$

since the inner integral exists and is a linear combination of the products $\varphi_{i j}(x, 0)$ $\varphi_{k l}(t, 0)(i, j, k, l=1,2)$, and these products belong to
$L_{\omega, q}^{2}\left(\omega_{0}, \omega_{0}+q^{-s}\right) \times L_{\omega, q}^{2}\left(\omega_{0}, \omega_{0}+q^{-s}\right)$
because each of the factors belongs to $L_{\omega, q}^{2}\left(\omega_{0}, \omega_{0}+q^{-s}\right)$. Then, we obtain

$$
\begin{equation*}
\int_{\omega_{0}}^{\omega_{0}+q^{-s} \omega_{0}+q^{-s}}\|G(x, t)\|_{E}^{2} d_{\omega, q} x d_{\omega, q} t<\infty, \tag{14}
\end{equation*}
$$

i.e., $G(x, t)$ is a Hilbert-Schmidt kernel.

Now, it will be shown that the operator $K$ defined by the formula

$$
(K f)(x)=\int_{\omega_{0}}^{\omega_{0}+q^{-s}} G(x, t) f(t) d_{\omega, q} t
$$

is compact in $L_{\omega, q}^{2}\left(\left(\omega_{0}, \omega_{0}+q^{-s}\right) ; E\right)$.
Let $\psi_{i}=\psi_{i}(t)\left(i \in \mathbb{N}\right.$ beacomplete,orthonormalbasisof $L_{\omega, q}^{2}\left(\left(\omega_{0}, \omega_{0}+q^{-s}\right) ; E\right)$.
Since $G(x, t)$ is a Hilbert-Schmidt kernel, we can define

$$
\begin{aligned}
& x_{i}=\left(f, \psi_{i}\right)=\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f(t), \psi_{i}(t)\right)_{E} d_{\omega, q} t, \\
& y_{i}=\left(g, \psi_{i}\right)=\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(g(t), \psi_{i}(t)\right)_{E} d_{\omega, q} t, \\
& a_{i k}=\int_{\omega_{0}}^{\omega_{0}+q^{-s}} \int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(G(x, t) \psi_{i}(x), \psi_{k}(t)\right)_{E} d_{\omega, q} x d_{\omega, q} t .
\end{aligned}
$$

Then, $L_{\omega, q}^{2}\left(\left(\omega_{0}, \omega_{0}+q^{-s}\right) ; E\right)$ is mapped isometrically into $l^{2}$. Consequently, the integral operator transforms to the operator defined by the formula (2) in the space $l^{2}$ by this mapping, and the condition (14) is translated into the condition (1). It follows from Theorem 11 that this operator is compact. Therefore, the original operator is compact and has a purely discrete spectrum.

## Construction of the Spectral Function

In this section, the existence of a spectral function is proved.
Denote by $\Phi(x, \mu)$ the solution of the system (3) subjected to the initial conditions
$\Phi_{1}\left(\omega_{0}, \mu\right)=\cos \beta, \Phi_{2}\left(\omega_{0}, \mu\right)=-\sin \beta$.

Let us denote by $\mu_{m, q^{-s}}$ the eigenvalues of the problem (3), (4), (5), and by

$$
\Phi_{m, q^{-s}}(x)=\binom{\Phi_{m, q^{-s}}^{(1)}(x)}{\Phi_{m, q^{-s}}^{(2)}(x)}=\Phi\left(x, \mu_{m, q^{-s}}\right)=\binom{\Phi_{1}\left(x, \mu_{m, q^{-s}}\right)}{\Phi_{2}\left(x, \mu_{m, q^{-s}}\right)}
$$

the corresponding eigenfunctions which satisfy the conditions (4) and (5), where $(m \in \mathbb{Z}:=\{0, \pm 1, \pm 2, \ldots\})$. If
$f(x)=\binom{f_{1}(x)}{f_{2}(x)}, \int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f_{1}^{2}(x)+f_{2}^{2}(x)\right) d_{\omega, q} x<\infty$,
and

$$
\alpha_{m, q^{-s}}^{2}=\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(\left(\Phi_{m, q^{-s}}^{(1)}(x)\right)^{2}+\left(\Phi_{m, q^{-s}}^{(2)}(x)\right)^{2}\right) d_{\omega, q} x
$$

i.e., if $f(.) \in L_{\omega, q}^{2}\left(\left(\omega_{0}, \omega_{0}+q^{-s}\right) ; \mathbb{R}^{2}\right)$, then we have

$$
\begin{align*}
\omega_{0}+q^{-s} & \left.f_{1}^{2}(x)+f_{2}^{2}(x)\right) d_{\omega, q} x \\
= & \sum_{m=-\infty}^{\infty} \frac{1}{\alpha_{m, q^{-s}}^{2}}\left\{\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f_{1}(x) \Phi_{m, q^{-s}}^{(1)}(x)+f_{2}(x) \Phi_{m, q^{-s}}^{(2)}(x)\right) d_{\omega, q} x\right\}^{2} \tag{16}
\end{align*}
$$

which is called the Parseval equality.
Now let the non-decreasing step function $\varrho_{q^{-s}}$ on $\mathbb{R}$ be defined by
$\varrho_{q^{-s}}(\mu)=\left\{\begin{array}{l}-\sum_{\mu<\mu_{m, q^{-s}}<0} \frac{1}{\alpha_{m, q^{-s}}^{2}}, \text { for } \mu \leq 0 \\ \sum_{0 \leq \mu_{m, q^{-s}}<\mu} \frac{1}{\alpha_{m, q^{-s}}^{2}}, \text { for } \mu \geq 0 .\end{array}\right.$

Then, the equalities (16) can be written as

$$
\begin{equation*}
\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f_{1}^{2}(x)+f_{2}^{2}(x)\right) d_{\omega, q} x=\int_{-\infty}^{\infty} F_{s}^{2}(\mu) d \varrho_{q^{-s}}(\mu) \tag{17}
\end{equation*}
$$

where

$$
F_{s}(\mu)=\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f_{1}(x) \Phi_{1}(x, \mu)+f_{2}(x) \Phi_{2}(x, \mu)\right) d_{\omega, q} x
$$

It will be shown that the Parseval equality for the problem (3), (4) can be obtained from (17) by letting $s \rightarrow \infty$. For this aim, a lemma will be proved.

Lemma 13 For any positive $\kappa$, there is a positive constant $M=M(\kappa)$ not depending on $q^{-s}$ such that
$\bigvee_{\kappa}^{-\kappa}\left\{\varrho_{q^{-s}}(\mu)\right\}=\sum_{-\kappa<\mu_{m, q^{-s}}<\kappa} \frac{1}{\alpha_{m, q^{-s}}^{2}}=\varrho_{q^{-s}}(\kappa)-\varrho_{q^{-s}}(-\kappa)<M$.
Proof Let $\sin \beta \neq 0$. Since $\Phi_{2}(x, \mu)$ is continuous on the region
$\left\{(x, \mu):-\kappa \leq \mu \leq \kappa, \omega_{0} \leq x \leq \omega_{0}+a, a>0\right\}$,
by the condition $\Phi_{2}\left(\omega_{0}, \mu\right)=-\sin \beta$ there is a positive number $h$ and near by 0 such that
$\left(\frac{1}{h} \int_{\omega_{0}}^{\omega_{0}+h} \Phi_{2}(x, \mu) d_{\omega, q} x\right)^{2}>\frac{1}{2}(\sin \beta)^{2}$.

Let us define

$$
f_{h}(x)=\binom{f_{1 h}(x)}{f_{2 h}(x)}
$$

by

$$
f_{1 h}(x)=0, f_{2 h}(x)=\left\{\begin{array}{c}
\frac{1}{h}, \quad \omega_{0} \leq x<h \\
0, x \geq h
\end{array}\right.
$$

From (17), (18) and (19), we get

$$
\begin{aligned}
& \int_{\omega_{0}}^{\omega_{0}+h}\left(f_{1 h}^{2}(x)+f_{2 h}^{2}(x)\right) d_{\omega, q} x=\frac{1}{h} \int_{-\infty}^{\infty}\left(\frac{1}{h} \int_{\omega_{0}}^{\omega_{0}+h} \Phi_{2}(x, \mu) d_{\omega, q} x\right)^{2} d \varrho_{q^{-s}}(\mu) \\
& \geq \int_{-\kappa}^{\kappa}\left(\frac{1}{h} \int_{\omega_{0}}^{\omega_{0}+h} \Phi_{2}(x, \mu) d_{\omega, q} x\right)^{2} d \varrho_{q^{-s}}(\mu)>\frac{1}{2}(\sin \beta)^{2}\left\{\varrho_{q^{-s}}(\kappa)-\varrho_{q^{-s}}(-\kappa)\right\},
\end{aligned}
$$

which proves the inequality (18).
If $\sin \beta=0$, then the function $f_{h}(x)=\binom{f_{1 h}(x)}{f_{2 h}(x)}$ is defined by the formula $f_{1 h}(x)=\left\{\begin{array}{c}\frac{1}{h}, \\ 0, x \geq h .\end{array} \omega_{0} \leq x<h, f_{2 h}(x)=0\right.$.

Thus we obtain the inequality (18) by applying the Parseval equality.
Let $\varrho$ be any non-decreasing function on $-\infty<\mu<\infty$. Denote by $L_{\varrho}^{2}(\mathbb{R})$ the Hilbert space of all functions $f: \mathbb{R} \rightarrow \mathbb{R}$ which are measurable with respect to the Lebesque-Stieltjes measure defined by $\varrho$ and such that

$$
\int_{-\infty}^{\infty} f^{2}(\mu) d \varrho(\mu)<\infty
$$

with the inner product

$$
(f, g)_{\varrho}:=\int_{-\infty}^{\infty} f(\mu) g(\mu) d \varrho(\mu)
$$

## The Parseval Equality and Spectral Expansion Theorem

The main result of this work is the following theorem.

Theorem 14 For the singular Hahn-Dirac system (3)-(4), there exists a non-decreasing function $\varrho(\mu)$ on $-\infty<\mu<\infty$ with the following properties:
(i) If $f()=.\binom{f_{1}()}{.f_{2}()}. \in L_{\omega, q}^{2}\left(\left(\omega_{0}, \omega_{0}+q^{-s}\right) ; \mathbb{R}^{2}\right)$, there exists a function $F \in L_{\varrho}^{2}(\mathbb{R})$ such that
$\lim _{s \rightarrow \infty} \int_{-\infty}^{\infty}\left\{F(\mu)-\int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f_{1}(x) \Phi_{1}(x, \mu)+f_{2}(x) \Phi_{2}(x, \mu)\right) d_{\omega, q} x\right\} d \varrho(\mu)=0$
and the Parseval equality

$$
\begin{equation*}
\int_{\omega_{0}}^{\infty}\left(f_{1}^{2}(x)+f_{2}^{2}(x)\right) d_{\omega, q} x=\int_{-\infty}^{\infty} F^{2}(\mu) d \varrho(\mu) \tag{21}
\end{equation*}
$$

holds.
(ii) The integrals $\int_{-\infty}^{\infty} F(\mu) \Phi_{1}(x, \mu) d \varrho(\mu)$ and $\int_{-\infty}^{\infty} F(\mu) \Phi_{2}(x, \mu) d \varrho(\mu)$ converge to $f_{1}$ and $f_{2}$ in $L_{\omega, q}^{2}\left(\omega_{0}, \infty\right)$, respectively. That is,
$\lim _{n \rightarrow \infty} \int_{\omega_{0}}^{\infty}\left(f_{1}(x)-\int_{-n}^{n} F(\mu) \Phi_{1}(x, \mu) d \varrho(\mu)\right)^{2} d_{\omega, q} x=0$,
$\lim _{n \rightarrow \infty} \int_{\omega_{0}}^{\infty}\left(f_{2}(x)-\int_{-n}^{n} F(\mu) \Phi_{2}(x, \mu) d \varrho(\mu)\right)^{2} d_{\omega, q} x=0$.

Note that the function $\varrho$ is called a spectral function for the singular system (3)-(4).

Proof Assume that the function $f_{\xi}(x)=\binom{f_{1 \xi}(x)}{f_{2 \xi}(x)}$ satisfies the following conditions.

1) $f_{\xi}(x)$ vanishes outside the interval $\left[\omega_{0}, \omega_{0}+q^{-\xi}\right], q^{-\xi}<q^{-s}$.
2) The functions $f_{\xi}(x)$ and $D_{\omega, q} f_{\xi}(x)$ are continuous at $\omega_{0}$.
3) $\quad f_{\xi}(x)$ satisfies the boundary conditions (4) and (5).

If we apply to $f_{\xi}(x)$ the Parseval equality (17), then we obtain

$$
\begin{equation*}
\int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(f_{1 \xi}^{2}(x)+f_{2 \xi}^{2}(x)\right) d_{\omega, q} x=\int_{-\infty}^{\infty} F_{\xi}^{2}(\mu) d \varrho(\mu) \tag{22}
\end{equation*}
$$

where
$F_{\xi}(\mu)=\int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(f_{1 \xi}(x) \Phi_{1}(x, \mu)+f_{2 \xi}(x) \Phi_{2}(x, \mu)\right) d_{\omega, q} x$.

Since $\Phi(x, \mu)$ satisfies the system (3), it is seen that

$$
\begin{aligned}
& \Phi_{1}(x, \mu)=\frac{1}{\mu}\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} \Phi_{2}(x, \mu)+p(x) \Phi_{1}(x, \mu)\right), \\
& \Phi_{2}(x, \mu)=\frac{1}{\mu}\left(D_{\omega, q} \Phi_{1}(x, \mu)+r(x) \Phi_{2}(x, \mu)\right) .
\end{aligned}
$$

By (23), we get
$F_{\xi}(\mu)=\frac{1}{\mu} \int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(f_{1 \xi}(x)\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} \Phi_{2}(x, \mu)+p(x) \Phi_{1}(x, \mu)\right)\right.$
$\left.\left.+D_{\omega, q} \Phi_{1}(x, \mu)+r(x) \Phi_{2}(x, \mu)\right)\right) d_{\omega, q} x$

Since $f_{\xi}(x)$ vanishes in a neighborhood of the point $\omega_{0}+q^{-s}$ and, $f_{\xi}(x)$ and $\Phi(x, \mu)$ satisfy the boundary condition (15), we obtain

$$
F_{\xi}(\mu)=\frac{1}{\mu} \int_{\omega_{0}}^{\omega_{0}+q^{-s}}\left(\Phi_{1}(x, \mu)\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} f_{2 \xi}(x)+p(x) f_{1 \xi}(x)\right),\right.
$$

via $\omega, q$ - integration by parts. For any finite $\kappa>0$, by using (17), we have

$$
\begin{aligned}
& \int_{\mid \mu \gg} F_{\xi}^{2}(\mu) d \varrho_{q^{-s}}(\mu) \\
& \leq \frac{1}{\kappa^{2}} \int_{|\mu|>\kappa}\left\{\int _ { \omega _ { 0 } } ^ { \omega _ { 0 } + q ^ { - s } } \left(\Phi_{1}(x, \mu)\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} f_{2 \xi}(x)+p(x) f_{1 \xi}(x)\right)\right.\right. \\
& \left.\quad+\Phi_{2}(x, \mu)\left(D_{\omega, q} f_{1 \xi}(x)+r(x) f_{2 \xi}(x)\right) d_{\omega, q} x\right\}^{2} d \varrho_{q^{-s}}(\mu)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{\kappa^{2}} \int_{-\infty}^{\infty}\left\{\int _ { \omega _ { 0 } } ^ { \omega _ { 0 } + q ^ { - s } } \left(\Phi_{1}(x, \mu)\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} f_{2 \xi}(x)+p(x) f_{1 \xi}(x)\right)\right.\right. \\
& \left.\left.=\frac{1}{\kappa^{2}} \int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}(x, \mu)\left(D_{\omega, q} f_{1 \xi}(x)+r(x) f_{2 \xi}(x)\right)\right) d_{\omega, q} x\right\}^{2} d \varrho_{q^{-s}}(\mu)
\end{aligned}
$$

From (22), we see that

$$
\begin{align*}
& \left|\int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(f_{1 \xi}^{2}(x)+f_{2 \xi}^{2}(x)\right) d_{\omega, q} x-\int_{-\kappa}^{\kappa} F_{\xi}^{2}(\mu) d \varrho_{q^{-s}}(\mu)\right| \\
& \leq \frac{1}{\kappa^{2}} \int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} f_{2 \xi}(x)+p(x) f_{1 \xi}(x)\right)^{2}+\left(D_{\omega, q} f_{1 \xi}(x)+r(x) f_{2 \xi}(x)\right)^{2}\right) d_{\omega, q} x . \tag{24}
\end{align*}
$$

By Lemma 13, the set $\left\{\varrho_{q^{-s}}(\mu)\right\}$ is bounded. By using Theorems 9 and 10, we can find a sequence $\left\{q^{-s}\right\}$ such that the sequence $\varrho_{q^{-s}}(\mu)$ converges to a monotone function $\varrho(\mu)$ as $s \rightarrow \infty$. Passing to the limit with respect to $\left\{q^{-s}\right\}$ in (24), we get

$$
\begin{aligned}
& \left|\int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(f_{1 \xi}^{2}(x)+f_{2 \xi}^{2}(x)\right) d_{\omega, q} x-\int_{-\kappa}^{\kappa} F_{\xi}^{2}(\mu) d \varrho(\mu)\right| \\
& \leq \frac{1}{\kappa^{2}} \int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(\left(-q^{-1} D_{-\omega q^{-1}, q^{-1}} f_{2 \xi}(x)+p(x) f_{1 \xi}(x)\right)^{2}+\left(D_{\omega, q} f_{1 \xi}(x)+r(x) f_{2 \xi}(x)\right)^{2}\right) d_{\omega, q} x .
\end{aligned}
$$

Hence, letting $\kappa \rightarrow \infty$, we obtain

$$
\int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left(f_{1 \xi}^{2}(x)+f_{2 \xi}^{2}(x)\right) d_{\omega, q} x=\int_{-\infty}^{\infty} F_{\xi}^{2}(\mu) d \varrho(\mu)
$$

Now, let f be an arbitrary function on $L_{\omega, q}^{2}\left(\left(\omega_{0}, \infty\right) ; \mathbb{R}^{2}\right)$. It is known that there exists a sequence $\left\{f_{\xi}(x)\right\}$ of functions satisfying the conditions 1-3 and such that
$\lim _{\xi \rightarrow \infty} \int_{\omega_{0}}^{\infty}\left\|f(x)-f_{\xi}(x)\right\|_{E}^{2} d_{\omega, q} x=0$.

Let

$$
F_{\xi}(\mu)=\int_{\omega_{0}}^{\infty}\left\|f_{\xi}^{T}(x) \Phi(x, \mu)\right\|_{E} d_{\omega, q} x
$$

Then, we have

$$
\int_{\omega_{0}}^{\infty}\left(f_{1 \xi}^{2}(x)+f_{2 \xi}^{2}(x)\right) d_{\omega, q} x=\int_{-\infty}^{\infty} F_{\xi}^{2}(\mu) d \varrho(\mu)
$$

Since

$$
\int_{\omega_{0}}^{\infty}\left\|f_{\xi_{1}}(x)-f_{\xi_{2}}(x)\right\|_{E}^{2} d_{\omega, q} x \rightarrow 0 \text { as } \xi_{1}, \xi_{2} \rightarrow \infty
$$

we have

$$
\int_{-\infty}^{\infty}\left(F_{\xi_{1}}(\mu)-F_{\xi_{2}}(\mu)\right)^{2} d \varrho(\mu)=\int_{\omega_{0}}^{\infty}\left\|f_{\xi_{1}}(x)-f_{\xi_{2}}(x)\right\|_{E}^{2} d_{\omega, q} x \rightarrow 0
$$

as $\xi_{1}, \xi_{2} \rightarrow \infty$. Consequently, there is a limit function $F$ which satisfies

$$
\int_{\omega_{0}}^{\infty}\|f(x)\|_{E}^{2} d_{\omega, q} x=\int_{-\infty}^{\infty} F^{2}(\mu) d \varrho(\mu)
$$

by the completeness of the space $L_{\varrho}^{2}(\mathbb{R})$.
The next goal is to show that the sequence
$K_{\xi}(\mu)=\int_{\omega_{0}}^{\omega_{0}+q^{-\xi}}\left[f_{1}(x) \Phi_{1}(x, \mu)+f_{2}(x) \Phi_{2}(x, \mu)\right] d_{\omega, q} x$
converges as $\xi \rightarrow \infty$ to $F$ in the metric of the space $L_{\varrho}^{2}(\mathbb{R})$. Let $g$ be another function in $L_{\omega, q}^{2}\left(\left(\omega_{0}, \infty\right) ; \mathbb{R}^{2}\right)$. By similar arguments, let $G(\mu)$ be defined by $g$. It is clear that

$$
\int_{\omega_{0}}^{\infty}\|f(x)-g(x)\|_{E}^{2} d_{\omega, q} x=\int_{-\infty}^{\infty}\{F(\mu)-G(\mu)\}^{2} d \varrho(\mu)
$$

Set
$g(x)=\left\{\begin{array}{c}f(x), x \in\left[\omega_{0}, q^{-\xi}\right] \\ 0, x \in\left(q^{-\xi}, \infty\right) .\end{array}\right.$

Then, we have

$$
\int_{-\infty}^{\infty}\left\{F(\mu)-K_{\xi}(\mu)\right\}^{2} d \varrho(\mu)=\int_{q^{-\xi}}^{\infty}\left(f_{1}^{2}(x)+f_{2}^{2}(x)\right) d_{\omega, q} x \rightarrow 0(\xi \rightarrow \infty)
$$

which proves that $K_{\xi}$ converges to F in $L_{\varrho}^{2}(\mathbb{R})$ as $\xi \rightarrow \infty$. This proves (i).
Now, (ii) will be proved. Suppose that

$$
f(.)=\binom{f_{1}(.)}{f_{2}(.)}, g(.)=\binom{g_{1}(.)}{g_{2}(.)} \in L_{\omega, q}^{2}\left(\left(\omega_{0}, \infty\right) ; \mathbb{R}^{2}\right)
$$

and, $F(\mu)$ and $G(\mu)$ are their Fourier transforms, respectively. Then $F \pm G$ are the transforms of $f \pm g$. Consequently, by (21), we have

$$
\begin{aligned}
& \int_{\omega_{0}}^{\infty}\left(\left[f_{1}(x)+g_{1}(x)\right]^{2}+\left[f_{2}(x)+g_{2}(x)\right]^{2}\right) d_{\omega, q} x=\int_{-\infty}^{\infty}\{F(\mu)+G(\mu)\}^{2} d \varrho(\mu), \\
& \int_{\omega_{0}}^{\infty}\left(\left[f_{1}(x)-g_{1}(x)\right]^{2}+\left[f_{2}(x)-g_{2}(x)\right]^{2}\right) d_{\omega, q} x=\int_{-\infty}^{\infty}\{F(\mu)-G(\mu)\}^{2} d \varrho(\mu) .
\end{aligned}
$$

Subtracting the second relation from the first, we get

$$
\begin{equation*}
\int_{\omega_{0}}^{\infty}\left[f_{1}(x) g_{1}(x)+f_{2}(x) g_{2}(x)\right]^{2} d_{\omega, q} x=\int_{-\infty}^{\infty} F(\mu) G(\mu) d \varrho(\mu) \tag{25}
\end{equation*}
$$

which is called the generalized Parseval equality.
Set
$f_{\tau}(x)=\binom{\int_{-\tau}^{\tau} F(\mu) \Phi_{1}(x, \mu) d \varrho(\mu)}{\int_{-\tau}^{\tau} F(\mu) \Phi_{2}(x, \mu) d \varrho(\mu)}$,
where F is the function defined in (20). Let $g()=.\binom{g_{1}()}{.g_{2}()}$. be a vector-function which is equal to zero outside the finite interval $\left[\omega_{0}, \omega_{0}+q^{-\vartheta}\right]$, where $\vartheta \in \mathbb{N}$. Thus we obtain

$$
\begin{align*}
\left(f_{\tau}, g\right) & =\int_{\omega_{0}}^{\omega_{0}+q^{-9}}\left\{\int_{-\tau}^{\tau} F(\mu) \Phi_{1}(x, \mu) d \varrho(\mu)\right\} g_{1}(x) d_{\omega, q} x \\
& +\int_{\omega_{0}}^{\omega_{0}+q^{-9}}\left\{\int_{-\tau}^{\tau} F(\mu) \Phi_{2}(x, \mu) d \varrho(\mu)\right\} g_{2}(x) d_{\omega, q} x \\
& =\int_{-\tau}^{\tau} F(\mu)\left\{\int_{\omega_{0}}^{\omega_{0}+q^{-9}} \Phi_{1}(x, \mu) g_{1}(x) d_{\omega, q} x\right\} d \varrho(\mu)  \tag{26}\\
& +\int_{-\tau}^{\tau} F(\mu)\left\{\int_{\omega_{0}}^{\omega_{0}+q^{-9}} \Phi_{2}(x, \mu) g_{2}(x) d_{\omega, q} x\right\} d \varrho(\mu) \\
& =\int_{-\tau}^{\tau} F(\mu) G(\mu) d \varrho(\mu)
\end{align*}
$$

From (25), we get
$(f, g)=\int_{-\infty}^{\infty} F(\mu) G(\mu) d \varrho(\mu)$.
By (26) and (27), we have
$\left(f_{\tau}-f, g\right)=\int_{|\mu|>\tau} F(\mu) G(\mu) d \varrho(\mu)$.

By using the Cauchy-Schwarz inequality, we obtain
$\left|\left(f_{\tau}-f, g\right)\right|^{2} \leq \int_{|\mu|>\tau} F^{2}(\mu) d \varrho(\mu) \int_{|\mu| \tau \tau} G^{2}(\mu) d \varrho(\mu) \leq \int_{|\mu|\rangle \tau} F^{2}(\mu) d \varrho(\mu) \int_{-\infty}^{\infty} G^{2}(\mu) d \varrho(\mu)$.

If this inequality is applied to the function

$$
g(x)=\left\{\begin{array}{c}
f_{\tau}(x)-f(x), x \in\left[\omega_{0}, \omega_{0}+q^{-\vartheta}\right], \\
0, x \in\left(\omega_{0}+q^{-9}, \infty\right),
\end{array}\right.
$$

then we get

$$
\left\|f_{\tau}-f\right\|^{2} \leq \int_{-\infty}^{\infty} F^{2}(\mu) d \varrho(\mu) .
$$

Letting $\tau \rightarrow \infty$ yields the desired results since the right-hand side does not depend on $\vartheta$.
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#### Abstract

The authors propose a nonlinear epidemic model by developing it with generalized piecewise constant argument(GPCA) introduced by Akhmet. The authors investigate invariance region for the considered model. For the taken model into consideration, theyobtain a useful inequality concerning relation between the values of the solutions at the deviation argument and at any time for the epidemic model. The authors reach sufficient conditions for the existence and uniqueness of the solutions. Then, based on Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan for the differential equations with generalized piecewise constant argument (EPCAG), sufficient conditions for the stability of the trivial equilibrium and the positive equilibrium are investigated. Thus, the theoretical results concerning the uniform stability of the equilibriums are given.


## INTRODUCTION

In the present chapter, the main objective is to provide information on the stability analysis of the susceptible-infected-susceptible (SIS) model established by Cooke (1979). This model is developed by GPCA which is defined by Akhmet (2007a, 2007b). Firstly, invariance region for the considered equations with GPCA is investigated by the authors, respectively. The inequalities describing the relationship between the values received at this piecewise function and at any given time for the solutions of the models are given. This inequality is useful and important in the proofs of stability analysis in the sense of Lyapunov-Razumikhin method. It is aimed to obtain sufficient conditions guaranteeing the existence and uniqueness of the solutions of the proposed model. Afterwards, it is aimed to perform stability analysis with the help of Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009) (Aruğaslan, 2009) for EPCAG. Based on the relevant method, the conditions that guarantee the uniform stability and the uniform asymptotic stability of the trivial equilibrium and the positive equilibrium are presented. The obtained theoretical results depend on the parameters of the equation.

## BACKGROUND

The mathematical evaluation of the problems encountered in real life and the interpretation of their past and future dynamics has been and continues to be a subject that attracted the attention of the scientific world. In this direction, it is possible to express these problems as mathematical models by differential equations. With the help of the qualitative theory of differential equations, informations about the behaviors of these models can be provided. However, the fact that these information presents distant results from the reality phenomenon strengthens the likelihood of misleading the behavior of real processes. In this situation, it is possible to reach the findings that will affect the life negatively by the models which do not fully reflect the dynamics of real life problems. In order to overcome this issue, it would be a step in the right direction to consider differential equations with deviation argument instead of ordinary differential equations. Because, differential equations with deviation argument improve models representing real life problems, and moreover they contribute to understanding how a situation in the past of these problems affect the current and subsequent state of them. In other words, the effects of a past value of the models that has been constructed and developed with the help of such equations on the current behavior can be observed. Therefore, the efforts to achieve the development of such equations have received considerable attention by many scientists. As a result of these efforts, the qualitative theory of such equations
has shown a serious development process. It is possible to see that this process introduces differential equations which have arguments such as delay, piecewise constant argument, generalized piecewise constant argument (Cooke \& Wiener, 1984; Akhmet 2007a, 2007b).

The use of such differential equations has led to the construction of remarkable models in many areas such as physics, engineering, medicine, biology, population dynamics, chemistry and economics. Thus, the scientific, technological, industrial and economic development of the society could be supported, and evaluations about the health of the society could be made possible. Of course, as time goes on, contributions to these supports and evaluations continue. Because, it is necessary to make different contributions to the changing problems of the developing world. In this respect, epidemic models can mathematically represent the problems encountered in the fields of medicine, biology and population dynamics. The negligence of the handling of such problems and the negligence of their scientific examination can affect the individuals and the development of the world with serious consequences. Because, the events affecting the health of the society directly concern people. It is not difficult to observe this fact. In order to understand the effects of the outbreaks affecting societies and cultures on populations, it is sufficient to examine the statistical numerals held in history. For this purpose, the following delayed SIS model

$$
\begin{equation*}
y^{\prime}(t)=b y(t-T)[1-y(t)]-c y(t) . \tag{1}
\end{equation*}
$$

was established by Cooke (1979). Here, $b, c$ are positive and constant parameters corresponding to infection and recovery rates, respectively. The proportion of humans in the community who are infectious at time $t$ and the proportion who are susceptible are denoted by $y(t)$ and $S(t)$ respectively. Then, Cooke (1979) takes $y(t)+S(t)=1$ by assuming that the infection in humans confers negligible immunity and does not result in death or isolation. At the end of this time expressed in this assumption, it is assumed that the vector can infect a susceptible human (Cooke, 1979; Huang et al., 2016). Additionally, denote by $z(t)$ the number of infectious vectors in the community at time $t$ according to Cooke (1979). The population is evaluated in two classes: susceptible and infectious. This evaluation supports homogeneous mixing of the vector and human populations (Busenberg \& Cooke, 1980). The model (1) with delay is quite valuable epidemic model in population dynamics. So, this model has attracted the attention of many scientists.

According to Cooke (1979), the equation (1) with delay has representation of the proportion of infective individuals by considering the following assumptions arising from the dynamic of the spread of a communicable disease:
(A) The infection is transmitted by a vector like mosquito to individuals.
(B) The infection in the individual gives an immunity, but does not cause death or isolation.
(C) The population is fixed without considering the change in births, deaths and immigration to the population.
(D) When a susceptible vector is infected by a person, there is a fixed time $T$ during which the infectious agent develops in the vector. At the end of this time, the vector can infect a susceptible human.
(E) Human and vector populations have a homogeneous mixing.
(F) The rate of recovery of infected people is positive constant c .
(G) Th vector population is very large and $z(t)$ is simply proportional to $y(t-T)$. The infection is transmitted by a vector like mosquito to individuals.

In ligth of above descriptions and assumptions, the multiple of $S(t) z(t)$ means the number of new infections per unit time, and so the time-dependent change of the proportion of infectious humans in the community is expressed by the differential equation (1) (Cooke, 1979).

In addition, differential equations have a theoretical background to examine the development of a process. The examination of structures only developed by ordinary differential equations may not yield the expected results. As a remedy to this situation, differential equations with deviation arguments can be used. Because, such equations allow the models to be established more closely to their nature. Moreover, the dynamics of the models can be analyzed in more detail by them. In this respect, EPCAG introduced by Akhmet is of great importance in order to understand the problems encountered in many areas better (Akhmet, 2007a, 2007b). The deviation argument defined in these differential equations is a piecewise function that provides certain properties. This piecewise function makes it possible to choose arbitrary argument and the difference between the arguments is arbitrary. Furthermore, this argument is a discontinuous argument. This includes a remarkable situation in the modeling of actual processes. The greatest integer function, which is considered as the deviation argument in the differential equations with piecewise constant argument, permits to take always one unit of change between the arguments. However, EPCAG have a more general form of deviation argument than the argument contained in the differential equations with piecewise constant argument. Such equations have enabled many theoretical and practical studies to be carried out (Akhmet, 2008a, 2008b, 2010, 2011, 2014; Akhmet \& Aruğaslan, 2009; Akhmet, Aruğaslan, \& Yılmaz, 2010a, 2010b; Aruğaslan, 2009; Aruğaslan \& Cengiz, 2017, 2018; Aruğaslan \& Güzel, 2015). Besides, the construction of models with such differential equations brings about the process of examining the qualitative behaviors of these models. In this respect, there is an extensive literature on stability analysis of models. In this sense,
the stability of the systems without reaching their solutions can be examined in the light of Lyapunov-Razumikhin (1956) and Lyapunov-Krasovskii (1963) methods. While it is desired to approach the phenomenon of reality, the structures of the models become more complex. In this case, the usefulness of Lyapunov methods is obvious and noteworthy. Furthermore, the introduction of Lyapunov-Razumikhin method by Akhmet and Aruğaslan (2009) for EPCAG is noteworthy (Aruğaslan, 2009). Because stability analysis with other methods for such equations brings about more intensive operations and calculations unlike Lyapunov-Razumikhin method for EPCAG.

As the subject of the present chapter, the model (1) is developed by EPCAG which is introduced by Akhmet (2007a, 2007b). Thus, under favour of the GPCA, the change between arguments can be arbitrarily chosen and so the model can be examined by a more natural approach. Basically, the authors aim to perform the stability examination for the developed model by GPCA. Then, the stability examinations with the help of Lyapunov-Razumikhin method for EPCAG (Akhmet \& Aruğaslan, 2009) are performed for the epidemic model with GPCA. This method enables stability analysis to be performed more easily by requiring less operation.

## MAIN FOCUS OF THE CHAPTER

Let $R, N, N_{0}$ and $R^{+}$be sets of all real numbers, natural numbers, non-negative integers and non-negative real numbers, respectively, i.e., $R=(-\infty, \infty), N_{0}=\{1,2, \ldots\}$ and $R^{+}=[0, \infty)$. Fix a real-valued sequence $\left\{\theta_{i}\right\}, i \in N_{0}$ such that $0=\theta_{0}<\theta_{1}<\ldots<\theta_{i}<\ldots$ with $\theta_{i} \rightarrow \infty$ as $i \rightarrow \infty$. In the present chapter, the authors address the SIS model with GPCA:

$$
\begin{equation*}
x^{\prime}(t)=b x(\beta(t))[1-x(t)]-c x(t) \tag{2}
\end{equation*}
$$

Here, in the equation (2), $x \in R, t \in R^{+}, \beta(t)=\theta_{i}$ if $t \in\left[\theta_{i}, \theta_{i+1}\right), i \in N_{0}$. For the sequence $\left\{\theta_{i}\right\}$, $i \in N_{0}$, let $0 \leq \theta_{i}<\theta_{i+1}$ for all $i \in N_{0}$ and $\theta_{i} \rightarrow \infty$ as $i \rightarrow \infty$. Let us assume without loss of generality that $\theta_{i}<t_{0} \leq \theta_{i+1}$.for some $i \in N_{0}$. In the nonlinear epidemic model (2), $b, c$ are positive and constant parameters corresponding to infection and recovery rates, respectively. Equation (2) has a representation of the proportion of infective individuals by considering the expressions and the assumptions (A)-(H) in Background above.

As the main goal, the authors investigate the stability of the trivial equilibrium and the positive equilibrium of (2). While investigating the stability, they take LyapunovRazumikhin method developed by Akhmet and Aruğaslan (2009) for EPCAG into
consideration. For this aim, as the first step, the authors examine positive invariance region for the considered model. Then, the authors indicate an important auxiliary result given a relation between the values of solutions at the deviation argument $\beta(t)$ and at any time $t$ of the proposed model. This auxiliary result is useful in the proofs of the stability theory within the scope of Lyapunov-Razumikhin method. Next, the authors obtain sufficient conditions guaranteeing the existence and uniqueness of the solutions of the epidemic model with GPCA. By taking notice of the LyapunovRazumikhin method forEPCAG(Akhmet \& Aruğaslan, 2009), the authors investigate the the uniform stability of the trivial equilibrium and the positive equilibrium. During all these investigations, the nature of the solutions is evaluated within the biologically meaningful range $[0,1]$ as required by the examination performed for the positive invariance region.

Note that the equation (2) has the trivial equilibrium $x^{*}=0$ and the positive equilibrium $x^{*}=1-\frac{c}{b}, c<b$. If the positive equilibrium $x^{*}=1-\frac{c}{b}, c<b$ of (2) is transformed into the trivial equilibrium, by $y=x-x^{*}$ then the following equation is reached:

$$
\begin{equation*}
y^{\prime}(t)=-b y(t)[1+y(\beta(t))]+c y(\beta(t)) \tag{3}
\end{equation*}
$$

Now, let us describe crucial sets of functions:

$$
\begin{aligned}
& \mathcal{K}=\left\{a \in \boldsymbol{C}\left(R^{+}, R^{+}\right): \text {strictly increasing and } a(0)=0\right\}, \\
& \mathcal{M}=\left\{d \in \boldsymbol{C}\left(R^{+}, R^{+}\right): d(0)=0, d(s)>0 \text { for } s>0\right\},
\end{aligned}
$$

which will be used in the stability examinations.
The definitions related to solutions of the nonlinear epidemic models (2) and (3) are given by Definition 1 and Definiton 2, respectively.

Definiton 1 A function $x(t)$ is a solution of (3) ((4)) on $R^{+}$if:
(i) $\quad x(t)$ is continuous on $R^{+}$.
(ii) the derivative $x^{\prime}(t)$.exists for $t \in R^{+}$with the possible exception of the points $\theta_{i}, i \in N_{0}$, where one-sided derivatives exist;
(iii) equation (3)((4)) is satisfied by $x(t)$.on each interval $\left(\theta_{i}, \theta_{i+1}\right), i \in N_{0}$, and it holds for the right derivative of $x(t)$ at the points $\theta_{i}, i \in N_{0}$.

Definiton 2 A function $y(t)$.is a solution of (5) ((6)) on $R^{+}$if:
(i) $y(t)$ is continuous on $R^{+}$.
(ii) the derivative $y^{\prime}(t)$.exists for $t \in R^{+}$with the possible exception of the points $\theta_{i}, i \in N_{0}$, where one-sided derivatives exist;
(iii) equation (5)((6)) is satisfied by $y(t)$ on each interval $\left(\theta_{i}, \theta_{i+1}\right), i \in N_{0}$, and it holds for the right derivative of $y(t)$ at the points $\theta_{i}, i \in N_{0}$.

## THE THEORETICAL RESULTS FOR (2)

The following assumptions will be needed throughout the chapter:
(C1) There exists a positive numbers $\underline{\theta}, \bar{\theta}$.such that $\underline{\theta} \leq \theta_{i+1}-\theta_{i} \leq \bar{\theta}, i \in N_{0}$;
(C2) $\bar{\theta}\left(b+c+(b+c)(1+\bar{\theta}(b+c)) e^{\bar{\theta}(b+c)}\right)<1$;
(C3) $3 \bar{\theta}(c+b) e^{(c+b) \bar{\theta}}<1$;
(C4) $b \leq c$;
(C5) $c<b$.

## The Results Concerning the Positive Invariance

Now, the results concerning positive invariance for (2) are given by the lemma and theorems below. So, this results give an information about the invariance region of the solutions for (3). Take just solutions $x(t)$ with $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Lemma 1 The equation (2) with $x\left(\theta_{0}\right)=x_{0}$ is equivalent to the following integral equation
$x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x(\beta(s))[1-x(s)] d s, t \in\left[\theta_{0}, \alpha\right)$.

Proof: Necessity. Let $x(t)$.be the solution of (2) with $x\left(\theta_{0}\right)=x_{0}$. Based on Definiton 1 ,(4) satisfies the equation (2) on each interval $\left[\theta_{i}, \theta_{i+1}\right), i \in N_{0}$. For $t \in\left[\theta_{0}, \theta_{1}\right)$,. the solution is
$x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x(\beta(s))[1-x(s)] d s .$.

Letting $t \rightarrow \theta_{1}$, by the continuity of the solutions, it is obtained

$$
x_{1}=x\left(\theta_{1}\right)=e^{-c\left(\theta_{1}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{1}} e^{-c\left(\theta_{1}-s\right)} b x(\beta(s))[1-x(s)] d s
$$

Therefore, (4) holds on $\left[\theta_{0}, \theta_{1}\right]$. Assume that (4) is valid on the interval $\left[\theta_{0}, \theta_{k}\right]$ for some $k \geq 1$. Then, for $t \in\left[\theta_{k}, \theta_{k+1}\right)$, it is true that

$$
\begin{aligned}
x(t) & =e^{-c\left(t-\theta_{k}\right)} x_{k}+\int_{\theta_{k}}^{t} e^{-c(t-s)} b x(\beta(s))[1-x(s)] d s \\
& =e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x(\beta(s))[1-x(s)] d s
\end{aligned}
$$

Letting $t \rightarrow \theta_{k+1}$. it can be seen that

$$
x_{k+1}=x\left(\theta_{k+1}\right)=e^{-c\left(\theta_{k+1}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{k+1}} e^{-c\left(\theta_{k+1}-s\right)} b x(\beta(s))[1-x(s)] d s
$$

Thus, (4) holds on $\left[\theta_{0}, \theta_{k+1}\right]$. Based on induction method, it can be observed for all $t \geq \theta_{0}$.

Sufficiency. Let $x(t)$ be the solution of (2). Fix $i \in N_{0}$ and consider the interval $\left[\theta_{i}, \theta_{i+1}\right)$. Differentiating (4), it can be seen that $x(t)$ holds (2). Letting $t \rightarrow \theta_{i}+$ and considering that $x(\beta(t))$.is right continuous function, it is seen that $x(t)$ satisfies (2) on $\left[\theta_{i}, \theta_{i+1}\right)$.

Theorem 1 If $x:\left[\theta_{0}, \alpha\right) \rightarrow R$ is a solution of (2) for $\theta_{0}<t<\theta_{i+1} \leq \alpha$.atisfying the initial condition $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$ and $b \leq c$ holds, then the set $\Omega=\{x \in R: 0 \leq x \leq 1\}$ is positively invariant for (2). Moreover, if $0<x_{0} \leq 1$ then $0<x(t) \leq 1$. If $0<x_{0}<1$ then $0<x(t)<1$.
Proof: Let us assume without loss of generality that $\theta_{i}<t_{0} \leq \theta_{i+1}$.for some $i \in N_{0}$. Let $x(t):\left[\theta_{0}, \alpha\right) \rightarrow R$.be a solution of (2) throught the initial condition $x\left(\theta_{0}\right)=x_{0}$ satisfying $0 \leq x_{0} \leq 1$. Then, the solution of (3) is equivalent to the following integral equation
$x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x(\beta(s))[1-x(s)] d s, t \in\left[\theta_{0}, \alpha\right)$.

Now, suppose that $\mathrm{x}(\mathrm{t})$ does not satisfy the inequality $0 \leq x(t) \leq 1$ for $0 \leq \theta_{0} \leq t<\theta_{i+1} \leq \alpha, i \in N$. By continuity of $x(t)$, there exists a largest number $\mu$. $0 \leq \theta_{0} \leq \mu<\theta_{i+1} \leq \alpha, i \in N$ such that $0 \leq x(t) \leq 1$ for $0 \leq t \leq \mu$ and either
(i) $\quad x(\mu)=0$ and $x(t)<0$ on $(\mu, \mu+\varepsilon)$ for some $\varepsilon>0$; or
(ii) $\quad x(\mu)=1$ and $x(t)>1$ on $(\mu, \mu+\varepsilon)$ for some $\varepsilon>0$.

First, consider the case (i). This situation shows that $b x_{0}[1-x(t)] \geq 0$ and $-c x(t)>0$. Thus, while $0 \leq \theta_{0} \leq t \leq \mu<\theta_{1}$ it is seen that

$$
x^{\prime}(t)=b x_{0}[1-x(t)]-c x(t) \geq-c x(t)>0,
$$

and then $x(t)$ is non-decreasing on $(\mu, \mu+\varepsilon)$ which is a contradiction. In detail, it can be seen that

$$
x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x_{0}[1-x(s)] d s \geq e^{-c \bar{\theta}} x_{0} \geq 0
$$

on $\left[\theta_{0}, \theta_{1}\right)$. For $t=\theta_{1}$,

$$
x\left(\theta_{1}\right)=x_{1}=e^{-c\left(\theta_{1}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{1}} e^{-c\left(\theta_{1}-s\right)} b x_{0}[1-x(s)] d s \geq e^{-c \bar{\theta}} x_{0} \geq 0
$$

Therefore, the inequality $0 \leq x(t)$ holds on $\left[\theta_{0}, \theta_{1}\right]$ when $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$. Moreover, by performing the operation on each interval $\left[\theta_{i}, \theta_{i+1}\right), i=1,2,3, \ldots$, in a similiar manner, it can be proved that $x(t)$ satisfies $0 \leq x(t)$ for all in $\left[\theta_{0}, \alpha\right)$ while $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Second, consider the case (ii). This case implies that $-c x(t)<-c, x_{0}[1-x(t)] \leq 0$. Thus, while $0 \leq \theta_{0} \leq t \leq \mu<\theta_{1}$ it is seen that
$x^{\prime}(t)=b x_{0}[1-x(t)]-c x(t)<0-c<0$.
and then $x(t)$ is non-increasing on $(\mu, \mu+\varepsilon)$ which is a contradiction. In detail, it can be seen on $\left[\theta_{0}, \theta_{1}\right)$ that
$x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x_{0}[1-x(s)] d s \leq e^{-c\left(t-\theta_{0}\right)} x_{0} \leq e^{-c \underline{\theta}} x_{0} \leq 1$,
which is a contradiction. For $t=\theta_{1}$,
$x\left(\theta_{1}\right)=x_{1}=e^{-c\left(\theta_{1}-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{\theta_{1}} e^{-c\left(\theta_{1}-s\right)} b x_{0}[1-x(s)] d s \leq e^{-c\left(\theta_{1}-\theta_{0}\right)} x_{0} \leq e^{-c \underline{\theta}} x_{0} \leq 1$.
Therefore, the inequality $x(t) \leq 1$ holds on $\left[\theta_{0}, \theta_{1}\right]$ when $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$. Moreover, by performing the operations on each interval $\left[\theta_{i}, \theta_{i+1}\right), i=1,2,3, \ldots$, in a similiar manner, it can be proved that $x(t)$ satisfies $x(t) \leq 1$ for all tin $\left[\theta_{0}, \alpha\right)$ while $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Thus, performing the operation on each interval $\left[\theta_{i}, \theta_{i+1}\right), i=1,2,3, \ldots$, in a similiar manner, proves that $x(t)$ satisfies $0 \leq x(t) \leq 1$ for all t in $\left[\theta_{0}, \alpha\right)$ while $0 \leq x\left(\theta_{0}\right)=x_{0} \leq 1$.

Moreover, suppose that $0<x_{0} \leq 1$. By the above conclusion, it is known that $\mathrm{x}(\mathrm{t})$ satisfy the inequality $0 \leq x(t) \leq 1$.for $\theta_{0} \leq t<\alpha$. From now on, it is shown that $\mathrm{x}(\mathrm{t})$ remains strictly positive. In the contrary, let $\bar{t}$ be the first point where $x(\bar{t})=0$ on $\left[\theta_{0}, \theta_{1}\right)$. Then, it is obvious that

$$
x^{\prime}(\bar{t})=b x_{0}[1-x(\bar{t})]-c x(\bar{t})=b x_{0}>0
$$

which is a contradiction. Besides, it can be seen that $x(t)$ remains strictly positive:

$$
x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x_{0}[1-x(s)] d s \geq e^{-c \bar{\theta}} x_{0}>0 .
$$

on $\left[\theta_{0}, \theta_{1}\right.$ ). For $t=\theta_{1}$, it can be easily seen that $x_{1}>0$. Therefore, the inequality $0<x(t) \leq 1$ holds on $\left[\theta_{0}, \theta_{1}\right]$ when $0<x_{0} \leq 1$. Moreover, by performing the operations on each interval $\left[\theta_{i}, \theta_{i+1}\right), i=1,2,3, \ldots$, in a similiar manner, it can be proved that $x(t)$ satisfies $0<x(t) \leq 1$ for all t in $\left[\theta_{0}, \alpha\right)$ while $0<x\left(\theta_{0}\right)=x_{0} \leq 1$.

Next, suppose that $0<x_{0}<1$. In this situation, it is shown that $\mathrm{x}(\mathrm{t})$ remains strictly less than one. On the contrary, let $\bar{t}$.be the first point where $x(\bar{t})=1$.on $\left[\theta_{0}, \theta_{1}\right)$. Hence, for $t \in\left[\theta_{0}, \theta_{1}\right)$.

$$
x^{\prime}(\bar{t})=b x_{0}[1-x(\bar{t})]-c x(\bar{t})=-c<0,
$$

which means that $x(t)$ does not exceed the value $x=1$, and it can be seen that $\mathrm{x}(\mathrm{t})$ remains strictly less than one:

$$
\begin{aligned}
& x(t)=e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b x_{0}[1-x(s)] d s<e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} b d s \\
& \leq e^{-c\left(t-\theta_{0}\right)} x_{0}+\int_{\theta_{0}}^{t} e^{-c(t-s)} c d s=e^{-c\left(t-\theta_{0}\right)} x_{0}+x_{0}-e^{-c\left(t-\theta_{0}\right)} x_{0}<1
\end{aligned}
$$

and so $x(t)<1$ on $\left[\theta_{0}, \theta_{1}\right)$. For $t=\theta_{1}$, it can be easily seen that $x_{1}<1$. Therefore, the inequality $0<x(t)<1$ holds on $\left[\theta_{0}, \theta_{1}\right]$. Moreover, by performing the operation on each interval $\left[\theta_{i}, \theta_{i+1}\right), i=1,2,3, \ldots$, in a similiar manner, it can be proved that $x(t)$ satisfies $0<x(t)<1$ for all t in $\left[\theta_{0}, \alpha\right)$ while $0<x\left(\theta_{0}\right)=x_{0}<1$.

Besides, for (3), it is obvious that the invariance region $\Omega$ changes as $\Omega^{*}=\left\{y \in R:-1+\frac{c}{b} \leq y \leq \frac{c}{b}\right\}$ while transforming the positive equilibrium into trivial equilibrium.

## The Auxiliary Results for the Solutions of (2)

Now, for (2), the lemmas containing an auxiliary result which is noteworthy for the proof of stability analysis in the sense of Lyapunov-Razumikhin method will be given.

Lemma 3 Let the assumptions (C1) and (C2) be satisfied. Then, the following inequality

$$
\begin{equation*}
x(\beta(t)) \leq \boldsymbol{R}_{1} x(t) . \tag{5}
\end{equation*}
$$

holds for all $t \geq 0 x \in \Omega$ and (2) where $\mathbf{h}_{1}=\left\{1-\bar{\theta}\left(b+(b+c)(1+\bar{\theta} b) e^{\bar{\theta}(b+c)}\right)\right\}^{-1}$.

Proof: Let us fix $t \in R^{+}$. Then there exists $k \in N_{0}$ such that $t \in\left[\theta_{k}, \theta_{k+1}\right)$. By integral equation, the solution $x(t)$ of (2) can be written as
$x(t)=x\left(\theta_{k}\right)+\int_{\theta_{k}}^{t}\left(b x\left(\theta_{k}\right)-b x\left(\theta_{k}\right) x(s)-c x(s)\right) d s, t \in\left[\theta_{k}, \theta_{k+1}\right)$,
and thus it is true that
$|x(t)| \leq\left|x\left(\theta_{k}\right)\right|+\left|\int_{\theta_{k}}^{t}\left(b\left|x\left(\theta_{k}\right)\right|+b\left|x\left(\theta_{k}\right)\right||x(s)|+c|x(s)|\right) d s\right|$.

By $x \in \Omega$ and then based on the Gronwall-Bellman Lemma,
$x(t) \leq x\left(\theta_{k}\right)+\bar{\theta} b x\left(\theta_{k}\right)+\left|\int_{\theta_{k}}^{t}(b+c) x(s) d s\right| \leq(1+\bar{\theta} b) x\left(\theta_{k}\right) e^{\bar{\theta}(b+c)}$
is obtained. Besides, for $t \in\left[\theta_{k}, \theta_{k+1}\right)$. it can be written
$x\left(\theta_{k}\right)=x(t)-\int_{\theta_{k}}^{t}\left(b x\left(\theta_{k}\right)-b x\left(\theta_{k}\right) x(s)-c x(s)\right) d s$.

The last equality gives
$\left|x\left(\theta_{k}\right)\right|=x\left(\theta_{k}\right)=x(t)+\left|\int_{\theta_{k}}^{t}\left(b x\left(\theta_{k}\right)+b x\left(\theta_{k}\right) x(s)+c x(s)\right) d s\right|$,
and then since $x \in \Omega$.
$x\left(\theta_{k}\right) \leq x(t)+\bar{\theta} b x\left(\theta_{k}\right)+\left|\int_{\theta_{k}}^{t}(b+c) x(s) d s\right|$
is obtained. The inequality (6) gives that

$$
\begin{aligned}
& x\left(\theta_{k}\right) \leq x(t)+\bar{\theta} b x\left(\theta_{k}\right)+\left|\int_{\theta_{k}}^{t}(b+c)(1+\bar{\theta} b) x\left(\theta_{k}\right) e^{\bar{\theta}(b+c)} d s\right| \\
& =x(t)+\bar{\theta}\left(b+(b+c)(1+\bar{\theta} b) e^{\bar{\theta}(b+c)}\right) x\left(\theta_{k}\right) .
\end{aligned}
$$

Then, the following inequality
$x\left(\theta_{k}\right) \leq\left\{1-\bar{\theta}\left(b+(b+c)(1+\bar{\theta} b) e^{\bar{\theta}(b+c)}\right)\right\}^{-1} x(t)$
is reached. It follows from the condition (C2) that the inequality (5) for $t \in\left[\theta_{k}, \theta_{k+1}\right)$. Hence, (5) holds for all $t \geq 0$.

Similiar result for (3) can be shown by the following lemma.
Lemma 4 Let the assumptions (C1) and (C2) be satisfied. Then, the following inequality

$$
\begin{equation*}
|y(\beta(t))| \leq \boldsymbol{R}_{2}|y(t)| \tag{7}
\end{equation*}
$$

holds for all $t \geq 0 y \in \Omega^{*}$ and (3), where $\boldsymbol{h}_{2}=\left\{1-\bar{\theta}\left(c+(b+c)(1+\bar{\theta} c) e^{\bar{\theta}(b+c)}\right)\right\}^{-1}$.

## The Existence and Uniqueness of the Solutions of (2)

Now, sufficient conditions for the existence and uniqueness of the solutions of (2) with GPCA shall be given.

Firstly, note that $g(u, v):=b v[1-u]-c u=b v-u(b v+c)$ is a continuous function and has continuous partial derivatives for $u, v \in \Omega$. First partial derivatives of the function $g(u, v)$.give that

$$
\left|\frac{\partial g}{\partial u}\right|=|-(b v+c)| \leq b|v|+c \leq b+c, \quad\left|\frac{\partial g}{\partial v}\right|=|b-u b|=b|1-u| \leq b,
$$

for $u, v \in \Omega$ he Lipschitz constant can be chosen as $\ell=b+c$.by assuming that $\ell$.is sufficiently small.

Lemma 5 Let (C1)-(C3) be satisfied and $i \in N_{0}$ be fixed. Then for every $\left(\xi, x_{0}\right) \in\left[\theta_{i}, \theta_{i+1}\right] \times \Omega$, there exists a unique solution $x(t)=x\left(t, \xi, x_{0}\right)$.of (2) on $\left[\theta_{i}, \theta_{i+1}\right]$.

Proof: Existence. Fix $i \in N_{0}$ and assume without loss of generality that $\theta_{i} \leq \xi \leq \theta_{i+1}$. Define a norm $|x(t)|_{0}=\max _{\left[\theta_{i} ; \xi\right]}|x(t)|$. Take $x^{0}(t)=x^{0}$ and define a sequence

$$
x^{p+1}(t)=x^{0}+\int_{\xi}^{t}\left(b x^{p}\left(\theta_{i}\right)-b x^{p}\left(\theta_{i}\right) x^{p}(s)-c x^{p}(s)\right) d s, p \geq 0, t \in\left[\theta_{i}, \theta_{i+1}\right)
$$

Or consider $g(u, v)=b v[1-u]-c u=b v-u(b v+c)$ and, by taking $g\left(x^{p}(s), x^{p}\left(\theta_{i}\right)\right)=$ $b x^{p}\left(\theta_{i}\right)-b x^{p}\left(\theta_{i}\right) x^{p}(s)-c x^{p}(s)$ define a sequence

$$
x^{p+1}(t)=x^{0}+\int_{\xi}^{t} g\left(x^{p}(s), x^{p}\left(\theta_{i}\right)\right) d s, p \geq 0, t \in\left[\theta_{i}, \theta_{i+1}\right) .
$$

Then, for $p=0$ it is true that

$$
\begin{align*}
\left|x^{1}(t)-x^{0}(t)\right| & \leq \max _{\left[\theta_{i}, \xi\right]}\left|x^{1}(t)-x^{0}(t)\right|=\left|x^{1}(t)-x^{0}(t)\right|_{0} \\
& \leq \max _{\left[\theta_{i}, \xi\right]}\left|\int_{\xi}^{t}\left(b\left|x^{0}\left(\theta_{i}\right)\right|\left|1-x^{0}(s)\right|+c\left|x^{0}(s)\right|\right) d s\right|  \tag{8}\\
& \leq \bar{\theta}(b+c)\left|x^{0}\right| \leq 2 \bar{\theta}(b+c) x^{0} .
\end{align*}
$$

Second, for $p=0$ and $p=1$ it can be written

$$
\begin{aligned}
\left|x^{2}(t)-x^{1}(t)\right|_{0} & =\max _{\left[\theta_{i}, \xi\right]}\left|\int_{\xi}^{t}\right| g\left(x^{1}(s), x^{1}\left(\theta_{i}\right)\right)-g\left(x^{0}(s), x^{0}\left(\theta_{i}\right)\right)|d s| \\
& \leq \max _{\left[\theta_{i}, \xi\right]}\left|(b+c) \int_{\xi}^{t}\left(\left|x^{1}\left(\theta_{i}\right)-x^{0}\left(\theta_{i}\right)\right|+\left|x^{1}(s)-x^{0}(s)\right|\right) d s\right| \\
& \leq(b+c) \bar{\theta}\left|x^{1}\left(\theta_{i}\right)-x^{0}\left(\theta_{i}\right)\right|+\max _{\left[\theta_{i}, \xi\right]}\left|(b+c) \int_{\xi}^{t}\right| x^{1}(s)-x^{0}(s)|d s|
\end{aligned}
$$

Using (8), for $t=\theta_{1}$, the inequality $\left|x^{1}\left(\theta_{i}\right)-x^{0}\left(\theta_{i}\right)\right|_{0} \leq 2 \bar{\theta}(b+c) x^{0}$.is reached and then

$$
\left|x^{2}(s)-x^{1}(s)\right|_{0} \leq 2(b+c)^{2} \bar{\theta}^{2} x^{0}+\max _{\left[\theta_{i}, \xi\right]}\left|\int_{\xi}^{t} 2 \bar{\theta}(b+c)^{2} x^{0} d s\right| \leq 2^{2}(b+c)^{2} \bar{\theta}^{2} x^{0}
$$

is obtained. Next, $\left|x^{p+1}(t)-x^{p}(t)\right|_{0}$.can be evaluated for the value $p=2,3, \ldots$ similiarly. Then, the induction method result in
$\left|x^{p+1}(t)-x^{p}(t)\right|_{0} \leq(2(b+c) \bar{\theta})^{p+1} x^{0}$.

Then, (C3) implies that the sequence $x^{p}(t)$ is convergent and its limit $x(t)$ satisfies

$$
x(t)=x^{0}+\int_{\xi}^{t}\left(b x\left(\theta_{i}\right)-b x\left(\theta_{i}\right) x(s)-c x(s)\right) d s
$$

on $t \in\left[\theta_{i}, \xi\right]$. The existence is proved.
Uniqueness: Let $x_{j}(t)=x\left(t, \xi, x_{j}^{0}\right), x_{j}(\xi)=x_{j}^{0}, j=1,2$, denote the solutions of (3) where $\theta_{i} \leq \xi \leq \theta_{i+1}$. Now, it will be shown that $x_{1}(t) \neq x_{2}(t)$ while $x_{1}^{0} \neq x_{2}^{0}$.for every $t \in\left[\theta_{i}, \theta_{i+1}\right]$. For all $t \in\left[\theta_{i}, \theta_{i+1}\right]$. let define $g(u, v)=b v[1-u]-c u=b v-u(b v+c)$, and so the solutions $x_{1}(t)$ and $x_{2}(t)$ satisfy the following integral equations

$$
x_{1}(t)=x_{1}^{0}+\int_{\xi}^{t} g\left(x_{1}(s), x_{1}\left(\theta_{i}\right)\right) d s \text { and } x_{2}(t)=x_{2}^{0}+\int_{\xi}^{t} g\left(x_{2}(s), x_{2}\left(\theta_{i}\right)\right) d s
$$

respectively. It is true that

$$
\begin{aligned}
\left|x_{1}(t)-x_{2}(t)\right| & \leq\left|x_{1}^{0}-x_{2}^{0}\right|+\int_{\xi}^{t}\left|g\left(x_{1}(s), x_{1}\left(\theta_{i}\right)\right)-g\left(x_{2}(s), x_{2}\left(\theta_{i}\right)\right)\right| d s \\
& \leq\left|x_{1}^{0}-x_{2}^{0}\right|+\int_{\xi}^{t}(b+c)\left(\left|x_{1}(s)-x_{2}(s)\right|+\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|\right) d s \\
& \leq\left|x_{1}^{0}-x_{2}^{0}\right|+(b+c) \bar{\theta}\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|+\int_{\xi}^{t}(b+c)\left|x_{1}(s)-x_{2}(s)\right| d s .
\end{aligned}
$$

Then, the Gronwall-Bellman inequality gives
$\left|x_{1}(t)-x_{2}(t)\right| \leq\left\{\left|x_{1}^{0}-x_{2}^{0}\right|+(b+c) \bar{\theta}\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|\right\} e^{(b+c) \bar{\theta}}$.

For $t=\theta_{i}$, it is obvious that
$\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right| \leq\left\{\left|x_{1}^{0}-x_{2}^{0}\right|+(b+c) \bar{\theta}\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|\right\} e^{(b+c) \bar{\theta}}$
and so
$\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right| \leq\left\{1-(b+c) \bar{\theta} e^{(b+c) \bar{\theta}}\right\}^{-1}\left|x_{1}^{0}-x_{2}^{0}\right| e^{(b+c) \bar{\theta}}$.

Substituting (10) into (9), the following inequality is reached:

$$
\begin{align*}
& \left|x_{1}(t)-x_{2}(t)\right| \leq\left\{1+(b+c) \bar{\theta}\left\{1-(b+c) \bar{\theta} e^{(b+c) \bar{\theta}}\right\}^{-1} e^{(b+c) \bar{\theta}}\right\}\left|x_{1}^{0}-x_{2}^{0}\right| e^{(b+c) \bar{\theta}} \\
& =\left\{1-(b+c) \bar{\theta} e^{(b+c) \bar{\theta}}\right\}^{-1} e^{(b+c) \bar{\theta}}\left|x_{1}^{0}-x_{2}^{0}\right| \tag{11}
\end{align*}
$$

Now, on the contrary, assume that there exists $t^{*} \in\left[\theta_{i}, \theta_{i+1}\right]$.such that $x_{1}\left(t^{*}\right)=x_{2}\left(t^{*}\right)$. Then,
$x_{1}^{0}-x_{2}^{0}=\int_{\xi}^{t^{*}}-\left(g\left(x_{1}(s), x_{1}\left(\theta_{i}\right)\right)-g\left(x_{2}(s), x_{2}\left(\theta_{i}\right)\right)\right) d s$,

$$
\left|x_{1}^{0}-x_{2}^{0}\right| \leq \int_{\xi}^{t^{*}}(b+c)\left(\left|x_{1}(s)-x_{2}(s)\right|+\left|x_{1}\left(\theta_{i}\right)-x_{2}\left(\theta_{i}\right)\right|\right) d s .
$$

By the last inequality and then (11)

$$
\begin{aligned}
\left|x_{1}^{0}-x_{2}^{0}\right| & \leq \int_{\xi}^{t^{*}} 2(b+c)\left\{1-(b+c) \bar{\theta} e^{(b+c) \bar{\theta}}\right\}^{-1} e^{(b+c) \bar{\theta}}\left|x_{1}^{0}-x_{2}^{0}\right| d s \\
& \leq 2 \bar{\theta}(b+c)\left\{1-(b+c) \bar{\theta} e^{(b+c) \bar{\theta}}\right\}^{-1} e^{(b+c) \bar{\theta}}\left|x_{1}^{0}-x_{2}^{0}\right|<\left|x_{1}^{0}-x_{2}^{0}\right| .
\end{aligned}
$$

Then, based on the assumption (C3), a contradiction is obtained. The uniqueness is proved..

Thus, the following theorem gives sufficient conditions that guarantee the existence and uniqueness of the solutions for (2) based on the paper (Akhmet \& Aruğaslan, 2009).

Theorem 4 Assume that the conditions (C1)-(C3) hold true. Then for every $\left(t_{0}, x_{0}\right) \in R^{+} \times \Omega$, there exists a unique solution $x(t)=x\left(t, t_{0}, x_{0}\right)$ of (2) on $R^{+}$in the sense of Definition 1 such that $x\left(t_{0}\right)=x_{0}$. Second, note that $g^{*}(u, v):=-b u[1+v]+c v$ is a continuous function and has continuous partial derivatives for $u, v \in \Omega^{*}$. First partial derivatives of the function $g^{*}(u, v)$ give that

$$
\left|\frac{\partial g^{*}}{\partial u}\right|=|-b(v+1)| \leq c+b,\left|\frac{\partial g^{*}}{\partial v}\right|=|c-u b| \leq b
$$

for $u, v \in \Omega^{*}$. The Lipschitz constant can be chosen as $\ell^{*}=c+b$ by assuming that $\ell^{*}$ is sufficiently small. Thus, the following lemma and theorem give sufficient conditions that guarantee the existence and uniqueness of the solutions for (3) based on the paper (Akhmet \& Aruğaslan, 2009).

Lemma 6 Let (C1)-(C3) be satisfied and $i \in N_{0}$ be fixed. Then for every $\left(\xi, y_{0}\right) \in\left[\theta_{i}, \theta_{i+1}\right] \times \Omega^{*}$, there exists a unique solution $y\left(t=y\left(t, \xi, y_{0}\right)\right.$ of (3) on $\left[\theta_{i}, \theta_{i+1}\right]$.

Theorem 5 Assume that the conditions (C1)-(C3) hold true. Then for every $\left(t_{0}, y_{0}\right) \in R^{+} \times \Omega^{*}$, there exists a unique solution $y(t)=y\left(t, t_{0}, y_{0}\right)$ of (3) on $R^{+}$in the sense of Definition 2 such that $y\left(t_{0}\right)=y_{0}$.

## The Stability Analysis of the Solutions for (2)

From now on, sufficient conditions guaranteeing the uniform stability for the trivial equilibirum of (2) and of (3) (i.e., for the positive equilibrium of (2)) will be presented. While investigating these conditions, Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009) will be taken into consideration.

Theorem 6 Assume that the conditions (C1)-(C4) are satisfied. Then, the trivial equilibrium of (2) is uniformly stable in $\Omega$.
Proof: Based on Definition 1.4 in paper which contains Lyapunov-Razumikhin method developed by Akhmet and Aruğaslan (2009), construct the following positive definite Lyapunov function

$$
\begin{equation*}
V(x(t))=x^{2}(t) \tag{12}
\end{equation*}
$$

which is positive definite. Functions $u, v \in \mathcal{K}$ can be found such that $u(|x|) \leq V(x) \leq v(|x|)$. The evaluation for the derivative of (12) for $t \neq \theta_{i}, i \in N_{0}$, results in

$$
V^{\prime}(x(t), x(\beta(t)))=2 x(t) b x(\beta(t))[1-x(t)]-2 c x^{2}(t)
$$

Then, for $x \in \Omega$, it can be obtained the following inequality

$$
V^{\prime}(x(t), x(\beta(t))) \leq 2 x(t) b x(\beta(t))-2 c x^{2}(t) \leq 2 b x^{2}(t)-2 c x^{2}(t)
$$

whenever $x(\beta(t)) \leq x(t)$. So, the conclusion

$$
V^{\prime}(x(t), x(\beta(t))) \leq-2(c-b) x^{2}(t)
$$

is reached. Thus, based on the results given in Theorem 2.4 established by Akhmet and Aruğaslan (2009), it follows from the condition (C4) that the trivial equilibrium of (2) is uniformly stable.

Theorem 7 Assume that the conditions (C1)-(C3), (C5) are satisfied. Then, the trivial equilibrium of (3) (i.e., the positive equilibrium of (2)) is uniformly stable in $\Omega^{*}$.
Proof: Based on Definition 1.4 in paper which contains Lyapunov-Razumikhin method (Aruğaslan, 2009), let us construct the following positive definite Lyapunov function
$V(y(t))=y^{2}(t)$

It can be found functions $u, v \in \mathcal{K}$ such that $u(|y|) \leq V(y) \leq v(|y|)$. Now, let us evaluate the derivative of (13) for $t \neq \theta_{i}, i \in N_{0}$.
$V^{\prime}(y(t), y(\beta(t)))=-2 b y(t) y(t)[1+y(\beta(t))]+2 c y(t) y(\beta(t))$.

Then, for $y \in \Omega^{*}$,
$V^{\prime}(y(t), y(\beta(t))) \leq-2 c y^{2}(t)+2 c|y(t)||y(\beta(t))| \leq-2 c y^{2}(t)+2 c y^{2}(t)$
whenever $|y(\beta(t))| \leq|y(t)|$. Thus, it is seen that $V^{\prime}(y(t), y(\beta(t))) \leq 0$.
So, by Theorem 2.4 in (Akhmet \& Aruğaslan, 2009), it is seen that the trivial equilibrium of (3) is uniformly stable which it means the positive equilibrium of (2) is uniformly stable.

## FUTURE RESEARCH DIRECTIONS

In this chapter, the model is developed by the piecewise function $\beta(t)$ as deviating argument. As a subject of future research, this model can be developed by DEPCAG taking the piecewise function $\gamma(t)$ as deviating argument, or by functional differential equations. Alternatively, different models from the model studied in the present chapter may be subjected to similar analysis by developing the models with the help of DEPCAG or of functional differential equations.

## CONCLUSION

The present chapter addresses a nonlinear epidemic equation modeled by differential equations with GPCA. It is obvious that the model studied in the present chapter are a remarkable model in the scope of population dynamics. Modeling this epidemic equation by a generalized piecewise constant argument that makes it possible to have knowledge of effects of its past behaviors on the present behaviour is a sign of the value of the results achieved in the chapter. Because, the effect of a past value of real life problems on current behavior can be very serious. Even, the past situation of systems can change their current situation seriously. Therefore, the argument chosen when building models are very important. In this respect, the deviation argument considered in model in the chapter is remarkable and it is obvious that it contributes to the development of model. In the chapter, the fact that model contains such an argument makes it difficult to attain an explicit equation for its behavior. Therefore, analyzing it without reaching a explicit form of solution has a facilitating effect. In this direction, the analysis of the relevant equation is performed with the help of Lyapunov-Razumikhin method without the need to reach its exact solution. It is seen that this method developed by Akhmet and Aruğaslan (2009) for EPCAG is very useful. Because, for the analysis of the nonlinear epidemic model with GPCA, computations and operations performed in the sense of this method can be preferred convenience according to other methods in the literature.
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## KEY TERMS AND DEFINITIONS

Epidemic: The occurrence of more cases of disease, injury or other health condition than expected in a given area or among a specific group of persons during a particular period. Usually, the cases are presumed to have a common cause or to be related to one another in some way.

GPCA: Generalized piecewise constant argument is a deviation argument which is a piecewise function considered in differential equations with piecewise constant argument of generalized type.

Outbreak: Sometimes distinguished from an epidemic as more localized, or the term less likely to evoke public panic.

Population Dynamics: Population dynamics is the branch of life sciences that studies the size and age composition of populations as dynamical systems, and the biological and environmental processes driving them (such as birth and death rates, and by immigration and emigration). Example scenarios are ageing populations, population growth, or population decline.

SIS: A model is a simple mathematical model of epidemics.
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