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Viola Wiegand and Michaela Mahlberg 
Introduction 
On context and culture in corpus linguistics 

Corpora provide invaluable insights into language in use. The texts in corpora 
capture evidence of social interactions and behaviours. Hence, in corpus linguis-
tics, ‘context’ is a key concept. In very practical terms, most general corpus soft-
ware packages will have KWIC (“key word in context”) display options. The KWIC 
display played a crucial part in the “corpus revolution” in the 1980s when the 
systematic observation of lexico-grammatical patterns fundamentally changed 
approaches in lexicography (Sinclair 1987). As corpus linguistics developed, the 
concordance was the central tool that enabled a fresh view on words and their 
meanings, recognising the crucial role of collocation and phraseology.  

In recent work in corpus linguistics, it seems the popularity of the KWIC dis-
play format has been declining, while large-scale statistical analysis methods 
have become much more common. In practice, concordance analysis is still part 
of the methodology of many studies, but by now, its role appears almost so fun-
damental that it is implied and not necessarily made explicit anymore. While sev-
eral contributions to this volume feature findings generated with the help of con-
cordance analyses, the chapters quote examples from concordance lines rather 
than display actual concordances. It is worth taking a look at a concordance sam-
ple to highlight how the connection between context and culture becomes visible 
in this display format.  

The word deception characterises a crucial phenomenon of twenty-first cen-
tury society. Figure 1 shows a sample of concordance lines for deception in the 
NOW corpus. The NOW corpus (News on the Web; Davies 2013) contains several 
billion words of data from web-based newspapers and magazines from 2010 to 
the present time. It is a dynamic corpus that grows steadily about 140-160 million 
words per month. We have selected lines in which deception is preceded by and 
to form part of a list. In this sample, deception shows a tendency to occur with 
words that have meanings relating to dishonesty, including betrayal (line 3), 
cheating (line 4), cover-ups (line 7), disinformation (line 11), farce (line 15), fraud  
(lines 16—19), illegality (line 20), lies (lines 22—28), lying (line 29), manipulation 
 

|| 
Viola Wiegand, University of Birmingham, v.wiegand@bham.ac.uk 
Michaela Mahlberg, University of Birmingham, m.a.mahlberg@bham.ac.uk 
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Fig. 1: Sample concordance lines of deception (co-occurring with and in the L1 position) in the 
NOW Corpus, retrieved April 2019. 
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(lines 30—31), theft (lines 38—39) and trahison (line 40). The lines suggest that 
deception is a negative concept. However, individual instances of deception can 
point to more specific cultural aspects that relate to current topics in public dis-
course. 

An example of a more time-dependent instance is concordance line 41, which 
discusses deception tactics in relation to a company’s failure to protect the privacy 
of its users. While this is a very specific type of deception, it also relates to wider 
discussions surrounding technological developments and the need for new pri-
vacy protection measures. Further privacy-related examples are found in con-
cordance lines beyond the sample in Figure 1. Examples (1) and (2) mention de-
ception in the wider context of data protection legislation, specifically 
mentioning GDPR, the EU’s General Data Protection Regulation; similarly, POPIA 
in (2) refers to South Africa’s Protection of Personal Information Act. The exam-
ples highlight particular types of deception (machine deception, cyber deception) 
that pose challenges for the technology and security sectors. These developments 
in deception strategies and the legislative reactions in the form of data protection 
laws simultaneously create opportunities for businesses – like the one mentioned 
in Example (2) – to specialise in protecting their clients from breaching the new 
regulations. Accordingly, these examples explain particular aspects of deception 
in relation to technology and legislation in 2019. 

(1) “Machine deception does not just refer to machines deceiving humans, 
however. It also refers to machines deceiving machines – bots - and peo-
ple deceiving machines - troll armies and click farms. Information propa-
gation methods and click farms will continue to be used to fool ranking 
systems on content and retail platforms, and methods to detect and com-
bat this will have to be developed as fast as new forms of machine decep-
tion are launched.” 
 
GDPR and building trust 
The introduction of GDPR could make any such breaches extremely costly. 
The ICO is yet to issue a big fine for a GDPR breach, but David Francis, 
head of security at IT services provider KCOM, believes 2019 will be the 
year it happens for the first time. (NOW Corpus; Macaulay 2019) 
 

(2) In addition to SIEM, Zenith Systems also deploys solutions for sensitive 
data management (for POPIA and GDPR, etc), cyber deception and 
cog-sec, which is designed to change, at a cognitive level, risky user be-
haviour pertaining to e-mail and Web use. (NOW Corpus; ITWeb 2019) 
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Example (3) illustrates another aspect of the discourse of deception, which 
frames deception as a wider cultural concept in relation to news media. Crucially, 
this example explicitly raises the question of terminology. Here we focus on the 
contribution that corpus linguistics can make to understanding deception as a 
cultural concept by analysing the discourse. Other corpus linguistic approaches 
focus on unpicking the linguistic realisation of deception strategies (cf. e.g. 
Archer & Lansley 2015; Popoola 2018). 

(3) “By virtue of saying ‘fake news,’ we ask the question, ‘Well, what is real 
news?’ and you invite people to label everything they disapprove of as 
‘fake news,’” Hall Jamieson said earlier this year during an interview on 
CNN. “As a result, it’s not a useful concept. What are we really concerned 
about? Deception. And deception of a certain sort that goes viral.” 
 
The term “viral deception” can be abbreviated as VD, Hall Jamieson dead-
panned before her audience in Steamboat Springs, Colo. And more than 
fake news, VD is something society doesn’t want or need. But her play on 
words was also created as part of a deliberate strategy. (NOW corpus; Ross 
2017) 

In corpus linguistics, a distinction is sometimes made between ‘co-text’ and ‘con-
text’: while the former describes the lexical environment surrounding the word 
or phrase under investigation, the latter refers to corpus-external “situational 
and cultural parameters involved in the interaction” (Tognini-Bonelli 2001: 87). 
However, these concepts cannot be neatly separated. Situational and cultural pa-
rameters in which a text is produced are not fully reproducible from a text, but 
are reflected in its lexico-grammatical patterns. Information about the source of 
the patterns such as the venue and time of publication is part of the text-external 
context that also contributes to the meaning-making. Examples (1) and (2) above 
originate from technological media outlets; (1) is from a website called the ITWeb 
(subtitled “Business Technology Media Company”) and (2) from the online pub-
lication ComputerWorld Hong Kong. The NOW Corpus makes it possible to exam-
ine patterns from a wide range of publications beyond traditional news outlets. 
This wide scope of online data offers new opportunities for corpus linguistic ap-
proaches to discourse. At the same time, new digital data sources complicate the 
understanding of meaning in social contexts, because conventional boundaries 
between, for example, media and corporate platforms are increasingly blurred. 
In the above examples, we have focused on the text-internal context. The lexico-
grammatical patterns around deception determine the meaning of the word. At 
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the same time, they broaden out to reflect more complex social and cultural con-
texts and the fast-changing interactions that determine them. As the mentions of 
the GDPR data regulations above have illustrated, time is an important contex-
tual factor. The semantic preference of “dishonesty” will likely hold for deception 
in a range of corpora, but the link to GDPR is a relatively recent one.  

Our example of deception is what can be called a ‘cultural key word’. Cultural 
key words express meanings that are important to a society. Williams’s (1983) vo-
cabulary of culture and society demonstrates how such words are recognisable 
even without corpus linguistics. But what corpus methods can do is base the 
analysis and description of their meanings on discursive evidence as found in 
corpora. A number of corpus linguistic studies have tackled examples of what 
might be termed cultural keywords, e.g. Bevitori (2010) on climate change, or 
Stubbs (2001) on heritage and care, among others. Cultural key words are exam-
ples that highlight particularly strikingly how co-text and context come together. 
But even if the focus is not on cultural key words, the underlying principle re-
mains: the analysis of language that draws on corpora will always – explicitly or 
implicitly – reflect the intricate connection between language, society and cul-
ture. In their broadest sense, corpora provide cultural data. In the more narrow 
sense of individual studies, the notion of context will be more specific.  

Three types of contexts 

In this volume, we approach context from three perspectives: (i) discourse con-
texts and culture, (ii) lexical and grammatical contexts and (iii) learner contexts. 
While the discourse context takes the widest approach and so links to cultural 
concerns in the broadest sense, the phenomena captured through lexical and 
grammatical contexts do reflect cultural concerns by means of the corpora in 
which they are found. The learner contexts are a particularly good example of the 
links between co-textual and contextual observations, where the context is deter-
mined by the experience of more than one language and culture and the detailed 
analysis of lexical and grammatical phenomena requires a focus on very clearly 
defined co-texts, too.  

In Part I, “Discourse contexts and culture”, the “contexts” and “cultures” an-
alysed range from seventeenth century England and the diachronic study of his-
torical American English to various present-day settings in Europe, the US and 
the Caribbean. Beatrix Busse starts this section with her analysis of place-making 
patterns in Brooklyn, New York (Chapter 2). Her chapter takes an interdiscipli-
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nary approach that is grounded in corpus linguistics and urban studies. She anal-
yses a corpus of interview responses on the basis of Busse and Warnke’s (2015) 
‘urbanity model’. Like Busse, Dagmar Deuber and Eva Canan Hänsel (Chapter 3) 
also make use of interviews. However, unlike the approach taken in Chapter 2, 
their analysis utilises interview data from newspaper editors as contextualising 
information for the corpus linguistic analysis of Caribbean newspaper articles. 
The use of interviews shows how the context of text production is also relevant to 
the analysis of the texts that we find in a corpus. Chapter 4, by Alessandra Molino, 
studies corporate self-representation strategies in a corpus of sustainability re-
ports. Molino’s methodology adapts collocation and concordance analysis to an-
alyse local textual functions, following Mahlberg (2007). 

In Chapter 5, Helen Baker, Ian Gregory, Daniel Hartmann and Tony McEnery 
take a clearly interdisciplinary approach: the authors analyse the relationship 
between discourses and places in seventeenth century texts related to prostitu-
tion from a historical perspective using ‘concordance geo-parsing’. Their ap-
proach complements Busse’s. Busse considers place-making as an active process, 
where the discourse plays a crucial role, and Baker et al. relate insights from the 
study of discourse to the places where they are produced. The relational notion 
of discourse also becomes apparent in Wolfgang Teubert’s chapter (Chapter 6). 
Teubert envisages an interface for a dynamically expanding corpus that allows 
all discourse participants (not just linguists) to observe paraphrases and intertex-
tual links and thereby interpret ongoing meaning change. With such a tool, ac-
cording to Teubert, corpus linguistics would make a clear contribution to the 
study of meaning. So Chapter 6 discusses more generally the merits of corpus lin-
guistics for the study of meaning and the future of the field. 

Part II shifts the focus from the wider discourse to more specific contexts and 
patterns in lexis and grammar. Gregory Garretson’s chapter (Chapter 7) intro-
duces the concept of ‘family collocation’, which is based on grouping ‘families’ 
of node words together for computing collocational measures, similarly to lem-
mas. The rationale for family collocation is twofold: on the one hand, it accounts 
for potential connections between related word forms in the mental lexicon and, 
on the other hand, it draws on the advantage that statistical tests on the families 
are more powerful than those on individual word forms. In Chapter 8, Hildegunn 
Dirdal analyses the translation of ing-clauses from English into Norwegian using 
the Multiple-translation Corpus. She finds that the translator’s individual style is 
one of the factors contributing to the choice of Norwegian language structure. 

Chapters 9, 10 and 11 all make use of the Corpus of Historical American Eng-
lish for diachronic comparisons. In Chapter 9, Leonie Wiemeyer investigates dia-
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chronic changes in the productivity of so-called ‘native combining forms’ – ele-
ments derived from lexical words used to form new words such as -thon in mara-
thon. Wiemeyer finds that the productivity and frequency of combining forms is 
closely linked to the topicality of the concepts that they correspond to and can be 
caused by cultural factors, such as technological developments. Chapters 10 and 
11 both study patterns throughout the whole COHA from the 1810s to 2010s. In 
Chapter 10, Mark Kaunisto and Juhani Rudanko focus on exceptions to ‘Bach’s 
Generalisation’ which says that object control structures require a noun phrase 
object. The authors explore the use of the covert object pattern with advise 
against in relation to Bach’s Generalisation and discuss pragmatic considera-
tions. Magnus Levin’s chapter (Chapter 11) similarly traces the development of a 
particular construction in COHA, but his focus is on subjective progressives. 
Levin finds a lexical restriction in the increase of subjective progressives. While 
they do not increase overall, patterns of subjective progressives with the adverb 
always do rise in frequency. The chapter discusses both ‘language-internal’ (par-
ticularly colloquialisation) and ‘language-external’ factors (i.e. gender) of this de-
velopment. Over the last few decades, corpus research has shown that lexis and 
grammar are not separate entities; this is also reflected in Levin’s findings. 

Part III, “Learner contexts”, the final and largest section of the volume, pre-
sents different perspectives on the corpus linguistic analysis of learner English. 
The studies are situated in the national contexts of various countries: in particu-
lar Norway, but also Germany, Japan and Sweden. Several chapters directly com-
pare patterns between learner and native speaker writing. Chapters 12 and 13 both 
expand on Hasselgren’s (1994) notion of ‘lexical teddy bears’ – specific words 
that learners cling to even when these are not the best choice. In Chapter 12, Tove 
Larsson maps out the syntactic types of the ‘introductory it pattern’ in native and 
non-native student writing, finding that learners tend to (over)rely on one syn-
tactic type of the pattern (“Subject + Verb + Complement”). Larsson argues that 
because this type can be considered a ‘lexico-grammatical teddy bear’, more em-
phasis should be placed on teaching the variety of types and the associated dis-
cipline-specific conventions. Chapter 13 by Hilde Hasselgård is also concerned 
with a comparison of patterns between native and non-native student writing, 
but with a focus on four-word lexical bundles. Hasselgård’s ‘phraseological teddy 
bears’ are therefore lexical bundles that learners use more often and in more con-
texts than native speakers. 

Rolf Kreyer’s chapter (Chapter 14) takes an innovative approach to investi-
gating learner texts by analysing conceptual and formal learner revisions in the 
Marburg corpus of Intermediate Learner English (MILE). Kreyer emphasises that 
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the analysis of revisions provides insights into the writing process and the learn-
ers’ difficulties, which are masked when only the final product is considered. The 
corpus design of the MILE is central to this approach to revision analysis. Text-
internal markup that specifies alterations made during the writing process pro-
vides a new source of data on learners’ interlanguage. Additionally, the longitu-
dinal data collection makes it possible to study the development of learners’ re-
vision forms as they move to higher grades in secondary school. 

In Chapter 15, Sylvi Rørvik examines the use of ‘marked themes’ – a resource 
for creating texture in systemic-functional grammar – in the writing of advanced 
Norwegian learners of English. The chapter applies the procedure of Granger’s 
(1996) ‘Integrated Contrastive Model’ in order to compare argumentative texts 
from the Norwegian component of the International Corpus of Learner English 
(ICLE) with English and Norwegian expert and novice L1 writing. Chapter 16, by 
Susan Nacey and Anne-Line Graedler, also examines the Norwegian component 
of the ICLE, in addition to the Louvain International Database of Spoken English 
Interlanguage (LINDSEI). In their chapter, Nacey and Graedler compare the use 
of phrasal verbs by Norwegian learners of English across spoken and written 
modes. The results challenge the general perception that phrasal verbs are highly 
problematic for learners and suggest that the advanced Norwegian learners suc-
cessfully use conventional metaphorical extensions of particle meanings. 

In Chapter 17, Keiko Tsuchiya similarly studies spoken learner English, but 
places particular emphasis on a systematic corpus linguistic approach to study-
ing multimodal corpus data. Tsuchiya’s small-scale ‘conversational gesture cor-
pus’ contains time-aligned transcripts of learner conversations and has been an-
notated with speakers’ gestures and repair strategies. Multimodality is a growing 
area in corpus linguistics. While itself focusing on specific conversations, the 
methodology of Chapter 17 suggests connections with more large-scale applica-
tions in the space of corpus-assisted discourse analysis (cf. Bednarek & Caple 
2017). Ute Römer rounds off Part III – and the volume – with a call for mixing 
methods in the area of Second Language Acquisition (SLA) (Chapter 18). Her 
chapter synthesises the approaches and results of two case studies in SLA re-
search in which corpus linguistic approaches were combined with work from psy-
cholinguistics, computational linguistics, genre analysis and cognitive linguis-
tics. 

Overall, the chapters in this volume illustrate a range of contexts to be ex-
plored by corpus studies. Putting discourse, lexical and grammatical as well as 
learner contexts together does not only highlight the breadth of the discipline but 
also encourages us to consider the connections. Corpora are much more than da-
tasets. They are the basis for a contextualised approach to language.  
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Beatrix Busse  
Patterns of discursive urban place-making 
in Brooklyn, New York 
Abstract: The aim of this paper is to conceptualise urban linguistic and semiotic 
patterns from an interdisciplinary perspective. Drawing on the example of multi-
modal discursive practices used in selected neighbourhoods of Brooklyn, New 
York, this paper shows how spaces are turned into meaningful places through 
various social semiotic moves and stylistic practices. These discursive processes 
of urban “place-making” (cf. Busse & Warnke 2015) create, construe and contest 
this specific urban Brooklynite place and identity and therewith mark – due to its 
speakers’ active role in positioning themselves in the social landscape (Silver-
stein 2003; Johnstone, Andrus, & Danielson 2006; Searle 1995) – the value of par-
ticular Brooklynite neighbourhoods. The paper chooses a mixed-methods ap-
proach which combines both a qualitative and a quantitative methodological 
framework as well as approaches from sociolinguistics, corpus linguistic meth-
odologies as well as semiotic landscape studies.  

1 Introduction 
Figure 1 displays a tag that was photographed during my fieldwork trip to Brook-
lyn, New York, in May 2017. With rather unexciting fonts and a partially non-
standard orthography it relays the sentence “Spread love, its the Brooklyn way”. 
Figure 2, also photographed on the same trip, is a photo from a mural of the se-
miotic landscape on N 8th St. and Bedford Avenue in the neighbourhood of Wil-
liamsburg, Brooklyn. It shows the same sentence but in a different artistic design. 
Despite the fact that both examples are different manifestations of that sentence, 
in each case, “Spread love, it’s the Brooklyn way” represents a patterned repeti-
tion of a linguistic strategy in the urban place of Brooklyn. This strategy is of value 
to and meaningful for both the producer and the viewer.  

|| 
Beatrix Busse, Ruprecht-Karls-Universität Heidelberg, beatrix.busse@as.uni-heidelberg.de 
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Fig. 1: Sign “Spread love, its the Brooklyn way”, Franklin Street ©Beatrix Busse.  

 

Fig. 2: “Spread love it’s the Brooklyn way”, N 8th St. and Bedford Avenue, ©Beatrix Busse.  
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The aim of this paper is to conceptualise urban linguistic and semiotic patterns 
from an interdisciplinary perspective and within both a qualitative and a quanti-
tative methodological framework. I shall use the communicative complexities 
and semiotic patterns of the city, and specifically of the borough of Brooklyn, 
New York, as a testbed for this notion of patterns.  

Drawing on Busse and Warnke’s (2015) urbanity model, I propose that the 
emerging semiotic patterns of Brooklyn, such as “Spread love it’s the Brooklyn 
way”, act and are perceived as what I will call processes of “discursive urban 
place-making”. These are linguistic and semiotic practices which turn a ‘space’ 
into a ‘place’ and make it meaningful for its inhabitants (cf. Cresswell 2004, 
2006). Brooklyn is one of the largest, socially as well as ethnically most heteroge-
neous boroughs of the City of New York. Gentrification in Brooklyn has been par-
ticularly rapid in those neighbourhoods which, despite their geographical sepa-
ration through the East River, are facing or are close(r) to Manhattan. My focus is 
therefore on exactly those now-gentrified neighbourhoods of Brooklyn, such as 
Williamsburg, Park Slope and Brooklyn Heights. I will show that various social 
semiotic moves and stylistic practices create, construe and contest this specific 
urban Brooklynite place and identity and therewith mark – due to its speakers’ 
active role in positioning themselves in the social landscape (Silverstein 2003; 
Johnstone, Andrus, & Danielson 2006; Searle 1995) – the value of particular 
Brooklynite neighbourhoods. In other words, these patterned discursive strate-
gies are place-making: They reflect and construe, (re-)define and (re-)evaluate 
Brooklyn and its gentrified neighbourhoods as a brand, “Brooklyn©”, that is, a 
place with a particular character and style that has global impact on how other 
cities around the world perceive and create themselves.  

 Strongly linked to my notion of discursive urban place-making (through the 
use of linguistic patterns) is that of ‘enregisterment’ (Agha 2003, 2005; Johnstone 
2009) which is the process by which linguistic features are ascribed with social 
values. In this paper, I will show that there is a need 
1. to combine enregisterment with the concept of discursive urban place mak-

ing, 
2. to extend Johnstone’s (2009) approach to enregisterment as pattern-based to 

all levels of language, not just to (local) dialect features or metapragmatic 
practices, 

3. to demonstrate that enregisterment can actually be measured quantitatively 
with the help of corpus linguistic methodology and, at the same time, has 
pointedly singular qualities that interplay with its measurable features, and  
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4. that patterned generic reference to Brooklyn as a whole and in comparison 
with Manhattan mark strategies of discursive urban place-making which cre-
ate Brooklyn© as a brand.  

On the one hand, this study establishes norms and enregistered linguistic and 
semiotic patterned practices of discursive urban place-making. On the other 
hand, it is also situated in what Eckert (2012) calls the ‘third wave’ of variationist 
study and what Pennycook and Otsuji (Otsuji & Pennycook 2010: 246; Penny-
cook & Otsuji 2015) refer to as ‘metrolingual’ practices: the inclusion of singular 
contextual linguistic and semiotic artefacts which act as or move towards becom-
ing place-making forces because they adhere to already established patterns, de-
viate from them or function as emerging triggers of place-making in the sense of 
“indexical mutability” (Eckert 2012: 94) and functional semiotic styling.  

My study also supports Britain’s (2017) criticism of the sociolinguistic “gaze” 
as being circular because, he argues, sociolinguistic analyses have been too 
much focused on linguistic elites. This bias, according to Britain (2017), coincides 
with the ideological view that the British English standard or norm pronunciation 
is “Received Pronunciation” spoken by exactly that elite. What I shall present in 
this paper is also a theoretical and methodological redirection and shift of the 
“urban sociolinguistic gaze” towards both urban linguistic singularity as well as 
plurality and variation which are complexly and heterogeneously embedded in 
pattern-like strategies of urban discursive place-making (see also Busse 2018) 
and can be made visible on different levels of analysis as well as in different types 
of linguistic and multimodal data. Hence, I propose an innovative methodology 
which combines quantitative and qualitative approaches to assess patterned dis-
cursive urban place-making and enregisterment processes and to show that these 
can indeed be measured. This methodology is the first to combine (i) variationist 
sociolinguistic approaches with (ii) (standard) corpus linguistic methodology, 
and (iii) semiotic landscape studies. I therefore include a variety of data collected 
in 2012 and ranging from a corpus of semi-structured interviews conducted with 
Brooklynites to literary texts and examples from the semiotic landscape of Brook-
lyn neighbourhoods. With the help of these data, I will address the following re-
search questions: 
1. What are the contemporary changing and stable linguistic and semiotic pat-

terns that reflect Brooklyn ‘as a place’ in everyday contexts and that define 
and evaluate (i.e. enregister) – urban place in Brooklyn? 

2. What are the multimodal means of ‘being Brooklynites’ and of creating a 
place and a sense of belonging? What discursive place-making activities can 
be observed? How do these index social value?  
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3. How and why do Brooklynites use processes of enregisterment to make a 
physical location a distinctive place (Busse & Warnke 2015; Cresswell 2004) 
that is phenomenologically dense with meaning, familiar and legible for its 
inhabitants, that styles authenticity and identity (cf. Eckert & Rickford 2001; 
Lacoste, Leimgruber, & Breyer 2014) and shows alignment with groups? 

4. What are the (urban) values that are connected with (variable) language pat-
terns? 

In the next section, I will provide a brief outline of the theoretical context in which 
I situate the approach I propose in this paper. I will introduce the definition of 
‘patterns’ that I will be working with, explain both the model of urbanity that I 
am drawing on as well as the notion of variational place-making, and show how 
all of these are linked to the concept of enregisterment. The next chapter will then 
present an application of the urbanity model by analysing repetitive practices of 
urban discursive place-making in a varied data set – interviews and examples 
from the semiotic landscape – in selected neighbourhoods of Brooklyn.  

2 Urban Semiotic Patterns and the Urbanity 
Model 

Patterns are conceptualised as temporally and spatially situated configurations 
of linguistic and other semiotic signs which are repeated in a similar way, which 
are perceived as repetitive, which undergo transformations in space and time and 
which have constructive and social potential. Corpus linguistic identification and 
analysis of linguistic patterns have to be seen in a complex analytical framework 
of repetition based on frequency and of the saliency of repeated structures in re-
lation to established norms analysed in, for example, specific text types, varieties 
or speech communities, and established by measuring the statistical association 
of e.g. words to constructions (e.g. Stubbs 2002; Hoey 2005; Gries 2008; Ebeling 
& Oksefjell Ebeling 2013; Biber & Barbieri 2007; Biber et al. 1999). A collocation is 
a case in point because in combinations of more than one word, where the focus 
is on the interplay between lexis and grammar, frequency of occurrence may be 
one criterion, but not the only one, as patterns may be highly frequent but not 
necessarily salient. Also, repetition, occurring at least once, may carry fore-
grounded functions which need to be analysed. And, finally, linguistic and mul-
timodal pattern analysis also depends on and is influenced by how speakers and 
hearers use and perceive these repeated structures. 
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Corpus linguistic research has therefore also increasingly focused on how 
linguistic and other semiotic patterns and their variation serve as a resource for 
construing social meaning and identity in context (e.g. Baker 2014, Brookes, Har-
vey, & Mullany 2016, Partington, Duguid, & Taylor 2013). In corpus stylistics 
(Busse 2013, Busse 2014, Mahlberg 2013), it is now possible to even measure style, 
stylistic patterns and patterns of foregrounding (that is, parallelism and devia-
tion) of collocations or keywords, for example, on a much broader scale, while, 
at the same time, linking these both quantitatively and qualitatively to functions 
and meanings in (historical) contexts of, for example, characterisation or social 
styling (Coupland 2007). This corpus linguistic notion of the relationship be-
tween social meaning and measurable or salient repetitive linguistic structures is 
the crucial and innovative addition to analysing patterns of discursive urban var-
iational place-making in urban spaces in general and Brooklyn in particular.  

Discursive patterns serve as a resource in the construction of identity in 
life/place, they reflect local dynamics and are rooted in particular practices of 
place-making. As such, variation can be seen “as a reflection of social identities 
and categories to the linguistic practices in which speakers place themselves in 
the social landscape through stylistic practices” (Eckert 2012: 92). Busse and 
Warnke (2015) developed a model of urbanity to account for the specific charac-
teristics of discourse in urban spaces and the constructive potential of (patterned) 
language for urban place-making. ‘Urban’ denotes a set of values of a (big) city 
and, as a concept, it describes an evaluative relation rather than being an objec-
tive, descriptive term. Following Lefebvre (1974), Busse & Warnke (2015) work 
with three modes of urbanity that serve as interacting and interdependent param-
eters of urbanity. As shown in Table 1, these are (i) ‘dimension’, (ii) ‘action’, and 
(iii) ‘representation’. ‘Dimension’ describes spatial dimensions in developed and 
open space. ‘Action’ is interpersonal and takes into account “lived experience, 
interaction and use of space by its inhabitants” (McIlvenny, Broth, & Haddington 
2009: 1879). ‘Representation’ embraces the ways in which meanings are con-
strued by means of cognitively represented and socially construed sign-making 
(Warnke 2013). These three modes are also connected and interdependent with 
the following six characteristic features: ‘size’, ‘density’, ‘heterogeneity’, ‘simul-
taneity’, ‘multiformality’ and ‘multisemiosis’.  
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Tab. 1: Model of urbanity (Busse & Warnke 2015) 

 Urban Modes Urban Characteristics 
Dimension: size density  
Action: heterogeneity simultaneity  
Representation: multiformality  inter-semiotic  

 
Let us return to the two photographs displayed in the introduction in order to 
explain the model. The photo of the sign in Figure 1 was taken on Franklin Street 
in the neighbourhood of Greenpoint. The sign was located in front of a coffee 
shop. Reference to the geographical coordinates marks the dimensional mode of 
the urban model. This information is of relevance because we know that it was 
found in a gentrified neighbourhood of Brooklyn. The actional and representa-
tional modes can be described as follows: the owner of this coffee shop saw the 
need to produce a sign in front of this coffee shop which contains – both in pecu-
liar orthography and font – the combination of the directive (‘spread love’) and 
the assertive (‘its [it’s would be the grammatically correct choice] the Brooklyn 
way’), in which the generic reference to Brooklyn serves as a qualification of the 
noun way on this sign. What is the function of this utterance? It is a meaningful 
semiotic reproduction of a phrase used all around the semiotic landscape of 
Brooklyn and also used by the Brooklynite hip-hopper Notorious B.I.G. in his 
song “Juicy”. The phrase “Spread love it’s the Brooklyn way” has become not 
only popular all over Brooklyn but is also used to mark the Brooklyn identity on 
material objects. We have seen that it can be found on murals (Figure 2), and on 
many additional buildings, among others the so-called “Love building” in Clin-
ton Hill in which B.I.G. was born. The urbanity model allows for the analytical as 
well as interpretational categories to analyse and describe how places, urban val-
ues and meanings are construed and reflected in the social interaction between 
urban space, materiality and what people do in it with language and other semi-
otic modes.  

It comes as no surprise then, and we see it in the varying multimodal realisa-
tions of the “Spread love” examples, that urban spaces are characterised by com-
plexity and contrariness (Venturi 1966). Urban spaces are multi-layered, hetero-
geneous and manifest a number of contrasts and divergences at the same time. 
In the “Spread love” examples, the linguistic pattern is the same – and we will 
see that even the generic reference to Brooklyn as a whole is a discursive pattern 
in Brooklyn, New York – but their material realisations are different: the number 
of different modes that interact in urban space, use of street art, and language. 
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As such, we, as analysts, are faced with a complex mass of different and hetero-
geneous types of data, ranging from language and official street signs to mass 
media, literature or street art.  

These dimensions of urbanity as well as their accompanying characteristics 
also construe a high degree of linguistic and semiotic variation. Therefore, Busse 
and Warnke (2015) propose that the denser, more heterogeneous and inter-semi-
otic a city is, the more ‘urban’ it will be and the greater the (linguistic and semi-
otic) variation to be encountered. This relates to Vertovec’s (2007) notion of the 
super-diverse city and the role of the English language therein:  

Two communicative domains in which English plays a dominant role seem particularly ap-
propriate fields to put this recommendation into practice: the super-diverse global city (Sas-
sen 1994) and the internet. The term super-diversity (Vertovec 2007) has been coined to mark 
the transition from patterns of multilingual and multicultural urban life that dominated un-
til the last third of the 20th century to a more recent situation, in which ethnic and linguistic 
ties have become more diverse and also more unstable. (Mair 2013: 256) 

The urbanity model is therefore not restricted to the city alone. Pennycook and 
Otsuji’s (2015) approach to “metrolingualism” is also based on the assumption 
that “linguistic resources, everyday tasks and social space are intertwined” (Pen-
nycook & Otsuji 2015: 14) in the process of creating identities of speakers and 
groups.  

While places are, one the one hand, always historical and need to be studied 
within a historical continuum, they are, on the other hand, furthermore con-
strued in their materiality as much as they simultaneously create it. Any source 
is materially visible or present as soon as it is said (cf. Blommaert 2013). Thus, 
(historical) urban linguistics as such becomes a part of the interdisciplinary field 
of urban studies. As urban space is ‘linguistically loaded’, urbanity has to be stud-
ied more extensively both from a synchronic and diachronic perspective.  

Language and other semiotic modes do not create space, but rather place it 
in the context of the urbanity model. Both human geographers and proponents 
of urban studies differentiate between ‘space’ and ‘place’.1 A space can be defined 
as a context-free spatial dimension (cf. Busse & Warnke 2015). It refers to the 
structural and geometrical qualities of the physical environment. When human 
beings invest in a portion of space and become attached to it in some way, space 

|| 
1 Recent literature on place and place-making is vast (Friedmann 2010). Friedmann lists, for 
example, Jacobs (1962), Relph (1976), Heidegger (1993 [1977]), de Certeau (1984), Lefebvre (1974), 
Augé (2008 [1995]), Massey (2005). 
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becomes place (Cresswell 2004: 24). Thus, places are made subjectively and per-
sonally meaningful, they are constantly negotiated and embrace the (con-
structed) idea of ‘home’ (Cresswell 2004: 24, 39; see also Blunt & Dowling 2006). 
To charge an urban space linguistically is therefore an act of place-making as il-
lustrated by the “Spread-love” examples.  

Conceptualising the (social) styling of particular variational linguistic/ semi-
otic choices as a practice of urban place-making also prioritises the declarative 
function of language and discourse (Searle 1976) in urban space and its effect of 
shaping reality. The linguistic performative patterning in/of urban places is 
charged with a declarative force in the Searlean sense (Searle 1976), that is, it may 
comprise pragmatic constellations in which urban places are construed by means 
of linguistic and other semiotic sign-making. Not only urban protests, city guides, 
literary images of a city, songs, street art, toponyms, shop signs and so on can 
serve as examples of such a ‘declarative city’, but also how people talk about their 
neighbourhood or borough. According to Searle (1976: 13), a declarative not only 
creates equilibrium between the propositional content/illocutionary force of the 
utterance and reality (word-to-world direction), but also changes reality (word-to-
world- and world-to-word-direction of fit): 

Declarations. It is the defining characteristic of this class that the successful performance of 
one of its members brings about the correspondence between the propositional content and 
reality, successful performance guarantees that the propositional content corresponds to 
the world. (Searle 1976: 13) 

Stylistic practices in an urban place intend to be declarative in order to change 
reality, as they are part of the interacting modes of dimension, action and repre-
sentation. Urban linguistics is therefore not necessarily interested in languages 
in the city, but rather in the relationship between language and urbanity.2  

The relationship between language and space is reciprocal. Hence, urban 
spaces may act as parameters of variation, but language is also a parameter for 
the construal of urbanity by means of place-making practices. This embraces a 
concept of linguistic variability which places the social and constructivist func-
tion of language at its centre and also sees variation as “a social semiotic system” 
(Eckert 2012: 94), where linguistic and semiotic practices (ranging from, for ex-
ample, standard to the vernacular, from literature to semiotic landscapes) of all 
sorts “are continually imbued with a variety of meanings” (Eckert 2012: 94) and 
are not “hierarchically nested within each other” (Kallen 2010: 42). They function 

|| 
2 See Busse and Warnke (2015: 520) for the distinction between ‘urban’ vs. ‘urbanity’. 
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as stylistic practices and social styling whose meanings change, can be reinter-
preted and recombined depending on either context or locality (see also Jaworski 
& Thurlow 2010: 1).  

Thus, when human beings say things or make meaning through semiotic in-
tervention, they create social relationships. Therefore, patterned urban styles of 
discourse dynamically create and may be associated with particular identifying 
characteristics of a city (Coupland 2007) and with (urban) place, even though this 
indexical potential and effect of language might not always be initially noticea-
ble, consciously practised or even suggested directly. Agha’s (2003: 231) concep-
tualisation of enregisterment as ideological processes whereby linguistic features 
become associated or linked with particular social categories (and can then be 
used to do social work (Johnstone 2009: 159)) is, in this way, a place-making pro-
cess in and of itself. Hence, a set of repetitive linguistic strategies or profiles may 
function as “a linguistic repertoire differentiable within a language as a socially 
recognized register” which has come to index “speaker status linked to a specific 
scheme of cultural values” (Agha 2003: 231).3 Therefore, if place is something that 
is made meaningful by human beings, enregisterment is a place-making activity. 

The points of intersection between place-making and enregisterment are 
most obvious in the general correlation of spatiality with particular dialect fea-
tures, which existing studies have highlighted:4 Dialect linguistic features as 
such become enregistered (see e.g., Johnstone 2011, Beal 2009a, Zhang 2005). The 
other relationship foregrounds “metapragmatic practices” (Silverstein 1993) that 
show which particular linguistic features encode (local) identity and place. On 
the basis of a wealth of historical and contemporary linguistic data, Johnstone’s 
(2009) work on “Pittsburghese” illustrates that a fixed one-to-one correlation be-
tween linguistic variation and demographic facts (cf. Johnstone 2014: 107) is not 
sufficient to explain when, why and how particular ways of speaking come to be 

|| 
3 Agha alludes to accommodation theory (Giles & Smith 1979) in which the fact that speakers 
modify their accents to either converge or diverge from an existing pattern is a major tenet. Le 
Page and Tabouret-Keller (1985) also address “acts of identity” invoked through language. 
4 Joyce (1991), for example, discusses urban dialects with iconic working-class figures, Simpson 
(1999) shows how pop music artists adopt a certain American accent for certain effects, and Beal 
(2009b) points out that the songs of the British pop group “Arctic Monkeys” are witty narratives 
of urban Sheffield life with a strong sense of place which can be seen in their pronunciation, 
their choice of lexis and reference to nostalgic places in Sheffield. In turn, Hall-Lew and Stephens 
(2012) demonstrate how, in contrast to the term city, country is used to enregister a number of 
language attitudes and American imaginings of particular/typical rural practices/personae and 
speech styles. 
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discursively construed as having a social value. Linguistic variation and differ-
ence can only be noticed when local people become more mobile, see the differ-
ences between their speech and that of others and begin to talk about said differ-
ences (Johnstone 2014: 107). This is then followed by a shift to new meanings and 
values associated with that particular set of features. Users construct a different 
evaluative subset and express local identity and projecting authenticity, nostal-
gia and local pride with it. In the process of enregisterment, the local linguistic 
sign – such as “Spread love it’s the Brooklyn way” – is related to social meaning. 
This relationship depends on and is construed by the speech community. The fact 
that the linguistic sign co-occurs with the concept that it is taken to mean further 
enables the speech community to provide it with the potential to establish this 
indexical relationship. In the examples already discussed, “the Brooklyn way” to 
spread love, which is materially visible at several places in the neighbourhoods 
under investigation, sets itself apart as a Brooklynite (and, for example, not Man-
hattanite) urban practice of creating belonging and a sense of togetherness. 

A “commodity situation” (Appadurai 1986) which is a “situation in which its 
exchangeability (past, present, or future) for some other thing is its socially rele-
vant feature” (Appadurai 1986: 13–14) can also occur as a process of enregister-
ment. A linguistic variety or sets of varieties are available for purchase and people 
will pay for it. The “[l]arger cultural framework” as well as “the ideological and 
material contexts” (Johnstone 2009: 162) need to be outlined to show why it 
makes sense for people to buy and sell linguistic features. The “Spread love it’s 
the Brooklyn way” example has not only been used as a musical commodity, but 
it is also a linguistic practice which has been materialised in the public urban 
place and in that it can be found on websites that offer graffiti and street art tours 
through Brooklyn neighbourhoods.  

Specific values of a place can be created and enregistered through standard 
language and patterned repetition of linguistic structures and meanings on all 
linguistic levels interplaying with other semiotic modes. This indexical relation-
ship has not yet been investigated pointedly as a process of enregisterment and 
as a means of describing urban place-making activities. One reason for this may 
be the variational linguistic bias and the focus on phonological and dialect fea-
tures (cf. Johnstone 2010). Another reason can be seen in the neglect of using a 
corpus linguistic methodological framework for measuring (social) styles on all 
levels of language, which is what this approach adds to the analysis of patterns 
of discursive urban place-making. Answering the questions as to how and when 
discursive practices become enregistered so that speakers and agents in a mate-
rial world perceive them as such and perform a certain identity with their use is 
a very complex and comparative enterprise in which variation and attitudes to it 
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are prerequisites for the process of enregisterment to become recognised and 
adopted. In addition, not every patterned discursive practice indexes just one 
identity, and meanings may change over time as values may change: “repeated 
combination of stylistic complexes with socially located individuals and their ac-
tivities and social moves establishes what seems a natural connection, leading to 
iconisation” (Eckert 2012: 92). Therefore, it is not a fixed and regular pattern of 
socio-economic stratification of linguistic forms that is the most crucial state to 
be assessed or analysed, but rather the observation that these are available for 
further indexical moves or more local categories. To capture “the social detail 
that vivifies language usage” (Moore 2012: 67) in general and enregisterment as 
variational place-making in particular, one cannot see the social styling of en-
registerment as part of a fixed, hierarchical linguistic profile.  

To conclude, patterned linguistic and multimodal discourses in the city have 
the potential for creating urban places that carry a diversity of social enregistered 
meanings. In contrast to earlier approaches, this paper proposes that practices of 
urban place-making can be investigated by a combination of quantitative and 
qualitative methodologies and that it is this interplay between sociolinguistic and 
corpus linguistic methods that provides us with more sophisticated tools to meas-
ure and describe the complexity and variety of urban data. 

3 Method and Data  
Focusing on (historical) variational urban place-making and accounting for the 
specific characteristics of the urban model demands a specific methodological 
framework. Such a framework has to embrace different levels of abstraction when 
it comes to the indexical potential of patterned discursive place-making practices 
and it has to be able to capture a continuum of singularity and iteration. In other 
words, it must embrace what Stubbs (2013: 30) describes as follows: 

The question is here how to relate Sinclair’s bottom-up empirical description of language 
use (Sinclair 1996, 1999) and Searle’s top-down analytic explanation of society (Searle 1995, 
2010) in which he attempts to explain “the exact role of language” in the creation of social 
reality (Searle 2010: ix).  

To find answers to this question is at the heart of my approach to discursive pat-
terns of urban place-making. 

One could consider any individual (discursive) act of place-making to be a 
declarative charging of space. At the same time, urban linguistics follows the gen-
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eral linguistic interest to analyse and interpret social representations and con-
ventionalised rules. And yet, the urban linguistic focus is not only on repetitive 
quantifiable and therefore measureable patterns of linguistic usage which can be 
seen as formally marked agreement of usage visible in iterative linguistic prac-
tices in, for example, mass media such as newspaper discourse, and analysable 
with the help of quantitative and corpus-assisted investigations. The focus is also 
on formally singular expressions, which can be traced back qualitatively – and 
on different levels of abstractions – to patterned place-making practices. This 
does not entail a contrast in urban linguistics between quantitative corpus-based 
investigations of patterned linguistic constructions and qualitative ethnographic 
work, for example. On the contrary, in order to account for the parameters of com-
plexity and contrast in the urban model, analytically speaking, it is necessary to 
collect a variety of data and to include quantitative and qualitative methods in a 
balanced way. Methodologically, this is then represented by a triangulation of 
data. Part of a conceptualisation of discursive patterning and place-making is the 
level of abstraction of a patterned feature, unit, concept or process. It also has to 
address the fact that frequency is relative, and comparative. Therefore assessing, 
measuring and analysing discursive patterning and its variation and change in 
urban space should be both quantitative and qualitative, interdisciplinary in ap-
proach and methodology, and above all contextual. Discursive patterns, their 
variation and change in urban space are social, scalar, contextual, aesthetic, in-
dexical, and mobile. 

Hence, in order to find answers to the research questions outlined at the be-
ginning I draw on classic methodology from sociolinguistics, using semi-struc-
tured interviews with Brooklynites, and combine these with methods from semi-
otic landscape studies, using exemplary photographs I took on selected streets of 
Brooklyn which focus on how Brooklyn as a place is conceptionalised semioti-
cally. Classic corpus linguistic methodology is employed by applying keyword 
analysis to the interviews. The idea is to ask whether discursive urban place-mak-
ing strategies can be quantitatively measured by looking at the words in the in-
terviews that are statistically speaking more frequently occurring when com-
pared with another corpus of a similar genre. The assumption behind this 
methodological focus is that a statistically marked repetition of particular lexical 
items may point to language practices that are enregistered and act as discursive 
urban place-making practices in urban space. The results of the quantitative 
analyses are then levelled against more singular practices of urban place-making 
in the semiotic landscape in order to test whether despite their singularity, they 
still display similarly patterned features of discursive place-making on different 
levels of abstraction.  
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Let us look at the data in more detail. It is impossible to investigate place-
making strategies in all of Brooklyn’s neighbourhoods. Brooklyn is socially het-
erogeneous and New York’s largest borough with 2.5 million inhabitants. While, 
for example, the neighbourhoods closer to Manhattan, such as Park Slope, Brook-
lyn Heights or Williamsburg, were gentrified at different stages in the second half 
of the 20th century and middle-class intellectuals or hipsters have flooded these 
neighbourhoods (cf. Franz 2015; Osman 2012), gentrification has recently hap-
pened or has yet to take place when moving further into the south of Brooklyn, to 
Bushwick, for example. Also, it should be stressed again that – in the dimen-
sional mode – Brooklyn’s geographical location on the map of greater New York 
is an island, separated from Manhattan through the East River but connected to 
it by the Brooklyn Bridge or the Williamsburg Bridge. There is also the frequently 
criticised L-Train and recently, as another result of gentrification, a free water 
taxi ride from Manhattan to Brooklyn sponsored by IKEA. Hence, a certain 
amount of mobility is needed in order to leave one neighbourhood for the next – 
an aspect of separation that is not only a geographical fact but also mentally pre-
sent in the minds of the Brooklynites, as will be shown below. 

The examples presented here are taken from the gentrified northern Brooklyn 
neighbourhoods Williamsburg, Park Slope and Brooklyn Heights. Drawing on 
these data, I have not yet been too adventurous in the sense that I have been fo-
cusing on neighbourhoods closer to Manhattan, which, as we will see below, has 
an effect on the ways the neighbourhoods are construed as places. The interview 
data was collected on an earlier fieldwork trip to Brooklyn in February 2012. Fur-
ther fieldwork has been conducted since. I set out to interview Brooklynites in the 
streets of the different Brooklyn neighbourhoods mentioned above. The social 
demographic of the 58 white interviewees turned out to be biased towards artists, 
designers, writers, and dog walkers mostly between the age of 20–40 and 
amounted to a small, yet revealing corpus of 33117 words - the Brooklyn Corpus 
(2012). The questions I asked in the semi-structured interviews were: 
1. Do you live in this area? 
2. How would you describe this area? 
3. Why did you move to this area?  

In order to identify keywords, this corpus is compared to a spoken sub-corpus of 
the American National Corpus.5 The collection of data also focused on qualitative 

|| 
5 Reference corpus data is taken from roughly the same period, the same genre and ideally the 
same variety of English. The American National Corpus (2005; http://www.anc.org/) contains 
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sampling of the semiotic landscape (Jaworski & Thurlow 2010) in those neigh-
bourhoods, as a first systematic step of my analysis of place-making in Brooklyn. 
In Kallen’s (2010) terms, I mainly compiled individual semiotic data from the 
‘civic frame’, that is, from public street signs, from the ‘marketplace frame’, 
which refers to signs from commercial enterprises, and from the ‘wall frame’, in 
which individual and disparate stickers, artwork, graffiti and temporary posters 
are considered the “prime mode of expression” (Kallen 2010: 43). This paper fo-
cuses on street signs.  

4 Discursive urban place-making: Enregistering 
the Brooklyn© brand  

In this section, the aim is threefold: 
1. I will show that discursive urban place-making strategies, which have be-

come enregistered, can be detected and measured with the help of corpus 
methodology, e.g. keyword analysis.  

2. Going beyond Johnstone (2009), I will show that enregisterment must not 
necessarily be linguistically realised by means of phonological features or 
those representative of a local dialect, but can be practised repetitively on 
various levels of language.  

3. On the basis of a keyword analysis of the Brooklyn Corpus (2012) I will show 
two particular discursive urban place-making strategies which turn Brook-
lyn© into a brand: one is the generic reference to Brooklyn as a whole, the 
other is the comparison between Brooklyn and Manhattan. Both practices 
which are quantitatively identified to be patterned achieve further promi-
nence by my qualitative analysis of selected samples from the semiotic land-
scape of Brooklyn neighbourhoods.  

Table 2 shows the results of the keyword analysis of the interview corpus com-
pared to a spoken sub-corpus of the American National Corpus. 

|| 
the spoken Charlotte Corpus of face-to-face conversation representative of Mecklenburg County 
and North Carolina compiled in the 1990s. It contains roughly 200,000 words.  
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Tab. 2: Keywords in the Brooklyn Corpus (2012) (reference corpus Spoken Charlotte Corpus of 
the ANC). 

 keyword absolute figures keyness value

1 like 667 719,09
2 Brooklyn 167 717,62
3 it’s 394 585,80
4 Manhattan 88 351,28
5 here 195 319,22
6 more 153 260,24

 

One could object to the significance or foregroundedness of these purely numer-
ical findings by arguing that there is no quantitative 1:1 correlation between 
quantity and foregrounded meaning and that the reference corpus chosen is not 
the ideal source, especially as it is a challenge to find an appropriate spoken ref-
erence corpus in terms of size, register, genres and variety of English.6 Also, if 
interviewees are asked to describe a location, one could argue that reference to 
its name as a geographical location is the obvious choice and so Brooklyn would 
be an unsurprising keyword. However, note that first interview question asks “Do 
you live in this area?”, i.e. not “Do you live in Brooklyn?”. Interviewees do have 
other terms at their disposal when referring to the neighbourhood (and different 
neighbourhoods promote their locality linguistically by referring to the neigh-
bourhood they belong to). Possible alternatives include: New York, the name of 
the neighbourhood they are in, but also more specific terms such as “this block” 
or “this neighborhood”. My interviewees frequently and repetitively choose the 
proper name Brooklyn to refer to it as a concept with an accompanying identity. 
This practice involves meaning-making because the name Brooklyn is generically 
referred to and can be seen as a construction of place deixis, if not person deixis, 
to associate textual scope with spatial and biographical identities and to accu-
mulate symbolic as well as cultural capital. Brooklyn is given a voice and this 
choice reflects how Brooklynites think they should talk about it. One interviewee, 
a 32-year old male waiter and dancer, even construed Brooklyn© as a brand:  

|| 
6 I am in contact with Mark Davies to discuss means of uploading my Brooklyn Corpus to the 
Corpus of Contemporary American English.  
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(1) I think like that is why Brooklyn is getting so much press, and it is like it is 
and then like with Brooklyn industries the clothing brand that is like there 
is more of an awareness of Brooklyn now and and it is almost become a 
brand. (24) 

A specific grammatical strategy, which further realises the branding of Brooklyn, 
accompanies the generic reference to Brooklyn in the interviews. Often, Brooklyn 
is used as the attribute, the carrier or an adjunct of place in relational clauses. 
Examples are: Brooklyn is, There is… [in Brooklyn], Brooklyn has or it is referred 
to in the clitic it’s. These are relational clauses (Halliday & Matthiessen 2004: 211). 
However, relational clauses unfold a process of being in which something is said 
to be something else. The relationship is (statically) established between two dif-
ferent entities and experiential weight is set up in the participants. Identifying 
relational clauses identify the carrier further and in attributive intensive rela-
tional clauses the two elements often differ in generality but they are seen to be 
on the same level of abstraction. The following dialogue, which I conducted with 
a 33-year old female designer, illustrates the generic usage of Brooklyn. At the 
same time, the reference to Brooklyn as being “hot”, which, according to the OED 
may also refer to something being sexually attractive (OED 2018: II.8.c), shows 
the extent to which it is seen as an attractive borough to live in. Brooklyn is per-
sonified. It is acting and attracting and relates to a human experience.  

(2) “Brooklyn now is having a big revival. It’s very hot.” 
“In what sense revival? ” 
“Um, artistically, the restaurants, a lot of young people flocking to Brooklyn 
now. I think there is a very exciting vibe in Brooklyn now.” (26) 

Here is another example from a 32-year old female designer, which additionally 
abounds in a number of hesitation fillers (cf. Biber et al. 1999; Busse 2010), such 
as you know or like that may indicate insecurity or be a typical marker of American 
English spoken discourse:  

(3) Like a lot of like it’s very like homegrown, like grassroots, like a lot of peo-
ple are like you know, if it’s like you know oh this isn’t made in Brooklyn or 
handmade in Brooklyn, it’s like a cool […] a little bit of an authentic city. 
(78) 

I will only focus on this particular use of cool, which refers to “attractively shrewd 
or clever; sophisticated, stylish, classy; fashionable, up to date; sexually attrac-
tive” (OED 2018: 8). Cool also collocates with authenticity in the relational clause. 
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The keyness of cool (29, keyness 46.14) in the Brooklyn Corpus (2012) supports 
Zukin’s (2010) observations on “How Brooklyn became cool”. According to Zukin 
(2010), Brooklyn developed from a “gritty” to a “cool” place, from a place where 
people come from to a place where people come to because it has to be under-
stood as a place of creative consumption:  

I think it was the consumption spaces, the stores, bars and cafés where you could look 
through plate-glass windows and see people living a kind of aspirational life, but in a low-
key affordable way. Brooklyn became to be understood as a place of creative consumption. 
(Zukin 2010: 35) 

In the interview corpus, the enregisterment of “Brooklyn-as-a-commodity-
name,” is created by means of a continuous mentioning of the Brooklyn© brand 
in line with or contrast to Manhattan. This is done by a number of repetitive pat-
terns, including comparisons as well as the use of spatial and personal deixis and 
negative polarity. In comparisons between Brooklyn and Manhattan, a frame of 
reference (Halliday & Matthiessen 2004: 560) is provided, either by features of 
identity, similarity and difference or by particular features of quantity and qual-
ity. In the interviews, Manhattan is also among the key lexemes (88) with a 
keyness value of 351.28 (see Table 2), as is the periphrastic comparative particle 
more (158; with a slightly lower keyness value of 260.24). Furthermore, the qual-
ities that generally distinguish Brooklyn from Manhattan are economic and life 
style criteria. Examples are “[i]t’s like much more affordable Brooklyn still and 
you got a lot more space” (78) given by the already mentioned 32-year old female 
designer, where the adjective from the semantic field of economics “affordable” 
refers to the lower costs of living compared to Manhattan and “a lot more space”, 
dimensionally speaking, refers to larger housing facilities. The statement “I just 
like the life style better in Brooklyn. I feel like you get more for your money, it is 
a little bit more laid-back” (19), which was expressed by a 34-year old male stud-
ying to become a pre-school teacher, argues along similar lines.  

Subjective feelings and criteria of what constitutes home and a sense of com-
munity are also repeatedly mentioned in a declarative vein. These can be at-
tributed to what I will call a discourse of counterurbanisation in which an ‘an-
thropological place’ in Augé’s (Augé & Colleyn 2006) sense (rather than a ‘non-
place’) is created through constant repetition of the more home-like character of 
Brooklyn. This was even expressed by a male interviewee who works in finance: 
“Actually, probably, it’s a completely different atmosphere. I think it’s more … 
less citified than Manhattan.” (30). Two further examples, expressed by a 27-year 
old male media expert and a 30-year old male brand director at a creative agency, 
are:  
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(4) Because you get all – like there’s all the activities that you want to do with-
out the bullshit, like there’s a little – you are less inundated by crowds, a 
tiny bit less inundated by advertisements, you know, there’s a pace here 
that’s like still busy and competitive, but not just like, not so consistent at 
24 hours of the day, you know. (24) 

 
(5) Manhattan is gross. Brooklyn is just like, it’s more like community, it’s more 

like neighborhoody. Ahm, you can turn off here in Brooklyn, sometimes. 
You always have to be like on and working and networking when you are in 
Manhattan. So it’s a little bit more relaxed, we just like the vibe better and 
we like the neighborhoody aspect of it. (36) 

These verbal creations of place also allude to the 1940s when authors, for exam-
ple, considered Brooklyn to be an alternative, cheaper, less competitive, less 
crowded, less touristy place where journalists and bohemians could find a home 
(Zukin 2010: 40). 

In the established comparisons outlined so far, Brooklynites both talk about 
what is in Brooklyn and what is not in Manhattan or what is found more in Brook-
lyn and what is found less in Manhattan. Brooklynites seem to have a “particular 
reason for talking about what is not rather than what is” (Thompson 1996: 56) – 
a phenomenon that is strengthened in the use of negative polarity, where Brook-
lyn is defined as not being like Manhattan: “I wouldn’t wanna live in Manhattan, 
it’s like that space is, there is no green, there is no parks” (72). The effect of the 
comparative and contrasting structure through the syntactic negation would not 
and a negative particle no is interpersonal/attitudinal (Givón 1993: 202). Psycho-
linguistic research (Clark & Clark 1977: 110) and cognitive linguistics (Lakoff 
2004, 2006) have illustrated that negatives (and perhaps even contrasts) also en-
tail the positive counterpart, that is, “when we negate the frame, we evoke the 
frame” (Lakoff 2004: 3). In other words, in this example, the negation of the 
neighbourhood frame for Manhattan evokes it for Brooklyn, which is further re-
inforced through the mental process wanna. The “special purpose” (Leech 1983: 
101) of the use of these negatives is to let Brooklyn shine. Jordan (1998: 707) states 
that 

an understanding of the meaning of negation […] can no longer be separated from their 
contextual and interpersonal functions in real language. Especially for the use of negation 
in texts greater than a sentence or two, the contextual and textual roles of negation become 
of paramount importance. […] This involves an analysis of how negation is used in defina-
ble patterns of communication in various forms of actual written and spoken English - from 
single statements to inter-document connections of meaning. 
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Fig. 3: “Leaving Brooklyn – Fuhgeddaboudit” – Road Sign on Belt Parkway, before crossing Old 
Mill Creek Bridge into Queens, Burger International Photography. 

The contrast to Manhattan “haunts the island like a doppelgaenger or a con-
science” (Capote 2001: xvi). The narrator Nathan in Auster’s (2006) The Brooklyn 
Follies also explains one character’s decision to move to Brooklyn by drawing on 
the contrast: “[h]e chose Brooklyn because it was New York and yet not New 
York” (Auster 2006: 50). 

To verify and enhance the quantitative findings of the keyword analysis, I 
will qualitatively analyse two material artefacts from the urban semiotic land-
scape of the neighbourhoods under investigation. These examples illustrated in 
Figure 3 and 4 lend further support to the identification of an enregistering dis-
cursive urban practice which echoes the linguistic strategies outlined and quan-
tified above and which is not just an example of the use of dialect features or of 
nostalgic references to the past. The examples in Figure 5 and 6 are taken from 
what Kallen (2010) calls the ‘civic frame’, which marks the official state-regula-
tory sign-making in terms of “labeling and delimiting territory and in regulating 
behavior” (2010: 43). In Brooklyn, the purpose of these street signs is not to or-
ganise and regulate traffic. Instead, the two examples display a declarative inter-
vention that functions as enregisterment and helps build up and construe the 
Brooklyn© brand to thousands of mobile city dwellers who come to and leave 
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Brooklyn every day: road signs at Brooklyn motorway exits and entrances en-
register Brooklyn through a generic reference to Brooklyn as a whole and quoting 
a number of fixed and authentically historical Brooklyn phrases such as “Fuh-
geddaboudit” and “How sweet it is”.  

 

Fig. 4: “Welcome to Brooklyn How Sweet it is” – Road Sign Bridge on Brooklyn Bridge, south-
bound exit, Cadman Plaza West, Flatbush Avenue, © Beatrix Busse.  

“Leaving Brooklyn? Fuhgeddaboudit” is an urban hip colloquial dialectal expres-
sion which means something like “the issue is not worth the time, you better 
stay!”, the world beyond Brooklyn, which also includes Manhattan, is not as good 
as Brooklyn and thus not worth bothering with. Written so as to represent the 
famous Brooklyn accent, this sign purposefully disregards orthographical and 
phonological standards (e.g. of General American). The narrator Nathan in Paul 
Auster’s (2006: 12) novel The Brooklyn Follies, for example, pointedly highlights 
that there are also negative perceptions of the local Brooklyn lingo – “that unmis-
takable accent so ridiculed in other parts of the country, which I find the most 
welcoming, most humane American voices.” However, while the Brooklyn accent 
is made fun of outside of the borough, it is celebrated within it and has achieved 
a status of enregisterment marking identity and place. The narrator in Auster’s 
novel clearly subscribes to this view.  
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A historically motivated, but still authentically Brooklyn strategy of semiotic 
place-making and enregisterment is also illustrated by the road sign “Welcome 
to Brooklyn - How sweet it is!”, found on the Brooklyn Bridge, southbound exit, 
Cadman Plaza West, Flatbush Avenue. “How sweet it is” was the catchphrase of 
Brooklyn entertainer and television star Jackie Gleason (1916–1987). His show 
Honeymooners, which began in 1952 with sketches he revived until 1978, was set 
in Bensonhurst, Brooklyn. This quote within the ‘civic frame’ (Kallen 2010) on a 
highly public road sign declares the Brooklyn© brand by a nostalgic reference to 
the past. It reinforces a sense of local identity, illustrates the success of Brook-
lynites in the media, and at the same time stresses Brooklyn’s historical past and 
tradition. Discourse about those road signs reinforces their potential for enregis-
terment. Borough President Markowitz commented on the branding function of 
these road signs: 

(6) Once you enter Brooklyn, there's no good reason why you should ever 
leave. […] These signs are just another great example of the Brooklyn atti-
tude, and they capture the spirit, energy and enthusiasm alive and well all 
across Brooklyn. It also gives people one last chance to turn their cars 
around and stay in the promised land.7  

In these two specific examples, we have seen that generic reference to the bor-
ough as a whole is a place-making strategy which is repeated and has pattern-
like status. Here it is paired with authentically Brooklyn phrases which reinforce 
and enregister Brooklyn identity and the brand. Enregisterment is a communica-
tive and social practice because a number of confluent practices merge and 
emerge (Carter 2012; Coupland 2007; Moore 2012). Therefore, processes of en-
registerment (assessing, analysing, measuring and interpreting) are in need of a 
methodological framework which enables these kinds of analyses. It is crucial to 
take account of the ‘communities of practice’ (Wenger 1998) (rather than the 
speech community) in which language usage, the use of particular styles, or the 
use of genres take place. Coupland (2007) and Moore (2012) point out that only in 
a specific community of practice can linguistic features become socially mean-
ingful (Moore 2012: 71). This entails understanding the social concerns of a his-
torical community, how they are embodied in historical social styles (Moore 2012: 
71) and which linguistic features occur in interaction with others (Moore 2012: 

|| 
7 See also Popik (2006) for other road signs.  
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68). In other words, in Brooklyn, I have investigated practices of how people de-
scribe a particular place and what they do with language to create that place. 
While it is always possible that speakers – past and present – exhibit particular 
stylistic effects or characteristics outside their socio-economic classification, the 
social meaning of a linguistic feature (and a genre) is typically underspecified 
until it enters into a speaker’s or a group’s social practice (Moore 2012: 68). Thus, 
the generic reference to Brooklyn and its comparison with Manhattan has entered 
this linguistic practice of place-making by a group of Brooklynites.  

In this respect, more institutionalised contexts and everyday language usage 
and local practices have to be seen on a continuum of discursive urban place-
making. Otsuji and Pennycook (2010: 3) have derived the concept of metrolin-
gualism from “metroethnicity” (Maher 2005) to refer to “creative linguistic con-
ditions across space and borders of culture, history and politics, as a way to move 
beyond such terms as multilingualism and multiculturalism”. This claim is of 
crucial importance both in relation to the theoretical framework proposed here 
as well as to the practical analysis of patterned discursive urban place-making 
strategies. Heterogeneity characterises urban space, because people of different 
and mixed background use, play with and negotiate identities through language 
(Otsuji & Pennycook 2010: 244). As such, it is necessary to explore “how such 
relations are produced, resisted, defied, rearranged; its [metrolingualism’s] focus 
is not on language systems but on languages emergent from contexts of interac-
tion” (Otsuji & Pennycook 2010: 246). Since this multilingual and multi-semiotic 
sphere centres on the everyday use of mobile linguistic practice where patterns 
are adapted as forms of social styling that produce linguistic repertoires (Li 2011), 
it embraces the relationship between linguistic practices, everyday tasks and so-
cial place.  

5 Conclusions 
As a process of discursive urban place-making, enregisterment is construed 
through various semiotic modes and patterned stylistic practices. In the Brooklyn 
neighbourhoods investigated in this study, branding linguistic strategies go be-
yond using dialect and repeatedly include generic references to Brooklyn©, iden-
tifying clauses with Brooklyn functioning as the carrier or the identified as well as 
comparisons between Brooklyn and Manhattan, which, on the lexico-grammati-
cal level, interplay with reference to semantic domains of community life-style, 
arts and the past.  
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This chapter has shown that investigations of the process of enregisterment 
cannot be restricted to the analysis of dialect features or metapragmatic practices 
alone, but – in order to break with the traditional variationist sociolinguistic bias 
of the first wave (Eckert 2012) – must be broadened to both the analysis of (stand-
ard) patterned linguistic constructions on all levels of language and a combina-
tion of sociolinguistic and corpus linguistic methodologies. These are crucial for 
assessing, analysing and disclosing new and other patterns of urban discursive 
place-making, which would otherwise have gone unnoticed. The interplay be-
tween the quantitative and the qualitative has been positioned as both a new 
methodological framework and meaning-making processes of discursive urban 
place-making. It is this very interplay that can be made visible on various levels 
of abstraction and which in comparative exercises oscillates between singularity 
and iteration. As such, Eckert’s concept of “indexical mutability” (Eckert 2012: 
94) of patterned variables is inherent to discursive place-making, as these are not 
markers of fixed, but rather of mutable meanings, which change in contexts of 
production and reception.  

Selected interviews with inhabitants from the neighbourhood of Bushwick 
further underline this need for a change of gaze. Speakers have, by means of the 
linguistic practice of comparison, revealed and construed familiar discursive pat-
terns of enregistering Bushwick as a valuable franchise of the Brooklyn© brand. 
And yet, there seem to be fewer generic references to Brooklyn as a whole and the 
basis of comparison appears to have changed from Manhattan to Williamsburg, 
which – at least in those parts facing Manhattan – is no longer the cheap and 
unexciting working-class and immigrant neighbourhood it once was, but highly 
gentrified.8 Rich ‘kids’ are attracted to Brooklyn because of its proximity to Man-
hattan and because expensive condominiums have been built. On the famous 
Bedford Avenue, you find boutiques, art galleries, restaurants, whole food shops 
etc. Bushwick is thus seen as the “next Williamsburg”. The change from a run-
down Bushwick to a romantic, opportunistic, but up-and-coming-place that has 
yet to be discovered, is construed through lexical choices, verbs of movement and 
the present progressive to highlight that gentrification is happening, due to the 

|| 
8 It is also a neighbourhood which has a high Jewish population but the waterfront has been 
the target of urban city planners who have constructed a number of expensive condominiums to 
attract middle class bankers and other rich people. Gentrification can also be witnessed in parts 
of Bedford Street as well, which is characterised by art galleries, boutiques, warehouses, organic 
food shops, bars and cafés, but also caters to the needs of the middle class. Chains, such as 
Duane Read – a drug store – and HSBC have entered this area. 
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artistic scene and that money can still be made – depending on whether you are 
an outside or an inside viewer.  

It is this aforementioned “indexical mutability” (Eckert 2012: 94) of linguistic 
variables, that is the transformation of values, that needs to be investigated fur-
ther in a systematic way, as the use of the neighbourhood of Williamsburg func-
tions as a new reference point for enregistering the value of neighbourhoods like 
Bushwick, whose newly acquired prestige is at least discursively construed. Both 
synchronically and diachronically – the idea of “moving into Brooklyn” and not 
being “pushed out” need to be the focus of future investigations of indexical 
place-making strategies. Also, systematic onsite visits to more central neighbour-
hoods in Brooklyn (e.g., Flatbush) are necessary; as well as to those that are in 
the process of being gentrified (Bushwick, for example) or represent authentic 
expatriate neighbourhoods (Coney Island). A systematic focus will have to be laid 
on everyday practices of its inhabitants and their discourses. Interviews, scan-
ning the semiotic landscape as well as a systematic analysis of historical data will 
have to be among the data types to be collected to focus on enregisterment and 
practices of place-making in relation to what has recently been termed “metrolin-
gualism” (Pennycook & Otsuji 2015) and transglossia (Sultana, Dovchin, & Pen-
nycook 2015; García 2009, 2014; Blackledge & Creese 2010). 

 The fusion of theoretical concepts of place and enregisterment with a view 
of discourse that is constructive has illustrated that linguistic and multimodal 
practices in an urban space may be patterned and take on social functions to cre-
ate identity and belonging. Patterned structures may be construed and realised 
on different levels of abstractions. Hence, urbanity is a network of values which 
is multidimensional and consists of a plurality of signs and agents interacting 
with each other. This bridging of concepts has also methodological implications 
for novel and fruitful ways of innovative research as the complexity of urban data 
demands and allows for a combination of quantitative and qualitative research 
methods from both sociolinguistics, linguistic landscape studies and corpus lin-
guistics.  
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Abstract: The present paper analyses newspaper corpora from Jamaica and three 
small island nations in the Caribbean, namely St. Kitts & Nevis, Dominica and St. 
Vincent & the Grenadines, with the aim of shedding more light on the issue of 
American influence in written Standard English in the Caribbean. Spelling, lexis 
and selected grammatical features are analysed. This is complemented by inves-
tigating the perspectives of newspaper staff and readers. The results for spelling 
are mixed and can be interpreted to show that language use in the small Carib-
bean countries tends to be more susceptible to American influence. Concerning 
lexis, the findings are limited but suggest that several lexical items associated 
with American English are well established across the different Caribbean coun-
tries. In terms of grammatical forms and constructions, all the Caribbean corpora 
are characterised by a distinctive tendency towards formal variants. Finally, the 
study suggests that next to exonormative influences, endonormative attitudes 
need to be considered when assessing the current state of written Standard Eng-
lish in the Caribbean. 1 

1 Introduction 
The Anglophone Caribbean has been defined as comprising those of the Carib-
bean islands that have English as an official language as well as the mainland 
territories of Belize and Guyana; altogether there are twelve independent nations, 
all formerly part of the British Empire, and six dependencies, five of the UK and 
one of the USA (see Allsopp 1996: xvii–xix; Deuber 2014: 4; Winford 1991: 565–

|| 
1 The revised version of this paper has benefited from comments by the reviewers as well as 
Viola Wiegand; any remaining shortcomings are our own responsibility. While producing this 
version we received financial support for our research from the German Research Foundation 
(DFG; grant number: DE 2324/1-1). 
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568). Typical of this region is a range of spoken language use comprising acro-
lectal (English), mesolectal (intermediate Creole) and basilectal (conservative 
Creole) varieties, though some territories lack the last-named type of variety (see 
Winford 1993: 4 for an overview). Languages other than English and English-
based Creole are now commonly spoken only in Dominica and St. Lucia (French-
based Creole) and Belize (Spanish). The spoken acrolect comprises a formal 
standard (Allsopp 1996: lvi) and more informal educated usage (Deuber 2014). 
Written language use remains dominated by Standard English, although in re-
cent times there has been a surge of writing in Creole in informal genres of com-
puter-mediated communication (see e.g. Hinrichs 2006; Mair 2011; Oenbring 
2013).  

Apart from the Caribbean-wide documentation of lexis in Allsopp (1996), lin-
guistic work on acrolectal varieties in the Caribbean has mainly focused on Ja-
maica and Trinidad & Tobago,2 the two largest countries in terms of population 
with 3 and 1.2 million inhabitants, respectively (population figures according to 
Central Intelligence Agency 2018); the few studies on acrolectal varieties else-
where include a first approach to Bahamian Standard English (Bruckmaier & 
Hackert 2011). This situation is to a great extent related to the development of 
corpora for English in the Caribbean in the framework of the International Corpus 
of English (ICE), as many of the studies in question have been based on data from 
these corpora. ICE currently includes three Caribbean countries, namely Jamaica, 
Trinidad & Tobago and the Bahamas. ICE-Jamaica, for a long time the only ICE 
project in the region, was completed in 2009. ICE-Trinidad & Tobago and ICE-
Bahamas (see Deuber 2010b and Hackert 2010, respectively) are more recent and 
still ongoing projects.  

Research so far has devoted considerable attention to spoken English (e.g. 
for Jamaica: Deuber 2009a; Gut 2011; Irvine 1994, 2004, 2008; Jantos 2010; Mair 
2009; Rosenfelder 2009; Sand 1999; for Trinidad: Deuber 2009b, 2010a; for both: 
Deuber 2014). Written English in the Caribbean, not being as distinctive from va-
rieties of English elsewhere, has received less attention in recent studies (apart 
from the case of computer-mediated communication, as mentioned above). There 
has, however, been a long-standing interest in student writing (see e.g. Christie 
1989; Craig 1997; Mair 2002). Moreover, newspaper English was one of the sub-
jects in Sand’s (1999) study on Jamaica and has more recently been analysed by 
Bruckmaier and Hackert (2011) for the Bahamas and by Hänsel and Deuber (2013) 
for Trinidad & Tobago. These three studies all find American influences in the 

|| 
2 Much of the research on the latter has specifically focused on Trinidad, by far the larger of the 
two islands. 
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area of lexis, while spelling is reported to be predominantly British-oriented. 
Bruckmaier and Hackert (2011) additionally identify several areas of grammar 
where Bahamian newspaper English follows American norms. 

As Milroy and Milroy (1999) emphasise, the notion of Standard English has 
an important ideological component. Generally a standard language ideology 
can be defined as “the widely circulating belief system that promotes the stand-
ard language as better than other varieties and the only correct option” (Curzan 
2014: 119). Sand (1999: 180) in her pioneering study of Jamaican English in fact 
drew attention to the importance of such attitudes in determining what counts as 
Standard English. However, to date only few studies of Caribbean standard vari-
eties have considered this aspect. These include Deuber and Leung (2013) on 
newscasters’ accents in Trinidad. Sand herself has more recently presented re-
sults of an attitude study based on radio and newspaper data from ICE-Jamaica. 
Certain parts of her findings suggest that “[f]or many Jamaicans, ‘good English’ 
or ‘proper English’ in writing are still associated with the former exonormative 
standard which is believed to be British English” (Sand 2011: 169). In a language 
attitude study in Jamaica as well as Trinidad, Deuber (2013) found both groups of 
informants to be divided between accepting the notion of an endonormative 
standard and upholding the notion of an exonormative one, with the latter often 
specified as British, though some informants pointed out a mixture of British and 
American influences.  

Findings so far suggest that there may be a discrepancy between use and at-
titudes when it comes to the influence of American English on Standard English 
in the Caribbean. To study this issue more closely consideration of different as-
pects is therefore necessary. This is what the present chapter sets out to do. It 
links up with the tradition of research on English in the Caribbean as outlined 
above in that it deals with newspaper English and in that it includes Jamaica as 
one of the countries to be studied, but it also breaks new ground by considering 
three small island nations: St. Kitts & Nevis (pop. 53,000), Dominica (pop. 
74,000), and St. Vincent & the Grenadines (pop. 102,000) (population figures ac-
cording to Central Intelligence Agency 2018). We analyse the frequency of spell-
ings, lexical items and selected grammatical constructions relevant to the issue 
at hand in newspaper corpora for the four countries. To complement this we in-
vestigate the perspectives of newspaper staff and readers. Telephone interviews 
with editors or other staff members were conducted to find out about regulations 
or guidelines concerning varieties of English at the different newspapers and 
comments posted online were analysed with regard to readers’ attitudes towards 
spellings, lexical items and grammatical constructions associated with American 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



46 | Dagmar Deuber and Eva Canan Hänsel 

  

English (or considered by the author of the comment to be so). The following sec-
tion (2) will provide details of the data and methods used. Section 3 will present 
the results of the corpus analyses, while Section 4 will focus on the attitudes of 
newspaper staff and readers. The results of both these sections will be drawn to-
gether in the final discussion in Section 5. The last section (6) will give our con-
clusions. 

2 Data and methods 
The present study uses newspaper corpora for Jamaica (JAM), St. Kitts & Nevis 
(SKN), Dominica (DMA) and St. Vincent & the Grenadines (SVG) that are of equal 
size and composition: about 180,000 words in total, of which about 120,000 in 
the category of reportage and about 60,000 in the category of editorials. While 
editorials also address international issues that are of interest to the Caribbean 
region (e.g., the Olympic Games, implications of the outcome of the 2012 US elec-
tions for Jamaica), the articles in the reportage section almost exclusively address 
local, i.e. national issues (e.g., local politics, sports, culture). Only very rarely do 
the reportage articles also address regional or international issues if they are of 
relevance to the Caribbean region (e.g., the Falkland Islands referendum on 
whether to remain a British Overseas Territory). No articles that were labelled as 
having been provided by international news agencies were included in the data. 
The corpora were mainly compiled from web editions of established print news-
papers. However, in the case of Dominica only one print newspaper offered a web 
edition and data from news websites were therefore added. The total number of 
sources is four each for St. Kitts & Nevis and for Dominica, three for Jamaica, and 
two for St. Vincent & the Grenadines.3 The articles included in the corpora are 
mostly from 2012 with some from 2011 or 2013. The corpora were part-of-speech 
tagged with the C7 tagset using CLAWS (Rayson & Garside 1998).4 For compari-
son, the press sections of the British English 2006 (BE06) and American English 
2006 (AE06) corpora were used; they were accessed at https://cqpweb. 

|| 
3 In Appendix A, we specify the names and URLs of the newspapers and news websites from 
which the corpus data were drawn. However, in order to preserve a degree of confidentiality with 
regard to the exact provenance of the information provided by the newspaper staff we inter-
viewed (see Section 4.1), we refer to the individual sources by Roman numerals rather than by 
the newspapers’ names. 

4 No manual post-editing was done. 
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lancs.ac.uk/ (Hardie 2012).5 These corpora, which are also annotated with C7 part-
of-speech tags, replicate the Brown family design with data from around 2006 
(see Baker 2009 on BE06). The press sections consist of 88 texts of about 2,000 
words each, thus comprising about 176,000 words in total, with the texts distrib-
uted across 3 categories: 44 reports, 27 editorials and 17 reviews. While not match-
ing the Caribbean corpora exactly, they were considered reasonably comparable 
for present purposes. 

The corpora were subjected to quantitative analyses using the WordSmith 5.0 
Tools concordancer (Scott 2008) for the Caribbean corpora and the CQPweb query 
tool for BE06 and AE06, respectively, with irrelevant or mistagged items sorted 
out manually. The analyses cover spellings and lexical items associated with 
American English and selected grammatical features. The grammatical features 
studied are that versus which in relative clauses, the be-passive as well as verb 
and negative contractions; all these are phenomena for which Leech et al. (2009) 
have documented substantial differences between American and British English 
in frequency of use. 

The interviews were conducted among editors or other staff members of as 
many of the newspapers and news websites used for the corpora as could be 
reached (all but one of the Jamaican and one of the Dominican sources). The in-
terviewer (the second author of this paper) followed a predetermined schedule 
with a specific set of questions and follow-up questions, which can be found in 
Appendix B. The interviews were conducted via telephone as field trips to the four 
countries under study were not feasible.6 It has been suggested that this mode of 
administration may negatively affect the data, but this seems to apply mainly 
when sensitive issues are being addressed and/or interviews are of long duration 
(Bryman 2012: 215). None of this was the case in the present study (the interviews 
lasted no more than 15 minutes), so conducting the interviews by telephone could 
be expected to be unproblematic. However, it needs to be acknowledged that 
while most interviewees were happy to answer the questions, one of them was 
rather sceptical. 

The readers’ perspective was investigated through comments posted online, 
i.e. by means of a societal treatment type of approach to language attitudes (see 
Garrett 2010). An advantage of this approach is that language attitudes were  

|| 
5 However, the results from these corpora were normalised not on the basis of the word counts 
provided by CQPweb, as these are higher than traditional word counts (Andrew Hardie, p.c.), 
but rather on the basis of word counts according to Microsoft Word kindly provided by Paul 
Baker (p.c.) and Amanda Potts (p.c.) for BE06 and AE06, respectively. 
6 Two editors preferred to answer the questions via e-mail. 
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investigated within the very same context as language use, as comments were 
taken from a website from which corpus data was also drawn. Furthermore, these 
attitudes were articulated spontaneously and not elicited by a researcher. How-
ever, a limitation is that there is a bias towards a certain type of respondent, 
namely those who are inclined to post comments in the first place, and among 
them those who care sufficiently about language matters to address them. As not 
all news websites have a comment section, this part of the study analyses, by way 
of example, the comments found on one news website, Dominica News Online, 
where quite a lot of language-related discussion was found. The Google search 
engine was used to search for the terms American and English on the website 
(search string: site:http://dominicanewsonline.com american english).7 All lan-
guage-related items were extracted from the total results and then classified 
based on the type of material that triggered the comment as well as on the aspect 
of language use addressed. 

3 Analyses of the corpora 
This section deals first with British versus American spellings (3.1), followed by 
lexical items (3.2). We then proceed to the grammatical features (3.3); the results 
for these will be considered in the light of research on grammatical variation and 
change in present-day British and American English based on the Brown family 
of corpora. 

3.1 Spelling 
The analysis of spelling takes into account most of the major systematic differ-
ences between American and British English as described by Tottie (2002: 9–11).8 
For each of these systematic differences all relevant words attested in the corpora 
were searched for (see Appendix C for examples). The analysis also has a “mis-
cellaneous” category comprising a couple of word pairs that exhibit idiosyncratic 
differences (see also Appendix C). Excluded from the analysis are all proper 
names. 

|| 
7 The search was carried out on 23 April 2014. 
8 Not included are <log> versus <logue> in words such as dialog(ue) (there are only 4 attesta-
tions of the former in the AE06 press data but 12 of the latter) and <e> versus <ae> (or <oe>) in 
words such as (a)esthetic (these hardly occur in the data). 
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The results for each category are presented in Appendix C. Note that <-iz-> 
versus <-is-> was analysed because the British and American data contrast with 
respect to this feature in the same way as they do for the other features. However, 
as the Caribbean corpora mostly show much higher frequencies of <-iz-> relative 
to <-is-> than of the other American spellings, and as <-iz-> is a possible spelling 
in British English as well, this category has not been included in the overall re-
sults. 

 

Fig. 1: Overall results for American and British spelling variants excluding <-iz-> versus <-is->. 

The overall results for each corpus are shown in Figure 1. In Figure 2 they are 
broken down by individual data sources. As can be seen, Jamaican newspaper 
English is very closely aligned with British English. British spellings are also in a 
clear majority in the data from St. Vincent & the Grenadines but the proportion of 
American spellings is appreciably higher than in the Jamaican data (15% versus 
4%). In the data from St. Kitts & Nevis and Dominica spelling practices are very 
mixed, with proportions of American spellings of 51% and 50%, respectively. In 
the case of Dominica the type of source is an apparent factor: sources I–III, which 
show high proportions of American spellings, are all news websites, whereas 
source IV, where a low proportion of American spellings was found, is an online 
edition of a print newspaper. However, there is also a wide range of variation 
among the four sources from St. Kitts & Nevis although they are all online editions 
of print newspapers.  
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Fig. 2: Overall results for American and British spelling variants excluding <-iz-> versus <-is-> by 
individual data sources. 

That the Jamaican corpus is overall closest to British English in terms of spelling 
could be taken to mean that at the present stage Jamaica has a stronger orienta-
tion towards British English than the three small countries under investigation. 
However, it should also be considered in this connection that evidence for a Brit-
ish orientation of Jamaican English “seems to be disappearing outside the rela-
tively firmly regulated area of spelling” (Mair 2009: 59), and that Jamaica’s edu-
cation system explicitly recognises a ‘Standard Jamaican English’ (see Deuber 
2013: 121–122, 2014: 39). Therefore, the use of spellings historically inherited from 
British English may also be due to an orientation to what has become established 
practice in Jamaica rather than British English as such. 

3.2 Lexical items 
While there is a considerable number of lexical contrasts between British and 
American English (see e.g. Kövecses 2000: Chapter 10; Tottie 2002: Chapter 5), 
the number of lexical items for which single-genre corpora of a rather small size 
such as the present ones can supply sufficient attestations is obviously limited. 
On the other hand, though, those items that are attested with sufficient frequency 
in these corpora belong to the most recurrent and relevant ones in the English of 
Caribbean newspapers of those that show a contrast between British and Ameri-
can English. Whether such a contrast exists is also something that had to be con-
firmed in the analysis: as there has been a continuous tendency for lexical items 
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to spread from American to British English (Kövecses 2000: 248–252; Peters 2001; 
Trudgill 1998),9 only items were chosen which are also sufficiently attested in 
BE06 and AE06 and for which these corpora display a fairly clear-cut distinction. 
A total of 9 word pairs was thus identified as suitable for analysis. All proper 
names are again excluded. 

The results are shown in Table 1. Barring some inconclusive results due to 
low numbers, in seven out of the nine cases analysed the Caribbean corpora tend 
to show a common preference for the item associated with American English 
(math, cell(ullar) (tele)phone, transportation, garbage, vacation, student, princi-
pal), while in the remaining two cases the item associated with British English 
(trade(s) union(ist), towards) is the one mainly used in the Caribbean corpora. 
Thus, beyond the evident American influence a shared pattern uniting the differ-
ent Caribbean corpora emerges. 

Tab. 1: American and British lexical items (raw numbers). 

 JAM SKN DMA SVG AE06 BE06

math 17 6 2 6 11 0
maths 4 0 0 3 0 10
cell phone(s)/cellphone(s)/cellular 
(tele)phones 7 3 5 5 5 1

mobile (tele)phone(s) 0 0 1 0 1 21
transportation 13 1 11 7 18 0
transporta 3 0 0 2 1 25
garbage 18 14 4 15 3 1
rubbish 4 1 3 1 1 9
vacation(s) 2 5 3 13 4 0
holiday(s)b 2 2 2 3 0 8
student(s)c 157 159 133 164 58 10
pupil(s)d 1 1 0 5 0 31
principal(s)e 53 12 19 30 13 0
headmaster(s)/head teacher(s) 1 0 1 5 1 5
labor union(s)/-ist(s) 0 0 0 0 5 0
labour union(s)-ist(s) 0 1 1 0 0 0
trade(s) union(s)/-ist(s) 7 3 13 5 1 3

|| 
9 The reverse process is also attested but much rarer (Kövecses 2000: 150–151). 
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 JAM SKN DMA SVG AE06 BE06

toward 3 2 7 2 54 1
towards 31 41 48 53 1 25
a Including only nouns. 
b In the sense of ‘vacation’ only. 
c Excluding instances referring to students at tertiary level. 
d Excluding instances referring to the part of the eye. 
e In the sense of ‘headmaster’ only. 

3.3 Grammatical features 
This section presents and discusses our analyses of that versus which in relative 
clauses, the be-passive and contractions, in the order mentioned. 

3.3.1 That versus which in relative clauses 

Concerning the use of relativisers and specifically the choice between that and 
which Leech et al. (2009: 228–230), analysing the Brown family of corpora, found 
a remarkable trend of divergence between American English and British English 
in the thirty-year period covered by these corpora: the relativiser that was already 
more frequent in American than in British English in the 1960s and its frequency 
increased steeply in American English between the 1960s and 1990s, but only 
moderately in British English, so that the gap between the two widened. These 
findings have been confirmed in the more detailed analysis by Hinrichs, 
Szmrecsanyi and Bohmann (2015). They conclude that a trend towards that as the 
more colloquial variant has been reinforced by the prescriptive recommendation 
that which should not be used in restrictive relative clauses and they therefore 
describe this change as a case of “institutionally backed colloquialization-cum-
Americanization” (Hinrichs, Szmrecsanyi, & Bohmann 2015: 806). 

The present analysis is concerned with that and which in those contexts 
where they are in competition; (1) and (2) below are examples. 

(1) Why didn’t he attack and vilify the electoral system and make the same 
allegations which he is making now? (SKN) 

(2) She urged the parents to step in and assist the preparatory schools that 
are struggling. (JAM) 
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Traditionally a distinction is made between restrictive relative clauses, which al-
low both, and non-restrictive relative clauses, where normally which is used, 
though that may occasionally occur (Huddleston & Pullum 2002: 1052). However, 
this distinction is not unproblematic. Huddleston and Pullum (2002) rather refer 
to the two types as ‘integrated’ and ‘supplementary’ relative clauses because the 
contrast is often not a matter of whether the relative clause restricts the reference 
of the antecedent but of whether its content is presented as an integral part of the 
message, so that the same relative clause may in fact have integrated as well as 
supplementary readings (Huddleston & Pullum 2002: 1064–1065). In written 
Standard English supplementary relative clauses are usually separated from the 
rest of the sentence by commas or occasionally other punctuation marks. This is 
not always the case though (Huddleston & Pullum 2002: 1056). In their absence, 
however, it can be difficult to unambiguously determine that a relative clause is 
supplementary rather than integrated unless the antecedent is an adjective 
phrase, verb phrase, or clause and not a noun phrase (Huddleston & Pullum 
2002: 1052). In view of this, the present analysis excludes all relative clauses 
marked off by commas or other punctuation marks (see example 3), and beyond 
that any relative clause whose antecedent is an adjective phrase, verb phrase, or 
clause (4), but otherwise no attempt was made to identify supplementary relative 
clauses not marked off by punctuation marks. A few further contexts were ex-
cluded because they allow only either that or which (Huddleston & Pullum 2002: 
1052–1054): those where the relativised element is complement of a preposition 
and the preposition is fronted, i.e. the pied piping construction (which but not 
that) (5), those where the antecedent is the pronoun that (which but not that) (6), 
those where the antecedent is human (that but not which) (7), and those where 
the relativised element functions as adjunct (that but not which) (8). All instances 
to be excluded from the counts were identified manually.  

(3) The most recent "bomb threat", which was called in at the Ministry of Ag-
riculture on Tuesday, has once again raised a number of questions […]. 
(SVG) 

(4) Gonsalves also explained that there was a social problem in that those 
who opted to make a living in the hills often spent long periods of 
time in the hills which had the potential to affect their family life. (SVG) 

(5) It is a matter to which the authorities must give serious consideration. 
(SVG) 

(6) Are we too afraid to accept that which is true, that which is real in live 
and in living colour in the society in which we have to live and die? (SVG) 

(7) He was a man that you could take any pattern from. (JAM) 
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(8) Prime Minister Skerrit […] pointed out that it [the constitution] makes pro-
vision for a letter of resignation from the President to take effect on the 
day that the letter reaches the speaker of the House. (DMA) 

The results of the present analysis are displayed in Figure 3. According to the re-
sults for AE06 and BE06, the gap between American and British English has nar-
rowed again since the 1990s. Whereas a comparable analysis by Hinrichs, 
Szmrecsanyi and Bohmann (2015: 828) yielded proportions of that of about 44% 
and 97% in the press sections of F-LOB (British English, 1990s) and Frown (Amer-
ican English, 1990s), respectively,10 the proportions in BE06 and AE06 are 75% 
and 99%, respectively. However, considering that which remains a viable option 
in integrated relative clauses in British press language, in contrast to its near ab-
sence in the American data, relativiser use is still potentially a useful indicator of 
whether current Caribbean newspaper English is aligned rather with American 
English or with British English. It turns out that the Caribbean corpora are clearly 
not aligned with American English as the relativiser which is used to a rather high 
degree. The frequency of which is even significantly higher in all four Caribbean 
corpora than in BE06.11 Proportions of the use of which range from about 33% in 
the case of Jamaica to about 42% in the case of Dominica, as compared to 25% in 
BE06. Therefore, the Caribbean corpora can hardly be said to be aligned with cur-
rent British English either. 

|| 
10 Their exclusions are essentially the same as in the present study. The only exceptions are 
relative clauses not marked by punctuation marks whose antecedent is an adjective phrase, verb 
phrase or clause and relative clauses whose antecedent is the pronoun that, which were ex-
cluded only in the present study, but the number of these is small. Note in addition that relative 
that and which were identified automatically rather than manually in their study as they used 
versions of the corpora annotated with the C8 tagset, which, in contrast to the C7 tagset, has 
separate tags for that and which in relativiser function. 
11 All differences between each of the Caribbean corpora and BE06 are significant according to 
pairwise chi square tests (JAM vs. BE06: χ2 (1, n = 1128) = 7.74, p = .005; SKN vs. BE06: χ2 (1, n = 
1118) = 8.93, p = .003; DMA vs. BE06: χ2 (1, n = 1163) = 30.73, p = < .001; SVG vs. BE06: χ2 (1, n = 
977) = 19.89, p < .001). 
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Fig. 3: Relative that versus which (box sizes indicate proportions, labels indicate raw num-
bers). 

3.3.2 The be-passive 

The be-passive has seen a decline in American and British English which, like the 
rise of relative that, has been attributed to both colloquialisation and prescriptive 
pressure (Mair 2006: 190–191; Leech et al. 2009: 148–152; Smith & Leech 2013: 
92–95). American English has also been in the lead of this change.  

Smith and Leech (2013: 94) report for British English that non-finite passives 
have been relatively resistant to the trend of decline compared to finite ones. They 
note that examples cited e.g. in usage guides are mostly finite and therefore sus-
pect that non-finite passives are less salient as passive forms (Smith & Leech 2013: 
95). The present analysis is restricted to passives in finite verb phrases. The cor-
pora were searched for forms of be (am, are and is, including their contracted 
variants, was, were, be, been) followed by a past participle (i.e. an item tagged as 
VVN, VDN or VHN) with up to four words in between. A typical example of a pas-
sive form retrieved in this way is given in (9). 

(9) These territorial winners were then judged by a panel of prominent Carib-
bean persons including former Carib Chief of Dominica Charles Williams. 
(DMA) 
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Non-finite passives as in (10) were then excluded manually. Also excluded were, 
of course, irrelevant instances, where a form of be and a past participle happened 
to occur within the specified distance without belonging together, as in (11). 

(10) According to him, paying VAT at the port has been a crippling factor to his 
operations since thousands of dollars have to be paid upfront for tax 
which is not recovered. 

(11) They are feeling the squeeze brought about by the global economic crisis 
[…]. (SVG) 

Due to the high degree of overlap and ambiguity that exists between adjectival 
and verbal uses of past participles we generally relied on the past participle tags 
without further manual identification of adjectival uses, which was also the pro-
cedure in the previous studies cited above. Only instances where the past partici-
ple is gone or where it is drunk and the subject is human were excluded as these 
cannot be passive. 

 

Fig. 4: The be-passive (passives in finite verb phrases only; frequencies normalised to 180,000 
words). 

The results, shown in Figure 4, reveal a major contrast between American and 
British English with respect to the frequency of finite be-passives in press lan-
guage. The Caribbean corpora, meanwhile, are again in a category of their own, 
with considerably higher frequencies than even in British English. 
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3.3.3 Contractions 

Contractions are a paradigm case of the colloquialisation trend observed in 
standard written English in research based on the Brown family of corpora. Like 
relativisers and the be-passive they have been found to show not only diachronic 
change, in this case a substantial increase, but also regional variation, with 
American English exhibiting a greater tendency towards their use.  

The corpora were searched for contracted forms of am, are, is, have, has, had, 
will and would as well as for negative contractions involving n’t,12 as in the follow-
ing two examples: 

(12) He's to return to court on February 19 on a charge of threatening a wit-
ness. (JAM) 

(13) Violence against Women is a topic that isn't always given the necessary 
attention […]. (SVG) 

The present results as shown in Figure 5 provide evidence of a continuing con-
trast between American and British English but above all they reveal a major dif-
ference between the data for these two varieties and the Caribbean data, where 
far lower frequencies of contractions are consistently seen. 

|| 
12 In the searches for contracted forms of is and has the corresponding tags, VBZ and VHZ, re-
spectively, were used. Instances of the genitive marker -s mistagged as a verb form were ex-
cluded manually. No mistagged verb forms were found among the items tagged as the genitive 
marker -s. 
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Fig. 5: Contractions (frequencies normalised to 180,000 words). 

A “pronounced formality” of Jamaican newspaper language was already ob-
served by Sand (1999: 109). The present findings for grammatical features have 
provided evidence that a less colloquial writing style than in British and espe-
cially American English not only continues to be characteristic of Jamaican news-
paper language today but is equally a feature of the newspapers of the small Car-
ibbean island nations included in this study.  

4 Newspaper staff and readers’ perspectives 
This section focuses on the perspectives of newspaper staff and readers. It first 
reports the findings of the interviews (4.1) and then goes on to present the analy-
sis of the comments posted on Dominica News Online (4.2). In presenting these 
perspectives we will also consider how they relate to the findings from the cor-
pora presented above (Section 3). 

4.1 Newspaper staff’s perspectives 
The telephone interviews included questions about the background of the writers 
contributing to each newspaper or news website and about regulations or prefer-
ences concerning varieties of English. The main focus was on regulations con-
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cerning British and American spellings and lexical items. Additionally, the news-
paper staff were asked whether they had style guides that specify which variety 
of English should be used. Further questions concerned the use of spell checkers 
and dictionaries as well as news agency articles. Details of the questions and re-
sponses are provided in Appendix B. The labelling of the sources by Roman num-
bers in the Appendix as well as the following discussion of the results corre-
sponds to Figure 2. 

With regard to the writers the different sources have a lot in common. Most 
of the writers are stated to be from the country in question. Those who are not are 
in several cases stated to be from elsewhere in the Caribbean. The answer that 
some have studied and/or lived abroad was quite common but only in the case of 
some of the sources from small countries was it also stated that contributors cur-
rently lived abroad (sources II and III from Dominica and source II from St. Vin-
cent & the Grenadines). If a specific country abroad was mentioned it was most 
often the USA.  

The question of whether regulations concerning varieties of English were 
specified in a style guide was affirmed by the editors of source II from Jamaica 
and source II from St. Vincent & the Grenadines. The style guides at their news-
papers were based on British rules. The owner of source II from Dominica stated 
that he is considering designing a style guide but that he is still struggling with 
whether to stick to the British model or whether to also allow American spellings. 
However, he was certain that the style guide would not prescribe American Eng-
lish only. All other respondents reported that they did not have a style guide.  

Concerning spelling two groups can be distinguished among the answers. 
The first, larger group consists of those sources where it was stated in the inter-
views that British spelling is supposed to be used. These are the sources from Ja-
maica and St. Vincent & the Grenadines, sources III and IV from St. Kitts & Nevis 
as well as source I from Dominica. The second, smaller group includes three 
sources (sources I and II from St. Kitts & Nevis and source III from Dominica) that 
allow both British and American spelling; to these can be added a fourth (source 
II from Dominica) that is considering doing so due to an observed increasing in-
fluence of American English on English in Dominica. 

In one case the interview statement on spelling and the result from the anal-
ysis of the corpus texts for the source in question are clearly at odds: according 
to the interview, source I from Dominica uses British spelling but the proportion 
of American spellings in the corpus data is as high as 69%. Only a short interview 
was obtained with this source and the information given may not be as reliable 
as in the other cases. Apart from this case there is a fair degree of correspondence 
between stated editorial practice and the spelling practices evident in the corpus 
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data: in the first of the two groups distinguished above the proportion of Ameri-
can spellings ranges from 1% (Jamaican source II) to 35% (source IV from St. Kitts 
& Nevis) and in the second from 47% (source II from St. Kitts & Nevis) to 85% 
(Dominican source III).  

Whereas the corpus results showed that lexical items associated with Ameri-
can English are more widely used than American spellings, the answers to the 
question concerning vocabulary were in many cases the same as for spelling. 
Only somewhat more acceptance of American English was expressed: in the cases 
of one source from Jamaica and one from St. Vincent & the Grenadines the answer 
is in favour of British English but less categorically so than in the case of spelling, 
and the Dominican source that struggles with the question of whether to explic-
itly allow American spelling leaves writers free to choose between British and 
American vocabulary. The corpus data for lexical items being less extensive, the 
degree of correspondence between stated and actual practice cannot be assessed 
quite as well as for spelling. However, it is noteworthy that although all corpora 
showed a preference for several common lexical items associated with American 
English, the sources were divided in terms of their statements whether staff 
should use British or American English. Accordingly, it seems safe to say that 
there is a certain gap between stated and actual practice. 

4.2 Readers’ perspectives 
The language-related items identified through the Google search on Dominica 
News Online (DNO) mentioned in Section 2 were all from readers’ comments. In 
terms of the trigger for the comment, three main types were identified: comments 
on an aspect of language use in an article on DNO, comments on an aspect of 
language use in another reader’s comment, and comments on the language use 
of somebody outside the context of DNO. Comments of the last type were mostly 
about American accents and have not been considered for present purposes. In a 
few further cases an aspect of American English was brought up in the course of 
a discussion that had been triggered by another related matter without it having 
been used in any specific instance being discussed. The discussion below will 
proceed from spelling to lexical items and finally to grammatical features as ad-
dressed in the comments while also taking the different types of triggers into ac-
count. 

Overall, most comments concerned spelling and among them, the majority 
of comments was about the difference between <-or-> and <-our-> as in examples 
(14) to (17).  
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(14) [contributor 1]: good sir I oner you you are the best 
 

[contributor 2]: You mean “honour” or “honor”, British or American lan-
guage. 

While in comment (14), the spelling difference is neutrally explained, in other 
comments on the <-or->/<-our-> difference, there is a sense of indignation about 
the use of the American spelling variant. The contributor in (15) outrightly rejects 
DNO’s use of an American spelling: 

(15) NEIGHBOR? Since when do we adopt American English? The word is 
NEIGHBOUR. 

The reader in comment (16) emphasises that the British spelling is the one that 
“we use” and wonders why DNO uses the American spelling. 

(16)  [contributor 1]: Look up the meaning between (LABOR and LABOUR) and 
you will get the difference. 

 
[contributor 2]: Stupes. There is no difference in meaning. Labor is the 
American spelling and labour is the British spelling which we use. I do not 
know why DNO is using the American spelling but the story is the same.  

Finally, the contributor in (17) is the most explicit in asserting that there is a na-
tional norm (‘Dominica English’) from which American spellings deviate.  

(17) Could we PLEASE have the DOMINICA ENGLISH spelling of words? Like 
COLOUR and not “color” as in American English. I have noticed that the 
English speaking Caribbean countries are very Americanised these days. 

A similar stance on forms to be used in Dominica is visible in comment (18), which 
is about one of the non-systematic differences in spelling. Here <check> is appar-
ently not recognised as the American variant by the contributor and interpreted 
as a spelling error. After the administrator has explained the matter, another con-
tributor comments further on the issue of American spellings, expressing disap-
proval and emphasizing that when such spellings are used the words are “not 
spelt as they are in DA [Dominica]”. 

(18) [contributor 1]: Congrats! DNO please do a spell check… how can you spell 
cheque as (check)? 
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ADMIN: American English refers to it as a “check“. British English refers to 
it as a “cheque“. They are both correct. 
 
[contributor 2]: […] Where have you been and what are you reading? Some 
years ago Americans have changed some words and/or eliminated some 
words as also the “u” in behaviour, labour, harbour, etc. Also the letter ‘r’ 
in centre. They write ‘center’ and some others. I do think they should have 
left them alone. Whenever you notice those words, not spelt as they are in 
DA, you will understand. 

In comment (19), the possibility of a difference between British and American 
English is suggested although the case in question is purely a spelling error.  

(19) actually love the word is Consensual not consentual the t is dropped in  
the transformation 
Idk if there’s a difference between the English and the american spelling 
however so you could both be right. 

Thus one can see that apart from the major well-known systematic differences, of 
which <-our> versus <-or> seems to be the most salient, variation between British 
and American spellings is currently causing some confusion among DNO readers, 
with American variants sometimes suspected to be spelling errors and vice versa.  

Only one single comment about an aspect of lexis in DNO was found and this 
is again not an actual case where British and American English differ; rather the 
writer ascribes a usage he or she considers as incorrect to American English: 

(20) DNO please use proper titles in your stories: a woman cannot be a Chair-
man. This is modifies American English which is unacceptable.  

Apart from this comment, another two lexical differences between British and 
American English are mentioned in comments bringing up aspects of American 
English in the course of a discussion rather than reacting to a specific instance of 
language use: American truck versus British lorry (one contributor writes about 
this in the context of a discussion that is actually rather about whether certain 
types of vehicles used in Dominica should be properly referred to as (pickup) 
truck, van, or bus) and American soccer versus British football (mentioned in con-
nection with other aspects of American speech and behaviour). Generally, the use 
of American lexis does not provoke readers to post negative comments. 
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There are slightly more comments relating to aspects of grammar. In com-
ment (21), the regular verb form learned is rejected in favour of the irregular form 
learnt.  

(21) And the word is learnt, not learned […]. 

This situation is reversed in comment (22), where a contributor considers the ir-
regular verb form learnt in the first line of an DNO article (“Dominica News Online 
has learnt that police are investigating the death of a man who has been found 
hanging in his house in Woodfordhill.”) as a spelling error and the administrator 
has to explain that it is in fact a British English form.  

(22) [contributor]: C’mon people, learn to spell. First of all D.O., there is no 
such word as learnt. The damn word is learned. […] 
 
ADMIN: Please do a little research first. Learnt is British English while 
Learned is American. Last we checked we were a British colony hence we 
continue using the British way of spelling.  

It should be noted in connection with this exception to the general trend of the 
comments that learnt versus learned (as past tense or past participle of learn) does 
not represent a clear-cut difference between British and American English in the 
way contrasts in spelling like <-our> versus <-or> do. Learnt is in fact only a mi-
nority variant in British English; for example, in the press section of BE06 there 
are four instances of learnt and twice as many of learned.13 

In comment (23), non-standard usage is perceived to be American English: 

(23) contributor 1: […] “there are no evidence” is definitely grammatically 
wrong as is “I’ve rode my unicycle”, the correct form being “ridden”. […] 
 
contributor 2: […] Having “rode” her unicycle has its roots in “American 
English” and those of us who adhere to “Her Majesty’s English”, can’t 
stand it. Americans rarely use the past participle. Many TV personalities 

|| 
13 In the whole BE06 corpus the numbers are 18 and 46, respectively. Cf. also Hundt’s (1998: 
30) results for large data sets from the Miami Herald and the Guardian from the early 1990s: the 
proportions of the variant learned in the data from these newspapers are 100% and 78%, respec-
tively.  
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say, “I had went, “have drove”, “have wrote” etc. Sometimes I wonder, 
but it’s a common occurrence.  

The text whose language use is under discussion here is a commentary and it is 
mentioned that the author is based in the USA, which may have influenced con-
tributor 2 in making the connection. However, his or her impressions being based 
on watching television he or she is also likely to be more familiar with American 
than with British language use as American television is very prominent in the 
Caribbean nowadays (see e.g. Roberts 2007: 9).14 

In comment (24), a usage perceived as incorrect is again attributed to Ameri-
can English: 

(24) [contributor 1] […] i don’t understand these media mediums on the Island. 
[…] 
 
[contributor 2] […] please, don’t embarrass yourself and our education sys-
tem; Media = the plural of Medium(too much American grammar man-
gling creeping in). 

Finally, there is also a comment on contractions that describes the common prac-
tice in North American English to use contracted forms. 

(25) In Canada and the U.S. the norm is to use the word ‘can’t’ rather than ‘can-
not’. I also notice this on the Internet when reading the news or other mat-
ters. There are also some typographical errors. 

Overall, one can see that of the phenomena investigated in the analyses of the 
corpora in Section 3 only spelling generates controversy. That the grammatical 
features investigated seem to go largely unnoticed is not surprising given that the 
differences are only quantitative. However, the view in (25) describing the wide-
spread use of contractions in writing as characteristic of North American English 
fits in with the corpus findings, which also revealed a sharp difference in the case 
of contractions. Other comments in the area of grammar revealed some negative 
attitudes towards American English which are probably at least partly due to the 

|| 
14 Specifically in Dominica, the situation is described as follows in the CIA World Factbook 
(Central Intelligence Agency, 2018): “no terrestrial TV service available; subscription cable TV 
provider offers some locally produced programming plus channels from the US, Latin America, 
and the Caribbean”. 
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fact that there is more exposure to American English, including non-standard va-
rieties, through media, whereas the now more remote British English may be 
more automatically associated with “Her Majesty’s English”, as in example (23) 
above. In view of the resistance on the part of some of the contributors to Ameri-
can spellings and what are perceived as American grammatical usages it may be 
hypothesised that the contributors are not necessarily aware that quite a number 
of lexical items commonly used in Caribbean press language are actually associ-
ated with American English. Further research using an elicitation method along 
the lines of Sand (2011) would be needed to substantiate this possibility. 

5 Discussion 
The present paper has investigated the role that American English plays as a fac-
tor in Standard English in the press in Jamaica and the small Caribbean island 
nations of St. Kitts & Nevis, Dominica and St. Vincent & the Grenadines. Analyses 
of language use as documented in corpora were combined with the perspectives 
of newspaper staff and readers of press texts. 

With regard to spelling the results were mixed. American English turned out 
to be quite influential in this respect in two of the small island nations, St. Kitts & 
Nevis and Dominica. In the case of St. Kitts & Nevis about equal proportions of 
American and British spellings were found in the corpus. The interviews revealed 
that this reflects a situation where to some extent variation is the norm, as two of 
four newspapers explicitly accept both British and American spellings. In the Do-
minican corpus the overall proportion of American spellings is quite high as well. 
In one of the interviews with Dominican sources it was also stated that both Brit-
ish and American spelling is accepted. The fact that another source said that 
spelling norms were currently under review, combined with the complaints made 
by readers in online comments, suggests that this is an aspect that is at present 
undergoing change. In the corpus data from St. Vincent & the Grenadines the 
proportion of American spellings is comparatively low and according to the in-
terviews those that occur are rather due to a lack of enforcement of editorial pol-
icy than to an actual change in norms. Only a very low proportion of American 
spellings was found in the Jamaican corpus and the interviews corroborated that 
the British spelling model remains firmly in place. However, as we have argued, 
that does not necessarily imply a strong attitudinal orientation towards British 
English as an exonormative standard, since a local standard, which incorporates 
British spellings, is recognised in Jamaica. Thus, the fact that more American 
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spellings were found in the data from the small Caribbean nations can be inter-
preted to show that language use there is more susceptible to (varying) exonor-
mative influences, as has also been proposed by Baker and Pederson (2013: 72) in 
their work on St. Kitts & Nevis: 

A century ago, one would have expected that, the smaller the territory and its population, 
the greater would be its uniformity of language. But with exposure through the media and 
tourism to essentially the same wide range of “outsider” varieties of English, the influence 
of the latter is potentially far greater on smaller speech communities than large ones.  

However, a degree of endonormativity on an attitudinal level was also observed 
when readers of DNO objected to American spellings on the grounds that they 
violate what is perceived as the Dominican norm.  

Whereas in the case of spelling a considerable degree of correspondence be-
tween the corpus data and stated editorial practice was found, this was less the 
case with lexis. Moreover, no objections to, and few comments on, American lex-
ical items were found in the search on DNO. This may suggest that lexical items 
such as the admittedly small set that this study has found to be commonly used 
across the different Caribbean corpora are so established in local usage that they 
are not salient as American influences in the way e.g. the <-or> spelling is, though 
further research would be needed to confirm this. Apart from that a common pat-
tern was observed in that the preferences for either the American or, in a small 
number of cases, the British lexical items are the same in all of the Caribbean 
corpora.  

A common tendency across the different Caribbean corpora was especially 
apparent for the grammatical features investigated. These all belong to a group 
of features (see Leech et al. 2009: 271 for a list) that can be related to the trend of 
colloquialisation that has been manifest in both American and British English, 
but in the former more than the latter. The analyses have shown that, as meas-
ured by these features, the corpus data from the different Caribbean countries are 
united by a degree of formality that sets them apart not only from American but 
also from British press language. One case, that of contractions, where the differ-
ence in frequency was found to be greatest, even attracted a comment on DNO. 

6 Conclusion 
Overall one can say, considering the findings on spelling and lexis, that American 
English is more influential than some may think or like it to be, and British Eng-
lish less. However, the competition between these two different exonormative 
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standards is insufficient to account for all the findings. In particular, the current 
norm in the English of the press in all the Caribbean countries considered here is 
to use certain formal grammatical options more, and informal ones less, than in 
both of the metropolitan standards.  

The present research sheds a first light on Standard English as used in small 
Caribbean countries. This, as has been shown, may have dynamics of its own 
while also sharing features in common with the Standard English of a relatively 
large country like Jamaica. Thus, to gain a more complete picture of the current 
state of Standard English in the Caribbean it is important not to leave small coun-
tries out of consideration. Future research could also examine spoken English 
e.g. as used in broadcasting. Methodologically, the present study has shown that 
for a fuller appreciation of the issue of Standard English in newspapers the find-
ings gleaned from corpora can be complemented by taking into account the per-
spectives of newspaper staff and readers. On a more general level this study has 
highlighted the need for research on Standard English to take both usage and 
attitudes into consideration. 
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Appendices 
Appendix A. URLs of newspapers and news websites (as of the 
time of data collection) 

Dominica News Online http://dominicanewsonline.com/news/ 

Dominica Vibes http://www.dominicavibes.dm/ 

The Dominican http://www.thedominican.net/index.html 

The Jamaica Gleaner http://jamaica-gleaner.com/ 

The Jamaica Observer http://www.jamaicaobserver.com/ 

The Labour Spokesman http://www.labourspokesman.com/ 

Searchlight http://searchlight.vc/ 

SKN Leewards Times http://www.sknclt.com/ 

The St Kitts and Nevis Democrat http://www.skndemocrat.com/ 

St Kitts and Nevis Observer http://www.thestkittsnevisobserver.com/ 

The Sun http://sundominica.com/ 

The Vincentian http://thevincentian.com/ 

The Western Mirror http://www.westernmirror.com/ 

Appendix B. Telephone interviews 
Questions 

a) Where are the writers at ________________ from? Are there writers who were 
born and raised elsewhere than in ________________? If yes, where? 

b) Have the writers been abroad for a longer time period? Have they worked or 
studied abroad? If yes, where? 

c) Does ________________ have its own style guide? If yes, what does it specify 
regarding the use of different varieties of English?  

d) Do you have regulations as to what type of spelling (e.g. American English, 
British English) to use at _______________? So for example, should writers 
spell the word ‘neighbour’ with O-R or with O-U-R?  

e) Should writers at ________________ use vocabulary that belongs to one par-
ticular English variety (e.g. American English, British English)? For example, 
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should the writers use “toward” as in American English or “towards” as in 
British English? 

f) Do you use spell checkers (e.g. in Microsoft Word)? If yes, which one? 
g) Are the writers supposed to stick to a certain English dictionary? If yes, which 

one? 
h) Does ________________ use news agency articles? If yes, what news agency 

provides these articles? 

Responses 

 JAM (N=2) SKN (N=4) DMA (N=3) SVG (N=2) 

a) Origin of 
writers 

(I) most from 
Jamaica 
(II) most from 
Jamaica; 
have had one 
or two from 
UK/USA 

(I) from SKN, 
elsewhere in the 
Caribbean, and 
the USAa 
(II) most from 
SKN 
(III) all from SKN 
(IV) n.i. 

(I), (III) all from Dominica 
(II) most from Dominica 

(I) most from 
SVG, two from 
Guyana, one 
from Nigeria 
(II) most from 
SVG 

b) Stays 
abroad 

(I) some 
might have 
lived abroad 
(II) some 
have studied 
abroad 

(I), (II) some 
have studied/ 
lived in the USA 
(III) no  
(IV) n.i. 

(I) one has studied in the USA 
(II) editor has studied in the 
USA and lived in Jamaica; 
owner has studied in Jamaica; 
two contributors (one from 
Dominica and one from else-
where in the Caribbean) live in 
the USA 
(III) some have been living 
abroad for a number of years 
(USA, England, Guadeloupe) 

(I) some have 
studied and 
worked in Can-
ada/USA 
(II) two have 
studied in 
Mexico; one 
lives in the 
USA 

c) Style 
guide 

(I) no 
(II) yes, 
based on 
British rules 

(I), (II), (IV) no 
(III) n.i. 

(I), (IV) no 
(II) thinking about designing 
one 
(III) n.i. 
 

(I) n.i. 
(II) yes, based 
on British 
rules 
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 JAM (N=2) SKN (N=4) DMA (N=3) SVG (N=2) 

d) Spelling (I), (II) British  
 

(I) both ac-
cepted, also 
side by side  
(II) both ac-
cepted  
(III), (IV) British 

(I) British 
(II) question they struggle with; 
lately big impact of American 
style as more and more people 
use it; currently undecided 
whether to stick to British Eng-
lish or whether to allow Ameri-
can English as well (but won’t 
switch entirely to American 
English) 
(III) no, writers are free to 
choose 

(I), (II) British 

e) Vocabu-
lary 

(I) British, 
some Ameri-
can words 
might be 
used 
(II) British 

[same as for 
spelling] 

(I) n.i. 
(II), (III) writers are free to 
choose 

(I) do not in-
sist on that 
but British 
English mostly 
used 
(II) British 

f) Spell 
checkers 

(I), (II) yes; 
British 

(I) yes; decision 
left to each indi-
vidual writer 
(II), (III) n.i. 
(IV) British 

(I) yes; British 
(II) yes (but don’t always re-
member to run it); British  
(III) yes; British or American 

(I) yes; British 
(II) have Mi-
crosoft Word 
spell checker 
but usually 
don’t use it 

g) Diction-
ary 

(I) writers 
may use Brit-
ish or Ameri-
can diction-
aries but use 
British 
spelling ei-
ther way 
(II) no 

(I), (II) n.i. 
(III) Oxford Eng-
lish Dictionary 
(IV) Oxford 

(I), (II) n.i. 
(III) no, writers are free to 
choose 

(I) mostly Con-
cise Oxford 
Dictionary, but 
writers are 
free to use 
others 
(II) proofread-
ers use Long-
man Contem-
porary 
Dictionary of 
English 
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 JAM (N=2) SKN (N=4) DMA (N=3) SVG (N=2) 

h) News 
agency arti-
cles 

(I) yes, press 
releases, 
mainly local 
(II) yes, from 
AP & Carib-
bean Media 
Corporation 

(I) n.i. 
(II) n.i. 
(III) yes, from 
Reuters 
(IV) no 

(I) yes, from BBC 
(II) no, but open to contribu-
tions from different writers 
(III) no 

(I) no 
(II) n.i. 

n.i. = no (or unclear) information. 
a It was unclear to what extent the answer referred to regular writers or other contributors. 
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Appendix C. Results for spelling by category (raw numbers) 

 JAM SKN DMA SVG AE06 BE06 

<-ll-> (e.g. fulfill, willfully) 2 10 3 7 24 0 
<-l-> (e.g. fulfil, wilfully) 10 6 3 3 0 5 
<-l-> (e.g. traveling, fueled) 7 29 32 11 62 0 
<-ll-> (e.g. travelling, fuelled) 121 38 20 26 1 65 
<-ense> (e.g. license, defense) 6 22 25 6 44 0 
<-ence> (e.g. licence, defence) 63 41 31 36 0 40 
<-iz-> (e.g. realize, globalization) 52 212 268 301 276 1 
<-is-> (e.g. realise, globalisation) 218 136 70 89 0 171 
<-yz-> (e.g. analyze, paralyzed) 0 5 2 6 3 0 
<-ys-> (e.g. analyse, paralysed) 6 2 2 4 0 3 
<-ter> (e.g. meter, center) 2 23 8 3 98 0 
<-tre> (e.g. metre, centre) 66 17 10 28 0 93 
<-gram> (e.g. gram, program)a 0 122 99 5 145 0 
<-gramme> (e.g. gramme, programme)a 107 27 66 118 0 29 
<-or> (e.g. harbor, labor)b 2 73 56 19 214 0 
<-our> (e.g. harbour, labour)b 193 151 89 151 1 175 
miscellaneous AmE: 
check(s), cozy, gray, jeweler(s)/-ry,  
skeptic(s)/-al/-ism, tire(s)c 

4 15 9 7 26 0 

miscellaneous BrE: 
cheque(s), cosy, grey, jeweller(s)/-ry,  
sceptic(s)/-al/-ism, tyre(s) 

30 8 16 9 0 52 

a There were no occurrences in the sense of ‘computer program’, where the spelling <-gram> is 
usually used in British English as well. 
b Excluding glamo(u)r as in this word the <-our> spelling is favoured in American English as 
well.  
c Check(s) and tire(s) were only included when used as nouns. 
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Corporate identity and its variation over 
time  
A corpus-assisted study of self-presentation strategies in 
Vodafone’s Sustainability Reports  

Abstract: This study explores the discursive construction of corporate identity in 
disclosure statements about non-financial performance. The corpus for analysis 
consists of the Sustainability Reports published by Vodafone, the British telecom-
munications company, over twelve fiscal years, from 2000/2001 to 2011/2012. Af-
ter retrieving instances of self-references in subject position and quantifying 
them, the collocational profile of the two most frequent forms, i.e. Vodafone and 
we, will be described paying attention to the textual meanings most often associ-
ated with them through the analysis of concordance lines and their classification 
in functional groups (Mahlberg 2007). Due to its relatively long and consistent 
tradition of social and environmental reporting, Vodafone is eligible for a case 
study of whether and how its corporate identity has changed over time. There-
fore, self-presentation patterns will be examined not only in the corpus as a 
whole, but also in individual subcorpora to gather evidence of possible rhetorical 
shifts in the way Vodafone has shaped and reshaped its corporate identity. 

1 Introduction 

In today’s socio-economic context, corporations have fully-fledged legal person-
alities: they can “undertake actions, own property and do business in [their] own 
name” (Breeze 2013: 4). Companies have become proper social agents, who have 
to respond for the consequences of their activities to the communities in which 
they operate. The globalisation of the market together with mounting competi-
tion have further increased the need for businesses to publicly account for their 
activities (Evangelisti Allori & Garzone 2010: 10). Therefore, it is crucial for cor-
porations to maintain good relationships with different groups of primary and 
secondary stakeholders. Communication is key to the company’s success. Much 

|| 
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of it has now to do with the construction of a credible public identity that is capa-
ble of generating social consensus on the corporation’s activities. 

According to Breeze (2013: 8–15), identity is the projection of the company’s 
self-understanding (see Balmer & Greyser 2002 for the view that corporations 
have not one, but multiple identities that need to be aligned to work effectively). 
Identity is the result of top-down decisions taken at managerial level and is nor-
mally kept under strict control because it is a powerful tool for the company to 
differentiate itself from competitors. As indicated in The 1st Strathclyde Statement 
on Corporate Identity (International Corporate Identity Group, ICIG, 1995), iden-
tity can reinforce organisational culture and ultimately guarantee growth and 
success.  

There is broad consensus among communications scholars and discourse an-
alysts that corporate identity is constructed through discourse. As Breeze (2013: 
178) puts it,  

all the company’s relationships, with clients or customers, government or state, competi-
tors, investors, stakeholders in general and, of course, the media, can and should be man-
aged through discourse. Discourse is one of the corporation’s most powerful tools in the 
current configuration of society. 

As discourse is as a form of social practice performed through the use of language 
(Jones 2012), by analysing how corporations employ language, it is possible to 
gain insights into the way they construct their identity reflecting and reinforcing 
the system of beliefs and knowledge on which they rely. This paper deals with the 
way corporate identity is discursively constructed in non-financial disclosures, 
i.e. documents issued by companies embracing the values of sustainable devel-
opment and reporting on their social and environmental performance. Previous 
studies (e.g. Aiezza 2015; Lischinsky 2010, 2011) have shown that one of the pri-
mary functions of non-financial disclosures is not so much to provide perfor-
mance data, but to construct for the company the identity of a responsible busi-
ness. Examining what language choices are made to achieve such a goal will 
provide insights into the way companies represent themselves in relation to the 
issue of sustainability and how they propagate certain values. This is, precisely, 
the overall aim of this study, which will be pursued through three more specific 
research goals – as explained in the remainder of this introduction – analysing 
how the British telecommunications company Vodafone talks about itself and its 
actions in a corpus of Sustainability Reports (SRs) covering twelve fiscal years, 
from 2000/2001 to 2011/2012. 
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A first goal will be to understand what type of ‘persona’ the company projects 
when talking about its sustainable development policies and practices, specifi-
cally whether it considers it to be more rhetorically effective to appear as a formal 
and institutional entity or as a community with shared values and objectives. To 
this aim, I will investigate what forms of self-reference are preferred by Vodafone 
in its SRs, assuming that different types of person deixis imply different kinds of 
self-understanding. In line with existing corpus-assisted discourse studies of cor-
porate identity (Aiezza 2015; Lischinsky 2010, 2011), I will concentrate on the 1st 
person plural pronoun we and 3rd person references (e.g. the company name and 
expressions such as the company and the Group), which will be retrieved and 
quantified by using Sketch Engine’s (Kilgariff et al. 2014) concordance pro-
gramme. 

To further elucidate the discourse practices through which Vodafone con-
structs its identity of a sustainable business, I will look at the textual meanings 
related to particular types of self-reference in subject position, thus gaining in-
sights into what the company predicates about its various corporate rhetors. To 
pursue this second goal, I will first analyse what verbs co-occur with the two pre-
vailing forms of self-reference, namely Vodafone and we. Then, I will explore re-
current textual meanings associated with particular subject-verb combinations. 
Specifically, I will analyse the concordance lines in which collocations occur and 
group together instances with similar ‘local textual functions’ (Mahlberg 2007) 
(see Section 3.3 for more details). In so doing, it will be possible to identify the 
meanings that are relevant to the community that produces and consumes a cer-
tain text or group of texts (Mahlberg 2007: 196), in this case, SRs. Therefore, the 
analysis of collocations and their textual meanings will show what activities con-
tribute to the construction of Vodafone’s identity as a sustainable business, and 
what rhetor-activity combinations are considered most effective to this aim, re-
flecting the type of organisational culture that the company wishes to reinforce 
through its discourse practices.  

The two research goals stated above, i.e. the analysis of preferred forms of 
self-reference and of the textual meanings that tend to be associated with them, 
will provide information on the mechanisms of identity construction most fre-
quently adopted by Vodafone. However, considering that corporate identity is 
“inherently subject to evolution and change” (Evangelisti Allori & Garzone 2010: 
12) and that “reporting social and environmental activities has gathered momen-
tum in the last 15 years” (Breeze 2013: 166), a third goal of this study will be to 
analyse whether Vodafone’s corporate identity has changed in recent years re-
sponding to specific socio-cultural and organisational demands, and whether 
any traces can be found of the trends noted in the existing literature (see Section 
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2 for an overview) about businesses’ changing conceptualisation of their identity 
in relation to sustainability. More specifically, the analysis will concentrate on 
how self-presentation strategies and the meanings associated with prevailing 
forms of self-reference have varied since the early 2000s. The occurrences of self-
references through the two most frequently used rhetors, i.e. Vodafone and we, 
will be investigated in terms of their ratio over time (from 2000 to 2012). Subse-
quently, a collocation analysis of the main corporate rhetor employed by the com-
pany throughout the years, i.e. the pronoun we, will be conducted to understand 
what textual meanings persist among the most salient ones and whether some 
meanings emerge or recede at specific points in time.  

The discourse-analytical approach taken in this study is primarily text-ori-
ented, although the context of communication will be taken into account for the 
interpretation of results. Indeed, the case study nature of the investigation will 
allow me to pay greater attention to non-linguistic factors that could influence 
the interpersonal choices made by the company. Corpus linguistic techniques 
will be used to notice recurrent patterns of self-presentation. The size of the cor-
pus being modest (about 350,000 words), this study can be considered a ‘small-
scale corpus analysis’ (Bednarek 2009: 21), in which quantitative information is 
complemented with the manual annotation of meanings.  

The paper is organised as follows. Section 2 introduces the notion of Corpo-
rate Social Responsibility, i.e. the framework within which companies articulate 
their commitment to sustainable development. The section moves on presenting 
the SR as a genre and reviewing existing discourse studies, including corpus-as-
sisted ones, related to the construction of corporate identity in SRs. Finally, Sec-
tion 2 outlines how the meanings conveyed by SRs have shifted in recent years as 
documented in previous analyses. Section 3 illustrates the methods adopted in 
this study, describing the features of the corpus (3.1) and the procedures followed 
to retrieve self-references (3.2); to derive collocations and group occurrences in 
functional groups (3.3); and to identify rhetorical shifts across the years (3.4). Sec-
tions 4, 5 and 6 present the results of the three research goals of the study respec-
tively, namely what types of self-reference are favoured by Vodafone; what the 
major verbal collocates of preferred forms of self-reference are and what textual 
meanings they convey; and, finally, whether the overall picture obtained about 
Vodafone’s strategies of identity construction applies to all the SRs of the corpus 
or whether rhetorical shifts can be noticed. Section 7 concludes the paper. 
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2 Corporate social responsibility, Sustainability 
Reports and corporate identity 

Bhatia and Lung (2006: 273) observe that corporate identity results from the com-
bination of various aspects among which are “the values, mission and philoso-
phy” of the corporation. Due to the pressure of growing public awareness (Bhatia 
2011: 27) and the interest of investors in buying “clean investment products” 
(Selmi-Tolonen 2011: 45), businesses are increasingly articulating their identity 
in terms of commitment to the values of sustainable development. They do so 
through the notion of Corporate Social Responsibility (CSR). CRS has become a 
crucial legitimacy strategy for companies: “[t]he development of CSR pro-
grammes can be seen as an attempt to narrow legitimacy gaps and cope with 
them in a systematic fashion” (Ihlen 2009: 245). The commitment to sustainabil-
ity through CRS therefore enables corporations to enhance, maintain and repair 
their reputation. 

Activities related to the policy of sustainable development are reported an-
nually in disclosure documents called CSR Reports or Sustainability Reports (this 
is the label used in this paper in accordance with Vodafone’s predominant report-
ing practices up to the last fiscal year analysed, i.e. 2011–2012). These non-finan-
cial disclosures are issued on a voluntary basis. Whether they become an integral 
part of business processes depends on a number of internal factors, including 
business size, industry sector and the type of relationship with customers, as well 
as external aspects, such as the role of investors, public pressure and political 
regulations.  

The SR is a hybrid genre and reflects the “promotional turn” (Breeze 2013: 
180) of corporate discourse, whereby informative and persuasive purposes inter-
mingle. A trend has been noticed towards the increasing standardisation of the 
topics covered, such as information about stakeholder inclusiveness and the sus-
tainability context. This tendency is connected to the adoption of criteria for sus-
tainability reporting recommended in documents such as the Sustainability Re-
porting Guidelines issued by the Global Reporting Initiative.1 However, 
companies do not have to adhere to specific standards, particularly in terms of 
how they communicate contents (Catenaccio 2011). It is this freedom in drafting 
disclosures and conceptualising what CSR and sustainable development mean 

|| 
1 For up-to-date information about sustainability reporting standards, see the Global Reporting 
Initiative’s website at https://www.globalreporting.org/information/sustainability-reporting/ 
Pages/default.aspx (last accessed August 2018). 
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for companies that makes SRs particularly interesting to study from a discourse 
analytical perspective. 

CSR reporting strategies have been widely examined, mainly in disciplines 
such as business management and policy studies. Comparatively, there have 
been fewer discourse analyses of sustainability disclosures. However, a growing 
body of research is emerging that employs both text-oriented qualitative ap-
proaches and corpus-assisted methods. Among the text analyses is Fuoli’s (2012) 
study of appraisal resources in BP’s and IKEA’s 2009 social reports. The two com-
panies appear to have divergent approaches: while BP favours the image of an 
authoritative but detached interlocutor, IKEA appears more empathetic with the 
audience. Fuoli explains this difference using legitimacy theory and making ref-
erence to the different groups of stakeholders primarily addressed by the two cor-
porations, namely investors and regulators for BP and customers for IKEA. Fuoli’s 
study demonstrates that while trying to convey a desired image for themselves, 
companies also construct relationships with readers that elicit specific attitudinal 
responses.  

Lischinsky (2011), on the other hand, uses both qualitative and quantitative 
corpus methods to explore self-references in 50 non-financial reports by large 
Swedish corporations. He observes that impersonal references to the company 
name are more frequent than 1st person plural references. However, he argues 
that both impersonal legitimacy and the affiliative voice associated with the use 
of the pronoun we are needed by corporations, who skilfully shift from one form 
to the other to reach their discourse goals. Lischinsky (2011) focuses, among other 
phenomena, on the corporate rhetor in subject position. He shows that different 
forms display different co-occurring patterns with verbs: the company name oc-
curs with items that relate to business activities while we co-occurs with verbs 
connected with ethical issues.  

Subject-verb associations are also investigated by Aiezza (2015). She carries 
out a corpus-assisted discourse analysis of the construction of corporate identity 
in SRs published in English between 2008 and 2011 by energy companies operat-
ing in the BRIC countries (Brazil, Russia, India and China) and in G8 countries. 
She focuses on forward-looking verbs in association with we and the company 
name, and analyses semantic prosodies and preferences. The results of her study 
indicate that projections tend to be optimistic and that their purpose rather seems 
“to stress a positive behaviour than to provide a full picture of future scenarios” 
(Aiezza 2015: 74). Hence Aiezza argues that positive forecasts mainly serve to en-
hance corporate image and to stress that the company is already a successful sus-
tainable business. 
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This paper too is concerned with the meanings conveyed by subject-verb 
combinations. By focusing not only on lexical verbs but also on auxiliaries and 
modals, it will be possible to understand whether the actions described are pre-
sented as goals, accomplishments or work-in-progress activities. This issue is in-
teresting to investigate in order to understand how Vodafone positions itself with 
regard to sustainable development. For instance, if the collocation corporate rhe-
tor + will were found to be highly salient in Vodafone’s SRs, it would suggest that 
the company emphasises its commitments, expectations and good intents. 
Hence, the view of sustainability that would derive is one of a yet-to-be-achieved 
condition, a goal for the future, not a present state of affairs. Since the way com-
panies talk about their actions reflects their ideas of what being sustainable 
means, corpus-assisted discourse studies that have analysed the notion of sus-
tainable development as understood by companies are also relevant to the pre-
sent investigation.  

Alexander (2002) adopts a critical perspective on the use and content of the 
very term sustainable development as it occurs in the 1999 and 2000 reports by 
Shell on the topics of people, planet and profits. Using a concordance programme 
and deriving the left collocates of the phrase, Alexander notices that sustainable 
development has a very positive semantic prosody serving to emphasise the good 
intentions of the company. However, he also notices that the adjective sustaina-
ble, when used with other head nouns, has no clear referential value: vagueness 
in meaning makes this adjective little more than a buzzword which is used stra-
tegically by the company to dissipate critical voices. Similarly, Lischinsky (2010) 
explores the notion of sustainable development looking for the node word sus-
tain* in a corpus of reports by 50 large Swedish companies. He notices that issues 
of profit are strictly connected to the concept of sustainability; he also observes 
that statements of intentions are more salient than references to concrete actions. 
Brown (2013) combines corpus analysis (keywords and collocations) and framing 
theory to identify differences and similarities in the meanings conveyed by NGOs 
and British ‘green’ corporations in their websites about environmental protec-
tion. He finds that the two groups have distinct cognitive systems of concern for 
the natural environment; businesses, in particular, rely heavily on meanings re-
lated to the frames of good intentions and risk management. The former is absent 
from the NGOs’ cognitive system, suggesting that it is specific to the way corpo-
rations articulate their commitment to environmental sustainability.  

What these studies seem to agree on is that the notion of sustainable devel-
opment is an elusive one and that companies frame their relationship with it 
mainly in terms of commitment to its values, showing willingness to listen to the 
concerns of stakeholders and to address them responsibly. However, there seems 
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to be little (linguistic) evidence that companies’ talk of sustainable development 
in their disclosures is actually “being walked” (Laine 2005: 409). The analysis 
reported in this paper will verify whether in the SRs published by Vodafone, the 
company articulates its adherence to the values of sustainability merely through 
continuous commitment or whether other strategies to obtain legitimacy can be 
noticed.  

Finally, as this paper also explores rhetorical shifts over time, studies that 
have investigated non-financial disclosures longitudinally are taken into ac-
count. Despite being a relatively new genre, the SR seems to have undergone 
some developments in the past fifteen years or so. Probably the most evident one 
pertains to the name of the genre itself. While at the beginning the preferred way 
to refer to non-financial disclosures was ‘Environmental Report’, now the most 
widespread term seems to be ‘Sustainability Report’ (Catenaccio 2011). This 
change in terminology reflects the fact that corporations have progressively inte-
grated sustainable development strategies in three directions, namely environ-
mental, economic and social sustainability. These are the ‘three pillars’ that con-
stitute the so-called Triple Bottom Line approach. Consequently, SRs nowadays 
include not only information about environmental policies, but also about social 
and economic issues.  

Other changes have been noticed in rhetorical terms. Bowers (2010) observes 
that at the beginning of the 2000s companies committed to sustainability as a 
matter of compliance to norms and regulation, whereas in the late 2000s, they 
started stressing the economic value of sustainable activities. Breeze (2013: 166), 
too, reports a shift in recent SRs, which differently from the past also include is-
sues related to accountability and transparency.  

A diachronic study of how businesses’ understanding of the notion of sus-
tainable development has changed over time is carried out by Laine (2010). Using 
‘interpretative textual analysis’, Laine focuses on the non-financial disclosures 
by three major Finnish companies during the period 1987–2005. He finds that 
over those two decades the corporations turned what initially appeared as a rev-
olutionary concept into an idea to maintain the status quo. By 2005, the view that 
sustainability was irreconcilable with the principles of capitalism lost appeal and 
was replaced by the belief that sustainable development is an attainable goal 
compatible with prevailing business activities. In addition, while in the 1990s 
there was evidence of conflicts between corporations, environment and society, 
by the mid-2000s these contrasts had been mitigated and corporations simply 
seemed to accept sustainability as a common way of doing business. The focus 
now is no longer on problems but on the solutions provided by companies while 
undertaking their ordinary operations (Laine 2010). The analysis of rhetorical 
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shifts over time conducted in this paper will verify whether self-presentation pat-
terns and their verbal collocations (especially auxiliary verbs) can uncover traces 
of similar, or other, discursive shifts in Vodafone’s report archive. 

3 Methodology 

This section presents the corpus collected for this study, illustrates the procedure 
followed to investigate self-references, describes the characteristics of the analy-
sis of these items over time and explains how rhetorical changes were identified. 

3.1 The corpus 

The corpus compiled for this study consists of twelve SRs and totals approxi-
mately 350,000 words (see Table 1). The PDF texts were downloaded from Voda-
fone’s report archive, which at the time when this research was carried out listed 
the reports published from 2000/2001 to 2011/2012.2 The Sketch Engine (Kilgariff 
et al. 2014) was used to create the corpus from the PDF files.3 Once converted to 
plain texts, all the files were hand-checked for conversion errors, an indispensa-
ble step since this study deals with collocation analysis. Stretches of text occur-
ring in tables, pictures and captions were retained because in the most recent SRs 
multimodal communication is extensively exploited and omitting the textual el-
ements within such visual items would deprive the analysis of important data. 

Tab. 1: Corpus for analysis consisting of twelve SRs by Vodafone (2000–2012). 

Fiscal year Words 

2000/2001 7,968 
2001/2002 12,155 
2002/2003 15,794 
2003/2004 17,610 

|| 
2 The Vodafone report archive is available at https://www.vodafone.com/content/index/ 
about/sustainability/approach-and-reporting/reporting-centre.html (last accessed August 
2018). 
3 The Sketch Engine Corpus Query System is available at http://www.sketchengine.co.uk (last 
accessed August 2018). 
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Fiscal year Words 

2004/2005 26,195 
2005/2006 32,493 
2006/2007 37,552 
2007/2008 107,164 
2008/2009 33,167 
2009/2010 36,188 
2010/2011 12,597 
2011/2012 9,717 
TOTAL 348,600 

 
The average text length of the SRs collected is about 29,000 words. However, 
some texts are well below or above this value. For instance, the 2011/2012 SR is 
shorter, because it is a Summary Report, which was published when the company 
started using the corporate website as the main tool for disseminating infor-
mation about its sustainable performance.4 On the other hand, the 2007/2008 SR 
is longer. As compared to the previous report, it contains more pages and features 
less visual material. In addition, it presents a different macro-structural organi-
sation with many more thematic blocks. It is difficult to understand why the 
2007/2008 SR relies so much on text. What can be observed, however, is that in 
various passages the company declares to report information for the first time (the 
phrase occurs 10 times in the 2007/2008 SR and not even once in the previous 
SR). Because of differences in text length, when comparisons across sub-corpora 
are made, percentages will be employed focusing not so much on the over/un-
deruse of items, but on (dis)similarities in the way features are distributed within 
individual texts (see Section 6.1). 

3.2 Identifying and quantifying forms of self-reference  

In order to achieve the first goal of this study, namely to understand what type of 
‘persona’ Vodafone constructs in its SRs, self-references were retrieved using 
Sketch Engine’s concordance programme. The node words Vodafone, we, Group, 

|| 
4 The following year, 2012/2013, Vodafone reintroduced the practice of issuing full SRs in PDF 
format while preserving the new habit of using the corporate website to provide the entire range 
of information on sustainability policies. The 2012/2013 SR was not available when this re-
search was carried out. 
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and company were focused on, as suggested by Vodafone itself, which in its SRs 
declares that “[a]ll references to Vodafone, Vodafone Group, the Group and ‘we’ 
[…] mean Vodafone Group Plc and its operating companies” (Vodafone Group 
Plc, Corporate Responsibility Report 2004-2005). Reading of concordance lines 
was required to distinguish between ‘averrals’ (Tadros 1993), i.e. statements is-
sued by the company, and comments made by other voices reported in the text. 
Only the former were analysed and quantified. 

3.3 Deriving collocational patterns for Vodafone and we and 
identifying functional groups 

The second goal of this study is to analyse what Vodafone predicates about its 
various corporate rhetors, thus gaining insights into what actions are presented 
by means of an institutional identity and what activities the company seeks legit-
imation for through a more affiliative ‘persona’. In order to reach this goal, collo-
cations were derived for the most frequent forms of self-reference, i.e. Vodafone 
and we. The log-likelihood (LL) test was chosen as a confidence-based measure 
to establish associations. Compared to other tests,5 LL seemed to be better suited 
to the analysis of collocation and colligation, as it places emphasis on high fre-
quency lexical verbs, auxiliaries and modals. Verbal collocations were calculated 
setting the window to the 3rd item on the right of the node word. This span was 
chosen after comparing the collocations thus obtained with those derived using 
different spans. With the +3 span, major verbal collocates in different construc-
tions could be identified minimising the risk of excluding important verbs, as it 
happens with the +1 span (e.g. in we would continue) and with the +2 span (e.g. 
in we will also support). On the other hand, for a wider span the risk was that of 
counting redundant items, as is the case with the +4 span, e.g. we believe we must 
continue. The minimum frequency in the +3 span was set at three occurrences to 
exclude hapax and dis legomena.  

As for the cut-off point at which collocates were considered worth analysing, 
the choice was unavoidably arbitrary. I opted for a ranking system (see Baker 
2014: 137), meaning that only the items with the highest LL scores were focused 
on. This decision is mainly justified on practical grounds, since in some cases the 

|| 
5 The Mutual Information (MI) test was also applied to the data. MI is a strength of association 
test which identifies what is unique in the use of a given item in a corpus. It was discarded in 
this study for its almost exclusive focus on content words, including very low frequency items, 
which would have compromised the analysis of colligation patterns.  
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list of collocates with a minimum frequency requirement of 3 was very long. A 
cut-off point of twenty verbal collocates was chosen as it was wide enough to al-
low for variation in meaning and sufficiently manageable for a detailed discus-
sion. When the collocates derived with the set span and minimum frequency re-
quirements did not exceed twenty items, no cut-off point was needed, but the 
focus was nevertheless on collocations with high LL values.  

In order to explore recurrent textual meanings associated with specific sub-
ject-verb combinations, the collocations identified for Vodafone and we (e.g. Vo-
dafone supports or we want) were analysed in their context of occurrence by read-
ing all the concordance lines in which they appeared. Following the procedure 
outlined in Mahlberg (2007), concordance lines were grouped according to the 
‘local textual functions’ that subject-verb combinations performed, that is, the 
meanings that they acquired in specific stretches of text. As Mahlberg (2007: 195) 
observes, local textual functions represent “the textual components of meanings 
that are associated with lexical items” and the labels assigned to functional 
groups are devised ad hoc to account for meanings that are “embedded in textual 
contexts” (Mahlberg 2007: 199). For instance, in her study of the use of the cul-
tural keyword sustainable development in newspaper articles, Mahlberg notices 
that it occurs in 11 main semantic contexts, which include the functional group 
of ‘Conferences and the World Summit’, where sustainable development is the 
topic for discussion (e.g. at the world's biggest summit on sustainable develop-
ment), or the functional group ‘Education in and for sustainable development’, 
where the keyword occurs in contexts making clear references to the educational 
issues of sustainability (e.g. and pupils are trying to bring sustainable development 
issues into the). By grouping together instances sharing similar textual functions, 
it is possible to gain insights into the socially-relevant meanings that items con-
vey in the group of texts under study. 

3.4 Characteristics of the analysis of self-references and their 
collocational patterns over time  

The third goal of this paper is to analyse whether the overall identity constructed 
by Vodafone in the twelve SRs of the corpus characterises the way the company 
has always portrayed itself from 2000 to 2012 or whether differences can be no-
ticed in individual texts, suggesting that the company has adjusted its discourse 
practices as a response to specific contextual demands changing its legitimacy 
strategies.  

The analysis of rhetorical shifts across years is based on a corpus that extends 
over a rather short period of time. Hence, the data obtained provide evidence of 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Corporate identity and its variation over time | 87 

  

‘brachychronic’ (Mair 1997: 202; also see Gabrielatos et al. 2012: 158) variation. In 
other words, the time-span is too short to talk about ‘diachronic’ variation in lan-
guage use, but it is sufficiently spread out to capture rhetorical shifts. Two main 
reasons account for this time length: on the one hand, the amount of material 
available is limited, as the first SR ever published by Vodafone covers the fiscal 
year 2000/2001; on the other hand, the case study nature of this investigation 
required the creation of a manageable corpus. Despite the limited amount of time 
covered, the analysis of rhetorical shifts over time was conducted assuming that 
the dramatic growth of sustainability disclosure in the recent years (Pilot 2011) 
and the increasing attention of the general public to ethical business manage-
ment would have had an impact on Vodafone’s self-presentation strategies 
within the CSR context. 

According to Gabrielatos et al. (2012) time-span is not enough as a criterion 
to describe the features of a diachronic corpus study. Another important aspect 
is ‘granularity’, which is given by the number of sampling points divided by the 
time length of the corpus. Gabrielatos et al. (2012: 153) argue that high granularity 
guarantees high levels of accuracy in the results obtained. The present study is 
characterised by a low level of granularity (=1), as there are 12 sampling points 
and the time-span covers 12 years. To increase the granularity, the sampling 
points would need to be augmented by reducing the interval between them. Un-
fortunately, this is not possible in the present study, as the number of sampling 
points is constrained by the specific genre under scrutiny, which is normally pub-
lished once per fiscal year.  

Shifts in the use of language were identified by first comparing the ratio (in 
percentage points) of the two most frequent forms of self-reference (i.e. Vodafone 
and we) across the twelve fiscal years. Subsequently, the collocates of we, i.e. the 
predominant corporate rhetor, were calculated for each SR and a cut-off point of 
twenty items was chosen. In order to distinguish possible changes in the colloca-
tional patterns of we, functional groups within each subcorpus were identified 
following the procedure outlined in Section 3.3. Adjacent years, proceeding 
chronologically, were compared to notice what functional groups were present 
in each subcorpus. I did not apply any statistical test to identify significant dif-
ferences in quantitative terms, because the focus is on the relative salience of 
functional groups and not on phenomena of over/underuse of specific items. 
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4 Forms of self-reference  

Table 2 illustrates the frequency of the various forms of self-reference found in 
the corpus, distinguishing between all occurrences and those in subject position 
in averrals by the company. The most widely used construction in subject posi-
tion is the 1st person plural pronoun we followed – with a considerable gap – by 
the company name Vodafone. This result indicates that overall the corporation 
seems to prefer a personal type of interaction as a way to gain legitimacy for its 
operations.  

Tab. 2: Forms of self-references (raw frequencies) 

Self-references All Corporate rhetor 
in subject position in averrals

The company 187 23
(The) Vodafone Group (Plc) 1,248 27
The Group 503 31
Vodafone 3,570 790
We 4,661 4,339
TOTAL 10,169 5,210

 
The way that companies communicate is likely to reflect their values and type of 
corporate culture. Eaton and Brown (2002) report that in order to sustain in-
creased competition and to regain the lead in its market sector, Vodafone under-
went a cultural change in the mid-late 1990s whereby the company started work-
ing to “replace ‘command and control’ with a ‘coaching and collaboration’ 
culture” (Eaton & Brown 2002: 284). Vodafone thus moved from a hierarchical 
organisational structure to a flat one, where team members are more engaged in 
decision-making processes. This change is likely to have left a mark on the com-
munication strategies adopted in the company’s disclosure documents and the 
preponderance of we seems to confirm this presupposition. 

Looking at other corpus-assisted discourse studies of corporate identity 
through self-references, additional interpretations for Vodafone’s interpersonal 
choice can be proposed. Bernard (2015) found that as compared to Integrated An-
nual Reports (a hybrid genre disclosing both sustainable and financial perfor-
mance), SRs issued by the same companies tended to rely more on we-references. 
Although broad generalisations should be avoided, a hypothesis that arises from 
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Bernard’s (2015) study is that a correlation might exist between the SR as a genre 
and the preference for a more personal interactional style. Hence, one reason for 
the predominance of we in the corpus could be that when ethical business behav-
iour is the main issue at stake, companies find it rhetorically more effective to use 
1st person plural pronouns. We enables writers to identify with their arguments, 
to underscore their contribution to sustainable development and to gain credit 
for their actions.  

Another factor playing a role may be the specific cultural and socio-economic 
context in which companies operate. Aiezza (2015) found that in SRs by compa-
nies in G8 countries, we was the most frequent corporate rhetor. Conversely, busi-
nesses in the BRIC countries adopted a more “bureaucratic style” (Aiezza 2015: 
71) favouring the use of the company name and of the label the company. It could 
therefore be hypothesised that “more mature sustainable practices” (Aiezza 2015: 
71) allow businesses to appeal to readers through the voice of an “affiliated 
speaker” (Cheney & McMillan 1990: 97), representing a community that shares 
values, interests and goals. This interpretation may hold true for Vodafone: de-
spite operating in both developing and developed countries, its engagement with 
sustainability issues can be considered mature, as it has been committed to sus-
tainable development for more than 15 years and has been regarded as being ca-
pable of setting new standards in sustainability reporting practices (Allison-Hope 
2014).  

Cultural and socio-economic differences might also explain why the results 
obtained in this investigation are in conflict with Lischinsky (2011: 268). He found 
that in a corpus of 50 SRs by some of Sweden’s largest companies, 3rd person self-
reference by means of the company’s name was the most frequent choice with a 
ratio of 2.05:1 to 1st person plural pronouns. The divergence between Lischinsky’s 
(2011) results and the data obtained here is evident, and even more so if only the 
frequencies for Vodafone and we in subject position in averrals are considered. In 
this case, the ratio is 5.5:1, with the 1st person plural pronoun occurring more than 
five times as frequently as the company name. It is possible, therefore, that dif-
ferent areas and audiences have dissimilar expectations about what counts as 
convincing interpersonal practices in SRs. 
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5 Major verbal collocates of Vodafone and we and 
their textual meanings 

In the previous section different forms of self-reference were extracted from the 
corpus. It was noted that Vodafone shows a marked preference for we and that it 
relies predominantly on the company name when an impersonal subject is 
needed. In this section, the verbal collocates of these two forms will be analysed 
to understand what representation Vodafone makes of itself through such corpo-
rate rhetors. I will start by discussing collocations with lexical verbs, distinguish-
ing between verbs that co-occur uniquely with one node word and those that are 
shared (even though the grammatical form may be different). I will then proceed 
by considering verbs such as has or are that can either be used as auxiliaries or 
in other constructions. Finally, I will focus on modal verbs.  

Table 3 compares the main verbal collocates of Vodafone and we. Both the 
co-occurrence counts and the LL values are rather high, especially for the 1st per-
son plural pronoun, so the list of likely collocates is long. Only the first twenty 
items (ranked by LL scores) are shown in Table 3. The verbs in bold type are 
unique to the top ranking items of each node, while those in Roman are shared, 
meaning that they appear, albeit in different word forms, within the first twenty 
collocates of both items. For instance, the item acting (and the lemma ACT) only 
appear among the twenty top ranking collocations of Vodafone, while the lemma 
HAVE is a shared collocation, which appears in the highest ranking position in 
both lists, in the form of has and have for Vodafone and we respectively. In Table 
3, the ‘co-occurrence count’ indicates the frequency of each collocation (e.g. Vo-
dafone with has, 247 occurrences), while the ‘candidate count’ refers to the fre-
quency of each specific word form in the corpus (e.g. has, 993 occurrences). 

Vodafone co-occurs with items that can be divided into two main functional 
groups. The first includes verbs related to corporate policies and governance 
practices; the second comprises verbs referring to public/stakeholder perception 
of the company and to the recognition of its merits. These groups were identified 
based on recurrent meanings associated with the top 20 verbal collocates of Vo-
dafone within all the concordance lines in which they appeared, following Mahl-
berg (2007) (see Section 3.3). 
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Tab. 3: First twenty highest-ranking verbs collocating with Vodafone6 and we. 

 
  

|| 
6 Choosing the +3 span, the collocates listed here regard the node word Vodafone as well as 
country-specific references such as Vodafone UK and Vodafone Spain. 
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The first functional group, i.e. that of verbs referring to corporate policies and 
governance practices, will be analysed considering each individual semantic as-
pect in turn. The items that describe corporate policies are seeks, supports, par-
ticipating, teamed (up) and joined. Each verb has distinct shades of meaning. For 
instance, seeks indicates the efforts in achieving sustainability goals that are re-
lated to the telecommunications sector or that require collaboration with other 
institutional parties (example 1) [bold type and italics mine]. Joined, teamed (up) 
and participating refer the corporation’s involvement in initiatives by charities 
and other sustainability bodies (example 2). Supports underscores Vodafone’s 
help and encouragement to governments and non-profit organisations for their 
policies (example 3).  

(1) Vodafone also seeks to help governments meet their objectives on a num-
ber of issues of broader public interest. [2006/2007] 

(2) Vodafone is participating in the Global eSustainability Initiative assess-
ment questionnaire and risk assessment tool (GeSI) […] [2005/2006] 

(3) Vodafone supports the European Commission’s efforts to strengthen secu-
rity and privacy, and increase industry’s obligation to notify consumers of 
security breaches. [2007/2008]. 

The item that describes governance practices is acquired. Its use is illustrated in 
example (4). The firm’s expansion in China is mentioned as investment made for 
worldwide development, a choice that is justified, in sustainability terms, as an 
attempt to address the ‘digital divide’ issue. Personal references are scattered 
throughout the passage, but the use of we with acquire would appear too per-
sonal, informal and possibly celebratory in this context.  

(4) Our rapid growth has meant that we have inherited a wealth of localbusi-
ness, employment and environmental practices. We have made structural 
changes to respond to this diversity while, at the same time, establishing 
the consistency that is proper for a global business. In November 2000, for 
example, Vodafone acquired an equity stake of approximately 2.18% in 
China Mobile (Hong Kong) Ltd […]. [2000/2001] 

The need to maintain a high level of formality is also observable in example 5, 
which illustrates the second main functional group: public perception and recog-
nition. While the idea of community and teamwork is underlined by the posses-
sive pronoun our, which appears in the heading of the passage from where exam-
ple (5) is taken (i.e. Been recognised for our transparent communication on tax), 
the use of Vodafone with won conveys a more detached and official tone to the 
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statement. In so doing, the company manages to construct a convincing ethos, 
promoting itself without offending readers for “indulg[ing] in large amounts of 
self-praise” (Breeze 2013: 103).  

(5) Been recognised for our transparent communication on tax. 
Vodafone won the ACCA award for best CR report in 2006 and for tax and 
public policy reporting in 2007. [2007/2008] 

The functional group of public perception and recognition also includes the verb 
acting. Although semantically it does not refer to the fact of being perceived or 
assessed, it was included in this group because it occurs in passages referring to 
the opinion that stakeholders have of the company. The 23 concordance lines of 
acting, distributed across most fiscal years since 2003/2004, all feature a se-
quence that recurs with minor changes: […] stakeholder opinion on how responsi-
bly Vodafone is acting regarding mobile phones, masts and health. The verbs pre-
ceding such a long object vary and include survey, improve and report on. On the 
one hand, this collocation unveils the formulaic nature of SRs, which was already 
noted by Alexander (2002: 242) through his analysis of the type-token-ratio of two 
reports by Shell; on the other hand, it illustrates that the company name can work 
as an impersonalising device. As Breeze (2013: 160) points out, impersonalisation 
occurs when there is the risk of negative outcomes. In the sequence above, the 3rd 
person reference reduces the potential threat posed to the “human face” (Breeze 
2013: 159) of the organisation by stakeholder opinion on the most material issues 
for Vodafone.  

With regard to the collocates of we, three functional groups were identified 
that do not seem to be salient with Vodafone as subject. The first presents for-
ward-looking statements, and includes the verbs plan, aim and some uses of want 
(examples 6–8). The second deals with the company’s CSR activities and com-
prises the following items: commissioned, launched, developed and some uses of 
provide (examples 9 and 10). Differently from the institutional and impersonal 
tone conveyed by the company name, we-references enable the firm to construct 
itself as a responsible corporate citizen who embraces the values of sustainable 
development with honest intentions. The use of we also allows the corporation to 
underscore its proactive attitude and to take the merits for the positive sustaina-
ble outcomes of its CSR initiatives. 

(6) We plan to review our new commitments to take into account new issues 
that may arise in the future and ensure we meet our stakeholders’ expecta-
tions. [2003/2004] 

(7) We aim to recycle 95% of network waste across the Group […]. [2009/2010] 
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(8) We want to support adaptations of technology to meet the needs of those 
with physical and mental disabilities. [2001/2002] 

(9) […] we launched a dedicated intranet site on climate change in 2007 
[…].[2007/2008] 

(10) During 2004, we commissioned four research studies into the socio-eco-
nomic impacts of mobile phones in Africa. [2004/2005] 

The third functional group in which we occurs deals with metadiscourse mean-
ings, and includes some uses of provide, want and said. In examples (11) and (12), 
we makes it explicit that the reporter’s voice coincides with that of the corporate 
citizen, who is therefore responsible not only for sustainable performance but 
also for its proper disclosure. In example 12, we also contributes to the construc-
tion of reliability: through a personal tone, the company expresses empathy for 
customers’ worries about identity theft, stressing that it can be trusted to take 
care of their personal information. 

(11) In the following pages we provide a brief overview of the steps taken over 
the last year to establish our approach to sustainability in Ghana and Qatar 
(see pages 12–13) [2009/2010] 

(12) Identity theft is a growing problem. We want to reassure our customers that 
their security is protected. [2007/2008] 

Vodafone’s SRs are sequential texts published constantly since the fiscal year 
2000/2001. As will be discussed below, Vodafone establishes intertextual refer-
ences between SRs through the pattern we said we would+infinitive and we 
have+past participle. The function of this structure is to show readers that the 
sustainability claims made in previous SRs are followed by concrete actions. The 
collocation we said can therefore be viewed as conveying metadiscourse mean-
ings that go beyond the ongoing discourse and refer to previous events in the 
chronological sequence (Mauranen 2012 and Ädel 2006 provide a similar inter-
pretation for intertextual references in sequences of university speech-events and 
in writing respectively). In showing that past forward-looking statements and 
commitments are followed by actions, Vodafone seeks to gain credibility and ac-
countability. Often these sequences are used to narrate what Dryzek (2013: 159) 
calls “success stories”, where achievements are highlighted, as in example (13).  

(13) We said we would increase the number of phones collected for reuse and 
recycling by 50% by March 2007 (from the 2004/05 baseline) […]. We have 
achieved our target of increasing by 50% the number of phones collected 
for reuse and recycling from the 2004/05 baseline. [2006/2007] 
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Certain high-ranking collocates of Vodafone and we are shared. These can be di-
vided into the following functional groups: commitments (CONTINUE), corporate 
stance (BELIEVE, RECOGNISE) and CSR activities (ENGAGE, WORK, INTRODUCE). Let us 
look at some of these verbs to understand why one subject is preferred to the 
other in specific contexts. The need to usefully step into and out of the discourse, 
as noted above, is clearly one reason why personal or impersonal forms are em-
ployed. This purpose is particularly evident with the cognitive verb BELIEVE (ex-
amples 14 and 15). 

(14) Vodafone believes research is best conducted by independent experts and 
has established a funding framework for national, regional and interna-
tional research programmes. [2001/2002] 

(15) By making effective use of our resources we believe we can add value, de-
velop new opportunities and, ultimately, make a positive difference to the 
World Around Us. [2001/2002] 

When comparing examples 14 and 15, it appears that the personal pronoun is pre-
ferred when the corporation makes more emphatic statements about corporate 
values, almost sounding like slogans (“World Around Us” was indeed the title 
and the catchphrase of the 2001/2002 SR). However, in some cases there is no 
apparent discursive reason why one form is used instead of the other. This is the 
case, for instance, of RECOGNISE. This verb tends to appear in Problem-Solution 
textual patterns: first the company acknowledges the existence of a Problem re-
lated to its business sector or its operations; then it presents its practices and pol-
icies as the Solution, thus comforting readers (example 16). This behaviour was 
also noted in Aiezza (2015: 74) and may be seen as linguistic evidence of what 
Dryzek (2013) calls the reassuring rhetoric of sustainability discourse. 

(16) […] Vodafone recognises that there is public concern about the safety of 
RF fields from mobile phones and base stations. We are committed to show-
ing leadership by making objective information widely available and en-
gaging openly in dialogue with our stakeholders. [2006/2007] 

(17) We recognise that the net carbon benefits of some of these options remain 
controversial and we continued to engage with stakeholders in 2010/11 to 
assess the most credible options. [2010/2011] 

Impersonalisation does not seem to be the main reason why Vodafone is used in 
those contexts. Indeed, the company name is not the most recurrent choice with 
the verb RECOGNISE (see Table 3), although the discussion revolves around sensi-
tive legitimacy issues. The company seems to prefer the adoption of we as an 
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overall strategy, because in this way they can show greater commitment and cre-
ate a more personal dialogue with readers as in example (17). Therefore, the 
choice of the company name as subject is difficult to explain interpersonally and 
may be due to textual or stylistic reasons.  

I will now turn to those verbs that may work as both lexical items and func-
tion words. I will focus particularly on their uses as auxiliaries. The main goal of 
this part of the analysis is to illustrate the type of grammatical meanings (i.e. 
tense and aspect) associated with Vodafone and we. I will also include modals in 
the discussion. For both the company name and the plural pronoun, the verbs 
HAVE and BE are the highest-ranking collocates. Although LL values regard the full 
range of structures encompassed by these forms (e.g. possessive have and copu-
lar uses of to be), in both cases, most occurrences feature the verb in its role as 
auxiliary, respectively in the present perfect and the present continuous forms. 
For instance, 81% of the concordance lines obtained for we have feature present 
perfect constructions and 75% of the occurrences of we are are in the present con-
tinuous form. Therefore, the colligational profile of Vodafone and we suggests 
that the company places considerable emphasis on undertaken actions and 
achievements (e.g. we have already taken practical steps [2001/2002]; We have 
fully achieved 16 of our 21 commitments [2004/2005]). Equally, the firm stresses 
the ongoing efforts to be a sustainable business (e.g. In our own operations, we 
are using smart metering to help us improve energy management across our net-
work as part of our efforts to manage our carbon footprint [2011/2012]). This is not 
to say that forward-looking meanings, promises or estimates are not present. The 
collocation with the modal will is among the highest-ranking ones and verbs such 
as aim, plan and want are indeed very salient. However, considering the frequent 
use of auxiliaries and the form of various high-ranking lexical verbs (e.g. partici-
pating, working, commissioned, launched), it can be argued that Vodafone’s legit-
imation endeavours are expressed not only in terms of commitment to the values 
of sustainable development but also, and possibly more, in terms of work-in-pro-
gress activities and accomplishments.  

6 Self-references across years 

This section illustrates the data obtained for the distribution of self-references 
across the years. Subsequently, it focuses on the collocates of we and explores 
whether and how the meanings associated with this pronoun have changed over 
time. 
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6.1 Frequencies of Vodafone and we across years 

Considering the marked imbalance between the frequency of 1st person plural ref-
erences and other forms of self-reference (see Table 2 above), one would expect 
the use of we to be a constant trait of Vodafone’s communication strategy. In 
other words, we is likely to be the predominant choice throughout the whole cor-
pus. However, it is possible that the earliest SRs display distinct features, maybe 
reminiscent of the traditional managerial culture. In order to explore this issue, 
the distribution of self-references across the twelve SRs of the corpus was ana-
lysed.  

 

Fig. 1: Self-references across years (percentages). 

Figure 1 shows a stacked column chart reporting the results in percentage points. 
Percentages indicate what portion of the total number of self-references is related 
to the specific forms. With the exception of the earliest SRs, where indeed a 
slightly higher proportion of impersonal forms is present, Vodafone’s overall con-
struction of corporate identity relies almost exclusively on the 1st person plural 
pronoun we and, to a much lesser extent, on 3rd person references to the com-
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pany’s name. The difference in percentage points between Vodafone and we in-
creases with the passing of time: the narrowest gap is found in the earliest SR 
(42.95 percentage points), while the widest one (81.50 percentage points) is ob-
servable in the latest document, the 2011/2012 SR. The texts in the middle show a 
rather constant difference between we and Vodafone which ranges from 60 to 70 
percentage points. By moving towards a more marked preference for an affiliative 
corporate persona, at least as revealed by the ratio between Vodafone and we, the 
company seems to have progressively adjusted its language choices to the 
changes in policy identified by Eaton and Brown (2002), according to which in 
the second half of the 1990s Vodafone started working towards a flat organisa-
tional structure emphasising teamwork and a sense of belonging to the company. 
The increasing reliance on we as the main corporate rhetor also suggests that this 
interpersonal choice has proved an effective legitimacy strategy for the company. 
Whether this feature is typical of the business sector of telecommunications is not 
possible to establish here, but it would be interesting to understand to what ex-
tent this type of ‘persona’ allows Vodafone to meet the expectations of stakehold-
ers in its sector and to what degree this choice makes the company stand out from 
its direct competitors. In the following section, I will concentrate on we and in-
vestigate whether any changes are noticeable in the distribution of the meanings 
associated with this subject throughout the corpus.  

6.2 We and its collocates across years 

Despite the constant inclination for the use of we, a closer look at the colloca-
tional profile of this pronoun across years may shed some light on possible 
changes in the way Vodafone’s identity has been represented within the context 
of corporate sustainability discourse. To recapitulate, the functional groups iden-
tified in association with we in the corpus as a whole include forward-looking 
statements (e.g. PLAN); commitments (e.g. CONTINUE); corporate stance (e.g. BE-
LIEVE); CSR activities (e.g. ENGAGE) and metadiscourse (e.g. SAY). Table 4 shows the 
collocations of we across the first six SRs and Table 5 presents the data for the 
latest six. 
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Tab. 4: Collocations of we (2000/2001–2005/2006). 
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Tab. 5: Collocations of we (2006/2007–2011/2012). 
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The functional group of forward-looking statements is almost always present 
across the years. This indicates that stating intentions and making estimates 
about future performance are core discourse practices in Vodafone’s SRs. The 
centrality of these meanings is related to the conceptual system that characterises 
corporations’ understanding of sustainability (cf. Brown 2013). As Aiezza (2015: 
69) observes, “the function of ‘anticipation’ is considered a necessary compe-
tence to be developed in a CSR report in order to provide a rounded picture of the 
company’s health”.  

Verbs expressing (or negotiating) corporate stance are also a constant trait. 
The two most typical collocations of we to express intersubjective positioning are 
believe (in the pattern we believe that) and recognise. These items, however, are 
not equally salient in all the SRs analysed. In the 2008/2009 document, for in-
stance, believe does not appear at all within the twenty highest-ranking items, 
while it is a collocate of we in the 2001/2002, 2005/2006 and 2007/2008 SRs. Such 
fluctuations suggest that meanings in SRs may be backgrounded or foregrounded 
to suit to the persuasive needs of the company at specific points in time.  

A particularly evident example of the flexibility of the SR as a genre can be 
found comparing the 2002/2003 and the 2003/2004 SRs. The fiscal year 2003/ 
2004 is a watershed in Vodafone’s reporting practices. The company started us-
ing the pattern we said, we have, we will to underscore its progress against targets 
(example 18). This tripartite structure shows that claims are followed by actions, 
thus contributing to the construction of accountability and trustworthiness. In-
tertextual metadiscourse through the collocation we said becomes one of the 
most prominent meanings conveyed by the 1st person plural pronoun, and it re-
mains so for seven years, between 2003/2004 and 2009/2010. 

(18) Last year we said we would increase the number of handsets returned for 
recycling by 10% by 2005 from the 2002/03 level. […] This year we have col-
lected 1.5 million phones. This is an increase of 29% compared to last year’s 
levels, meeting our commitment one year early. […] Next year we will pilot 
a programme to support reuse and recycling of mobile phones in one devel-
oping country. [2003/2004]  

The functional group of CSR activities and policies becomes salient for the first 
time in the 2001/2002 SR. It is expressed though verbs such as support, promote 
and encourage and refers to the company’s assistance to stakeholders in imple-
menting CSR policies or to its endorsement to third-party initiatives. However, it 
is interesting to notice that it is in the 2003/2004 SR that Vodafone started em-
phasising its own proactive behaviour (e.g. we carried out a major survey of atti-
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tudes towards Vodafone [2003/2004]). This feature will characterise all the sub-
sequent SRs particularly through the verb commissioned (see fiscal years 
2004/2005, 2006/2007, 2007/2008, 2009/2010 and 2010/2011). Among the com-
pany’s CSR policies is stakeholder engagement, which seems a particularly no-
ticeable concern between 2003/2004 and 2008/2009.  

Finally, the functional group of commitments emerges as salient through the 
verb continue, especially in the mid-2000s. An explanation is that continue pre-
supposes previous goals and commitments. Hence, it is a verb that is likely to be 
found when companies have already made attempts to implement CSR policies. 
According to Catenaccio (2012: 129–130), current CSR discourse is characterised 
by an emphasis on ongoing practices. This view is supported by Aiezza (2015), 
who found that continue was the most frequent co-occurring item of we in her 
corpus of SRs published between 2007 and 2011. Considering the timeframe of 
Aiezza’s (2015) study and the data obtained here, it can be hypothesised that the 
‘work-in-progress’ rhetoric of SRs is particularly typical of the second half of the 
years 2000s, when companies have overcome the scepticism of the 1990s 
(Schlichting 2013) and fully embraced the values of sustainable development. 

If auxiliaries and modals are taken into account, a similar picture emerges. 
Indeed, a progressive move away from the almost exclusive reference to forward-
looking statements and commitments to an emphasis on accomplishments and 
ongoing activities is noticeable. Evidence for this shift can be found in the rank-
ing of the colligations we will and we are7 in 2000/2001 and 2001/2002. It appears 
that at the beginning of the years 2000s Vodafone’s rhetorical strategy was to de-
clare its adherence to the values of sustainable development, which remained, 
however, largely vague (e.g. consistent standards; to make a real difference; to 
send out a clear environmental message across the world). The impression is that 
Vodafone was just starting to experiment with possible ways to make sustaina-
bility policies an integral part of its business operations. Evidence for the intro-
duction of new communicative strategies can be found in the ranking of the col-
location we have starting from 2002/2003 and in the progressive emphasis on 
ongoing activities that can be noticed in the patterns involving we are. In the 
2002/2003 SR, 37% (11 raw hits) of the instances of we are occur in present pro-
gressive forms, while in the 2011/2012 document, the instances of present pro- 

|| 
7 In these reports, are is most often used as a copular verb with the adjectives committed and 
determined. 
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gressive constitute 81% (44 raw hits) of all occurrences.8 In the 2003/2004 SR the 
modal would also appears among the highest-ranking items. It signals the com-
pany’s attempt to gain legitimacy through a rhetoric based on intertextual ‘dia-
logue’ between subsequent SRs. On many occasions, progress against a target is 
documented with recourse to numbers. As Breeze (2013: 184) observes, “‘[l]oci of 
quantity’ are a classic means by which a rhetor can intensify his arguments”.  

7 Conclusion 

This study has focused on the discursive construction of corporate identity in a 
corpus consisting of twelve SRs published by Vodafone from 2000/2001 to 
2011/2012. The first goal was to identify the overall type of corporate identity that 
the company constructed for itself over the twelve years under scrutiny. Of the 
various forms of self-reference searched in the corpus, the most frequent ones in 
subject position are the 1st person plural pronoun we and the company name Vo-
dafone, with a ratio of 5.5:1. The preponderance of we, which is a constant feature 
across the years, was found to be a distinguishing trait of this company, which 
seems to set Vodafone’s rhetorical practices apart from the more common use of 
the firm name noted in Lischinsky (2011) and corroborated in other studies, such 
as Swales and Rogers (1995). Vodafone aims to create the image of a dependable 
corporate citizen willing to engage directly with its stakeholders, taking the re-
sponsibility for its actions and emphasizing the cooperative ethical effort of the 
Group rather than seeking impersonal legitimacy. Explanations for this result 
may be found in the socio-economic context in which the company operates, but 
probably the specificity of the telecommunications sector, too, plays a role, as it 
involves a close relationship with customers who are among the company’s major 
stakeholders. In order to ascertain the influence of business sector, a carefully 
designed and balanced corpus containing data from firms operating in different 
areas of activity would be needed. Therefore, this issue remains to be verified in 
future investigations.  

This study has also explored how Vodafone’s identity is constructed in rela-
tion to what is stated about the two main corporate rhetors employed, which 
seem to be used for rather different textual functions. The meanings that revolve 

|| 
8 The difference is statistically significant according to the Log-likelihood ratio statistics (G2 = 
40.44, p < 0.0001; critical value = 15.13), at http://ucrel.lancs.ac.uk/llwizard.html (last accessed 
October 2018). 
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around Vodafone and its unique lexical collocations refer to corporate policies 
and government practices, on the one hand, and to the public perception of the 
company and the formal recognition of its merits, on the other. The impersonal 
subject in these functional groups serves the purpose of achieving a high level of 
formality when talking about official relationships with institutional partners, 
such as governments and non-profit organisations, also enabling the company to 
maintain a neutral and institutional tone when it comes to acquisitions and 
awards. The mitigating effect of impersonality can be noticed when Vodafone 
deals with stakeholder perception about the firm, which in some cases poses a 
threat to the human face of the corporation.  

The textual meanings associated with we and its exclusive lexical colloca-
tions emphasise the good intentions of the company (i.e. the functional group of 
forward-looking statements), helping project the identity of a responsible corpo-
rate citizen who proactively undertakes actions towards the goal of sustainable 
development (i.e. the group of CSR activities). A third functional group was iden-
tified for we and its collocates provide, want and said, that is, the group of meta-
discourse meanings. This group is particularly interesting, as it allows Vodafone 
to align the identity of a responsible corporate citizen with that of a dependable 
reporter, a choice whereby the company openly takes responsibility for the dis-
closure of its sustainability performance, thus building accountability and creat-
ing a direct relationship with the readers of its SRs. Finally, some collocations of 
Vodafone and we were found to be shared and these convey meanings related to 
commitments, CSR activities and corporate stance. In some cases, it seems that 
alternation of the two forms enables the company to skilfully manage the level of 
personality required, but in other cases the choice of one form rather than the 
other seems to respond to textual or stylistic needs rather than interpersonal 
ones.  

Vodafone and we were also analysed in terms of their colligational profiles. 
Both subjects are used extensively in present perfect constructions (with HAVE) 
and with present continuous ones (with BE). This result suggests that Vodafone 
places emphasis not only on goals for the future, although this practice is very 
salient too, but also on accomplishments and ongoing activities. It was suggested 
that this strategy is symptomatic of a corporation that has gained experience in 
devising and implementing policies in favour of sustainable development. The 
analysis of individual SRs seems to corroborate this hypothesis.  

While no evident change was noted in Vodafone’s preferred voice over time, 
some shifts occurred in terms of the collocational and colligational profiles of 
pronominal references. It is possible to trace a progressive transition of the com-
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pany’s public discourse on sustainability from a marked focus on goals and com-
mitments to rather vaguely defined sustainability goals in 2000/2001, to in-
creased emphasis on the company’s achievements and ongoing practices. In ad-
dition, starting from 2003/2004 the company strives to project the image of an 
accountable firm through the we said, we have, we will rhetorical pattern. This 
way of organising the company’s sustainability discourse proves an effective 
strategy that performs simultaneously a variety of functions: it constructs credi-
bility via intertextual references, it gives the idea that sustainability is not a far 
away and vague target, but a set of very specific short- and medium-term objec-
tives, and it allows the company to restate its commitment to sustainable devel-
opment portraying it as an ongoing process which also includes not only the fu-
ture but also the past and the present.  

Vodafone’s portrayal of its relationship to sustainability has evolved in a way 
that partly corroborates Dryzek’s (2013) description of sustainability as a dis-
course needing continuous commitment, but which also partly diverges from it, 
in that it contains features that go beyond promises and that pertain to accom-
plishments. Whether these achievements have a significant impact in terms of 
environmental, social and economic sustainability, however, is something that 
cannot be verified using corpus-based discourse analytical techniques. 

This study can be expanded in various ways. It would be interesting to see 
how self-references are used in specific sections of SRs, thus carrying out more 
fine-grained analyses of CSR discourse in relation to the environmental, social 
and economic sustainability. The study of other phenomena, such as longer phra-
seological patterns, could provide further insights into rhetorical shifts. Finally, 
replicating this investigation on larger corpora will make it possible to identify 
more general patterns of the way corporations shape and reshape their identity 
in relation to the notion of sustainable development.  
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Applying Geographical Information Systems 
to researching historical corpora  
Seventeenth-century prostitution  

Abstract: This chapter reports on research resulting from academics from linguis-
tics, history and geography working together in order to cast light upon the geog-
raphy of prostitution in seventeenth-century Britain. We will demonstrate the 
usefulness and untapped potential of combining corpus linguistics and Geo-
graphical Information Systems (GIS) as an approach to researching historical 
texts. Corpus linguists are beginning to pursue new methodological advances 
which encourage them to “think geographically” and provide opportunities to 
enrich their understanding of a body of texts by uncovering spatial patterns in 
types of discourse (Gregory & Hardie 2011: 298–299, 309). The ability to move 
from corpus text to a visual mapping of geographical data and then back into the 
corpus text provides rich opportunities for humanities scholars in general, and 
corpus linguists in particular. 1  

1 Introduction 
The increasing digitisation of large bodies of historical texts offers researchers 
unprecedented opportunities to study, using very large volumes of material that 
were written in previous centuries. Large collections of transcribed historical 
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texts, for instance the Early English Books Online (EEBO) corpus2 for the early 
modern period, can be searched by computer rapidly and accurately, revealing 
discourses of the past on a scale and depth never before practicable. These devel-
opments encourage collaborative research between scholars in different aca-
demic fields. Linguists, specifically corpus linguists, offer their skill and experi-
ence in manipulating and understanding large textual databases. Historians 
bring their specialist knowledge of the topic in question and its relevance in a 
wider historical setting. Historical geographers, meanwhile, can employ compu-
ting technologies to facilitate spatial interpretations of historical themes and 
events, giving historians the spur to review established historical theories and 
corpus linguists fresh methodological and analytical challenges. 

The specific aim of this paper is to make full use of the 1.1 billion word Early 
English Books Online (EEBO)  corpus to explore how much it is possible to dis-
cover about the differing experience and representation of prostitutes in different 
parts of Britain in the seventeenth century. This EEBO corpus contains the pre-
ponderance of sources printed in English between 1473 and 1700, although the 
majority of its content covers the seventeenth century. The version of the corpus 
we are using was created at Lancaster University based upon the work of the Text 
Creation Partnership. Our broader aim is both to show how we can use a range of 
techniques to account, in a large and complex corpus, for all of the mentions of a 
particular theme that are associated with places and to explore the discourses 
revealed, demonstrating how much they vary, if at all, between the different 
places. 

2 Background to the study of seventeenth-
century prostitution 

In Britain the seventeenth century was a period of turmoil in every imaginable 
area – in religion, politics, economics and social structure – during which mem-
bers of the lower classes paid a heavy price. Cities, particularly London, struggled 
to cope with the vast numbers of unskilled migrants who flocked to urban centres 
in the hope of finding work. Women found it almost impossible to acquire a long-
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2 See Early English Books Online http://eebo.chadwyck.com/home and the Text Creation Part-
nership http://www.textcreationpartnership.org/ This paper used version 3 of the EEBO corpus 
as created from the TCP data at Lancaster University. Subsequent versions of the corpus will see 
it further increase in size. 
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term position that paid sufficient to cover basic living costs. It is against this back-
ground that many women turned to selling the only commodity from which they 
could make a profit – their own bodies.  

Prostitution is a highly relevant subject for present-day researchers and it il-
luminates many other areas of historical study. There were seventeenth-century 
sex workers from every social level – and probably from both genders – but the 
vast majority were women who entered the trade from poor agrarian or labouring 
backgrounds and did so as a result of severe financial hardship.3  

Most prostitutes, therefore, were simultaneously members of two disempow-
ered groups: women and poor people. However, throughout most of the seven-
teenth century, elite commentators assumed that prostitutes chose to sell their 
bodies because they were naturally lewd, promiscuous and immoral. It was not 
until the beginning of the eighteenth century that authority figures began to per-
ceive sex workers with a sense of compassion and responsibility. By examining 
the experiences and textual portrayal of seventeenth-century prostitutes, we 
stand to gain deeper insight into the representation and culture surrounding both 
women and the lower classes in the period. Tracing elite attitudes to prostitutes, 
both in terms of the inconsistent legislative attempts to curb their business and 
their frequent appearances in broadsides, pamphlets and sermons of the period, 
has the potential to shed light on the development of moral principles in a wider 
cultural context and, in their expression, the workings of both national and local 
government. 

Prostitution was considered to be an inappropriate and rather distasteful 
topic of study until the 1960s when a new interest in the lives of ordinary people, 
no doubt linked to the rise of feminist theory, emerged (see Attwood 2011, for in-
formation). Although there are very few secondary sources that concentrate on 
seventeenth-century prostitution, Mowry (2004) and Thompson (1979) have both 
examined pornographic literary works in the second half of the century, many of 
which reference commercial sex. Other monographs, although not covering our 
period directly, are also highly relevant, including Karras (1996) who has re-
searched sex workers in medieval England, and Henderson (1999) who has ana-
lysed the legislative attempts to curb prostitutes working in eighteenth-century 
London. The vast majority of histories that do investigate seventeenth-century 
prostitution concentrate upon prostitutes working in London. Although much of 
this scholarship is accomplished, its findings cannot be automatically applied to 
the rest of the country. Indeed, many social historians are now turning to micro-
orientated studies in order to present a more balanced and informed picture of 

|| 
3 See McEnery and Baker (2017) for a discussion of early modern male prostitution.  
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their period or area of specialisation. For instance, a number of scholars are 
choosing to examine the development and application of poor relief in various 
towns and parishes, many in the north of England, and this has contributed to a 
re-evaluation of the Poor Law.4 Our understanding of seventeenth-century pros-
titution in England would undoubtedly be enriched by scholarship of a similar 
nature. Historians choose to study a specific location for a number of reasons. A 
certain area might fit in well with previous research interests or possess a weighty 
collection of archives waiting to be tapped. By making use of Historical GIS, we 
potentially have a stronger chance of identifying if there were other areas in the 
country where contemporaries believed that prostitution thrived and hence have 
a better idea where to direct future research. GIS mapping might, therefore, per-
suade scholars of the necessity of shifting the focus of their research away from 
the capital into unexplored but equally relevant places throughout the country. 
Contrariwise, it may also in part justify the focus on London. Importantly, by us-
ing such mapping we might begin to see whether discourses relating to prostitu-
tion are general, location specific or a mixture of both.  

There is a dearth of records authored by lower class people in early modern 
England and this is overwhelmingly due to low literacy levels among the general 
population.5 Even if someone living on the edge of poverty possessed literacy 
skills sufficiently high to allow them to read and write, many may have lacked 
the impetus or material resources necessary for them to record their lives. Any 
words of the poor were far less likely to have been valued, and therefore deemed 
worthy of preservation, after their deaths. Historians have, therefore, frequently 
turned to literary depictions of transactional sex, usually written by men of a 
higher socioeconomic class, in order to understand the experiences of prosti-
tutes.  

Seventeenth-century authors were fascinated by prostitutes. An array of 
broadsides, pamphlets, books, and periodicals, many reproduced in EEBO, refer-
enced prostitutes and were perused by a new readership including tradesmen, 
merchants and skilled craftsmen. Rogue literature which purported to divulge the 
underground activities of real-life rogues, beggars and whores continued to be 
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4 See, for example, Healey (2010), Hindle (2003), Stapleton (1993) and Williams (2011). The Old 
Poor Law (passed in 1597 and revised in 1601) introduced a rudimentary welfare system into Eng-
land. 
5 Cressy (1977) has estimated that, in East Anglia, during the period between 1580 and 1640, 95 
per cent of women were unable to sign their names. This decreased to 82 per cent between 1660 
and 1700. He believes the proportion of adult female illiteracy in London between 1580 and 1640 
stood at 97 per cent. However, this had dramatically decreased to 52 per cent by the 1690s while 
it persisted at around 80 per cent in rural areas.  
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popular. A number of prostitutes and bawds approached household-name status 
in the seventeenth century such as Mrs Cresswell, Elizabeth Holland and Damaris 
Page. References to real-life prostitutes also found their way into so-called ‘ladies 
directories’, for example, A Catalogue of Jilts, Cracks & Prostitutes, Night-walkers, 
Whores, She-friends, Kind Women and others of the Linnen-lifting Tribe, who are to 
be seen every Night in the Cloysters in Smithfield, from the hours of Eight to Eleven, 
during the time of the Fair, published in August 1691 which lists the names and 
attributes of twenty-two prostitutes. 

The main challenge for historians hoping to make use of these literary 
sources is the issue of their credibility. Whose discourses are represented in such 
texts? Do these documents accurately reflect the lives and experiences of prosti-
tutes of the period or did they simply pander to an audience which craved the 
thrill of reading about thieves, whores and bawds? Very little has survived con-
cerning prostitutes before the eighteenth century other than court records which 
themselves introduce a new set of methodological challenges. Sharpe (1984) has 
written about the difficulties of building up a picture of crime in an area due to 
the array of different courts that were operating at the same time. For prosecu-
tions of alleged prostitutes, the boundaries between jurisdictions were fluid 
which meant that some women were tried in secular courts and others were 
judged by church courts. There is a sizeable amount of indictment and recogni-
zance records available which do contain some very interesting information such 
as where women accused of selling sex were based and if they were accused of 
another crime in addition to prostitution.6 However, there are serious drawbacks 
to relying upon the records of court proceedings. One limitation is that our con-
clusions would be based purely upon prostitutes in relation to their alleged crim-
inality. Many prostitutes were an accepted part of their community and did more 
with their lives than simply break the law. The voices of these women rarely 
emerge in transcripts and reports by court officials.  

The main problem is one of coverage: most women who were detained on 
suspicion of trading as a prostitute were dealt with by informal legal procedures 
which often entailed little or no record keeping. People accused of committing a 
crime in early modern England were dealt with in various ways depending on the 
severity of the alleged offense. Felonies, such as murder or robbery, were heard 
at Crown courts which sat in the large towns. The Old Bailey, situated in London, 
was the most well-known of these courts. The vast majority of crimes were, how-
ever, regarded as misdemeanours and most perpetrators never reached court. 

|| 
6 See Walker (2003: 3).  
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Justices of the Peace instead preferred less expensive and quicker methods of dis-
pensing justice such as mediation between victim and criminal. Sometimes an 
offender would be bound over by recognizance: this meant he or she would be 
ordered to appear at the next sessions to answer the charge but frequently the 
case did not proceed any further.7 By far the most preferred method of dispensing 
justice to alleged prostitutes, and, for that matter, most people of limited finan-
cial means, was summary justice. In these cases, a pair of Justices, or sometimes 
an individual acting on his own, would issue a punishment, such as a spell in the 
houses of correction, a whipping or a fine, which would commence immediately. 
Robert Shoemaker (1991: 189) has shown that a woman accused of prostituting 
her body would most likely be sent to the houses of correction and that “loose, 
idle and disorderly conduct” accounted for around half of all commitments. The 
largest obstacle in using court records is that many women selling their bodies 
were never apprehended by an officer of the law so were entirely unrepresented 
in any kind of official documentation.  

Another challenge to archival research is one of access and availability. The 
vast majority of court records remain undigitised and cannot be searched easily. 
The Old Bailey Corpus, a corpus derived from texts produced for the Old Bailey 
Online website,8 does allow one to search through the proceedings of the criminal 
court, the Old Bailey. But its coverage starts three-quarters of the way into the 
seventeenth century. Another obstacle concerns the scale of the Old Bailey Cor-
pus. It is a continuous sample throughout the period it encompasses, containing 
2,163 volumes of proceedings covering nearly 200,000 words which has resulted 
in a corpus approaching 134 million words. However, relative to the span of time 
covered, the size of the corpus is fairly modest. While it is a very useful collection, 
the Old Bailey Corpus is probably more suited for a study of frequent features, 
such as grammatical features or concepts frequently addressed in the courtroom.9 
We have also seen that while felonies and the more serious misdemeanours, such 
as rape, were tried at the Old Bailey, most cases involving prostitution never 
reached the court.  

So when we consider the EEBO corpus, a provisional answer to the question 
of whose discourse is present in the corpus is ‘almost certainly not that of prosti-

|| 
7 Nightwalkers and bawds were sometimes prosecuted by indictment because they were per-
ceived as disturbers of the peace.  
8 Old Bailey Online - The Proceedings of the Old Bailey, 1674 to 1913 http://www.oldbailey 
online.org/ 
9 See for example Traugott (2010). 
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tutes themselves’. The texts are likely to be about prostitutes, where they are men-
tioned, not by prostitutes. Hence any discourses revealed are likely to be those of 
‘others’, not prostitutes themselves. But to explore this hypothesis we need first 
to explore texts mentioning prostitution in the EEBO corpus. 

3 Choice of search-terms 
ape-gentlewoman, commodities†, courtesan*, Covent Garden ladies†, crack, 
daughters of sodom, doves of Venus, girls of pleasure†, harlot*†, hydra, jade, 
jilt*†, kind woman, lewd / wicked / abominable / debauched / disorderly per-
son* or woman, miss*†, monster*, nightwalker*†, nocturnal privateers, 
nymph*†, pirates of the night*, prostitute*, punk*†, quean*†, she-friend*, 
strumpet*, the sisterhood, traffic*†, trull*†, wanton ladies, whore*†, woman of 
iniquity, woman of the town* 

Fig. 1: Possible terms to describe prostitutes in the seventeenth century. Words or phrases oc-
curring in the OED are marked with an *, words or phrases occurring in the Chambers Slang 
Dictionary are marked with a †. Words or terms the historian thought were rare when describ-
ing prostitutes are underlined. 

Accessing what is being said about prostitution in the seventeenth century is not 
necessarily easy. Discussions about mainly fictional prostitutes and warnings to 
avoid their company are present in EEBO sources, but these are fragmented due 
to the very large volume of material that EEBO contains. We therefore have to 
decide which search-terms to use to identify relevant passages in the texts. While 
using intuition is tempting, this would be to overlook the fact that there are no 
living speakers of early modern English whose language we can observe and 
judge our intuitions against. Some of the nouns we might suggest for prostitute 
may not have been in use four hundred years ago or, indeed, even twenty years 
ago. Dictionaries such as the Oxford English Dictionary (OED), the Chambers Slang 
Dictionary10 (Green 2008) and the Historical Thesaurus of the Oxford English Dic-
tionary do include words relating to seventeenth-century prostitutes but to use 
these sources efficiently we must already know what terms we want to check and 
rely on the date feature of a dictionary like the OED. In its online version, the OED 

|| 
10 Green (2011) has also published a specialist volume on the language of crime which devotes 
a section to the various nicknames prostitutes have received throughout the centuries.  
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does allow researchers to review words occurring in definitions within a particu-
lar period so we can develop, for instance, a list of words and phrases which orig-
inated in the sixteenth century to act as a guide by looking for prostitute in the 
definition. However, the OED is a weaker source of slang words than a slang dic-
tionary so it would be necessary to use both sources concurrently and neither 
would indicate which words are worth examining in detail. Another source of 
lexical insight relates to the intuitions of native speakers of the seventeenth cen-
tury. Lexicons of Early Modern English (LEME, Lancashire 2015) is a digital data-
base of a wide variety of historical dictionaries that researchers are able to search, 
including head words as well as definitions and limiting the date if desired. How-
ever, we must approach these dictionaries with caution as they pre-date im-
portant developments in lexicography of the eighteenth century that led to data 
being gathered more systematically and presented in a standardised format to a 
greater degree. Yet we need not set aside such lexicographic resources – we can 
use the historian’s intuition and corpus evidence to look at the dictionaries to get 
a sense of which words that the historian knows or that the corpus attests may be 
new to the dictionaries. Hence Figure 1 shows a range of possible words or 
phrases associated with prostitution along with their source. 

In Figure 1 the historian knew some phrases not known to the dictionary – 
for example the rare doves of venus. Indeed some common forms, attested in the 
corpus and known to the historian, were absent from the dictionaries consulted, 
notably jade which occurs 1809 times in the EEBO corpus in the seventeenth cen-
tury. After a study of the words used to refer to prostitutes in the seventeenth cen-
tury, we focussed upon a number of frequent words to look at in our GIS study. 
We need frequent words because the mapping algorithm links examples of a 
word to locations mentioned in the context of that word. As not every mention of 
a word is linked to a location, we needed to focus on frequent words so that a 
reasonable subset of examples could be discovered where that word was linked 
to a location. We will return to this point shortly to illustrate it. Another option 
would be to compile a list of words from a specific text of the period which is 
known to be a rich source for the topic of prostitution. The newsbook Mercurius 
Fumigosus, produced from 1654 to 1655 by the Royalist writer John Crouch, made 
regular references to prostitutes in a very informal manner and is a good example 
of such a text. However, again this is problematic because we may only end up 
with words that were mostly used in the 1650s or only used by Crouch himself.  

A more useful approach when embarking upon a corpus linguistics analysis 
of a historical subject is to utilise the traditional skills of the historian. Being fa-
miliar, by virtue of close reading of an array of early modern texts, historians are 
able to suggest what words and phrases were used to refer to prostitutes in the 
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period in question and whether these were commonly used or not. For the pur-
pose of this study, a long list of words was drawn up by an historian and then 
passed to a corpus linguist who, after analysing the words against the EEBO cor-
pus, made the final decision of which would be most productive for GIS map-
ping.11 The words collected by the historian included a number that are probably 
familiar to present-day readers such as courtesan; harlot; nightwalker; prostitute; 
strumpet; and whore. Other words were far less familiar: ape-gentlewoman; com-
modity; crack; jilt; monster; quean; she-friend; trull and wanton lady.12  

The corpus linguist is faced with a number of issues when undertaking an 
analysis of these words. We decided not to pursue the very rare words, i.e. single 
instances which refer to prostitutes because, although interesting, they can at 
best provide us with an expression used by one writer. Of more interest were 
words such as strumpet, which are moderately frequent13 and hence can be ex-
plored relatively easily. The words that appeared more frequently in our corpus 
present a greater degree of challenge. Monster, for example, occurs 12,338 times 
in the seventeenth-century material of the EEBO corpus yet the vast majority of 
these matches do not refer to prostitutes. Checking each of these concordances 
one-by-one to ascertain whether they referred to the practice of prostitution 
would be a painstaking and lengthy procedure. At this point, corpus linguistics 
can help again – collocation allows the analyst to make a reasoned decision 
about whether or not to pursue frequently-occurring words whose context was 
unclear. In the case of monster, collocation revealed that woman was the only 
collocate relevant to the study of prostitution. In a handful of cases this did in-
deed lead to a concordance referring to prostitutes but this was extremely rare 
hence the word monster, while referring sometimes to prostitutes, could be set 
aside.  

Using the tools of corpus linguistics allowed us to focus our study on four 
words which are most often used to mean prostitute and which, moreover, occur 

|| 
11 This approach has much in common with that of Nevala and Hintikka (2009) who have ex-
amined thirteen pamphlets available in EEBO and the Eighteenth Century Collection Online 
(ECCO) in order to trace changes in terminology used to refer to prostitutes throughout the sev-
enteenth and eighteenth centuries. Taavitsainen (2016) sorts terms of address into different se-
mantic fields and offers evidence of a metaphorical connection between a number of feminine 
terms and prostitution. Mistress, miss and madam are sometimes used pejoratively to suggest 
the addressee has links with prostitution.  
12 For a more detailed discussion of how we compiled and shortlisted words and phrases used 
to refer to prostitutes, see McEnery and Baker (2016). 
13 There are 2,744 examples of the word strumpet in the seventeenth-century material in v3 of 
the EEBO corpus. 
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frequently in the corpus. These words were PROSTITUTE, which occurs 5,374 times, 
HARLOT 14,995 times, STRUMPET 4,444 times and WHORE 33,678 times. 

4 From search-terms to maps 

The next challenge is to add geographical information to this such that we can 
identify and map the places that are being associated with prostitution. This in-
volves using a process called geo-parsing.14 This is a two-stage process. In the first 
stage natural language processing (NLP) techniques are used to identify candi-
date place-names. In the second stage co-ordinates are found for these by match-
ing the candidates to a gazetteer, which is effectively a database table that lists 
place-names and their co-ordinates. Geo-parsers, such as the Edinburgh Geo-Par-
ser (Grover et al. 2010), are available that geo-parse an entire corpus. In this case, 
however, geo-parsing the entire corpus was not felt to be appropriate for reasons 
associated with both accuracy and processing times. From an accuracy perspec-
tive, even when relatively modern corpora are geo-parsed the results will be er-
ror-prone (Tobin et al. 2010). For earlier corpora, where reliably identifying place-
names can be expected to be more complex, errors are likely to be more signifi-
cant. Evaluating how many errors there are, correcting them where possible, and 
evaluating the impact of the remaining errors in a corpus of over a billion words 
is likely to be problematic. From a processing perspective, the time taken to geo-
parse a corpus of this size is also likely to be prohibitive. Instead we use a process 
called ‘concordance geo-parsing’ (Rupp et al. 2014). This starts by using corpus 
linguistics software to extract each occurrence of a search-term and its ‘concord-
ance’, the text that surrounds it. In this case we used a wide concordance of fifty 
words to the left and right of the search-term to give the geo-parser plenty of con-
textual information. This text was then geo-parsed in the usual way using the Ed-
inburgh Geo-parser. The results were then explored for errors. Importantly, the 
corrections to these in the form of additions, deletions or changes, were manually 
written to an updates file. If the geo-parsing is repeated, for example with a new 
search-term, these corrections can be automatically included in the results. By 
starting with a relatively rare search-term and working up to more common ones 
this allows relevant material to be geo-parsed, checked and corrected such that 
we can be confident of their accuracy. 

|| 
14 While the system used in this paper is not publicly available, for readers interested in exper-
imenting with geo-parsing, systems such as http://cliff.mediameter.org/ are freely available. 
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Concordance geo-parsing bears some similarities to, yet is different from, col-
location in corpus linguistics. For example, while both use spans of words for the 
purposes of analysis, in corpus linguistics collocation uses a relatively short span 
of words, typically five words left and right, to look for quite localised relation-
ships. Yet the span usually used to explore collocation seems too restrictive for 
geo-parsing, as noted. Secondly, geo-parsing is simply looking for word co-oc-
currence in a given window. It wants to find all examples of a place-name, for 
example, co-occurring with a word that the user is interested in. Questions of sta-
tistical significance and effect measures are, rightly, set aside. To exemplify both 
points, if we use a five word left/right span for a word like WHORE for example, 
then, using a log-ratio statistic, we find only one collocate which appears to link 
the word to a location israel, which collocates with WHORE 112 times. As this loca-
tion is not based in the UK, this approach would have yielded this study no useful 
data. While the collocation statistic allows us to search the many examples of 
WHORE quickly, it encourages us to look for place-names that associate frequently 
in close proximity to WHORE – this is not quite what we want. We want any place-
name associated with WHORE. Using the geo-parsing and looking for locations in 
Britain by applying a wider collocation window and no measure of collocation 
strength/significance yields 269 good examples of WHORE where the word is 
clearly linked to a place-name in Britain. Given that our goal is to find the loca-
tions that the words we are interested in are linked to, our method in this chapter 
is to use geo-parsing, a wider collocation window and an approach to co-occur-
rence in which strength of association is discarded as this clearly produces many 
more useful examples than would normally be produced through a standard ap-
proach to collocation. 

The aim of this process is to provide a geographical location for every men-
tion of the words we are searching for in the corpus. What it actually does is to 
provide a co-ordinate-based location for every place-name identified by the geo-
parser that lies within fifty words left or right of one of our four search-terms. As 
we have co-ordinates, this information can be read into GIS software for mapping 
and subsequent analysis. Initial mapping reveals that further correction is re-
quired primarily because terms for prostitution are often used as insults and these 
can and do collocate with place-names. This leads to major clusters in places 
such as Babylon and Rome which are driven by “whore of Babylon” and Refor-
mation-era insults aimed at the Catholic Church which is frequently described as 
the whore of Rome. These two phrases are even sometimes run together such as 
“…did both know and confess the Church of Rome to be the Whore of Babylon” 
(Floyd 1612). Thus the mapping reveals something that is interesting from both a 
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linguistic and historical perspective, but which tells us nothing about the geog-
raphy of prostitution. Exploring the maps further revealed that very few mentions 
of places outside Britain accompanied genuine references to prostitution, hence 
making our focus on Britain more strongly warranted. 

The corrected distribution of the four search-terms combined is shown in Fig-
ure 2. The map uses two different ways of representing places that co-occur with 
the search-terms. As well as using point symbols, a density smoothed surface is 
also used such that darker shading represents places where more points occur 
close together. This approach makes the overall pattern clearer than simple point 
mapping and is particularly effective at drawing attention to spatial clusters. 
What seems apparent from the figure is that there is a clear concentration of these 
words being used alongside place-names of urban centres. London stands out, 
while in the north of England it is easy to identify hotspots in Manchester, Leeds 
and York. One problem with Figure 2 is that it might be speculated that the pat-
tern it shows reflects the distribution of place-names in the corpus as a whole 
rather than the distribution of the search-terms. If most of the books from the cor-
pus were published in London and other urban centres it would follow that these 
places are likely to be the most mentioned in the texts and thus the pattern shown 
in Figure 2 may be a random artefact of this rather than telling us anything about 
prostitution. One way to compensate for this would be to compare the spatial pat-
tern of prostitution instances to the underlying geography of place-names from 
the corpus as a whole. Statistical tests such as Kulldorf’s Spatial Scan Statistic 
(Kulldorf 1997) are available that allow us to identify clusters of places where 
there are more or fewer points when compared to a background geography, 
termed ‘hotspots’ and ‘coldspots’ respectively.15 This approach has been applied 
to identify clusters in texts (Murrieta-Flores et al. 2015; Gregory & Donaldson 
2016). However, in this case it cannot be easily applied as the background geog-
raphy of the corpus as a whole is unknown because of the problems of geo-pars-
ing the entire corpus described earlier. 

|| 
15 In this analysis this was implemented using SatScan, see: http://www.satscan.org (viewed 
24th Oct 2014). 
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Fig. 2: Places that co-occur with whore, harlot, strumpet and prostitute. 

Rather than test against the entire corpus, a modified approach was used in 
which two themes, women and urban, were decided on whose geographies could 
be compared to the prostitution pattern. While these two themes are somewhat 
arbitrary, they do allow us to compare the geography of prostitution with a meas-
ure of the urban geography and a measure of the geography associated with 
women to see where prostitutes were referred to more or less often than would be 
expected. For urban areas the terms market, church and house were selected and 
geo-parsed using the concordance geo-parsing approach described above, for 
women mother, widow and nun were used. 
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Fig. 3: Hotspots and coldspots of prostitution instances when compared to instances related to 
urban areas. Hotspots are where observed>expected, coldspots are where observed < ex-
pected. 

Figures 3 and 4 show the results of using Kulldorf’s Spatial Scan Statistic to com-
pare the geography of prostitution with the patterns for search-terms associated 
with, respectively, urban areas and women. Hotspots, places where there are sig-
nificantly more prostitution instances than the background pattern would have 
us expect, are shown as black points over the density smoothed pattern taken 
from Figure 2, coldspots are shown as white dots. The patterns shown in the two 
maps are broadly similar with London, parts of the West Country, and various 
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smaller urban centres emerging as hotspots on both. Much of the rest of the coun-
try appears to be coldspots revealing that references to prostitution are concen-
trated in the south and west of England. The fact that the patterns in Figures 3 
and 4 are very similar despite being based on very different sets of background 
search-terms suggests that the areas identified as hotspots are in fact the areas 
that are closely associated with references to prostitution once the variable geog-
raphy of the background corpus is taken into account. 

 

Fig. 4: Hotspots and coldspots of prostitution instances when compared to instances related to 
women. Hotspots are where observed > expected, coldspots are where observed < expected. 
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5 Interpreting the patterns 

What do we have to gain from these maps? The most obvious benefit is that they 
allow us to visualise large collections of data rapidly and easily. Historians tradi-
tionally make decisions about the direction of their research or its overall argu-
ments by closely reading relatively small proportions of large collections of text. 
The rise in digitisation of historical texts means that there is far more information 
available to scholars than can be easily read – historians are, after all, limited by 
how much they can read and absorb in one working lifetime. GIS mapping is one 
of the tools now available which allows scholars to reap the benefit of having 
access to large amounts of raw data without being swamped by its content. It ef-
fectively summarises and presents information so that scholars can, among other 
things, make a more informed choice about where to focus their reading. The 
same is also true of corpus linguists – the maps help guide their analyses of the 
words in question for example, setting the challenge to understand the role of 
urban populations in discourse. In addition, however, there is the possibility that 
such maps may allow us to more accurately identify geographically bound dis-
courses. As noted, geo-parsing provides more data linking words and locations 
than collocation appears to. This opens up the possibility that we may see more 
clearly the intersection of space and discourse. We will explore this hypothesis 
shortly. 

Let us now look more closely at the texts that created the patterns shown in 
the maps. We can see that there are a number of intriguing hotspots where pros-
titutes are mentioned more than we would expect in comparison to our standard 
“urban” or “women” words. These include London, Manchester, Norwich, Bir-
mingham, Colchester, Portsmouth and a large cluster in the West Country. The 
London cluster is perhaps predictable based on the historiography, but one of the 
interesting things about maps such as these is that it reveals other areas that may 
be worthy of further investigation.  

The large cluster in the West Country seems to be associated with anti-Cath-
olic sentiment in which allegations of sexual impropriety are made against high-
ranking churchmen. For instance, Francis Fullwood’s Church-History of Britain 
contains a list of unchaste abbots and their place of residence and invites his 
readers to read, blush and sigh. He tells us that in Bath Monastery, Richard Lin-
combe had seven whores and was also a sodomite, while in Abingdon Monastery, 
Thomas, the Abbot of Abington, kept three whores and had two children by his 
own sister (Fullwood 1655). Other texts contain similar lists: “[a]t Bath, one Monk 
had seven whores…” (Care 1679); and “[i]n the abbey of Monkenferlege in Salis-
bury diocese, Levvis the Prior had 9. harlots, Richard the Prior of Maiden Bradley 
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had v. harlots and six bastards” (Bale 1574). These texts reveal how, in a period 
of intense anti-Catholicism, unmarried women engaging in sex were identified as 
whores and were used to slur the reputations of high-ranking ecclesiasts. Refer-
ences to whores and harlots illustrate the ambiguity of the terms – it is more likely 
that these women, if they existed, were labelled whores because they were be-
lieved to have consented to non-marital sex rather than because they accepted 
money in exchange for sex. While this is interesting in terms of shedding light 
upon how extra-marital relationships were imagined by contemporaries and, 
particularly, how women were condemned for their involvement in such liaisons, 
it does not reveal a great deal about the practice of early modern prostitution.  

The smaller concentration of matches in the Portsmouth area can also be 
readily explained. A collocate of Portsmouth in the EEBO Corpus is whore. Yet in 
this case concordance analysis reveals that portsmouth specifically refers to 
Louise de Kérouaille who was granted the title Duchess of Portsmouth by her 
lover, Charles II. French and Catholic, Louise was the subject of immense popular 
contempt. The publication of a tract by her enemies at the beginning of 1680 en-
titled Articles of High Treason and Other High Crimes and Misdemeanours against 
the Duchess of Portsmouth accused Louise of twenty-two acts against the King-
dom, including being a participant in the Popish Plot, a fictitious conspiracy im-
agined by Titus Oates which intensified anti-Catholic hysteria (see Wilson 2004; 
Conway 2010: Chapter one). Oates (1696: 70) later wrote in a condemnatory biog-
raphy of James II: 

And this remember, Sweet Sir, that the Whore Portsmouth, with her Bastard Son, was by 
your Royal Brother sent to France, to renew the Dover Treaty, in which she was more suc-
cessful than your Sister of blessed memory, for she was caressed by the French King, and 
her Bastard honoured as a Prince of the Blood, and she settled a firm Correspondence be-
tween Lewis of France and Charles of Great Britain, pursuant to the Treaty at Dover.  

This swipe at Portsmouth supports a recent historical re-evaluation of the Duch-
ess as possessing considerable political agency, controlling advisors’ access to 
the King and negotiating the rise of key figures. Again, although the maps have 
not led us to prostitution as it was practised in the back alleys of cities and towns, 
the charges against de Kérouaille are of considerable relevance in terms of giving 
us a flavour of the major political and religious issues dominating post-Restora-
tion England. On a slightly different note, this also raises the issue of the ambi-
guity between people’s names and place-names in this period. It could be argued 
that in this case Portsmouth is entirely associated with a person and not the place. 
However, in the cases given above, people such as Thomas, Abbot of Abingdon 
are clearly associated with a place, making this a somewhat moot point.  
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Other clusters outside London reveal less. Norwich reveals little of any sub-
stance, Colchester is largely the result of a story about a whore who was hanged 
for murdering her children (Bunyan 1680), and in Canterbury we return again to 
reports of monks and their relationships with prostitutes.  

So the maps seem to align with the patterns of historical research – the larg-
est main hotpot in Figures 3 and 4 is the area around London. In and around the 
city, prostitutes were being mentioned more than we might expect in comparison 
with our “urban” and “women” search-terms. Exploring the corpus reveals a va-
riety of discourses that create this emphasis. The first is writers complaining 
about the prevalence of prostitution in the city, for example, in excerpts from two 
sermons by Hugh Latimer: “…how GOD is dyshonored by whoredom in this city 
of London” (Latimer 1549) and “there is now more whore doom in London, then 
ever there was on the bank” (Latimer 1562). The second, perhaps developing this 
further, draws explicit links between prostitution and crime either in generalities 
– “conceive what Outrages and Uproars would be in London, with Whoring, 
Thieving, Plundering, if there were no Government to restrain” (Lightfoot 1700) 
and “[s]easoned with the fees and bribes of all the whores and thieves that live in 
Westminster, Coven-Garden, Holborn…” (Milton 1642) – or specific cases 
“Thomas Savage… in the Parish of Stepacy, near London, who by the instigation 
of a Whore, blinded with lust, was wrought upon to Murder his fellow-servant” 
(Anon. 1668). The third discourse is concerned with men’s relationships with 
prostitutes and their wives such as “…do fear least your wife should know that 
you keep a whore at Putney” (Puritanomastix 1642), and “[m]y Husband’s leawd, 
given to go astray … There’s not a Whore in London, nor about, But he hath all 
the haunts to find her out” (Rowlands 1613). These two quotes reflect the fear and 
shame frequently associated with relationships with prostitutes and the linking 
of that relationship to the wife of the client. 

Many of these discourses unsurprisingly emerge from religious works. People 
living in early modern England were preoccupied with religious issues and, as a 
result, a large proportion of the texts within Early English Books Online are reli-
gious in essence. However, our search-terms appear fairly evenly in a variety of 
other texts, including true-life crime accounts, satires, dictionaries, histories and 
transcripts of defamation court cases. After the Restoration of 1660, there is an 
increase in plays, specifically, comedies, which have characters who are inher-
ently linked to whores or whoredom – for instance, Sir Oliver Whorehound in The 
life of Mother Shipton (Thomson 1670) – or which accuse both male and female 
characters of sexual transgression: “[c]ould not you have lived better at home, by 
turning thy Whore into a Wife, than hear by turning other Men's Wives into 
Whores?” (Farquhar 1699) and “[t]o Bridewell you prostitute” (Ruggle 1662). The 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Applying Geographical Information Systems to researching historical corpora | 127 

  

playhouse underwent a change of fortune with the return of the monarchy and a 
stream of comedies which made fun of sexual misbehaviour and hypocrisy 
proved very popular among playgoers. At the moment, in order to identify pat-
terns of social attitudes within certain types of printed works, we must rely on 
manual sorting. However, work is currently being undertaken to sort the texts 
contained within the EEBO corpus into literary genres which would enable this 
process to be achieved with greater accuracy and rapidity. 

The mapping technique is helpful in revealing these discourses, but let us 
now return to a question posed earlier: to what extent are the discourses geo-
graphically bounded, as the analysis suggests? To test this we looked at collo-
cates16 of the word which contributes the bulk of examples, WHORE. In the case of 
the first discourse, there are no collocates of the word that imply a problem with 
the number of whores in general in Britain, adding weight to the argument that 
what the map reveals is a location specific discourse – the perceived problem of 
there being too many whores was confined to London. By contrast, WHORE has a 
host of collocates linking the word to crime. In the top 200 collocates for WHORE 
collocates link it to cheating (jilting), theft (thieving, theft, stealing, thievery, thiev-
ish, pilfering) and illegal sexual acts in addition to prostitution (buggery, incest). 
So this discourse, while present in London, seems much more general in the lan-
guage. The same is true for the third discourse: collocates of WHORE clearly show 
that the wife of the client and the prostitute are often framed together in discourse 
– in the top 200 collocates, words such as adultery, spouses, adulterer and adul-
terous demonstrate this clearly. So while useful in suggesting localised dis-
courses, careful checking back with the whole corpus is necessary to differentiate 
discourses that appear localised, but which are in fact general, from those which 
truly appear to be localised in nature. However, there is no doubt in this case that 
geo-parsing was useful in identifying a localised discourse that would not have 
been revealed easily using tools available in standard concordance packages. 

How justified were the writers in claiming that there was an issue with the 
numbers of prostitutes in London? The existence of the London brothels, partic-
ularly in Southwark, certainly increased the visibility of sex workers and the so-
cial issues surrounding them. There have been various estimates of the numbers 
of prostitutes that were operating in seventeenth-century London. The Ladies 
Champion of 1660, for instance, gives a figure of 1,500. In the same year, The Prac-
tical Part of Love asserted that a list of whores’ names would cover thirty pages. 

|| 
16 To explore these we used the log-ratio statistic, using a collocation span of five left and right. 
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Thompson (1979: 57) has calculated this would make a total of 3,600 from a Lon-
don population of around 350,000.17 When London is compared to other cities of 
the time in the British Isles, this localised discourse was arguably justified be-
cause the nature and scope of prostitution in London did differ from the trade of 
sex in other places.18 There were certainly more brothels in the capital than any-
where else in the country. Many were highly-organised establishments where a 
client could buy time with a woman who had received instruction concerning 
personal hygiene, social grace, and sexual prowess. Prostitutes working for the 
brothel-owner Charlotte Hayes, for instance, were given music and dancing in-
struction and were taught to carry themselves in a ladylike manner. At the other 
end of the market, madams employed different tactics in order to extract as much 
money as possible from clients. Inhabitants of lower end establishments would 
apply a heavy layer of make-up and encourage their customers to buy alcohol as 
well as sex. Linnane (2003) has estimated that in some brothels, the women 
would be expected to service over fifty men each night. 

The majority of prostitutes working in the capital did not work in brothels. 
Many rented a room in a lodging house which was crammed full of other working 
women while others hired a room in an “accommodation” house where they 
could entertain clients away from the eyes of constables and beadles. At the bot-
tom of the whore hierarchy were the street-walkers who conducted their business 
in back alleys, dark streets, one of London’s parks or any convenient location. 
Some of these women were homeless and slept in barns or sheds when not work-
ing. In March 1762 James Boswell wrote in his diary of engaging with one such 
prostitute during a stroll in the park, “whom without many words [I] copulated 
with free from danger, being safely sheathed. She ugly and lean and her breath 
smelled of spirits. I never asked her name. When it was done, she slunk off” 
(quoted in Ackroyd 2000: 374). Exploring the corpus to find buildings and places 
with which prostitutes are linked supports this view – we looked at all four words 
investigated through the map and looked at the top 200 collocates of those words 
in the EEBO corpus. While brothel and brothelhouse are collocates, so are stews 
and play-house indicating a wider association in the first place between prostitu-

|| 
17 For further estimates of the scale of prostitution in the period see McMullan (1984) and 
Denlinger (2002). 
18 Griffiths (1998) has investigated the notion of a localised discourse in his research on the 
changing meaning of the term nightwalker. Using archival sources from the London Bridewell, a 
prison-hospital, he shows that the word was increasingly feminised in the seventeenth century 
and argues that this reflected a desire to curb female sexual transgression in a climate of fear 
and recidivism. 
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tion and poverty and in the second between prostitutes and playhouses, a loca-
tion claimed by commentators of the time to be linked to the practice19 and 
acknowledged by historians as a place in which solicitation and the sex trade 
took place in the era (see Ditmore 2006: 31, for a brief account).  

The second discourse identified in the London texts concerned the relation-
ship between prostitution and crime, which, as noted, is well evidenced through 
collocation. Yet the link between the two has been explored by present-day his-
torians who have argued over the extent to which a criminal underworld existed 
in urban areas in the seventeenth century. John McMullan, for instance, has writ-
ten about a gangland culture in which pick-pockets, cutpurses, thieves, fences, 
panderers and prostitutes took advantage of the space and anonymity that Lon-
don offered (McMullan 1984: 1–3, 15). Brothels did provide meeting-places for 
criminals who wanted to plot their next crime and some bawds offered a broker-
ing service whereby they helped dispose of stolen goods. Court records prove that 
some prostitutes regularly picked pockets and that others worked alongside male 
criminals in order to blackmail or extort money from clients. However, it appears 
that such conspiracies were informal and opportunistic and they often caused 
more trouble for the prostitute than benefit. Given the dynamics of two liminal 
cultures co-existing on the margins of society and the practices outlined above, 
it seems hardly surprising that the link between prostitution and other forms of 
wrongdoing is a general, rather than London specific, discourse. Indeed the So-
ciety for the Reformation of Manners, operating from the last decade of the sev-
enteenth century, believed that bawdy houses in general, not simply London 
bawdy houses, were “not only the nurseries of the most horrid vices, and sinks of 
the most filthy debaucheries, but also (as we suppose them) the common recep-
tacles, or rather, dens of notorious thieves, robbers, traitors and other criminals” 
(Antimoixeia 1691, quoted in Shoemaker 1991: 249). 

With reference to the third discourse, literature from the early modern period 
offers many examples of wily and malevolent prostitutes who led decent hus-
bands and male servants astray. Griffiths (1993) has explained how prostitutes 
were despised because they represented a threat to the stability of the established 
social order. They were thought to have turned their back on religion and rejected 
family life, despite many having children of their own. Likewise, a husband who 
spent time with a prostitute was perceived to be neglecting his family and betray-
ing his wife (Griffiths 1993: 40–41). These discourses were very much prevalent 
in the public sphere. There are many instances of communities working together 

|| 
19 The claim that playhouses and prostitution were linked was popularised by the work of 
Stubbes (1583). 
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in an attempt to remove prostitutes from neighbourhoods. During the trial of Eliz-
abeth Holland, people living near her brothel at St Leonard’s in Shoreditch in-
formed the court that they were being disturbed well into the night by clients par-
tying, swearing and drinking. A specific complaint was that young girls living in 
the area, daughters and household servants, were frequently being mistaken for 
Holland’s whores (Burford & Wotton 1995: 80). 

6 The London focus 
Given the results of our mapping, it is understandable why most histories con-
cerning early modern prostitution have concentrated on London. Indeed, their 
authors were following a trail left by literary sources of the time: Arnold (2011), 
Linnane (2003) and Emerson (2002) have all published books on the practice of 
commercial sex in the capital that are well-informed by contemporary texts. The 
information provided by the mapping has shown definitively that writers living 
in early modern times chose not to write in detail about the experiences and por-
trayal of prostitutes residing outside of the capital – all they have left us are some 
ambiguous references to the existence of whores in a scattering of towns and cit-
ies. This is all the more frustrating because we know that prostitution did exist 
throughout England and Scotland and occasionally we catch a glimpse of it in 
areas outside of London by means of other sources. The magistrate, Robert 
Doughty, for instance, investigating pauper apprenticeship in Norfolk in the 
1660s concluded that the most able girls abandoned their apprenticeships be-
cause they could earn more “by spinning and knitting, gleaning & stealing in har-
vest, & perhaps by secret whoredoms all the yeare” (Hindle 2003: 222). Norwich, 
the country’s second largest city by the seventeenth century, is suggested as a 
potential hotspot by the maps but a qualitative analysis of the matches revealed 
nothing of interest. Norwich has long been of interest to historians: inhabitants 
of the city were heavily involved in Kett’s rebellion20 and, prior to the Poor Law 
introduction of 1597 and 1601, Norwich was the first provincial city to introduce 
compulsory rates which funded a rudimentary poor relief system. However, no 
focused research concerning early modern commercial sex in Norwich has been 
undertaken. We do know that bawdy houses existed in the city because the Cor-
poration unsuccessfully tried to close them down in 1668 and 1681 (Corfield 1972). 

|| 
20 A revolt in 1549 which began in Norfolk in which attempts by wealthy landowners to enclose 
their land with fences was resisted. 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Applying Geographical Information Systems to researching historical corpora | 131 

  

Humphrey Prideaux visited Norwich in 1681 and declared: “[t]his town swarms 
with alehouses, and every one of them they tell is alsoe a bawdy house”.21 The 
Norwich census of the poor of 1570 named eleven harlots living in the city alt-
hough it appears that some of these women were simply unmarried mothers 
(Pound 1971: 76, 82, 92, 93).22 

Very little research has been conducted into prostitution in towns but there 
are occasional descriptions of women selling sex in such places: eighty such 
women were identified in Leith in 1692 and the town of Deal in Kent was de-
scribed as being residence to twenty-six whores in 1703 (Thompson 1979: 59). Ru-
ral prostitution has also been neglected by scholars but to a lesser degree. G.R. 
Quaife’s Wanton Wenches and Wayward Wives: Peasants and Illicit Sex in Early 
Seventeenth Century England, which is based upon court records from Somerset, 
discusses pre- and extra-marital sex away from the capital (Quaife 1979).23 Quaife 
describes how in small rural areas some whores were accepted by their neigh-
bours and tolerated by village officials. One type of prostitute, for instance, oper-
ated discreetly from her own home and sometimes accepted food or labour in ex-
change for sex. Some of these women were married and engaged in a little casual 
prostitution with or without the consent of their husbands. Sometimes an ale-
house barmaid would offer sexual favours on the side if the opportunity arose. 
Wandering female vagrants often passed through towns and villages selling sex: 
the village authorities were more concerned with preventing such travellers set-
tling in the area and claiming poor relief, so they did all they could to encourage 
them to leave rather than detain them (Quaife 1979: chapter six). Wrightson (1973) 
who has undertaken regional histories of early modern Essex and Southwest Lan-
cashire, concludes that the few mentions of prostitution in court records of the 
areas stand out because they are so rare. Perhaps, then, by failing to highlight 
occurrences of rural prostitution, the maps do reflect the rarity of professional 
prostitutes in these areas.  

In summary, on the basis of the literary and corpus evidence, the focus on 
London in studies of seventeenth-century prostitution seems justified. While 
prostitution occurred elsewhere and, perhaps, was more tolerated because it was 

|| 
21 Thompson (1979: 55–60) writes that alehouses in large market towns, busy seaports and im-
portant communications junctions were perceived to double as brothels.  
22 One woman, Jone Skyner, is described as a grese mayde or grass maid, a mother of a child 
born out of wedlock within a household entry, but at the end of the ward section she is noted to 
be a harlot. She may have simply been termed a prostitute for being known to have engaged in 
non-marital sex. Another woman, Mable a Breten, is similarly noted to be a whore but is earlier 
described as a servant. Also see Silvester (2012).  
23 Shoemaker (1991) covers an area abutting London as well as the capital itself.  
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less salient, there does seem to be evidence that prostitution in London was unu-
sually widespread relative to the other areas in the British Isles. 

7 Conclusions 
This chapter has shown how GIS and corpus linguistics can be used to explore a 
very large corpus in relation to a theme that is referenced relatively rarely and 
where the references that do exist are fragmented throughout the corpus. The 
study shows that London is the place that is most closely associated with prosti-
tution and within the city there are three main discourses: those associated with 
complaints about there being too many prostitutes in the city, those that link 
prostitution to crime, and those that talk about people’s relationships with pros-
titutes with fear either of a man’s relationship with a prostitute being discovered 
or of a woman finding her husband being involved with prostitutes being partic-
ularly common. Outside London the most common discourse related to prostitu-
tion is largely driven by anti-Catholic sentiment particularly aimed at monaster-
ies, abbots and monks. Surprisingly little of substance emerges about 
prostitution in other parts of Britain and almost nothing in rural areas.  

Let us conclude by considering two questions. Firstly, let us return to the 
question of whose discourse we are exploring. Secondly, what does the inter-dis-
ciplinary focus of this work yield? To address the first question, our hypothesis 
was that we would be looking at discourses about prostitutes, not at discourses 
arising from prostitutes themselves. On the basis of the analyses undertaken, this 
appears to be true. Prostitutes are the object of discussion in the EEBO corpus, 
but they are not given a voice. While the possibility exists that in the corpus there 
are a few texts in which their voice, un-mediated, survives, the overall pattern 
seems to be that they are spoken about – whether that is in an account of their 
actions or in a complaint at their existence. When exploring such historical dis-
courses, especially about marginalised groups, we should be ever mindful that 
there is one voice that may well be silenced – the voices of the very people we are 
interested in studying, as in this study. 

 Regarding inter-disciplinarity, we would hope that the answer to this ques-
tion is self-evident for any reader of this paper. The geographer faces an interest-
ing challenge set by the historian and benefits from inputs from the corpus lin-
guist, using concordancing, for example, to reduce a processing problem via 
concordance based geo-parsing. The historian benefits from the visual analysis 
provided by the geographer and takes insights into text processing and the un-
derstanding of discourse from the corpus linguist. The corpus linguist benefits 
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from the mapping by gaining a firmer grasp on the intersection between space 
and discourse and gains rich explanations for the patterns observed in the corpus 
from the experience of the historian. This is a brief and illustrative summary of 
the benefits gained from our collaboration24 – we doubt very much that this maps 
the limits of the benefits of such an interaction. Rather, we believe that it repre-
sents the first fruits of a rich harvest that can be reaped by such inter-disciplinary 
teams.  
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Wolfgang Teubert 
Corpus linguistics: Widening the remit 
Abstract: Language allows us to turn our experiences into meaning and share 
them with others. This is why linguistics, and corpus linguistics in particular, 
should have a strong focus on the meaning of what is said. If we accept the mean-
ing of a lexical item such as human rights to be everything said about it (the par-
aphrastic content of all occurrences of this item), we’ll find that the Firthian con-
cept of meaning (1957: 196) as an “abstraction on the syntagmatic level”, which 
has been the core of corpus-oriented collocation studies, does not really allow us 
to make sense of what has been said. Statistics is no more than a heuristic tool; it 
makes us aware of what may be relevant. The methodology of corpus linguistics 
must include paraphrase analysis. The aim is to extract, organise and present the 
relevant textual evidence. It is then up to the discourse participants themselves 
to interpret these findings and come up with new paraphrases. 

1 Some comments on the study of meaning 
As a linguist, I am interested in meaning more than in anything else. There are 
many other fields, for instance the study of the language system with its universal 
laws and arbitrary rules, the study of pragmatics, aimed at explaining how we 
understand each other beyond the confines of the language system, and the 
study of language variation and of language change. Corpus linguistics proper, if 
there is such a thing, is less concerned with theoretical linguistics, the play-
ground of cognitive linguists and of those speculating about the biological foun-
dation of language, among others. Still if we look at our corpus journals we notice 
corpus linguistics covers most of the other areas mentioned above, even if it re-
places strict formal rules by the statistics of the (im)probability of identifiable sur-
face elements co-occurring. However, looking at recent volumes of corpus jour-
nals, it seems to me the study of meaning plays a lesser role.  

I very much regret that the contribution corpus linguistics has made to the 
study of meaning is not yet as exciting as it could be. For it is meaning that makes 
language special, compared to non-symbolic human interaction (collective sing-
ing, hunting, fighting). Arbitrary signs, the essence of all language, allow us to 
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share and exchange information, knowledge, ideas, and that enable us to co-op-
erate in collectively planned activity. I find it therefore disheartening that there 
are introductions to corpus linguistics which do not feature meaning at all, for 
instance Graeme Kennedy’s An Introduction to Corpus Linguistics (1998). Meaning 
is also what distinguishes language from similar edifices such as mathematics or 
music. We talk not so much to construct a novel grammatical sentence, in the 
way new equations are solved, and also not to entertain others through the me-
lodious prosody of our voice, but to make sense of ourselves and the world 
around us. It is the inherent dialogic nature of language that not only allows us 
to share and exchange symbolic content, but also stimulates new ideas by ex-
changing and sharing symbolic content with people around us. 

Corpus linguistics is proud of its strict scientific methodology. But should we 
really look at language studies as a science on par with the natural sciences? Is 
any given language, any discourse, not also a cultural achievement in need of 
interpretation? Many linguists see themselves as scientists. For cognitive lin-
guists, there is little doubt that their remit is part of the cognitive sciences, the 
more recent biolinguistic enterprise views itself as an extension of evolutionary 
biology, neurolinguistics carries out experiments in labs using highly complex 
apparatuses, and empiricist corpus linguistics has developed a plethora of tools 
that applied to the same corpus invariably bring about the same results. But their 
findings do not tell us what a text, or a text segment, maybe just a word, means. 
It is true that year by year the summarisers developed by computational linguists 
come up with more useful results, and translation systems have improved vastly 
over past decades. All these disciplines, as well as including, until very recently, 
corpus linguistics as well, keep their distance from the study of discourse. They 
are not keen to interpret a haiku or tell us what Vladimir Putin really wanted to 
say when he gave his 2014 Sochi speech. However, things are gradually moving. 
Increasingly, linguists of many backgrounds and even more so social science 
scholars analysing discourse have turned to corpus linguistics, encouraged by 
books like Paul Baker’s (2006) Using Corpora in Discourse Analysis. By comparing 
a single text or a collection of texts to a much larger reference corpus, corpus tools 
indeed can help find patterns and striking correspondences (in the form of inter-
textual links) normally overlooked by human readers, aiding the interpretation 
of the text segment, the text or the text collection in question. But while the ap-
propriate tools deliver results, they do not provide an interpretation. When it 
comes to meaning, the results they deliver are useful inasmuch as they help a 
participant in such a discourse or a researcher make sense of the expressions they 
encounter.  
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2 Some other ways to look at meaning 
What is meaning? This question is far from new. Our lexicographical traditions 
let us think, first of all, of the meaning of words. Unsurprisingly, many different 
things are said about word meanings, as a brief Google query shows: 

(1) It has also been suggested that the meaning of a word is simply the en-
tity in the World which that word refers to.1 

(2) The meaning of a word [e.g. rose] is a link to an entry in the person’s 
mental encyclopedia, which captures the concept of a rose.2 

(3) This theory [of lexical semantics (D.A. Cruse)] understands that the mean-
ing of a word is fully reflected by its context. Here, the meaning of a word 
is constituted by its contextual relations.3 

(4) The hypothesis I propose is that the following is an acceptably Humean 
view: ... The meaning of a word is the custom, connected with the word, 
that enables us to pass from one idea correlated with the word to other 
ideas that resemble it. Understanding the meaning of a word would con-
sist in the acquirement or possession of such a custom, not in merely pos-
sessing or forming an idea, in connection with the word.4 

Since ancient times there have been two main traditions, one in which the mean-
ing of a lexical item is its reference to the discourse-external, real-world kind of 
thing it stands for, and the one in which the meanings of expressions refer to 
mental concepts into which our perceptions of the world are automatically trans-
lated. But does it make sense to situate a thing like human rights in the real world, 
outside of discourse? That words refer to mental concepts, understood as ideas, 
is a more popular conception. One strand of this tradition, from Aristotle to the 
Jerry Fodor of The Language of Thought (Fodor 1975), argues that these concepts 
are innate, immutable and universal. Stephen Pinker allows, in the second quo-
tation, for the acquisition of new concepts into the encyclopaedia people have in 
their heads. The third quotation refers to Alan Cruse’s theory of word meaning 
and would be fully endorsed by corpus linguists. ‘Context’ is, of course, a fuzzy 

|| 
1 Retrieved from https://sites.google.com/a/sheffield.ac.uk/all-about-linguistics/branches/ 
semantics/what-is-semantics (last accessed October 2018) 
2 Retrieved from http://www.worldcat.org/wcpa/servlet/DCARead?standardNo=0465072690 
&standardNoType=1&excerpt=true (last accessed October 2018) 
3 Retrieved from http://en.wikipedia.org/wiki/Semantics (last accessed October 2018) 
4 Retrieved from https://www.jstor.org/stable/2107059 (last accessed October 2018) 
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word itself, and sometimes, particularly in pragmatics, seems to mean not just 
the text around it (John Sinclair’s ‘cotext’, is often in corpus studies limited to the 
narrow window of -4/+4 words around the node) but also the wider situation into 
which an utterance is embedded (even going beyond what is actually said). I 
sometimes wonder why my own view, namely that the meaning of a lexical item 
is what people have assigned to it, by agreeing (and also by disagreeing) about 
what it should mean, is shared less by other linguists than by philosophers such 
as David Hume (see last quote above), Friedrich Nietzsche and Jacques Derrida.  

3 Meaning and interpretation 
The overriding problem in much of the discussion of ‘meaning’ is that meaning 
often is not properly distinguished from interpretation. When talking about the 
meaning of a word it is best to exclude mentalist and cognitive approaches, be-
cause we cannot look into people’s heads. Meaning is found in discourse, in the 
form of textual evidence. The meaning of an expression is what has been said 
about this expression (or about the parts of which it consists). People define and 
use expressions in different ways, and when expressions are controversial, there 
often is no common denominator for what is said about them (cf. Chapter 16 in 
Teubert 2010). It is the sum of the negotiations concerning this expression, con-
sisting of the paraphrases that people come up with in their endeavour to make 
(their own) sense of them, i.e. to interpret the textual evidence available to them 
of a given expression. Thus, from a diachronic perspective, we find layer upon 
layer of interpretation of a given expression, as each use of it embeds it in a con-
text providing paraphrastic content. Some paraphrases may be more frequent 
than others, some may occur more commonly in a certain network of texts than 
in other networks, and some older ones may become rarer and some new ones 
may become more frequent. Taken together, they constitute the meaning of the 
expression. There is no right or wrong paraphrase. The successful ones leave 
traces in subsequent utterances, while the others disappear. The meaning of a 
lexical item or of an expression exists solely in what has been said about it, and 
not in people’s heads. 

Thus, the meaning of a lexical item or a larger expression or text segment is 
what has been said about it, is the textual evidence we have for it. To make sense 
of it, this evidence has to be interpreted, to be paraphrased. And each new para-
phrase adds something to the meaning. Interpretations are more than summaries 
of the textual evidence. An interpretation is a creative act. Its outcome is not de-
termined. We don’t know why people say what they say. But as they want to be 
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successful, they will normally say it in such a way that at least some in their au-
dience will accept it. They want other people to refer to it, to repeat it, or to com-
ment on it, or even to reject it. They want to make an impact on discourse. Thus 
they will want to balance the novelty of their paraphrase with the continuity of 
what has been said previously.  

Taken together, the paraphrases we find for a given lexical item or expression 
are testimony of the ways in which people negotiate their meaning. Stanley Fish 
calls these situations in which people exchange and share their interpretations 
‘interpretive communities’ (cf. Fish 1980). There is no need for those taking part 
to agree on a single interpretation. It is no more than an exchange of opinions. 
Even after long discussions, it is common for people not to agree.  

Thus there are two perspectives. One focuses on discourse, taking into ac-
count its diachronic dimension, regarding every new contribution featuring a 
given lexical item in its paraphrastic context as a reaction to previous such con-
tributions. It studies the intertextual links by which these contributions are con-
nected. It does not deal with the speaking subjects and with what makes them 
say what they say. The other perspective focuses on ourselves, on the interpreting 
subjects (on the ‘readers’ in the sense Roland Barthes uses this term). When we, 
in order to make sense of a given lexical item, acquaint ourselves with (some of) 
the apposite paraphrastic evidence extracted from discourse, we interpret this 
evidence, convinced we, as intentional subjects, understand what we find there 
and can draw our conclusions, in the wider context of all the symbolic content of 
which we are aware. We enter our own interpretation into discourse, thus provid-
ing yet another paraphrase for this lexical item, in the hope it will make an impact 
on the way it is used in subsequent contributions. For others, for those who are 
taking stock of our interpretations, what we have said will become part of the 
meaning of this lexical item. Thus we can view, along with Jacques Derrida in 
Limited Inc (Derrida 1977), the iteration of occurrences of a given lexical item as 
the sequence of its interpretations. 

We also have to put aside the claim that the meaning of a lexical item is part 
of or determined by a language system, whether it would be, in the Chomskyan 
version, universal and innate or, in the Saussurean version, language-specific, in 
any case a system on which whatever is said would have no effect. It is people 
who collectively engage in meaning-making, and every new paraphrase of a lex-
ical item, every new interpretation, arbitrary as they will be, makes an impact on 
its meaning, as long as subsequent contributions refer to it.  

Corpus linguistics is irreplaceable in detecting lexical items, sorting them in 
terms of their collocates and other patterns of usual usage, thus disambiguating 
different senses, and perhaps, in future developments, discovering intertextual 
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links between citations. Its scientific methodology delivers results, informing us, 
among many other things, of raw and relative frequencies of lexical items and of 
recurrent paraphrases including their variations. What it does not do is to venture 
an interpretation of its findings. Interpretation is what only people can do. This 
is why we cannot expect to develop a scientific methodology, translatable into 
software tools, that would make sense of a lexical item or a text segment. It is this 
gap between statistical evidence and human interpretation that even Patrick 
Hanks, acclaimed corpus linguist and lexicographer, finds impossible to bridge 
(Hanks 2013; Teubert 2016). 

4 The quest for meaning: The enigma of 
collocation 

In this part, I will take a closer look at the ‘scientific methodology’ of corpus lin-
guistics, which is often seen as the key attraction of the corpus-driven approach, 
putting it seemingly on par with the natural sciences. It is a view shared, for in-
stance, by Tony McEnery and Andrew Hardie: “the combination of falsifiability 
and replication can make us increasingly confident in the validity of corpus lin-
guistics as an empirical, scientific enterprise” (2012: 16). To which extent does the 
automatic, and thus unbiased, application of analytical tools on a corpus help us 
in our quest for meaning? The example I will discuss is the lexical item human 
right, or, occurring more frequently, its plural form, human rights. Because it is 
such a controversial notion we will find an abundance of paraphrases, and this 
makes it a suitable example for my purpose. The key concepts of corpus linguis-
tics are the notion of collocation and patterns, the role of intuition vs. statistics, 
the concept of probability, to which I believe should be added paraphrastic con-
tent (as distinguished from the insufficiently defined concept of ‘use’) and finally 
intertextuality and the diachronic dimension of discourse. I would like to begin 
by showing that, because there is no common denominator for the meaning of 
human rights, a straightforward algorithmic generalisation of meaning cannot 
work. My focus here is the universality of human rights, seen by many as an es-
sential property of this concept and thus part of its core meaning. The following 
citations are extracted from the web, using Google. The queries in this paper were 
carried out between November and December 2014, and the query phrase is in 
bold; the numbers in brackets give the frequency of the phrase.  
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(5) Human rights are universal (290) because they are based on humanity 
as the sole shared aspect in a world of different nations, cultures, religions 
and traditions. 

(6) Human rights are not universal (154) because different people in differ-
ent countries have different sets of rules and regulations. 

(7) Human rights are held by all persons equally, universally, and forever. 
Human rights are inalienable (297): you cannot lose these rights any 
more than you can cease being a human being. 

(8) Human rights are not inalienable (23) or universal, but must reflect the 
cultural and other backgrounds of states and individuals. 

Judging from the immense social studies literature on human rights, the adjective 
phrases universal / not universal and inalienable / not inalienable are, it seems, 
relevant (if not very frequent) collocates. As we will see, they are important con-
stituents of the meaning of human rights, in spite (or perhaps because) of them 
being contradictory and thus constantly under negotiation. But how relevant are 
they from the Firthian perspective of meaning by collocation? Even though the 
role of collocation for the notion of meaning was already recognised by Harold 
Palmer before the Second World War (Palmer 1933), it was J. R. Firth with whom 
it is now commonly associated. This is his ubiquitously quoted definition: 

Meaning by collocation is an abstraction at the syntagmatic level and is not directly con-
cerned with the conceptual or idea approach to the meaning of words. One of the meanings 
of night is its collocability with dark, and of dark, of course, collocation with night. (Firth 
1957: 196)  

It is quite evident that for Firth collocation has nothing to do with what I call the 
paraphrastic content we find associated with a lexical item. Collocation in his 
sense is not about the paraphrases people have entered into discourse (i.e. have 
offered to an audience) and not about the “conceptual or idea approach to the 
meaning of words” (1957: 196). One might not be entirely wrong to translate “ab-
straction at the syntagmatic level” into ‘a formalised representation of a syntactic 
structure’, thus moving his definition closer to what is now generally called col-
ligation. As he sees it, meaning is not something like the gloss we find in a dic-
tionary entry, describing what a given word is about. Perhaps we would be right 
to assume that for him the consolidated meaning of a node such as night is a for-
mula gained from calculating the probabilities of finding collocates in syntag-
matically defined positions in the narrow context of the node, while each collo-
cate, in this case dark, (and similarly each combination of collocates) in 
conjunction with the node, provides one of the (rather large number of) meaning 
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formulae of the node, equivalent to the number of diverse contexts in which the 
node is embedded.  

In short, the term collocation denotes the idea that important aspects of the meaning of a 
word (or another linguistic unit) are not contained within the word itself, considered in iso-
lation, but rather subsist in the characteristic associations that the word participates in, 
alongside other words and or structures with which it frequently co-occurs […]. (McEnery & 
Hardie 2012: 122–123) 

Tony McEnery and Andrew Hardie paraphrase Firth by saying that collocation is 
the notion that the meaning of a lexical item is largely defined by the “character-
istic associations” the node has with other words around it, in relationship with 
the (syntagmatic?) structures obtaining between node and collocate, only to add 
that nowadays “we find a great multitude of definitions” (2012: 123). They point 
out that in many of them intuition (and thus the “conceptual or idea approach” 
rejected by Firth) is foregrounded. McEnery and Hardie, however, side with Firth 
and therefore “will not consider any word co-occurrence identified by researcher 
intuition” (2012: 123). What remains are co-occurrence patterns based on raw fre-
quency or on statistical significance, in the way of (sometimes discontinuous) n-
grams or lexical bundles. The authors draw attention to the “problems inherent 
in determining collocations” and the “issue of collocation statistics”. In summing 
up the current state, they see the “emergence of at least two distinct schools of 
thought in neo-Firthian linguistics”, collocation either considered, in line with 
Michael Hoey, as “a mind-internal phenomenon”, or, in line with Teubert, as “a 
tool for exploring discourse” (McEnery & Hardie 2012: 122–133). In my view, the 
authors’ dismissal of the role of intuition (“the conceptual or idea approach”) is 
somewhat premature, even if essential for claiming scientificity.  

What McEnery and Hardie call intuition is, as I hope to show below, an im-
portant part of approaching meaning. Linguists (like researchers in all other sci-
ences) are constantly required to rely on their experience, on what they have 
learnt so far. Lexicographers, too, even those in corpus linguistics, rely on it, as 
no one has come up with a recipe to automatically generate formulae expressing 
the meaning of words to the satisfaction of a normal language user. For to assem-
ble, order and present the textual evidence for someone who wants to know what 
a lexical item means it is necessary to make any amount of arbitrary decisions, as 
we can see if we compare the entries of different dictionaries. Any lexicographer’s 
interpretation cannot be but biased. But computers cannot do it. There is no com-
puter program that would tell a language user the meaning of human rights, not 
even in form of an “abstraction at the syntagmatic level”, much less as a verbal 
formulation representing “the conceptual or idea” meaning. As long as people 
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are free to use words however they like, there is no mathematical trick that could 
possibly find a common denominator for how they have paraphrased the mean-
ing of the lexical item in question. 

Outside of computational linguistics, there is no one who has taken Firth fur-
ther than Bill Louw. He, too, makes short shrift of intuition because, he says, it 
introduces bias where science and automated processes should rule. He is con-
vinced that there is some universal logic, some immutable system underlying lan-
guage, and once we achieve to model it, it will uncover what he calls the subtext, 
the true meaning hidden behind the superficial ideas and concepts of which a 
text seems to speak.  

The use of ‘prompts’ from philosophy that are capable of verifying meaning through collo-
cation within natural language provide us with highly innovative methods of investigation. 
This technique involves the provision of increasingly strenuous Popperian tests (1) that are 
born of alterations to normal investigative procedure; (2) an entry point that is entirely 
shielded from bias because it operates with and through human intuitive opacity to the 
logic of natural language, (3) thus yielding insights into meaning that cannot be obtained 
through intuitive methods that have always dominated the discipline. (Louw 2014: 7)  

Louw’s valuable contributions to linguistics, his conceptualisation of semantic 
prosody and his work on irony, for instance, show, I believe, very much the crea-
tivity of a romantic genius driven by his intuitions, leading him here and there. 
Yet I seriously doubt that handing over the messy issue of coming to terms with 
lexical meaning to automated processes really delivers results which we do not 
have to submit to our scrutiny and interpretation. Anyway, as I see it, the point 
of uncovering a subtext in order to understand the idea expressed in a text, for 
instance in a poem, is part of an interpretive act, driven very much by intuition. 

Firth has never spelled out of what kind of an abstraction exactly the “ab-
straction at the syntagmatic level” is (1957: 196). Do we have to think of estab-
lished categories such as the parts of speech, semantic attributes (animate, hu-
man, ideational etc.), syntactic roles (noun phrase, prepositional object etc.), or 
will these syntagmatic features only reveal themselves by our investigation of the 
collocational nature of language? This is, according to McEnery and Hardie 
(2012), what distinguishes the Birmingham school, with John Sinclair, the doyen 
of corpus linguistics, from the Lancaster one, with Geoffrey Leech as its origina-
tor. This division is also categorised by the opposition between the corpus-driven 
and the corpus-based approach or, as the authors prefer to label it, between cor-
pus-linguistics-as-theory and corpus-linguistics-as-method. 

It was Elena Tognini-Bonelli who introduced the corpus-driven approach to 
a wider public. The two relevant sentences read: 
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The corpus-driven approach builds up the theory step by step in the presence of the evi-
dence, the observation of certain patterns leads to a hypothesis, which in turns leads to the 
generalisation in terms of rules of usage and finally finds unification in a theoretical state-
ment. (Tognini-Bonelli 2001: 17) 
The theory has no independent existence from the evidence and the general methodological 
path is clear: observation leads to hypothesis leads to generalisation leads to unification in 
theoretical statement. (Tognini-Bonelli 2001: 85) 

The attraction of the corpus-driven programme is its claim to a theory borne out 
of an empiricist methodology without any preconditions, in other words, pure 
science. The starting point is a tabula rasa. All categories and all relationships 
obtaining between them will result from nothing but observation, from the appli-
cation of tools operating automatically, without human interference or bias. An-
alysing real language data will deliver patterns of co-occurrence between the el-
ements of which language consists. Traditional categories may have been useful 
for describing Latin; but are they also appropriate for more isolating languages 
such as English or Chinese? It is an approach that makes us reconsider received 
categories like the parts of speech; it will give us a perspective of language as it 
‘really’ is. Of course, Tognini-Bonelli was as aware as Sinclair that this corpus-
driven programme can be no more than a utopian goal. We have to read it as a 
call for more awareness that by annotating a corpus, for instance by tagging cer-
tain words as adjectives, a subsequent analysis of such tagged adjectives won’t 
tell us anything new about the category ‘adjective’. The corpus-driven approach 
sees itself as basic research, promising to deliver new insights about language, 
while the corpus-based approach is more useful for developing language tech-
nology, based on what we already know about language, in the context of com-
putational linguistics or language engineering.  

Ten years ago, I, too, praised the corpus-driven approach in my paper ‘My 
version of corpus linguistics’. However, in applying it to my programme, I slightly 
altered its direction: 

While corpus linguistics may make use of the categories of traditional linguistics, it does 
not take them for granted. It is the discourse itself, and not a language-external taxonomy 
of linguistic entities, which will have to provide the categories and classifications that are 
needed to answer a given research question. This is the corpus-driven approach. (Teubert 
2005: 4) 
This is what makes paraphrases so essential: they tell us what has been said and can be 
said about a discourse object. For a corpus-driven theory of meaning, they are crucial. They 
may contradict each other, they may describe something in such irreconcilable features that 
it is hard to see it as the same thing, but taken together in all their chaotic diversity they are 
the very material meaning consists of. (Teubert 2005: 12)  
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The categories defining the system of mechanics can be discovered from the out-
side. The categories defining a given language, on the other hand, have been in-
vented, by the people using this language. By talking about language they con-
struct it, along the lines they see fit. Mothers train infants to speak properly. A 
language does not have adjectives before people start talking about them. In the 
case of oral communities, these people are in our days normally anthropological 
linguists. Their descriptions will impact the kind of normalisation required for 
literate languages. 

Human language is not a natural kind. It is a cultural artefact. There is no 
language system unless language users make it. Homo sapiens had been around 
for over a million years before people began talking to each other. Homo loquens 
came late, perhaps only one or two hundred thousand years ago. We have to view 
language as a cultural achievement, a creation similar to the one of the first cave 
paintings, which also appeared in the middle paleolithic era, somewhere be-
tween 200,000 and 40,000 years ago. Scepticism is called for when claims are 
made about language universals which seem to point to some innate language 
faculty. Nicholas Evans and Stephen Levinson sum up their critical stance:  

Talk of linguistic universals has given cognitive scientists the impression that languages 
are all built to a common pattern. In fact, there are vanishingly few universals of language 
in the direct sense that all languages exhibit them. Instead, diversity can be found at almost 
every level of linguistic organization. (Evans & Levinson 2009: 429) 

Meaning does not reside in the neurons and synaptic connections of our brain. 
There is no universal language of thought. The meaning of a lexical item is what 
people have said about it. This is what linguists have to study. There is no dis-
course-external taxonomy to which we can take refuge. All the categories apply-
ing to language are discourse constructs; and it is these categories that have 
moulded what we call our language. The discourse of linguists is part of this ubiq-
uitous discourse, just as the western notion of science and objectivity is insepa-
rable from the western culture that has developed it. Linguistic categories are nei-
ther immanent nor immutable; people, including linguists, will continue to 
renegotiate them as they have done over thousands of years.  

Collocation is such a category. Today practically all linguists agree that the 
co-occurrence patterns they reveal shed light on meaning. But while some see the 
measurement of collocation as a discovery procedure alerting us to paraphrastic 
content we might otherwise have overlooked, it is, for others, a deeper, more ab-
stract and therefore unbiased notion of meaning. Yet for gauging the significance 
of collocates we have to choose among a wide spectrum of statistical operations 
which, automatic as they are, deliver a diversity of results none of which can 
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claim objectivity. Of the dozen or so statistical procedures available for colloca-
tion analysis, the linguist normally chooses the one which they think will give 
them the results most in line with their research question. Using Mutual Infor-
mation (MI, left) and t-score (right), I obtain these results for the occurrences of 
human rights in the Bank of English: 

Tab. 1: Collocates of human rights in the Bank of English. 

MI t-score 

Zoeg (3) Human (18496) 
Minkahyup (3) European (1441) 
Abdennour (4) Abuse (1194) 
Haldi (3) International (982) 
Jumale (3) Commission (824) 
Rafto (3) Of (5872) 
Tapol (5) Violations (722) 
Komnas (4) Court (778) 
Yayasan (9) Groups (740) 
Demba (3) Record (685) 

 
It would be easy to dismiss the MI results. These strange words, names, actually, 
are found rarely in our media discourse, which accounts for a large part of the 
Bank of English. MI typically measures the degree in which a co-occurrence of 
two items defies statistical probability and thus has a bias for rare items, while t-
score foregrounds co-occurrence patterns based on the high frequency of the col-
locate. The MI results would be meaningful for a researcher interested in lesser 
known human rights campaigners. T-score, on the other hand, works well to pro-
vide evidence for what we already believe to be the case, for what corresponds to 
our expectations, while also pointing out some co-occurrences we were not aware 
of. (Interestingly, neither universal nor inalienable come up among the ten most 
significant collocates, indicating that they belong to more academic discussions 
of human rights.) Human rights commissions and similar groups on the interna-
tional level and the European Court of Human Rights look at countries’ human 
rights records and find instances of abuse and violations. We are not surprised; 
abuse and violations abound when human rights are discussed. But in the case 
of abuse, my expectations have fooled me. For I was thinking of citations like this 
(search phrase: human rights + abuse): 
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(9) Telegraph, 16 Nov 2014 China is guilty of “large scale and systematic” hu-
man rights abuses, the Deputy PM has said on the first morning of a 
three-day visit to London by Premier Li Keqiang.  

Actually, citations like this are relatively rare. This is why corpus linguistics is 
essential in any quest for meaning. Its tools provide findings which work as a 
check for our prejudices, our preconceived ideas. Typically, abuse co-occurs with 
woman, girl, daughter or child, in nine out of the first ten hits (Google) for ‘he 
abused’. But in the large majority of abuse as a collocate of human rights, it is, at 
least in British media discourse, human rights legislation which is abused, 
namely by criminals and terrorists (Google): 

(10) Scottish Daily Record-13 Nov 2013 ... the Human Rights Act as it stands is 
not fit for purpose and too open to abuse. 

(11) Yorkshire Post-18 Nov 2013 This is all on top of the Human Rights Act 
which incorporated the [European Convention of Human Rights] ... We, in 
this country, do not need lectures on real human rights and if the killers, 
terrorists and people trying to abuse our country and its tradition of fair-
ness do not like it – as far as I am concerned, that is just tough. 

(12) Daily Mail-7 Nov 2013 The abuse of the human rights legislation has now 
reached such offensive proportions that I think we have to consider re-
pealing it in this Parliament, [Sir Gerard Howarth] said.  

(13) Telegraph.co.uk-22 Nov 2013 ... the Human Rights Act and the European 
Convention on Human Rights and their apparent abuse by criminals and 
terrorists. 

McEnery and Hardie distinguish two ways to study collocation. One is what they 
call ‘collocation-via concordance’; described as “the linguist’s intuitive scanning 
of the concordance lines that yields up notable examples and patterns, not an 
algorithm or a recoverable procedure” (2012: 126). Whoever remembers John Sin-
clair’s lectures knows that he often did just that: he took his audience through a 
large number of concordance lines online delivered from the Bank of English, 
showing the patterns in which words like budge were found quite regularly. What 
McEnery and Hardie call intuition is reminiscent of his corpus-based approach. 
They regret that collocation-via-concordance, i.e. “the linguist’s intuitions and 
hand-and-eye methods”, take “for most neo-Firthians” precedence over “the util-
ity of statistics” (2012: 127). ‘Collocation-via-significance’, on the other hand, is 
when “statistical tests should have the key role in determining collocation” (2012: 
127). It also has problems, the authors inform us, in that there are a variety of 
statistics programs each measuring significance differently.  
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However the underlying issue is a different one. The problem is that the dis-
cussions of collocation often do not distinguish between meaning and interpre-
tation. The meaning of a lexical item is the entirety of what has been said about 
it, or about the discursively constructed object for which this lexical item stands. 
To make sense of this entirety (or the sample available to us) we have to reduce 
the complexity of this textual evidence. We have to replace discourse in general 
(everything said anytime anywhere) by a special discourse we have defined, in 
line with our research question, in such a narrow way, that we can decide for each 
text whether it is part of this discourse or not. For instance, we could define the 
discourse for our investigation as all the texts in British national mainstream me-
dia dealing with human rights over the last ten years. We have to limit the context 
around each occurrence of human right(s) we take into account, perhaps not to 
the -4/+4 window most corpus tools use but to the sentences around the sentence 
in which the item occurs. This is what gives us the meaning in form of paraphras-
tic content. But we have to be aware that what comes up as paraphrastic content 
is determined by arbitrary decisions, such as the corpus we compile, the width of 
context we take into account, and, last but not least, what is counted as para-
phrastic content and what is not. The researcher’s decisions impact on the sub-
sequent interpretation of the evidence. Therefore the result cannot be free from 
bias. Neither a participant in this human rights discourse nor the researcher ob-
serving them can claim their interpretation to be final, conclusive or ‘true’.  

The idea of a scientific, corpus-driven approach is also in conflict with the 
necessity of defining a research question guiding us through an enquiry. We must 
begin with an idea of what we are looking for, preliminary as it may be. This re-
search question will have to be expressed in categories predating the enquiry, 
and thus our approach can never be strictly bottom-up. Any research question 
will, of necessity, introduce bias into our quest for meaning. From all the statisti-
cal tools, the researcher will choose the one promising to deliver, better than the 
others, the kind of collocates they are interested in. They all are programmed to 
distinguish between what is ‘significant’ and what is not. It is, however, worth 
looking at the notion of ‘statistical significance’. Google points us to this defini-
tion which is just about simple enough for me to make sense of it: 

All results obtained by statistical methods suffer from the disadvantage that they might 
have been caused by pure statistical accident. The level of statistical significance is deter-
mined by the probability that this has not, in fact, happened. P is an estimate of the proba-
bility that the result has occurred by statistical accident. Therefore a large value of P repre-
sents a small level of statistical significance and vice versa. (Numberwatch n.d.) 
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For me, a keyword here is ‘probability’. Statistical significance is modelled to re-
flect the probability of something happening. What corpus linguists are after are 
not random co-occurrence patterns, but those defying probability. That is what 
‘significance’ means. Yet how real is probability? Is it more than a figment of our 
collective imagination? Would there be probabilities if no one talked about them? 
In Maria Carla Galavotti’s paper ‘Subjectivism, objectivism and objectivity in 
Bruno de Finetti’s Bayesianism’ we read: 

For de Finetti, probability is always subjective and expresses the degree of belief of the eval-
uating subject. His perspective does not accommodate a notion of “objective chance” …. To 
de Finetti’s eyes, objectivism, namely the idea that probability depends entirely on some 
aspects of reality, is a distortion, and the same holds for the idea that there exists an abso-
lute notion of objectivity, to be grounded on objective facts (Galavotti 2001: 165). 

Bruno de Finetti is generally regarded as the foremost Italian mathematician of 
the 20th century, and he is credited with the development of the subjectivist 
school of probability. His views are widely accepted today. His stance accounts 
for the existence of a wide range of statistical tools from which corpus linguists 
can choose in order to obtain the evidence they are looking for, reflecting their 
naturally biased expectations (‘previsions’, as de Finetti calls them). Perhaps this 
is why we read in Collocation: Applications and Implications by Geoff Barnbrook, 
Oliver Mason and Ramesh Krishnamurthy this remarkable statement: 

It is difficult to integrate the operation of collocation fully into linguistic theory… The lack 
of a fixed relationship between a word and its collocate, other than a mere co-occurrence 
within a text, means that collocation is overall of limited value to linguistic theory. (2013: 
172) 

Perhaps, then, we have to accept that the phenomenon of collocation, the back-
bone of corpus linguistics, is, applied to the quest for the “concept or idea” aspect 
of meaning, most useful as a discovery procedure, and not as its replacement.  

5 Meaning by collocation: the syntagmatic level 
What can we learn from studying the syntagmatic level of collocation? How, for 
instance, can we distinguish human rights from fundamental rights and from civil 
rights? Here is a small random sample, taken from the British National Corpus 
(BNC): 

 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



152 | Wolfgang Teubert 

  

(14) the civil rights movement 
(15) the pre-eminent champion of civil rights 
(16) the Derry-born writer and civil rights activist 
(17) the Paisleyites blocking the civil rights marchers sayable 
(18) a wholesale violation of civil rights 
(19) the civil rights rally 
(20) ‘Civil Rights March’ 
(21) the blue civil rights banner 
(22) fundamental rights of citizenship 
(23) parents' fundamental rights 
(24) violations of fundamental rights 
(25) fight for the fundamental rights of man 
(26) the fundamental rights enshrined in the Constitution of the Republic of 

Namibia 
(27) the non-violent exercise of their fundamental rights 
(28) constitutional instruments establishing fundamental rights 
(29) a recent meeting in London on human rights in Sri Lanka 
(30) UN Commission on Human Rights 
(31) a French human rights group 
(32) one of the basic fundamental human rights 
(33) the prominent Slovak lawyer and human rights activist 
(34) the European Convention on Human Rights 
(35) Britain Sikh Human Rights Movement 
(36) a violation of human rights 
(37) the European Convention on Human Rights 

Noun phrases like these, with the lexical items they contain, seem to correspond 
to Firth’s phrase of ‘collocation at the syntagmatic level’. Reading these lines, we 
learn very little about the ‘concepts’ or ‘ideas’ for which the items in question 
stand. Uninterpreted, they do not help us distinguish fundamental rights from 
civil rights or from human rights. Firthian ‘meaning by collocation’ here is perhaps 
a cipher for what is sayable, and it is sayable because it has indeed been said. But 
this evidence does not automatically render the kind of explanations of the mean-
ings of lexical items users expect to find in the dictionaries they consult. They are 
looking for an interpretation of the evidence. Collocation at the syntagmatic level 
is important because it can help lexicographers include, in their glosses, key col-
locates and recurrent syntagms and point out what might have been overlooked. 
But to this day it is the lexicographers who, informed by the findings generated 
by collocation software, will provide the interpretation (the glosses), taking into 
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account also the wider contexts of syntagmatically defined phrases. Such an in-
terpretation is the result of having made decisions each of which could also have 
gone the other way.  

The output generated by collocation software is useful in another way, too. 
Teachers can advise learners of English to use phrases like these if they want to 
emulate native speakers. There are, however, some drawbacks in reducing mean-
ing to such syntagms. We learn there are fundamental human rights, even basic 
fundamental human rights, while there is no evidence in the BNC for fundamental 
rights abuses or of a fundamental rights movement. We find the complete set vio-
lation of civil/fundamental/human rights and also instances of civil rights activist 
and of human rights activist, but none of fundamental rights activist. Google, how-
ever, also lists fundamental rights activist. It is rather obvious that corpus evi-
dence of “collocation at the syntagmatic level” is a fairly random selection even 
in large corpora. Most of what has been said orally has never been recorded out-
side of (hardly reliable) human memories. And we have to bear in mind that what 
is sayable is always much more than what has been said. Otherwise languages 
would not change. On the other hand, looking at the wider contexts of these cita-
tions, the 1993 British discourse recorded in the BNC displays trends which are 
perhaps less interesting to language learners but certainly noteworthy to social 
studies researchers. The phrase civil rights in the BNC refers markedly often to the 
Northern Ireland troubles, while fundamental rights seems to be linked to legal or 
constitutional issues, often in the context of third world countries. Human rights, 
finally, has a more European or British ring to it. Such observations go beyond 
both the traditional notion of lexical meaning and that of the Firthian abstrac-
tions at the syntagmatic level; yet they may be welcome, I believe, by people look-
ing up lexical items of this kind.  

6 Moving on: from collocation to paraphrastic 
content 

Tools delivering collocation profiles for lexical items or other expressions work 
automatically and therefore are relatively free from human bias, even if it is a 
human researcher who has compiled the corpus and purposefully chosen the tool 
in question so that it comes close to their expectations. Collocation profiles also 
point us to relevant words we did not think of. However, as said above, they do 
not easily translate into a gloss, an interpretation, or a paraphrase of the node 
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item. It takes an interpretive effort, something only people participating in a dis-
course or linguists as discourse observers, but not machines, can do. It also re-
quires a focus determined by the research question. For a lexicographer, it may 
be the compilation of a dictionary entry answering the questions dictionary users 
would most probably have when looking up this item. This could include also 
some encyclopaedic meaning, i.e. what has been said about the discourse object 
for which this lexical item stands. In the case of human rights, it would take ac-
count of those arguments we find pro and con the universality and inalienability 
of human rights. The United Nations Population Fund provides this seemingly 
comprehensive pro argument (here, and in the following, I have underlined what 
I take to be key expressions; the search phrase is in bold): 

(38) Human rights are universal and inalienable; indivisible; interdependent 
and interrelated. They are universal because everyone is born with and 
possesses the same rights, regardless of where they live, their gender or 
race, or their religious, cultural or ethnic background. Inalienable because 
people’s rights can never be taken away. Indivisible and interdependent 
because all rights – political, civil, social, cultural and economic – are 
equal in importance and none can be fully enjoyed without the others. 
They apply to all equally, and all have the right to participate in decisions 
that affect their lives. They are upheld by the rule of law and strengthened 
through legitimate claims for duty-bearers to be accountable to interna-
tional standards.5 

Have they forgotten something? Here are some other arguments we find, many of 
them of a somewhat tautological nature, e.g.: 

(39) Human rights are universal because they apply to everyone in the world 
irrespective of caste, creed or colour.6 

(40) Human rights are universal because they are inherent in human beings 
everywhere. They are part of our humanness.7 

|| 
5 Retrieved from http://www.unfpa.org/resources/human-rights-principles (last accessed Oc-
tober 2018) 
6 Retrieved from https://books.google.co.uk/books?id=jvKOM2MHm-kC&lpg=PP1&dq=isbn% 
3A8180696790&pg=PA46#v=onepage&q&f=false (last accessed October 2018) 
7 Retrieved from https://www.bushcenter.org/publications/articles/2014/11/the-bush-insti 
tute-talks-with-former-chair-of-un-commission-of-inquiry-on-human-rights-in-north-korea. 
html (last accessed October 2018) 
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(41) Human rights are universal because they apply to everyone in the 
world. All human rights belong to all people.8 

Other arguments invoke aspects like dignity or equality: 

(42) Human rights are universal because they are based on every human be-
ing's dignity9 

(43) human rights are universal because they arise out of the common 
equality of all persons10 

Google also provides evidence for the opposite stance, namely that human rights 
are not universal. There are 19 occurrences of the phrase human rights are not 
universal because. Again we find numerous mainly academic text segments fea-
turing rather sophisticated arguments, for instance in this PhD dissertation, 
which regrets that the Universal Declaration of Human Rights is not grounded in 
natural law but the result of arbitrary decisions of human beings: 

(44) The Universal Declaration of Human Rights, written in the wake of World 
War II, was meant to provide a moral standard for judging the state’s treat-
ment of the individual. Yet to this day some contend that the principles ex-
pressed therein are not universal, but culturally relative. The dominant 
arguments for universality, however, are themselves relativistic because 
they are not grounded in the idea of a natural order that supplies objective 
standards of value.11 

That human rights are a western concept based on the contingent notion of indi-
vidualism and other cultural idiosyncrasies, is a common argument: 

(45) Currently there have been various debates both from scholars and govern-
ment that human rights are not universal but that cultural diversity in-
fluences what obtains as human rights in non-western states. They argue 

|| 
8 Retrieved from https://web.archive.org/web/20180112163316/http://www.peopleswatch.org/ 
dm-documents/Resource_Material_Training_on_Human_Rights_to_Professional_College_Stu 
dents.pdf (last accessed October 2018) 
9 Retrieved from www.ipu.org/pdf/publications/hr_guide_en.pdf (last accessed October 2018) 
10 Retrieved from www.geocities.ws/eric.engle/GenerationHistory.htm (last accessed October 
2018) 
11 Janet Holl Madigan (2004): Being Human, Being Good: The Source and Summit of Human 
Rights; retrieved from http://drum.lib.umd.edu/bitstream/1903/1753/1/umi-umd-1729.pdf (last 
accessed October 2018) 
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that human rights put the individual above the community which goes 
against the communitarian values.12 

(46) Indeed, the secular, individualistic and rationalist components of human 
rights, attributable to Western cultural influences …, are not universal in 
the great diversity of cultures, and as such these qualities have the poten-
tial to isolate and disengage cultures that are not individualistic, secular 
or rationalist.13 

(47) human rights are conditioned on capitalism, and if so, they are not uni-
versal.14 

The copula sentence is the primordial form of paraphrase. It takes the linguistic 
form of the lexical item for granted, being a statement on the referent for which 
the lexical item stands, i.e. the discourse object. This referent is, as I have argued 
in Teubert (2010), not an object, state, property, process or relationship of the 
world outside discourse but the object as it has been constructed through negoti-
ations in discourse. We only can talk about human rights because they are (al-
ready) objects of our discourse. People without language, or people speaking a 
language which has no lexical item for this concept or idea would not normally 
discuss it. The copula sentence does not distinguish between lexical knowledge 
and encyclopaedic knowledge. As I see it, the meaning of the lexical item and the 
knowledge we have of the discourse object for which it stands are co-referential. 
The notion of human rights is what the lexical item human rights means. 

Paraphrastic knowledge is contained in many other sentence forms. They 
modify, exemplify, compare or argue something said about a discourse object. 
Some of these forms are fairly common, and can be retrieved by automated que-
ries. A comprehensive overview of paraphrase patterns is found in Cheung 
(2009). However, these patterns only point to possible candidates for paraphras-
tic content. For it is up to the discourse participant, or to the researcher, to decide 
what counts as such. Paraphrase is not an algorithmic concept. It is always arbi-
trary. It is possible, for instance, to talk about the issue of universality without 
ever using the word universal. Here are a few examples, found in newspaper ar-
chives (search phrase in bold): 

|| 
12 “IND AND HUMAN RIGHTS EXAM.doc”, retrieved from www.personal.ceu.hu/ (last accessed 
October 2018) 
13 Retrieved from http://www.e-ir.info/2014/04/25/western-human-rights-in-a-diverse-world-
cultural-suppression-or-relativism/ (last accessed October 2018) 
14 Retrieved from https://www.carnegiecouncil.org/publications/archive/dialogue/1_03/arti 
cles/514 (last accessed October 2018) 
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(48) Anyone who is removed from society because of the seriousness of the 
crime automatically forfeits the rights of that society. But now, human 
rights law turns this upside down by imposing a duty on the state to give 
people their rights. (Melanie Philips in the Daily Mail 2005) 

(49) Yes we will scrap the Human Rights Act, which has made it incredibly dif-
ficult for the government to deport people who they know to be a threat. 
(David Cameron 2010) 

(50) The promotion and protection of human rights is at the heart of the UK’s 
foreign policy objectives. I consistently raise human rights violations 
wherever and whenever they occur. (William Hague in parliament 2012)  

(51) The simple truth is that those countries that need Human Rights legisla-
tion will never accept it while countries such as the UK don't need it. 
(Daily Mail reader comment 2013) 

The first two examples deny universality on the level of the individual. The state 
should not be legally obliged to grant human rights to heinous criminals or im-
migrants with dangerous thoughts, for such people automatically forfeit them. 
The third example, on the other hand, declares their universality, everywhere 
and at all times. The fourth example makes a subtle implicit distinction between 
human rights as universal law and as legal framework, needed only in regions 
where the universal law is under assault. Interestingly, a similar controversy was 
fought out in the House of Commons in respect to the Charter of Fundamental 
Rights attached to the Treaty of Maastricht (cf. Teubert 2008). According to the 
Hansard of 5 February 2008, the Conservative MP John Redwood said Britain 
should reject this charter and remain free to decide on her own legal frame for 
these rights: 

(52) We believe that those rights are best expressed in British law, in the Eng-
lish language and in a way that is answerable to the British people.  

The Liberal MP Michael Connarty, however, wants to have the Charter as legally 
binding, not just in Britain but also in those less fortunate European countries 
without such a human rights tradition: 

(53) The charter will be binding, and I find that attractive for reasons that I will 
outline. Article 4 of chapter I is entitled, “Prohibition of torture and inhu-
man or degrading treatment or punishment”. Such a prohibition may not 
exist in some countries that might be considering joining the European 
Union. 
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Obviously, the question of universality is only one aspect of human rights. It 
would be equally interesting to compare the different lists of human (or funda-
mental) rights, with a view on the arguments for controversial cases. One im-
portant aspect is that of power. When the rights of men were first discussed, in 
the 18th century, it was people deprived of their rights demanding them from the 
state or the monarch. Today it is governments decrying other governments’ hu-
man rights violations while denying them to their own people, or it is politicians 
and the media denying them to those without a voice, immigrants and others con-
sidered not to fit in.  

While software can be developed to detect typical sentence patterns used for 
paraphrases, such tools can only throw up candidates which have to be con-
firmed or rejected by close reading. Close reading is also essential for the kind of 
paraphrastic content we find outside of common paraphrase patterns. For many 
corpus linguists, particularly those favouring the corpus-driven approach, select-
ing what we find through reading, rather than having the computer detect what 
we are looking for, is anathema. However, in the light of the other factors of sub-
jective interference, such as the compilation of the data and the arbitrary choice 
between a wide range of statistical tools, we should acknowledge that a strictly 
scientific methodology cannot be the ultima ratio when it comes to meaning. Sub-
jective bias is always counterbalanced by the peer community endorsing or re-
jecting arbitrary decisions made in the preparation of the textual evidence.  

7 Conclusion: Making meaning transparent 
The only place to find meaning is discourse. We cannot find it in people’s heads, 
because we cannot look into them. As I have argued in Teubert (2013), all we 
know, including our first person experiences, is based on what people have told 
us. It is not a neat formula of an algorithmic nature but what people tell us that 
satisfies our desire to learn about an object of discourse. The “conceptual or idea” 
aspect of meaning is constructed by and contained in what people say. In para-
phrases, they make clear what it is they talk about. Only rarely they discuss the 
linguistic form of a lexical item. What they are concerned with are the things peo-
ple talk about in discourse. If and how the reality of the external world is reflected 
in discourse we cannot know. Whether there is really a sixth sense does not mat-
ter; what matters is what people have to say about it. All relevant human 
knowledge is knowledge shared in discourse. What we keep to ourselves has no 
impact. Therefore we must give up the idea that lexical knowledge should be sep-
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arated from encyclopaedic knowledge. The meaning of a lexical item is co-exten-
sive with the (discourse-internal) knowledge of the discourse object for which it 
stands.  

Corpus linguistics has developed a strong methodology for compiling the tex-
tual evidence for the meaning of a given lexical item, for giving it a systematic 
order and for presenting it to those interested in making sense of it. It uses auto-
matic tools to arrive at an “abstraction at the syntagmatic level”. Its contribution 
to dictionary making has been acknowledged. From the beginning, tools were 
developed to analyse collocation and pattterns. This has revolutionised our un-
derstanding of how language works. But it also meant that linguists and lexicog-
raphers continued to exercise their arbitrary authority over the “conceptual or 
idea” aspect of the meaning of lexical items, thus disenfranchising discourse par-
ticipants. For it was up to them, to provide dictionary glosses describing the con-
ceptual meaning of lexical items. Therefore we should re-interpret the corpus-
driven approach as an admonishment to take note of how language users para-
phrase words, expressions and other text segments. Software to identify candi-
dates for paraphrastic content is not out of reach. The same is true for software to 
discover potential intertextual links showing what each new occurrence adds to 
the meaning of a lexical item, and where people concur and where they disagree. 
Once these tasks are accomplished, the work of the linguist is done. For the inter-
pretation of the assembled evidence is not a prerogative of experts, but the dem-
ocratic right of all discourse participants. Their interpretations will be biased, and 
thus give room to never-ending discussions in the interpretive community, often 
leading to new insights. Instead of being told the ‘true’ meaning of human rights 
by the unassailable authority of the dictionary, it will be the people who construct 
human rights as they see fit. 

Such a scenario is far from utopian. All that needs to be developed is an in-
terface between a vast corpus constantly updating itself, like the web, and the 
discourse participants. They should be able to decide how much and what kind 
of evidence they would like to peruse. Some may only want to look at one-sen-
tence definitions of human rights, while other may have very specific questions. 
Interacting with the user, the interface would assemble the evidence, organise it 
and present it. Rather than attempting to anticipate the user’s presumed inter-
ests, such an interface would guide them individually to the evidence they are 
looking for. This is how I see the future of corpus linguistics.  
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Gregory Garretson 
Family collocation 
Exploring relations between lexical families 

Abstract: This chapter introduces the concept of ‘family collocation’, to address 
a problem with traditional methods of studying collocation: namely, that focus-
ing on the co-occurrence in text of individual forms ignores connections between 
related forms that are likely to exist in the mental lexicon. For example, the 
phrases satisfactory conclusion, satisfactory conclusions, unsatisfactory conclu-
sion, and satisfying conclusion are seen as completely unrelated according to 
some approaches to collocation, despite the likelihood of speakers seeing con-
nections between them. While some corpus studies have grouped forms by 
lemma, this method goes one step further and groups related words into ‘fami-
lies’. To demonstrate family collocation, a study is presented of the co-occurrence 
of 100 high-frequency word families in the British National Corpus. The results 
suggest that such co-occurrence is very frequent, creating complex sets of rela-
tions that should be taken into consideration. Three case studies demonstrate 
various implications of family collocation for corpus studies. 

1 Textual vs. psychological relations 
This chapter is concerned with associations between words, both in texts and in 
the mind. It has two aims: the first is to present some evidence bearing on the 
long-running discussion about whether collocation is best seen as a textual or as 
a psychological phenomenon (see e.g. Partington 1998). The second aim is to in-
troduce and illustrate via an exploratory study the concept of ‘family collocation’, 
which offers a new way of thinking about lexical relations, in particular about 
how co-occurrence relations observed in text relate to putative relations in the 
mental linguistic system. 

The following are all excerpts from the British National Corpus (Aston & Bur-
nard 1998, henceforth BNC; three-letter codes denote corpus files): 

 

|| 
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(1) bring the whole matter to a satisfactory conclusion as quickly as (AR3) 
(2) It was an unsatisfactory conclusion to an otherwise profitable visit (GVP) 
(3) bringing any of the characters to a satisfying conclusion (CBC) 
(4) The main and very unsatisfying conclusion that I have reached (H7K) 
(5) we can then basically come to a conclusion which satisfied (KN3) 
(6) his feeling of intense satisfaction at this conclusion (HH1) 
(7) I reach that conclusion with no satisfaction (FCH) 
(8) anxious for the negotiations […] to be concluded satisfactorily (HH1) 

Speakers of English would presumably agree that the word satisfactory and the 
word conclusion tend to co-occur. Similar combinations such as unsatisfactory 
conclusion and satisfying conclusion are unlikely to seem intuitively very differ-
ent. Even more distinct pairs such as conclusion + satisfied and concluded + sat-
isfactorily seem not unrelated to the original pair of satisfactory and conclusion. 
In total, (1)–(8) present no fewer than nine different lemmas representing four 
different parts of speech1 – and yet, it is difficult to deny that they have something 
in common. 

This commonality, however, is all but invisible according to most approaches 
to collocation. This is because collocation is typically seen as the significant co-
occurrence of word forms in text (where “text” can be spoken or written lan-
guage). Word forms that are paradigmatically or otherwise related are treated 
separately, such that similarities in their patterning are only detected if the re-
searcher explicitly looks for them. This view of collocation is in large part the leg-
acy of Sinclair, whose influence on corpus linguistics was fundamental. Sinclair 
defined collocation as a textual relation, stating that “[c]ollocation in its purest 
sense […] recognizes only the lexical co-occurrences of words” (Sinclair 1991: 
170), and (quite rightly) stressed the importance of allowing the individual profile 
of each word form to emerge in collocational analysis. 

A slightly different approach is to consider the co-occurrence of lemmas ra-
ther than of word forms. One linguist who has worked in both ways is Hoey (2005: 
5): 

Collocational analysis can be done on lemmas or words. Renouf (1987), Sinclair (1991), 
Stubbs (1996), and Tognini-Bonelli (2001) have all argued against conflating items sharing 
a common lemma (e.g., political, politics; break, broke; onion, onions) on the grounds that 
each word has its own special collocational behaviour. In Hoey (1991b) and Hoey (1991a) I 

|| 
1 These lemmas are as follows: satisfy_VERB, satisfaction_NOUN, satisfactory_ADJ, unsatisfac-
tory_ADJ, satisfactorily_ADV, satisfying_ADJ, unsatisfying_ADJ, conclude_VERB, and conclu-
sion_NOUN. See Section 3 below for the working definition of ‘lemma’. 
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found it useful to work with lemmas, but for present purposes I concur with these linguists 
that conflation often disguises collocational patterns. 

The choice between working with lemmas and working with word forms may 
seem fairly trivial. Yet these two approaches are indicative of different views of 
collocation as a phenomenon. Because what we typically work with are texts, we 
normally speak of collocation as a textual relation. However, the real object of 
interest for many linguists is not the texts themselves, but rather the linguistic 
system responsible for their production. As this system exists in the human mind, 
we might equally say that collocation is a psychological relation. In fact, Hoey 
(2005: 5) explicitly defines collocation as such: 

[O]ur definition of collocation is that it is a psychological association between words (rather 
than lemmas) up to four words apart and is evidenced by their occurrence together in cor-
pora more often than is explicable in terms of random distribution. This definition is in-
tended to pick up on the fact that collocation is a psycholinguistic phenomenon, the evi-
dence for which can be found statistically in computer corpora.  

Although this definition is both theoretically and practically justifiable, it is note-
worthy that Hoey, while interested in the psychological associations between 
words, rejects the notion of association between lemmas; from this perspective, 
collocations such as commits + crime and committing + crime must necessarily be 
considered separately. 

If what we are truly interested in is lexical associations in the mind, it is im-
portant to develop corpus methods that allow us to model these associations. 
Many attempts have been made in recent years to reconcile the results of corpus 
linguistic studies of collocation and psycholinguistic studies of word association 
(e.g. Schmitt, Grandage, & Adolphs 2004; Gries, Hampe, & Schönefeld 2005;  
Ellis & Simpson-Vlach 2009; Dąbrowska 2014). While in some cases these ap-
proaches – corpus-based on one hand and elicitation-based on the other – yield 
similar results, in many cases they do not (see e.g. Mollin 2009). One possibility, 
suggested by Nordquist (2004), is that this is because the two methods reflect dif-
ferent types of associations, with elicitation triggering the open-choice principle 
rather than the idiom principle (Sinclair 1991). Another possibility is that the 
methods used in corpus linguistics are overly simplistic – while great attention 
has been paid to the question of which statistical measure to use in collocational 
studies (e.g. Oakes 1998), somewhat less attention has been paid to the question 
of what the actual nature of collocation is (though for discussion see e.g. Gries 
2008; Garretson 2010). 
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The modest proposal put forward here is that, without abandoning our inves-
tigations of the collocational patterns of individual forms, we broaden our ap-
proach. In this way, studies of co-occurrence relations can be expanded to in-
clude co-occurrence not only between lemmas, but also between groups of 
related lemmas such as the ones illustrated in (1)–(8) above, on the grounds that 
these forms may be similarly associated in the mental linguistic system. This ap-
proach is referred to as ‘family collocation’. 

2 Co-occurrence across word classes 
The idea of grouping inflectionally and derivationally related words, like those in 
(1)–(8) above, is hardly new. In fact, this was the original view of Firth – who gave 
us the concept of collocation – and his followers. In 1957, Firth illustrated collo-
cation as follows: “[i]t can be safely stated that part of the ‘meaning’ of cows can 
be indicated by such collocations as They are milking the cows, Cows give milk” 
(in Palmer 1968: 180). Note that in the two examples given, milk is in one case a 
verb and in the other a noun. Similarly, in 1966, Halliday (1966: 150) elaborated 
on this idea in a discussion of lexical relations that has been cited often over the 
years: 

The sentence he put forward a strong argument for it is acceptable in English; strong is a 
member of that set of items which can be juxtaposed with argument, a set which also in-
cludes powerful. Strong does not always stand in this same relation to powerful: he drives a 
strong car is, at least relatively, unacceptable, as is this tea’s too powerful. 

What fewer have remarked upon is that in the same discussion, Halliday (1966: 
151) argues that these relations cut across part-of-speech categories: 

Strong, strongly, strength, and strengthened can all be regarded for this present purpose as 
the same item; and a strong argument, he argued strongly, the strength of his argument and 
his argument was strengthened all as instances of one and the same syntagmatic relation.  

We may say, therefore, that for Firth and Halliday, the idea that collocation might 
cut across grammatical categories was relatively unproblematic. Since then, this 
perspective has gradually lost ground among those working with collocation, 
though there has been relatively little discussion of the theoretical arguments for 
this shift in perspective.  

Of course, some more recent research, such as Nesselhauf (2005: 17), does 
take the approach of allowing collocation to apply to lemmas, but stops short of 
allowing it to cross part-of-speech categories: 
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Combinations such as strong argument and strong arguments are therefore generally as-
sumed to be instantiations of the same collocation, but the strength of the argument is as-
sumed to be an instantiation of a different one. 

At the same time, there are linguists who have focused explicitly on such cate-
gory-crossing relations. For example, Kövecses (1986: 133) refers in his work on 
conceptual metaphors to “the collocability of concepts”, stating that “[i]t is clear 
that it is possible to formulate a rule for the collocations of these items which 
would be on a more general level than the words that form a part of the colloca-
tions”. While Kövecses’s approach is not typical of the methodologies of corpus 
linguistics, considering such views might enrich our understanding of the rela-
tions hidden behind the surface patterns in corpus data. 

Within the corpus-linguistic tradition, there are also linguists who have 
noted this phenomenon but dedicated little attention to it. For example, Stubbs 
(2002: 30) makes the following observation: 

These syntagmatic co-occurrence relations often cross-cut the way in which dictionaries 
have traditionally represented head-words. Sometimes different forms of a lemma behave 
differently […], but sometimes forms which are usually regarded as separate lemmas behave 
similarly. One such case is the collocational relation between the lemmas ARGUE and 
HEAT. One finds 
 
 argue heatedly; heated argument; in the heat of the argument 
 
These phrases cross-cut the traditional parts of speech […]. In this case, the collocation is 
between semantic units, irrespective of grammatical category; but there is still a restriction 
on word-form, since the form heat has to occur: heated argument, but not *hot argument.  

While Stubbs’s (2002) point is well made, his postulated restriction on the rela-
tion appears not to hold. The BNC provides examples such as the following: 

(9) Other reports suggest, plausibly, that the hottest argument now is about 
money. (ABG) 

(10) Much of the history of music consists of often hotly argued opinions about 
what music actually consists of. (J1A) 

This suggests that, if the relation represented in these examples is indeed the 
same as that discussed by Stubbs (2002), such relations can in fact obtain across 
different lemmas and different roots. But how commonly do such crossings oc-
cur? Are they important enough that linguists should pay attention to them? The 
goal of this chapter is to argue that such category-crossing relations are in fact of 
great importance, and that – especially if we wish our methods of collocational 
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analysis to have a bearing on linguistic associations in the mind – it would be 
wise to devote more attention to these relations. 

3 Family collocation 
Let us hypothesise that if there is a mental association between word pairs such 
as strong and argument, there is likely also to be a mental association between 
related word pairs such as strength and argument or strong and argumentation. 
The task is then to look for textual evidence of such relations. Below, a method-
ology for finding sets of relations between families of words will be presented, 
followed by some highly suggestive results. 

First, however, it is necessary to define some important terms. It is difficult 
to describe the super-categorical syntagmatic relations discussed here, since re-
lations of inflection, derivation, and even synonymy may be involved. The term 
adopted here is ‘lexical family’, or simply ‘family’. For present purposes, we may 
define a family as a set of lemmas (subsuming their various inflected forms) that 
are putatively psychologically related in meaning. These lemmas are likely to be 
related derivationally, though exactly how close two forms must be in terms of 
etymology and phonetic form to be included in the same family is a question that 
will require further study. It is possible that semantic relatedness may play as 
important a role as etymological relatedness in forming mental associations (see 
e.g. the UCREL Semantic Analysis System described in Rayson et al. 2004). How-
ever, for the purposes of the present exploratory study, we will restrict families to 
sets of (transparently) etymologically related words. Two examples, showing sur-
face forms, are given in (11) and (12): 

(11) know, knows, knew, known, knowing, knowingly, knowledge, knowledgea-
ble, unknown, unknowing, unknowingly, unknowable, etc. 

(12) live, lives, lived, living, life, lifeless, lifelike, lively, liveliness, alive, enliven, 
etc. 

In fact, it is convenient to shorten the lists by including only the lemmas and al-
lowing software to look for all inflected forms. This will be done in the families 
presented below. 

While the ‘lexical families’ used here are similar to the ‘word families’ de-
scribed in Bauer and Nation (1993) and used in subsequent work including 
Coxhead’s (2000) Academic Word List, there are some differences to note. First, 
the families created for the present study involve a slightly different set of affixes 
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(see below) than Bauer and Nation’s (1993) complete set of level 1–6 affixes (and 
include some affixes not contained in Bauer and Nation’s (1993) set, such as 
over-). Second, as described below, lower-frequency lemmas, regardless of form, 
were excluded from the families in this study for practical purposes. In general, 
while Bauer and Nation’s (1993) procedure for creating word families serves as a 
useful model, its primary aim is to inform studies of vocabulary development, 
and not to model associations in the mental lexicon of adult native speakers. For 
this reason, it can be expected that as evidence for family collocation accumu-
lates, the definition of lexical family used in collocational studies will gradually 
diverge from Bauer and Nation’s. 

It is also prudent to define the term ‘lemma’. While this term has been used 
in various ways, here it is used to refer to the pairing of a base form and a part of 
speech, notated below like so: live_VERB. This is considered to subsume the 
forms live, lives, lived, and living, when these are verbal forms. By contrast, the 
noun lives (note the difference in pronunciation) is a form of the lemma 
life_NOUN, while the noun living is a form of the lemma living_NOUN.2  

This definition of lemma has two particular limitations that should be noted. 
First, we may not assume that a given lemma is restricted to only one sense. That 
is, a lemma may be polysemous: right_ADJ may mean either “not left” or “not 
wrong”. The second limitation of this definition is that its usefulness depends 
crucially on the accuracy of part-of-speech tagging software. The data presented 
here comes from the BNC, with tags already applied by version 4 of the CLAWS 
tagger (Garside & Smith 1997). While this tagger does feature a very high accuracy 
rate, it is not error-free, so some words will have been tagged with the wrong 
lemma. 

If a family is a group of related lemmas, then the analysis of family colloca-
tion is the analysis of all collocation between any two word forms representing two 
particular families. The results are grouped both by lemma and by family. For ex-
ample, given the two families illustrated in (11) and (12) above, we might find that 
in some corpus they collocate in the following ways:3 

 

|| 
2 Words with the code NOUN originally had the code SUBST (for “substantive”) in the CLAWS 
parser tags (Garside & Smith 1997); this has been changed here for reasons of transparency. 
3 Note that the lemmas in the pairs are not presented in the linear order found in the corpus, 
but are rather arranged such that the members of one family are always on the left and the mem-
bers of the other are on the right. 
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(13) know_VERB + life_NOUN 
know_VERB + live_VERB 
know_VERB + alive_ADJ 
know_VERB + living_ADJ 
know_VERB + living_NOUN 
know_VERB + live_ADJ 
knowledge_NOUN + life_NOUN 
knowledge_NOUN + live_VERB 
unknown_ADJ + life_NOUN 
known_ADJ + life_NOUN 
known_ADJ + live_VERB 
etc. 

In order to get a sense of the prevalence of family collocation, an investigation 
was carried out in which the BNC was searched for co-occurrences of the mem-
bers of 100 high-frequency families. The next section presents the methodology 
used, and the subsequent section presents the results obtained. 

4 Constructing and relating families 
The study reported here examines the co-occurrence relations among 100 lexical 
families in the BNC. As the study is exploratory in nature, the results are more 
qualitative than quantitative. This section presents the methodology used, which 
comprises two main steps: constructing the families and looking for co-occur-
rence relations between them. 

4.1 Constructing the families 
The XML version of the BNC (Burnard 2007) was chosen as the material for the 
study, for three reasons. First, it is a comparatively clean and well-described cor-
pus. Second, at 100 million words, it is certain to yield sufficient data. Third, 
thanks to the CLAWS tagger (Garside & Smith 1997), all of the words in the corpus 
are lemmatised; there is a headword (“hw”) attribute for each one, as shown in 
(14): 

(14) <w c5="PNP" hw="they" pos="PRON">They </w><w c5="VBB" hw="be" 
pos="VERB">are </w><w c5="VVN" hw="force" pos="VERB">forced </w>      
(EVA) 
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This means that instead of searching for individual inflected forms and then 
grouping them by lemma, it was possible to search by lemma. However, because 
the definition of lemma used in this study involves both a base form and a part of 
speech (see above), when constructing word lists, the words’ “hw” and “pos” at-
tributes were combined, yielding, for (14), they_PRON, be_VERB, and 
force_VERB. Note that this last lemma differs from the lemma force_NOUN; using 
the POS information provided by the tagger greatly reduced the problem of hom-
ographs, as discussed below. 

The first step in constructing the families was to create a word frequency list 
for the corpus – or in this case, a lemma frequency list. This included over 
300,000 lemmas occurring more than once. The top five hundred lemmas were 
examined, and a set of potentially interesting ones was selected (categories such 
as prepositions and conjunctions were excluded). A Perl program was written 
that took as input a list of the selected base forms (or more precisely, hand-crafted 
search terms based on these) and searched the lemma frequency list for poten-
tially related lemmas, based on spelling similarities, and allowing any of the der-
ivational prefixes shown in (15). The resulting sets of words were manually ed-
ited. 

(15) anti-, co-, com-, con-, contra-, de-, dis-, en-, ex-, mis-, im-, in-, inter-, over-, 
pre-, pro-, re-, sub-, super-, trans-, un-, under- 

The following restrictions were applied to the families: (a) only nouns, verbs, ad-
jectives and adverbs were included; (b) the members of a family had to be trans-
parently related both etymologically and in meaning; (c) only the derivational 
prefixes listed in (15) were allowed; and (d) no compounds were included. 

Naturally, the criterion of lemmas being transparently related was somewhat 
problematic and relied upon the researcher’s judgment. When in doubt, the pol-
icy was to be conservative and exclude candidates. Some words were excluded 
on the basis of the etymological relation being not fully clear – for example, the 
family including state_NOUN does not include stately_ADJ or statistic_NOUN. 
Others were excluded on the basis of the meaning relation not being fully clear – 
for example, the family including real_ADJ does not include realise_VERB, as the 
most common sense of this verb (“become aware of”) is not obviously related in 
meaning to real_ADJ.  

One obstacle to the creation of families is homography. For example, 
close_VERB and close_ADJ, though pronounced differently, are spelled identi-
cally. This is where the use of POS tags was extremely helpful. Although there are 
certain lemmas that are simply polysemous, such as close_VERB (which can 
mean either “shut” or “draw nearer”), it is possible to separate the two different 
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semantic fields to which close_VERB belongs to a large degree: compare 
close_ADJ, closely_ADV, closeness_NOUN on one hand with close_NOUN, 
closed_ADJ, closure_NOUN on the other. These lemmas were assigned to separate 
families (one of which was subsequently excluded from the study). 

The exclusion of compounds was seen as a necessary step for this exploratory 
study, though of course how to treat them is an important question for future 
work. For example, the words lightbulb and flashlight are both transparently re-
lated to light_NOUN, though each might belong to another family as well. 
Whether to allow compounds to belong to multiple families is a theoretical and 
practical question that merits discussion. 

Tab. 1: Names of the 100 families included in the study, sorted alphabetically. 

ABLE FAIR JUDGE NUMBER SAVE 
BELIEVE FEEL JUSTICE OFFICE SERVE 
CALL FINANCIAL KNOW OLD SHORT 
CARE FIND LAST PART SKILL 
CENTRE FOLLOW LEAD PAY SOCIAL 
CLEAR FUND LEGAL PERIOD SPEND 
CLOSE GOOD LIGHT PLACE START 
COMPARE GOVERN LIMIT PLAN STATEMENT 
CRIME GREAT LIVE PLEASE SUPPORT 
DEPARTMENT GROUP LOCAL POINT SURPRISE 
DIE HAND LONG POOR SYSTEM 
DIFFERENT HARD MANAGE PROBABLE THINK 
EASY HELP MARRY PROBLEM TIME 
ECONOMY HIGH MEAN PROJECT USE 
ELECTION HISTORY MIND PROPOSE WAIT 
EMPLOY HOLD NATION PROVIDE WALK 
END HOUSE NATURE REAL WANT 
EXAMPLE HUMAN NEED REASON WEEK 
EXPERIENCE IMPORTANT NEW RIGHT WORK 
FACE INFORM NORMAL RUN WRITE 

Once a large number of families had been created, 100 were selected for the 
study. Because the goal was to examine frequently occurring and internally di-
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verse families, a number of criteria were applied. Any family that met the follow-
ing criteria was included: (a) after all lemmas occurring in the corpus fewer than 
40 times were pruned from the family, it had to have at least four lemmas left; (b) 
at least one of these had to occur at least 4000 times in the corpus; and (c) the 
family had to include at least two lemmas (with different parts of speech) occur-
ring at least 400 times each. While these restrictions are admittedly arbitrary, 
they were found to result in an appropriate number of high-frequency families. 
Each of the 100 families chosen for the study was given a simple name (written in 
capitals); these are listed in Table 1. 

The families varied considerably in size and internal diversity. With all mem-
bers occurring fewer than 40 times in the BNC removed (see above), the families 
ranged in size from four (the floor imposed) to 27 members, with a median size of 
7. All in all, there were 858 lemmas across the 100 families, corresponding to 1520 
different surface forms in the corpus. 

4.2 Looking for relations between families 
Once the set of families to be used in the study had been determined, the next 
step was to look for co-occurrences. As an illustration of family co-occurrence, 
consider the two families in (16), for each of which only three members are 
shown: 

(16) SERVICE: service_NOUN, serve_VERB, service_VERB 
PROVIDE: provide_VERB, provision_NOUN, provider_NOUN 

Co-occurrence of these lemmas in SERVICE and PROVIDE could be realised by 
any (and possibly all) of the combinations shown in (17). In the interest of clarity, 
the members of a family are always presented on the same side (left or right): 

(17) service_NOUN + provide_VERB 
service_NOUN + provision_NOUN 
service_NOUN + provider_NOUN 
serve_VERB + provide_VERB 
serve_VERB + provision_NOUN 
serve_VERB + provider_NOUN 
service_VERB + provide_VERB 
service_VERB + provision_NOUN 
service_VERB + provider_NOUN 
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In the text itself, these are realised in various ways: 

(18) to provide a service (KCF) 
the services that are being provided (J3R)  
the provision of services (J9B)  
employers and service providers (AHX) 
the present level of service provision (JNB) 
as a provider of services (HXT) 
all serve to provide a sound backdrop (FT5) 
served to provide votes (CCR) 
provided ready to serve by the local supermarket (CDN) 
etc. 

Note that not all of these examples necessarily correspond to the same underlying 
semantic relation between SERVE and PROVIDE; this, however, is true of collo-
cation in general. 

A common practice when studying collocation (see e.g. Sinclair 2004), is to 
use a span of four words to the left and four words to the right of the node (the 
node being the word which serves as the starting point of the search). This is not 
the only possible approach, however; some researchers have used the far more 
stringent requirement that the two words be in a direct grammatical relationship 
(see e.g. the discussion in Garretson 2010). Whether this is necessary has been 
debated at least since Halliday’s aforementioned text from 1966 (151–152): 

As far as the collocational relation of strong and argue is concerned, it is not merely the 
particular relation into which these items enter that is irrelevant; it may also be irrelevant 
whether they enter into any grammatical relation with each other or not. […] Clearly there 
are limits of relevance to be set to a collocational span of this kind; but the question here is 
whether such limits can usefully be defined grammatically, and it is not easy to see how 
they can.  

Whether the links formed between word forms (or lemmas) in the mental lexicon 
are in fact sensitive to direct grammatical relations alone, or show more flexibil-
ity, is an important, though difficult, question to investigate. Until a satisfactory 
answer has been arrived at, it seems prudent to keep both possibilities open. In 
the present study, the practice followed was to use the traditional nine-word win-
dow, with the restriction that only words in the same sentence were considered. 
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(19)  

43470 SOCIAL   
4156 WORK   
  2004 social_ADJ + worker_NOUN 
  1594 social_ADJ + work_NOUN 
  165  social_ADJ + work_VERB 
  29 social_ADJ + works_NOUN 
  24 social_ADJ + working_NOUN 
  23 social_ADJ + working_ADJ 
  2 social_ADJ + overworked_ADJ 
  100 society_NOUN + work_NOUN 
  73 society_NOUN + work_VERB 
  28 society_NOUN + worker_NOUN 
  22 society_NOUN + working_ADJ 
  14 society_NOUN + works_NOUN 
  13 society_NOUN + working_NOUN 
  18 socially_ADV + work_NOUN 
  4 socially_ADV + work_VERB 
  3 socially_ADV + worker_NOUN 
  1 socially_ADV + working_ADJ 
  2 socialization_NOUN + work_NOUN 
  1 socialization_NOUN + worker_NOUN 
  2 societal_ADJ + work_VERB 
  1 societal_ADJ + work_NOUN 
  1 anti-social_ADJ + work_NOUN 
  1 sociable_ADJ + work_NOUN 
  7 socialise_VERB + work_NOUN 

  etc.  

In order to find evidence of the co-occurrence of families, another Perl program 
was written that searched the BNC for the co-occurrence of any two words on a 
given list. The input consisted of the 858 lemmas of the 100 families, grouped by 
family. For each lemma, the program searched the corpus for every word tagged 
as representing that lemma. Each time such a word was found, the eight closest 
words (or fewer, if the node was near a sentence boundary) were checked to de-
termine whether any of them were also on the list. If so, this was recorded. Once 
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this process was complete, the program output a list of co-occurrences like that 
shown (truncated slightly) in (19) for the families SOCIAL and WORK. 

There are several things to notice about this list. First, no statistical tests have 
been performed as yet; the list gives raw counts of co-occurrences. Second, the 
words shown are lemmas, not the actual surface forms that occurred in the cor-
pus. Third, the linear order in which the lemmas are shown on each line is not 
necessarily that found in the corpus. Fourth, the vertical ordering of the pairs is 
as follows: first comes the most frequent lemma from the ‘node’ family (so-
cial_ADJ), together with each of the forms from the ‘collocate’ family with which 
it co-occurs (worker_NOUN, work_NOUN, etc.), in descending order of frequency 
of co-occurrence. Then follows the second-most-frequent lemma from the node 
family, with the lemmas it co-occurs with, and so on.4 The next section presents 
the most interesting aspects of these results, as well as some case studies of fam-
ily collocation. 

5 Family collocation illustrated 
To give a sense of how prevalent the phenomenon of family collocation is, this 
section will present some general results before turning to three case studies 
which will be explored in greater detail. 

5.1 General results 
The 100 lexical families studied, comprising 858 lemmas corresponding to over 
1500 word forms, accounted for approximately 5,700,000 of the 98,400,000 
words in the corpus – that is, roughly 6% of the corpus. This relatively high pro-
portion is not surprising, as these families were selected to include a large num-
ber of frequent words. 

The program measured not only the number of co-occurrences of lemmas 
from different families, but also how many opportunities there were for such lem-
mas to co-occur. That is, for each and every token of some word on the list, it 
counted the nouns, verbs, adjectives and adverbs within four words to the left 
and right (stopping at sentence boundaries). This information, recorded for each 

|| 
4 The numbers at the top tell us that the family SOCIAL co-occurred with all 100 families 43,470 
times, and 4,156 of these instances (roughly one-tenth) were co-occurrences with the family 
WORK. 
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family, represents the total number of opportunities another family had to co-
occur with it. The total number of such ‘slots’ was approximately 23 million, 
roughly one quarter of the corpus. This means that on average, every node word 
found was surrounded by four content words with the potential for affecting fam-
ily collocation. 

Family collocation was found to cover a considerable portion of the corpus. 
Each of the 100 families co-occurred with every other family (plus itself), indicat-
ing that these words form a dense network. Of the 23 million ‘neighbour slots’, as 
many as 10% were filled by some representative of one of these 100 families. 

Even more interesting, and more important for current purposes, is the vari-
ety of ways in which families were found to co-occur. Example (20) shows the 
interaction of two relatively small families with only four members each: IM-
PORTANT and PROVIDE. 

(20)  

19921 IMPORTANT   
392 PROVIDE   
  255 important_ADJ + provide_VERB 
  53 important_ADJ + provision_NOUN 
  5 important_ADJ + provider_NOUN 
  2 important_ADJ + provisional_ADJ 
  41 importance_NOUN + provide_VERB 
  13 importance_NOUN + provision_NOUN 
  2 importance_NOUN + provider_NOUN 
  2 importance_NOUN + provisional_ADJ 
  16 importantly_ADV + provide_VERB 
  2 importantly_ADV + provision_NOUN 
  1 unimportant_ADJ + provide_VERB 

 
Since each of these families contains four members, there are sixteen possible 
combinations (4 × 4), eleven of which were found to occur in the corpus. Using 
such numbers, we can calculate a simple measure of the diversity of interaction 
of any two families that takes into account the fact that families differ in size. Let 
us define the ‘diversity score’ as the proportion of the possible lemma combina-
tions for two families that actually occurs in the corpus. For example, the diver-
sity score for IMPORTANT and PROVIDE is 11 ÷ (4 × 4) = 0.69, meaning that 69% 
of the possible combinations (the eleven shown above) were found. Because this 
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metric privileges pairs of families with fewer members, it will be reported together 
with the sizes of the families. 

Two points bear repeating here. The first is that no claim is made that all of 
the co-occurrences of these lemmas in the text represent the same semantic rela-
tion. The other is that these are raw co-occurrence numbers; none of these rela-
tions have as yet been submitted to a test of statistical significance. The idea is 
that while the combination of forms important + provide may yield a higher MI or 
log-likelihood score than importance + providing (this last form being subsumed 
under provide_VERB), the repeated occurrence of each of these pairs is likely to 
strengthen the mental association represented by the other. Thus, any statistical 
tests should be performed on the sum of all combinations encountered.5 

If we calculate a diversity score for all 10,000 possible combinations of the 
100 families, we find that these range from 1.00 at the top (meaning that all pos-
sible combinations occur) to 0.009 at the bottom. However, of the 10,000 combi-
nations, only one (LEAD + LEAD) is over 0.95, and only one (LEGAL + PLEASE) is 
under 0.01. Most pairs have a diversity score of between 0.10 and 0.30, meaning 
that 10%–30% of all possible combinations of lemmas occurred. Note that this 
says nothing about how often the families co-occur; it merely says something 
about how many different ways they co-occur. 

The average diversity score for the 10,000 combinations is 0.212. This means 
that overall, one-fifth of the possible combinations of lemmas occur. A typical 
case is shown in (21). The family ABLE contains 13 different lemmas, and the fam-
ily MARRY contains 8, yielding 104 possible combinations. Of these, 21 different 
combinations were in fact found in the corpus, giving this combination a diver-
sity score of 0.20.  

If the average diversity score is 0.212, we may ask how many pairs of lemmas 
that typically corresponds to. The average number of lemma-lemma co-occur-
rence pairs between any two of the 100 families is 13, though the results for the 
10,000 pairs range from as few as 1 to as many as 101 unique pairs of lemmas. 
Again, it is worth bearing in mind that the actual surface forms show a much 
greater diversity, as will be illustrated below. 

 
 

|| 
5 While this line of reasoning could be seen as arguing against pruning low-frequency lemmas 
from the families (see above), choosing a floor was judged to be a reasonable way of focusing on 
lemmas likely to make a difference. 
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(21)  

27594 ABLE   
72 MARRY   
  22 able_ADJ + marry_VERB 
  6 able_ADJ + married_ADJ 
  5 able_ADJ + marriage_NOUN 
  1 able_ADJ + unmarried_ADJ 
  4 ability_NOUN + marriage_NOUN 
  2 ability_NOUN + marry_VERB 
  4 enable_VERB + marry_VERB 
  3 enable_VERB + marriage_NOUN 
  2 enable_VERB + married_ADJ 
  1 enable_VERB + marital_ADJ 
  6 unable_ADJ + marriage_NOUN 

  3 unable_ADJ + marry_VERB 

  2 unable_ADJ + married_ADJ 

  1 unable_ADJ + remarry_VERB 

  1 disabled_ADJ + married_ADJ 

  1 disabled_ADJ + marry_VERB 

  3 disability_NOUN + marital_ADJ 

  2 disability_NOUN + married_ADJ 

  1 disability_NOUN + marriage_NOUN 

  1 inability_NOUN + married_ADJ 

  1 disablement_NOUN + marital_ADJ 

It seems clear, then, that given 100 high-frequency families in a fairly large cor-
pus, these families will interact in a wide diversity of ways. We may hypothesise 
that this frequent co-occurrence of closely related lexical items in language will 
have an effect on the mental associations formed. The next sections present a 
closer look at some examples and then consider the implications of lexical fami-
lies for studies of collocation. 
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5.2 Case study 1: LIVE and DIE 
It should come as no surprise that the antonyms life and death collocate in Eng-
lish text. Indeed, some scholars claim that co-occurrence in text is crucial for the 
development of antonymic relations (e.g. Justeson & Katz 1992). And in fact, the 
words life and death co-occur in the BNC over 500 times. What is perhaps more 
surprising is the vast complex of co-occurring words related to life and death. Ex-
ample (22) shows the 35 different ways in which the family LIVE co-occurs with 
the family DIE in the BNC. These 35 pairs of lemmas, representing a diversity 
score of 0.45 (LIVE having 13 members and DIE 6), co-occur in the corpus 1406 
times. 

(22)  

48893 LIVE   
1406 DIE   
  587 life_NOUN + death_NOUN 
  97 life_NOUN + die_VERB 
  44 life_NOUN + dead_ADJ 
  7 life_NOUN + dying_ADJ 
  6 life_NOUN + deadly_ADJ 
  1 life_NOUN + deathly_ADJ 
  185 live_VERB + die_VERB 
  54 live_VERB + dead_ADJ 
  42 live_VERB + death_NOUN 
  4 live_VERB + dying_ADJ 
  54 living_NOUN + dead_ADJ 
  7 living_NOUN + dying_ADJ 
  6 living_NOUN + death_NOUN 
  5 living_NOUN + die_VERB 
  148 alive_ADJ + dead_ADJ 
  19 alive_ADJ + die_VERB 
  8 alive_ADJ + death_NOUN 
  1 alive_ADJ + deadly_ADJ 
  1 alive_ADJ + dying_ADJ 
  33 living_ADJ + death_NOUN 
  30 living_ADJ + dead_ADJ 
  8 living_ADJ + die_VERB 
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  16 live_ADJ + dead_ADJ 
  16 live_ADJ + death_NOUN 
  11 live_ADJ + die_VERB 
  2 live_ADJ + deadly_ADJ 
  2 lively_ADJ + death_NOUN 
  1 lively_ADJ + dead_ADJ 
  2 lifeless_ADJ + dead_ADJ 
  2 lifeless_ADJ + death_NOUN 
  1 lifeless_ADJ + die_VERB 
  2 relive_VERB + death_NOUN 
  2 relive_VERB + dying_ADJ 
  1 relive_VERB + dead_ADJ 
  1 enliven_VERB + dead_ADJ 

 

Predictably, the most frequent combinations are life and death, live and die, and 
alive and dead. However, there are many others; we also find life and die, live and 
death, living and death, etc. But again, these are lemmas, which subsume several 
paradigmatically related forms such as plurals and past tense forms. In short, 
these two families co-occur in a rich variety of different patterns, as exemplified 
in (23)–(32). 

(23) Envy-management, in short, can be life or death for a society. (A69) 
(24) And she had chosen to die as she had lived. (FNT) 
(25) ‘Much rather be alive than dead.’ (B7J) 
(26) ‘You saved my life when I was dying on the hillside.’ (HGS) 
(27) Living with the dead is my life. (CA3) 
(28) Is it possible to put life into dead things? (H8G) 
(29) […] France, where he lived until his death in l655. (ABM) 
(30) Life without hope is a living death. (B21) 
(31) Here the living and the dead were in harmony. (ASE) 
(32) Finally assured that he had been truly alive, he died. (GVL) 

A list such as this makes possible an interesting mental exercise – namely, to ask 
oneself, reading the examples, whether they seem to embody one association or 
ten different ones. According to the typical approach to collocation, these exam-
ples represent ten out of the several dozen different (and a priori unrelated) asso-
ciations between the LIVE and DIE families, some of which will turn out to be 
statistically significant, and others not. The suggestion offered here is that there 
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is a level at which these myriad instances of lexical co-occurrence serve to rein-
force each other and build a more general semantic association between the fam-
ily LIVE and the family DIE. 

5.3 Case study 2: WORK and EMPLOY 
Two other families that are clearly related semantically are WORK and EMPLOY. 
But unlike ‘classic’ examples of collocation such as cause + problem and commit 
+ crime, there is no one pair of words from these two families that immediately 
leaps out as the most typical; each family features both frequent nouns and fre-
quent verbs. Accordingly, there are several highly frequent combinations, such 
as employ + worker, employee + work, and employer + worker. In fact, these two 
families co-occur in the BNC 1729 times in no fewer than 46 different ways (yield-
ing a diversity score of 0.39, WORK having 13 members and EMPLOY 9). Example 
(33) shows the 24 most common of these pairs. 

(33)  

74429 WORK   
1729 EMPLOY   
  98 work_NOUN + employee_NOUN 
  98 work_NOUN + employment_NOUN 
  76 work_NOUN + unemployed_ADJ 
  74 work_NOUN + employer_NOUN 
  64 work_NOUN + employ_VERB 
  29 work_NOUN + unemployment_NOUN 
  145 work_VERB + employee_NOUN 
  97 work_VERB + employer_NOUN 
  49 work_VERB + employ_VERB 
  40 work_VERB + employment_NOUN 
  32 work_VERB + unemployed_ADJ 
  14 work_VERB + unemployment_NOUN 
  218 worker_NOUN + employ_VERB 
  180 worker_NOUN + employer_NOUN 
  121 worker_NOUN + employment_NOUN 
  117 worker_NOUN + unemployed_ADJ 
  52 worker_NOUN + employee_NOUN 
  38 worker_NOUN + unemployment_NOUN 
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  18 worker_NOUN + employed_ADJ 
  11 works_NOUN + employ_VERB 
  14 working_ADJ + unemployed_ADJ 
  11 working_ADJ + employ_VERB 
  28 working_NOUN + employee_NOUN 
  21 working_NOUN + employment_NOUN 

These pairs of lemmas illustrate an important point about corpus data and the 
study of collocation. Some of these base forms, such as work, can belong to two 
different parts of speech – in this case either verb or noun. Any study of colloca-
tion that does not make use of part-of-speech tagging (or some other more sophis-
ticated markup) will necessarily conflate the associations of the verb work and 
those of the noun work, while in all likelihood keeping separate the associations 
of the verb forms work and works. This would seem to be in conflict with the stated 
goal of examining the associations of each form individually. If it is true that 
“each word has its own special collocational behaviour” (Hoey 2005: 5; see 
above), then surely the verb work and the noun work both have their own special 
collocational patterns, and lumping these together is less principled than it 
would be to lump together the verb forms work and works.6 This suggests that, 
even if one does not deal with lemmas per se, using part-of-speech information 
may have a crucial effect on the results of collocational studies. 

We may repeat with examples (34)–(43) the mental exercise mentioned ear-
lier: does there appear to be a level at which all of these forms participate in one 
global association, or are these clearly different associations? 

(34) The probability of any worker being employed (H9A) 
(35) problems that may arise between the disabled worker and his employer 

(FS6) 
(36) policy demands that an employee be free to work for whom he chooses 

(J7B) 
(37) experience that enables the worker to enter mainstream employment 

(B0N) 
(38) but this takes time and may be costly for the unemployed worker (BNW) 
(39) admitted taking heroin with one employee after work (K5M) 

|| 
6 Similarly, a study of the form works is likely to conflate the verb works and the noun works. 
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(40) those who are frustrated in their search for work and employment (GX0) 
(41) were more likely to work for an employer who (FAF) 
(42) leaving the potential work force not only unemployed but unemployable 

(J9L) 
(43) when he depends upon his employer for his future work (JNP) 

The ten examples above include eight different surface forms and three different 
parts of speech. A full illustration of all 46 lemma combinations for WORK and 
EMPLOY would feature over 25 distinct words, all tied to each other in a complex 
lexical network. 

5.4 Case study 3: NATION and LEAD 
The third and final case study concerns the families NATION and LEAD. While 
the family LEAD contains a modest five members, NATION contains no fewer 
than twenty-five different lemmas; these families co-occur 837 times in 48 differ-
ent combinations (yielding a diversity score of 0.38, similar to that for WORK and 
EMPLOY). The 18 most frequent of these are shown in (44). 

(44)  

33696 NATION   
837 LEAD   

  207 national_ADJ + leader_NOUN 
  134 national_ADJ + lead_VERB 
  59 national_ADJ + leadership_NOUN 

  30 national_ADJ + leading_ADJ 
  11 national_ADJ + lead_NOUN 

  58 international_ADJ + lead_VERB 
  38 international_ADJ + leading_ADJ 
  27 international_ADJ + leader_NOUN 

  12 international_ADJ + lead_NOUN 
  10 international_ADJ + leadership_NOUN 

  36 nation_NOUN + lead_VERB 
  35 nation_NOUN + leader_NOUN 
  31 nation_NOUN + leading_ADJ 

  14 nationalist_NOUN + leader_NOUN 
  12 nationalist_NOUN + lead_VERB 
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  33 nationalist_ADJ + leader_NOUN 
  10 nationalist_ADJ + lead_VERB 
  13 nationally_ADV + lead_VERB 

An interesting characteristic of this pair of families is the wide variety of combi-
nations it features – from national leader to leading international expert, to lead-
ing industrial nation, and even nationalist leader. The ten most frequent combina-
tions are illustrated in (45)–(54).  

(45) Mr Kinnock will make a good, or even an adequate, national leader (AHN) 
(46) a demand to arm and lead a national revolution against the French (FB7) 
(47) a call for his return to national leadership (CR9) 
(48) that Britain would lead the international commitment vigorously (K57) 
(49) regarded as a leading international expert on Roman mosaics. (AKS) 
(50) First class sport in County Durham is leading the nation (K52) 
(51) The leaders of our nation do however have a charge to stimulate (G0C) 
(52) The nationalist leader often had to invent a unifying culture (ANT) 
(53) made the USA the leading industrial nation in the world (EWG) 
(54) most of the institutions […] are national or leading research bodies (J0V) 

While there is an undeniable semantic consistency between lead the nation, lead-
ers of the nation, and national leaders, the overall diversity of the examples here 
points to a tension: the more liberal and inclusive we are in defining families, the 
more variety we can expect in the semantic relations between them. It may there-
fore be desirable, when studying family collocation, to place limits on families, 
either in terms of size or in terms of derivational complexity, or both. 

6 Implications of family collocation 
Having seen that lexical families participate in dense and varied networks of co-
occurrence, we may ask what implications this has for studies of collocation. This 
section will make a first attempt to answer this question, although a thorough 
investigation of family collocation is beyond the scope of this exploratory study. 
After briefly considering some of the theoretical implications of family colloca-
tion, we will look at the practical question of how family collocation can produce 
results different from those of traditional approaches to collocation. 
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Formulaic language, which can be seen as a superordinate category includ-
ing collocation, phraseology, and related phenomena, has recently been the sub-
ject of intensive investigation in various fields – see, for example, Granger and 
Meunier (2008), Wulff and Titone (2014), and especially the review of the litera-
ture in Wray (2012). The various approaches to formulaic language employ highly 
varied methodologies, ranging from corpus studies to reaction-time experiments 
to electroencephalography; and indeed, Wray (2012) raises the possibility that 
these different strands of research are in fact examining different phenomena. 
Yet a striking commonality among the majority of these studies, whether they be 
corpus-based or psycholinguistic, is a tendency to work with specific word forms. 
Corpus approaches, certainly, vary between methods which study highly fixed 
strings, such as lexical bundles (e.g. Biber et al. 1999; Biber, Conrad, & Cortes 
2004), and methods which employ constructs allowing for more variation, such 
as concgrams (e.g. Cheng, Greaves, & Warren 2006; Cheng et al. 2009). Neverthe-
less, while the analysis of ROLE/PLAY presented in Cheng et al. (2009), for exam-
ple, does indeed work with lemmas (plays/played/playing + role/roles), it ex-
cludes cases in which the syntactic categories are changed (e.g. role play). 
Furthermore, although it might seem an obvious question, Cheng et al. (2009) do 
not discuss whether play a role is synonymous with play a part, such that the two 
expressions should be studied together. In all fairness, however, consideration of 
such lexical alternation in corpus studies is rare. 

The point to be made is that our current methods are fairly restrictive in terms 
of what they look for, and thus in terms of what they can find. The proposal put 
forward here is that loosening these restrictions may allow us to find evidence of 
broader associations in language than we have been able to identify thus far. 
Family collocation represents one way of expanding the domain of study, by go-
ing beyond single word forms to include sets of related words. 

Now let us turn to the practical question of how the results of a study of family 
collocation might differ from those of typical collocational studies. To do this, we 
will consider the three case studies presented above from a statistical perspec-
tive. There are many statistical tests used for measuring collocation; for this com-
parison, log-likelihood (Dunning 1993) was selected because it is in widespread 
use, has been shown to perform well, and is less sensitive to variation in fre-
quency than mutual information, or MI (Oakes 1998: 174). That said, different 
tests will give different results, so more thorough testing will be necessary in fu-
ture studies. 

 Table 2 shows data for individual forms representing the families LIVE and 
DIE – specifically, the forms found in examples (23)–(32). In all cases, the pairs 
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now show surface forms; even though this will lead to some conflation of differ-
ent parts of speech (see the discussion above), this approach is standard enough 
that it is adopted here. For each pair of forms, the table presents the frequency of 
each form in the BNC, the number of times they co-occur (within four words, not 
crossing sentence boundaries), and the resulting log-likelihood score.7 

Tab. 2: Frequencies and log-likelihood scores for pairs of surface forms representing the fami-
lies LIVE and DIE. 

A + B Freq. of A Freq. of B Co-occurrence of A + B Log-likelihood score 

life + death 54907 19856 531 1263.44 
alive + dead 4033 11857 140 811.22 
living + dead 15553 11857 105 270.19 
live + die 16821 5305 77 257.28 
live + dead 16821 11857 37 29.74 
living + death 15553 19856 48 27.79 

alive + die 4033 5305 3 1.60 
life + die 54907 5305 20 0.16 
life + dead 54907 11857 37 −0.37 
live + death 16821 19856 16 −1.62 

It is important to note that the log-likelihood score for each pair, rather than 
showing the actual strength of collocation, indicates the amount of evidence we 
have for rejecting the hypothesis of no association between the two words. A 
score of 3.84 or higher is significant at the 0.05 level, and a score of 6.63 is signif-
icant at the 0.01 level. In other words, a score of 6.63 indicates that the likelihood 
of this result being arrived at by chance is less than 1 in 100. The double line in 
the table splits the list into those pairs that are convincingly shown to be collo-
cates (those above the line) and those that are not, assuming a threshold of 6.63. 

The information collected in this study makes it possible to perform a similar 
calculation, this time not for the association between pairs of individual forms, 

|| 
7 The log-likelihood scores shown here were calculated using BNCweb (Hoffmann & Evert 
2006), with a window of 4 words on either side of the node. Because the option of stopping at 
sentence boundaries was selected, the average number of words examined around each token is 
somewhat less than 8 (in fact, approximately 6.9). 
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but instead for the association between the entire family LIVE and the entire fam-
ily DIE. This can be done by summing the total occurrences of all surface forms 
representing any of the 13 lemmas in LIVE, doing the same for the 6 lemmas in 
DIE, counting the number of co-occurrences of any of these in the corpus, and 
calculating the log-likelihood score for this co-occurrence. The result is shown in 
Table 3. 

Tab. 3: Frequencies and log-likelihood scores for the families LIVE and DIE. 

A + B Freq. of A Freq. of B Co-occurrence of A + B Log-likelihood score

LIVE + DIE 111912 56428 1406 1383.05

The log-likelihood value for LIVE + DIE is 1383, which is higher than 1263 (the 
value for life + death); this means that there is more evidence in the corpus for an 
association between these two families than there is for one between any single 
pair of words representing these families. This is logical and is a direct result of 
the method employed, which aggregates the data for all of the instances found of 
co-occurrence of the two families. The suggestion made here is that this latter 
method may possibly represent more faithfully what happens in the mental lexi-
con. Using both methods provides two different possibilities for modelling collo-
cation as a psychological association. 

Up to a point, the two methods yield the same results. For all of the pairs in 
Table 2 above the double line, there is sufficient evidence to point to a significant 
relation between them and thus to call the pairs collocates, so the two methods 
are in agreement. The difference begins when we reach the double line: accord-
ing to the form-form calculation, there is no reason to claim an association be-
tween the pairs below this line, such as alive + die. By contrast, the family collo-
cation result suggests an association between the two families that applies by 
default to all of the forms in both families. Importantly, this does not mean that 
all of the pairs of forms representing the two families are expected to have an 
equally strong relation – it merely makes the claim that there is some relation 
between any two forms from the two families. The combination of collocational 
tests at the word level and at the family level may therefore be seen as providing 
two different types of information, both of which are potentially useful to linguis-
tic investigation. 

If we repeat the comparison with the families WORK and EMPLOY, we arrive 
at a slightly different result. Table 4 shows the log-likelihood scores for all of the 
unique pairs of forms (ignoring part of speech) listed in (33) above. As can be 
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seen, with a threshold of 6.63, eleven of the pairs are above this cutoff, and six of 
the pairs are below it. The highest log-likelihood value is 123. 

Tab. 4: Frequencies and log-likelihood scores for pairs of surface forms representing the fami-
lies WORK and EMPLOY. 

A + B Freq. of A Freq. of B Co-occurrence of A + B Log-likelihood score 

work + unemployed 89319 2761 77 122.89 
worker + unemployed 3593 2761 15 66.04 
worker + employer 3593 3002 14 57.55 
worker + employed 3593 5023 16 54.28 
working + unemployed 28636 2761 27 45.73 
work + employment 89319 10620 109 31.12 
work + employee 89319 3092 41 22.47 
worker + employment 3593 10620 13 22.24 
working + employee 28636 3092 20 21.20 
work + employer 89319 3002 34 12.87 
worker + employ 3593 1706 3 6.96 

work + employ 89319 1706 18 5.59 

working + employment 28636 10620 30 4.43 
working + employ 28636 1706 3 -0.01 
worker + unemployment 3593 6401 1 -0.18 
works + employ 14132 1706 1 -0.21 
work + unemployment 89319 6401 33 -0.37 

However, the log-likelihood score for the families WORK and EMPLOY (shown in 
Table 5) is as high as 907, which, compared to 123 (the value for work + unem-
ployed), shows that aggregating the data provides far greater support for an asso-
ciation than is found for any single pair. In theory, two families could exist for 
which the aggregate data, spread over a large number of members, could yield a 
significant result for those two families even if none of the pairs themselves 
reached significance. 
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Tab. 5: Frequencies and log-likelihood scores for the families WORK and EMPLOY. 

A + B Freq. of A Freq. of B Co-occurrence of A + B Log-likelihood score

WORK + EMPLOY 164241 44253 1729 906.53

Finally, we may perform the same comparison with NATION and LEAD. Table 6 
shows the log-likelihood scores for the thirteen most common pairs of forms rep-
resenting these families. Again, with a threshold of 6.63, seven of the pairs make 
the cut-off (one of them just barely), and six do not. 

Tab. 6: Frequencies and log-likelihood scores for pairs of surface forms representing the fami-
lies NATION and LEAD. 

A + B Freq. of A Freq. of B Co-occurrence of A + B Log-likelihood score

national + leader 37561 9159 132 249.13
nationalist + leader 1390 9159 28 142.12
national + leadership 37561 4734 53 78.28
international + leading 22113 11155 44 35.20
nation + leader 4322 9159 12 18.06
national + leading 37561 11155 42 6.65
nationally + lead 859 14325 4 6.63

international + leadership 22113 4734 22 0.30
international + lead 22113 14325 1 0.24
nationalist + lead 1390 14325 33 −0.08
national + lead 37561 14325 3 −0.15
nation + lead 4322 14325 10 −0.29
international + leader 22113 9159 132 −0.60

Again, the log-likelihood score for the families NATION and LEAD (shown in Ta-
ble 7) is 473, higher than the highest score for any individual pair, at 249. This 
means that once again, there is evidence of an association between the families 
as wholes that contradicts the results for several of the pairs of forms. For exam-
ple, while national + leader has a very high log-likelihood score, international + 
leader shows no evidence of being a collocation using the traditional method. 
Might it nevertheless be the case that the existence of the many other pairs of 
collocates in the list creates a psychological association between these words that 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Family collocation | 193 

  

is stronger than the textual evidence would indicate? We have no answer to this 
question as yet, but the possibility would seem to be worth investigating further. 

Tab. 7: Frequencies and log-likelihood scores for the families NATION and LEAD. 

A + B Freq.of A Freq of B Co-occurrence of A + B Log-likelihood score 

NATION + LEAD 76598 65507 837 472.79 

A final point worth noting concerns the tendency of families as wholes to have 
higher log-likelihood scores than their individual members; although we have 
seen this happen three times, it will not always be the case. If several of the lem-
mas in two families had no relation to each other, the overall score for the families 
could be lower rather than higher. For example, while the individual words legal 
+ pleasures have a log-likelihood score of 0.41, the families LEGAL and PLEASE 
(with 15 lemmas each and a diversity score of 0.009) have the low score of −47.99. 
This indicates that these two families are not likely to co-occur. 

7 Conclusion 
This chapter has presented evidence of a phenomenon termed ‘family colloca-
tion’, which bears on the idea that collocation is a lexical relation in text that in 
some way mirrors lexical associations in the mind. It has been suggested that the 
common practice of examining the collocational behaviour of individual word 
forms in corpora may lead us to underestimate the extent of the networks of lexi-
cal associations that exist in the mind. Words that are paradigmatically, etymo-
logically, or otherwise related to each other may share and reinforce lexical asso-
ciations, which in turn can be expressed via a variety of surface forms. For 
example, if a combination of words such as satisfactory conclusion occurs fre-
quently, then combinations such as unsatisfactory conclusion and satisfying con-
clusion are likely to benefit invisibly (from the point of view of the text) from this 
association. This study represents a first attempt to investigate the likelihood that 
this is, in fact, the case. 

The chapter investigated the associations between 100 high-frequency fami-
lies in the BNC, finding that the members of these families tend to co-occur on 
average in 13 different ways – that is, for any two families, an average of 13 unique 
combinations of lemmas were found. While in some cases, this number was as 
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low as 1, in others it was high as 101. Overall, for any given pair of families, 21% 
of all possible combinations were found to occur. 

A closer look at three case studies, involving the pairs LIVE + DIE, WORK + 
EMPLOY, and NATION + LEAD, indicated that often, the log-likelihood score for 
two families is higher than it is for any pair of members. This suggests that the co-
occurrence of the various lemmas, in the aggregate, can provide evidence of an 
association that is missed when considering the individual forms. This associa-
tion between families may potentially provide a psychological “boost” to the as-
sociations between less commonly co-occurring members. 

Of course, we do not know what actually happens in the mind when such 
combinations are produced or perceived. It would be interesting to address this 
question through the use of psycholinguistic experimental methods. Another as-
pect of family collocation that has not been considered here is whether this rela-
tionship is likely to be symmetrical or asymmetrical. This is a general question 
about collocation which deserves much more study. 

Another desirable step in attempting to determine what the significance of 
family collocation might be is to perform a large-scale, quantitative study in 
which an entire corpus is processed into families and the interactions among 
them are analysed. Although this falls well outside the scope of this exploratory 
study, it would increase the likelihood of the project begun here being concluded 
satisfactorily. 
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Hildegunn Dirdal 
Factors influencing the translation of -ing 
participial free adjuncts 
Semantic role, context and a translator’s individual style 

Abstract: Previous studies have shown that independent, coordinated and sub-
ordinated clauses, as well as different kinds of phrases, are used to render -ing 
participial free adjuncts in translation from English to Norwegian. Some attention 
has been given to factors influencing the choice between these structures. The 
present paper reviews the factors investigated so far, and presents data from the 
Multiple-translation Corpus (an extension of the English–Norwegian Parallel 
Corpus) that make it possible to add several additional factors, related to the se-
mantic role of the adjunct, the presence of coordination in the source sentence 
and the meaning and structure of the adjunct itself. The meaning and structure 
may be such that the Norwegian present participle can be used, in which case 
other solutions are dispreferred. The data also show that a translator’s individual 
style is a contributing factor, influencing the choice between coordinate and sub-
ordinate clauses and the omission of coordinating conjunctions.  

1 Introduction 

English -ing participial free adjuncts pose a challenge for anyone translating into 
Norwegian, in which the use of the present participle is much more restricted. 
Previous studies have offered valuable insight into the translation of such ad-
juncts: which constructions are used, their relative frequencies and factors that 
influence the choice of construction. However, although several studies remark 
on the existence of individual variation, this is not something that has been stud-
ied in its own right. The present paper presents data on such variation, drawn 
from the Multiple-translation Corpus, an extension of the English–Norwegian 
Parallel Corpus which contains different translations of the same 
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source texts.1 The aim is to find out whether individual style influences the trans-
lation of -ing participial free adjuncts and to identify additional contextual fac-
tors. 

The article starts with a background section defining the present participial 
free adjunct and giving an overview of previous research on the translation of 
such adjuncts from English into Norwegian (Section 2). Section 3 states the aims 
of the study in more detail and situates them in the context of previous findings, 
Section 4 describes the method and material, and Section 5 presents and dis-
cusses the results. 

2 Background 

Although both English and Norwegian have present participial free adjuncts, 
they are not used to the same extent. This background section starts with a defi-
nition of the present participial construction and a comparison of this construc-
tion in English and Norwegian (Section 2.1). It then presents other constructions 
that translators have recourse to when rendering -ing participial free adjuncts 
into Norwegian (Section 2.2), and, finally, gives an overview of the factors that 
previous studies have found to influence the choice of construction (Section 2.3). 

2.1 English and Norwegian present participial free adjuncts 

The construction in focus in this paper is the English present participial free ad-
junct. This construction is a non-obligatory constituent in a clause (i.e. an ad-
junct) and is headed by a non-finite verb in the present participle form, as in ex-
amples (1) and (2). The absence of an overt subject distinguishes it from the 
absolute construction exemplified in (3). Both adjuncts and absolutes can be aug-
mented with subordinators (examples (4) and (5)), but these are restricted to with, 
without and what with for absolutes (Kortmann 1991: 5–8). I will limit my investi-
gation to unaugmented (or bare) present participial free adjuncts (which are the 
most frequent), but will for the most part be using the shorter terms ‘present par-
ticipial adjunct’, ‘-ing participial adjunct’ or simply ‘-ing adjunct’. 

 

|| 
1 For further information about the Multiple-translation Corpus, see the project website: http:// 
www.hf.uio.no/ilos/english/services/omc/enpc/multtrans.html. The corpus is also described in 
Johansson (2004: 30–31). 
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(1) Driving to Chicago that night, I was struck by a sudden thought.  
(Quirk et al. 1985: 1121) 

(2) Peter left smiling. (Haug et al. 2012: 162) 

(3) The coach being crowded, Fred had to stand. (Kortmann 1991: 5) 

(4) Before returning home, she bought presents for her parents.  
(Kortmann 1991: 8) 

(5) Without anyone noticing, I slipped out of the room.  
(Quirk et al. 1985: 1121) 

Present participial adjuncts are usually said to have adverbial functions, alt-
hough those without dependents (such as smiling in example (2)) are sometimes 
classified as ‘(depictive) secondary predicates’ (Fabricius-Hansen & Haug 2012: 
3). Kortmann (1991: 119–121) proposes a scale for the most common semantic re-
lations holding between present participial free adjuncts and their matrix clauses 
in his corpus, based on the amount of knowledge needed to arrive at the specific 
relation when interpreting the sentence. When less knowledge or contextual sup-
port is needed, Kortmann calls the relation ‘less informative’ or ‘weaker’, and 
when more knowledge or support is needed, he calls it ‘more informative’ or 
‘stronger’. He also draws a line between the less informative ones, which involve 
temporal overlap, and the more informative ones, which do not. Figure 9.1 in 
Kortmann (1991: 121) shows the semantic relations arranged along a scale of in-
formativeness. Starting with the least informative relation, we find addition, ac-
companying circumstance, same time (simultaneity/overlap), exemplifica-
tion/specification, and manner (all of which involve simultaneity), followed by 
time before (anteriority) and time after (posteriority), cause and result, instru-
ment and purpose, condition, contrast and, finally, concession (neither of which 
involves simultaneity). 

Free adjuncts can occur in initial, medial or final position in a matrix clause. 
In medial position, following the matrix subject, they can have either an adver-
bial or an adnominal function (non-restrictive modification of a noun) (Haug et 
al. 2012: 139; Kortmann 1991: 9). I will focus on adverbial uses of adjuncts in this 
paper, and exclude -ing adjuncts that are clearly part of noun phrases, as well as 
the one adjunct in my corpus that is ambiguous between an adnominal and an 
adverbial reading (see Section 4). 

There are two written standards in Norwegian: Bokmål and Nynorsk. In both 
standards, a present participle can be formed by adding a suffix to the verb. The 
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suffix is -ende in Bokmål and -ande in Nynorsk. Since the material for the present 
study consists of translations into Bokmål, this standard will be in focus below.  

Norwegian present participial adjuncts have a more restricted internal syn-
tax than English ones. According to Behrens, Fabricius-Hansen and Solfjeld 
(2012: 223), they cannot contain objects or reflexives. Although Kinn (2014: 71) 
argues that these elements cannot be completely ruled out, he acknowledges that 
they are infrequent. Fuhre (2010: 2) did not find a single instance in his material 
from the English–Norwegian Parallel Corpus. Elements that are more common in 
present participle clauses are adverbials and prepositional objects2 (Kinn 2014: 
73), illustrated in (6) and (7) respectively. Certain transitive verbs that can occur 
with prepositional objects are much less acceptable with regular objects in these 
present participial adjuncts. For the sake of illustration, such an example has 
been constructed on the basis of (7) and displayed in (8) below. 

 
(6) … jeg scootrer med vinden i håret […] nedover mot Tøyen,  

     nynnende muntert med iPoden i øret … (sites.google.com)  
(Kinn 2014: 74) 

 Gloss: … I scooter-PRES with wind-DEF in hair-DEF […] down towards 
Tøyen, hum-PRES.PART merrily with iPod-DEF in ear-DEF …3 

 ‘I am scootering with the wind in my hair … down towards Tøyen, 
humming merrily with my iPod in my ears …’  

(7) Kanskje kommer de tilbake til skolen dansende på trinn fra Giselle eller 
nynnende på en strofe fra Tryllefløyten?  

(Oslo kommune, Utdanningsetaten 2015/16: 26) 
 Gloss: Maybe come-PRES they back from school dance-PRES.PART on steps 

from Giselle or hum-PRES-PART on a tune from The Magic Flute? 

|| 
2 Predicatives can also occur in present participle clauses, but are more common in those that 
function as different types of verbal complement, e.g. after the auxiliary BLI (‘remain’).  

(i). De ble stående musestille. 
They remain-PAST stand-PRES.PART mouse-still. 
‘They continued standing still as mice.’ 

This construction expresses a continuative or ingressive aspect (Faarlund, Lie & Vannebo 1997: 
735; Kinn 2014: 76–77). 
3 The glosses follow the Norwegian examples word for word. Since Norwegian has definite end-
ings, only sometimes in combination with a free-form article, the suffix gloss ‘-DEF’ has been 
attached to definite nouns. In some cases verb endings are also glossed, but in the examples 
from the translation corpus used in the study, verbs are generally glossed with the equivalent 
forms in English. A paraphrase is added to Norwegian examples such as this one, but not in the 
examples from the translation corpus, where the original English sentence makes it superfluous. 
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 ‘Maybe they will come back from school dancing steps from Giselle or 
humming a tune from The Magic Flute?’ 

(8) * dansende trinn fra Giselle eller nynnende en strofe fra Tryllefløyten 
 Gloss: danse-PRES.PART steps from Giselle or hum-PRES-PART a tune from 

The Magic Flute 
 ‘dancing steps from Giselle or humming a tune from The Magic Flute’ 

Most commonly, the present participle has no dependents, as in (9). It describes 
the subject rather than the action/event of the matrix clause, i.e. functions as a 
depictive or a free predicative rather than an event-oriented adverbial. In these 
cases, it is difficult to distinguish participles from adjectives, and they may also 
be coordinated with adjectives, as in (10). 
 
(9) Smilende ga han hatten tilbake … (Olsen 2006) 
 Gloss: Smile-PRES.PART give-PAST he hat-DEF back …  
 ‘Smiling, he handed the hat back …’ 

(10) Tenk å utsette en gammel dame for et slikt sjokk, sa hun smilende og glad 
på kirketrappa etter vielsen. (Isachsen 2012) 

 Gloss: Think to expose an old woman for a such shock, said she smile-
PRES.PART and happy on church-stairs-DEF after (wedding-)ceremony-DEF 

 ‘Imagine giving an old lady such a shock, she said, smiling and happy, on 
the church steps after the wedding ceremony.’ 

English present participial adjuncts can be both perfective and imperfective, 
whereas Norwegian present participial adjuncts are always imperfective and ex-
press simultaneity (Haug et al. 2012: 154, 176). They are stative or express un-
bounded activities (Behrens, Fabricius-Hansen, & Solfjeld 2012: 224). Not only 
does this mean that Norwegian present participle clauses have a narrower range 
of verbs, but these restrictions also limit the adverbial relations that present par-
ticipial adjuncts can have to their matrix clause. All the non-co-eventive relations 
are ruled out, i.e. the more informative relations in Kortmann’s (1991: 121) scale, 
which do not involve temporal overlap: anteriority, posteriority, cause, result, in-
strument, purpose, condition, contrast and concession. 
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2.2 Translation alternatives 

As the discussion in Section 2.1 has shown, Norwegian present participle clauses 
are much more restricted than English ones with respect to both form and mean-
ing. As a consequence, Norwegian translators frequently have to resort to other 
structures in their rendering of English -ing adjuncts. Previous studies have 
shown that such adjuncts are most often rendered with coordination, followed 
by subordinate clauses and independent clauses, with different kinds of phrases 
and participle clauses forming smaller portions of the solutions (Fuhre 2010: 29; 
Johansson & Lysvåg 1987: 293; Smith 2004: 84). These four alternatives are illus-
trated in (11) with a sentence from the corpus used in this study, where the ten 
translators chose a range of different constructions. (The translators in the corpus 
are numbered and referred to as T1, T2, etc.) 
 
(11) Source text: Bernard stalked behind the young men, admonishing them. 

Alternative solutions: 

 Coordination: T7: … og formante dem.  
  Gloss: … and admonished them. 

 Subordinate clause: T8: … mens han delte ut formaninger. 
  Gloss: … while he handed out admonitions. 

 Independent clause: Constructed:4 … Han formante dem.  
  Gloss: … He admonished them.  

 Phrase: T6: … med kritiske påminnelser. 
  Gloss: … with critical reminders. 

|| 
4 None of the ten translators used the solution of an independent clause as a translation of the 
adjunct in this particular case, but such solutions are found in other cases, for example in the 
following, where the independent clause is separated from the original matrix clause by a semi-
colon: 

(ii). “We’re going to be married,” said Raymond, looking surprised, as though he himself 
had not known this until he said it. 
“Vi skal gifte oss,” sa Raymond; han så forbauset ut, som om han ikke hadde visst det 
selv før han sa det. (Translator 2) 
Lit.: “We shall marry ourselves,” said Raymond; he looked surprised out, as if he not 
had known it himself before he said it. 
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Both subordinate clauses and phrases may be of different kinds, and in the dis-
cussion of the data in Section 5, a more detailed categorization will be used. This 
will make it possible to investigate factors that influence more specific choices. 
In Fuhre’s (2010: 34) material, finite adverbial clauses are the most frequent sub-
ordinate clauses found, followed by relative clauses, infinitive clauses and loca-
tive-relative clauses. When it comes to phrases, prepositional phrases are the 
most common, with smaller portions of adjective phrases, adverb phrases and 
noun phrases. Fuhre (2010: 35–36) chooses to treat present participles together 
with phrases. I treat them separately in order to explore factors affecting their 
use. 

2.3 Factors influencing the choice of structure 

There are several factors influencing the choice between the structures described 
above. Previous studies have explored some of these. The factor that has been 
investigated in most detail is the semantic relation between the -ing adjunct and 
the matrix clause. In addition, the situation types depicted by the clauses play a 
role, and there is some indication that genre may influence the choice. The fol-
lowing paragraphs will give a short account of the main findings with regard to 
these factors. 

When a subordinate clause is chosen in the translation of an -ing participial 
free adjunct, the semantic relation it has to its matrix clause obviously plays a 
role in the choice of subordinator, which explicates this relation. However, even 
the choice between the four alternative constructions illustrated in (11) above is 
influenced by relation type. Fuhre (2010) surveys 682 -ing participial free adjuncts 
from the fiction part of the English–Norwegian Parallel Corpus, 442 of them from 
English originals translated into Norwegian. One of his aims is to investigate the 
correspondence types for the different semantic relations identified by Kortmann 
(1991: 121) (see Section 2.1). There are no examples of simultaneity, instrument or 
manner in his data, and relatively few examples of contrast, concession, condi-
tion and purpose. However, clear differences can be seen in the comparison of 
the numbers for accompanying circumstance, exemplification/specification, 
which Fuhre (e.g. 2010: 44, 50–54) calls ‘elaboration’, anteriority, cause and pos-
teriority/result (treated together). 
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Tab. 1: Correspondence types for different relations found in Fuhre (2010: 51–65). 

 Acc. circum-
stance 

Elaboration Anteriority Cause Posteriority/ 
Result 

Indep. clause 24 (17.9%) 21 (33.3%) 12 (11.8%) 9 (10.7%)* 4 (12.1%)
Coordination 43 (32.1%)* 24 (38.1%) 66 (64.7%) 16 (19.0%)* 23 (69.7%)
Subord. clause 41 (30.6%) 4 (6.3%) 16 (15.7%) 45 (53.6%) 3 (9.1%)
Phrase/participle 23 (17.2%) 12 (19.0%) 2 (2.0%) 12 (14.3%) 2 (6.1%)
Other (2.2%) 2 (3.2%) 6 (5.9%) 2 (2.4%) 1 (3.0%)

Total 134 (100.0%) 63 (99.9%) 102 (100.1%) 84 (100.0%) 33 (100.0%)

Note: The numbers marked with an asterisk are calculated based on the raw numbers reported 
and deviate somewhat from the percentages given in Fuhre (2010). 

Table 1 shows that translators strongly favour coordination and disfavour 
phrases when rendering -ing adjuncts expressing anteriority, posteriority and re-
sult. The relation of cause most often leads to the choice of a subordinate clause. 
Adjuncts expressing an accompanying circumstance give the most even spread 
of solutions, with coordination and subordinate clauses accounting for about a 
third each. With elaboration, it is independent clauses and coordination that are 
most strongly represented. 

Studies of translation into Catalan and German confirm that meaning rela-
tion is an important factor, although the structural choices may be different. Even 
though Catalan does have a participle clause similar to the English -ing clause, 
Espunya (2009) finds that different renderings depend not only on the main types 
of meaning relation described above, but on subtypes within these. Doherty 
(1999) suggests that a distinction between ‘foregrounding and backgrounding re-
lations’ can explain choices between phrasal and clausal translations in German. 

In a study of the relation of accompanying circumstance, Behrens and Fab-
ricius-Hansen (2005: 2–4) suggest that the combination of situation types ex-
pressed by the -ing adjunct and its matrix plays a role in the choice of German 
and Norwegian correspondences. They study correspondences from translation 
in both directions, i.e. both from and into English. Below, I consider the English–
Norwegian correspondences in their examples (2) and (4)–(6), here quoted as 
(12)–(15), in order to show how different translations may be needed to express 
the same semantic relation when the situation types vary (the glosses are from 
Behrens and Fabricius-Hansen 2005: 2–4). 
 
(12) Source text: The others followed her, waving their weapons. 
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 Trans.: De andre kom etter og viftet med våpnene sine. 
 Gloss: The others came after and waved with their weapons. 

(13) Source text: He saw Sandra off the premises, closed the shop, tidied up 
his office and left, taking the four primary stones with him. 

 Trans.: Han fulgte Sandra til døren, stengte butikken, ryddet opp på 
kontoret og gikk; de fire kostelige steinene hadde han med seg. 

 Gloss: ... and left; the four precious stones had he with him. 

(14) Source text: Da ble Sikita så glad at hun begynte å danse over engene 
mens hun sang en sang hun hadde diktet i det kalde fengselet. 

 Gloss of source text: … while she sang a song … 
 Trans.: Sikita was so happy that she began to dance across the meadow, 

singing a song she had composed inside the dank prison. 

(15) Source text: He started to make a series of phone calls, setting up getting-
to-know-you meetings with the security chiefs in each of the main minis-
tries. 

 Trans.: Han satte i gang med en rekke telefonsamtaler og avtalte møter 
“for å bli kjent med hverandre” med sjefene for sikkerhetsgruppene i de 
tre viktigste bygningene. 

 Gloss: He started a series of phone calls and set up getting-to-know-you 
meetings ... 

In (12), the -ing adjunct expresses an activity which is co-temporal to the activity 
expressed in the matrix clause. The Norwegian translator has chosen coordina-
tion, which can also link two co-temporal activities. Example (13) is different in 
that the verbs in both the matrix and the -ing adjunct (left and taking) signal ac-
complishments. In this case, the translator has chosen an independent clause 
with a state verb to render the -ing adjunct (Behrens & Fabricius-Hansen 2005: 3).  

Examples (14) and (15) have inchoative predicates in the matrixes. Behrens 
and Fabricius-Hansen (2005: 4) claim that although sing a song codes an accom-
plishment, the non-finite form it receives in the -ing clause imposes an un-
bounded activity reading so that it can be seen to overlap in time with the matrix 
situation. For that reading to be possible in Norwegian, a subordinate clause with 
the subordinator mens (‘while’) is needed. In (15), on the other hand, the addition 
of the plural møter (‘meetings’) to the accomplishment verb avtale (‘set up’) 
makes it unbounded, so that it is possible to achieve a co-temporal interpretation 
with simple coordination.  

Behrens and Fabricius-Hansen (2005) do not explicitly say that coordination 
is impossible in (13), but Behrens, Fabricius-Hansen and Solfjeld (2012: 220), who 
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compare the interpretation potential of non-finite adjuncts and their finite com-
petitors, claim that coordination more naturally leads to a reading of temporal 
succession if the matrix clause is telic, whereas non-finite adjuncts, like that in 
the original sentence in (13), can “block a temporal succession interpretation”. 

Finally, there is some indication that genre may influence the choice of struc-
ture in Norwegian. Comparing the translation of initial -ing clauses in non-fiction 
and fiction, Smith (2004: 92–94) finds a larger proportion of adverbial clauses 
and prepositional phrases and a lower number of coordinated clauses in the for-
mer. However, as the two genres differ greatly with respect to the frequency of 
different semantic relations (e.g. a much lower number of -ing clauses expressing 
an accompanying circumstance in non-fiction), it is uncertain whether genre is a 
separate factor, and the matter will have to be investigated further. 

3 The aims of the present study 

Table 1 above shows that independent, coordinated and subordinate clauses, as 
well as phrases, are all possible translation alternatives for -ing adjuncts, alt-
hough these constructions are used in different proportions for different seman-
tic relations. This either means that there are further contextual factors that de-
cide which construction is used, or that translators have a choice. It could also be 
a combination of the two. 

Optionality would give scope for individual style to play a role. When trans-
lators have a choice, their individual preferences may lead to detectable patterns 
of usage (see e.g. Baker 2000: 245, 2004: 29; Marco 2004: 74; Munday 2008: 35). 
Dirdal (2014) shows that individual differences can be found in the way transla-
tors use clause building and clause reduction, which may thus be said to consti-
tute part of a translator’s voice. Her study focussed on the translations of English 
prepositional phrases and coordinate clauses into Norwegian, structures that 
have counterparts in the target language that are much more equivalent in form 
and function than what has been shown to be the case for present participial ad-
juncts (see Section 2.1). It would be reasonable to expect that individual style 
could also have an effect on the translation of -ing adjuncts. 

The main aim of this study is thus to investigate to which extent a translator’s 
individual style can be said to be an independent factor in the rendering of -ing 
clauses. The corpus used for this purpose contains translations by several trans-
lators of the same source text (see Section 4). Such a corpus makes it possible to 
keep individual style and context apart (they do not co-vary), and may therefore 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Factors influencing the translation of -ing participal free adjuncts | 207 

  

also allow identification of contextual factors that can be added to those de-
scribed in Section 2.3, especially since the corpus is small enough for each in-
stance to be examined in detail. 

4 Material and method 

The material for the present study comes from the Multiple-translation Corpus. 
This corpus was created in 1997 by Stig Johansson and Linn Øverås specifically 
for the study of individual variation between translators. It contains one fictional 
and one non-fictional English text, both of about 6000 words, and ten transla-
tions into Norwegian of each. Both texts were fairly recent at the time when the 
corpus was compiled and had not been translated before. The translators that 
were asked to contribute to the corpus were all experienced translators, and the 
ones translating the fictional text had also received prizes for their work (Johans-
son 2004: 30, 2011: 17). 

Other translation corpora usually include translators who translated differ-
ent source texts by different authors. This is the case for the corpora used in the 
studies referred to in Section 2.2 and 2.3. The Multiple-translation Corpus is 
unique in enabling comparison of translators while keeping constant the factors 
of source language, author’s style, time period, etc. 

For the present study, all the unaugmented -ing participial free adjuncts in 
the fictional text have been identified, and the ten translations have been com-
pared in detail. The text is Byatt’s (1996) short story ‘A Lamia in the Cevennes’. 
The ten translators are anonymous, and are referred to by number (T1–T10). 

The short story contains 31 clear cases of unaugmented -ing participial free 
adjuncts, excluding ambiguous cases (three in all): two instances can potentially 
be understood as noun phrases with flashing as an adjective premodifier, shown 
in example (16). Some translators seem to have interpreted them as -ing adjuncts, 
such as T1 in (16a), others as noun phrases, such as T2 in (16b). A further -ing 
clause (17) is ambiguous between an adnominal and an adverbial function. Since 
they are ambiguous, these three instances are not included in the analysis. 
 
(16) Source text: In front of his prow or chin in the brightest lights moved a 

mesh of hexagonal threads, flashing rainbow colours, flashing liquid sil-
ver-gilt, with a hint of molten glass … 
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 a. T1: Når lyset var skarpest, blinket det foran baugen, eller altså 
haken hans, i et nett av heksagonale tråder, det lynte i reg-
nbuefarver, lynte i flytende sølvgyllent, med en antydning av smeltet 
glass … 

  Gloss: … it flashed in rainbow-colours, flashed in liquid silver-
golden, with a hint of molten glass … 

 b. T2: Foran baugen eller haken hans i de sterkeste lysflekkene viftet 
et nett av heksagonale tråder i glitrende regnbuefarger, i glitrende, 
flytende, forgylt sølv med en anelse smeltet glass … 

  Gloss: … in glittering rainbow-colours, in glittering, liquid, gilded sil-
ver with a hint of molten glass … 

(17) The coil of pipe was uncoiled, the electricity was connected in his hum-
ming pumphouse, and a strange sound began, a regular boum-boum, 
like the beat of a giant heart, echoing off the green mountain. 

When -ing clauses are part of existential constructions, as in (18), they are not 
considered to have the same adverbial role as the adjuncts dealt with in this pa-
per (see Lee 2007: 165, where such clauses are listed as a separate class). These 
have therefore not been included in the analysis. 
 
(18) And there was a head, urging itself sinuously through the water beside his 

own… 

Out of the 31 unambiguous present participial free adjuncts, three are coordi-
nated to other -ing adjuncts, as in (19). Only the first in each pair has been con-
sidered, since the translation of the second is not an independent matter, but de-
pends on the choice for the first.  
 
(19) She flung back her hair with an actressy gesture of her hands and sat 

down gracefully, pulling the cheesecloth round her knees and staring 
down at her ankles. 

 
The total number of unaugmented -ing participial free adjuncts considered in the 
analysis is thus 28. One translator has omitted a section of text including one of 
these adjuncts. In all other cases, there are ten renderings of each, yielding 279 
translations of -ing adjuncts altogether.  
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5 Results 

Table 2 shows the constructions chosen by the ten translators. There are two types 
of variation – within and between translators. Every translator uses several strat-
egies, but there are also different preferences between translators. It is this sec-
ond kind of variation that may constitute individual style. 

Tab. 2: Constructions chosen by the ten translators in their rendering of -ing participial free ad-
juncts5. 

 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 Total

Independent clause 3 2 1 1 1 1 1 1 1 1 13
Coordination 14 15 10 15 15 15 13 7 17 14 135
Finite adv. clause 3 5 9 5 6 4 8 12 4 6 62
That-clause    1 1 1  1   4
Relative clause        1   1
Pres. part. (clause) 2 4 4 2 3 6 4 3 4 2 34
Infinitive clause 1   1       2
Adjective phrase   1 1 1      3
Prepositional phrase 2 2 1 1 1 1 2 1 2 3 16
Adverb phrase   1       1 2
Noun phrase 1       1   2
Merged with matrix 1  1 1    1   4
Omission 1          1

Total 28 28 28 28 28 28 28 28 28 27 279

Table 2 shows that the preferred translation strategy for most of the translators is 
coordination, followed by finite adverbial clauses. However, there are also inter-
esting differences. The most important one is that two of the translators (T3 and 
T8) use finite adverbial clauses more frequently than the others. This is clearly 

|| 
5 I have distinguished between the omission of an -ing clause when the rest of the sentence is 
translated and the non-translation of a whole portion of text, which might happen to include an 
-ing clause. T1 has an instance of the former and T10 an instance of the latter. T10 has thus been 
recorded as translating only 27 -ing clauses, and T1 as translating 28, but choosing the strategy 
of omission for one of them. 
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illustrated by (20), where T3 (20a) and T8 (20b) have chosen finite adverbial 
clauses with idet (‘as’) and mens (‘while’), whereas all the other translators have 
chosen coordination, like T1 (20c). 
 
(20) Source text: He swam even more than usual, invoking the creature from 

time to time. 

 a. T3: Han svømte til og med mer enn før, idet han fra tid til annen 
påkalte dyret. 

  Gloss: He swam to and with more than before, as he from time to 
another invoked animal-DEF. 

 b. T8: Nå svømte han enda mer enn før mens han dann og vann 
påkalte skapningen. 

  Gloss: Now swam he even more than before while he now and again 
invoked creature-DEF. 

 c. T1: Han svømte enda mer enn vanlig, og påkalte vesenet fra tid til 
annen. (Similar for T2, T4–7 and T9–10) 

  Gloss: He swam even more than usual, and invoked creature-DEF 
from time to another. 

5.1 Semantic relation prevents coordination 

Although coordination is the most frequent construction, it is not always a possi-
ble solution. When the -ing adjunct describes a time or condition for the event in 
the matrix clause, the most common translation is a finite adverbial clause, 
which all the translators used for the adjunct shown in (21), either one with a sub-
ordinating conjunction (når, ‘when’, in 21a) or one with inversion (21b). This so-
lution is found in (22a) as well, but translators also used other constructions for 
the same adjunct, such as a merge of the -ing adjunct and the matrix clause (22b) 
or the use of an independent clause (22c) or a prepositional phrase (22d). The pa-
rentheses show which other translators used similar constructions. 

 
(21) Source text: Swimming in one direction, he was headed towards a great 

rounded green mountain… 

 a. T1 (T2, T3, T4, T5, T6, T8, T9, T10): Når han svømte den ene veien, 
så han en stor rund grønn ås … 
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  Gloss: When he swam the one way-DEF, saw he a large round green 
hill… 

 b. T7: Svømte han i den ene retningen, var han på vei mot et stort, 
rundt og grønt fjell… 

  Gloss: Swam he in the one direction-DEF, was he on way towards a 
large, round and green mountain… 

(22) Source text: Raymond made rather a noise coming downstairs. 

 a. T2 (T5, T7, T8): Raymond lagde et svare rabalder da han kom ned. 
[adverbial clause] 

  Gloss: Raymond made a tremendous racket when he came down.  

 b. T1: (T3, T4): Raymond kom ikke direkte stille ned trappen. [merge] 
  Raymond came not directly quietly down stairs-DEF. 

 c. T6: Raymond kom ned, det skjedde ikke nettopp lydløst. [independ-
ent clause + reordering] 

  Gloss: Raymond came down, it happened not exactly soundlessly. 

 d. T10 (T9): Raymond laget adskillig støy på vei ned trappen. [prepo-
sitional phrase] 

  Gloss: Raymond made considerable noise on way down stairs-DEF. 

It does not seem possible to get a conditional reading like in (21) with coordina-
tion, except in imperatives like the hypothetical example (23), constructed on the 
basis of the sentence in (21). (This solution was obviously not adopted by any of 
the translators, as the imperative gives a different meaning.) 
 
(23) Constructed ex.: Svøm i den ene retningen, og du vil se en stor, grønn 

ås… 
 Gloss: Swim in the one direction-DEF, and you will see a great, green 

hill… 

 
One -ing adjunct, (24), is a specification of the event in the matrix clause rather 
than a reference to a separate action. In such cases, neither coordination with og 
(‘and’) nor a finite subordinate clause seems to be possible. Kortmann (1991: 110) 
also comments on the impossibility of adverbial clauses being alternatives to -ing 
adjuncts with a specifying role.  
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(24) Source text: And the colours changed as he watched them; the gold and 
silver lit up and went out, like lamps, the eyes expanded and contracted, 
the bars and stripes flamed with electric vermilion and crimson and then 
changed to purple, to blue, to green, moving through the rainbow. 

 a. T2 (T3, T5, T7): … og gled over i fiolett, blått og grønt, i samme 
rekkefølge som regnbuen. 

  Gloss: … and glided over in violet, blue and green, in same order as 
rainbow-DEF. 

 b. T1: … og så gikk de over i fiolett og blått og grønt, alle regnbuens 
farver. 

  Gloss: … and then went they over in violet and blue and green, all 
rainbow-DEF-GEN colours. 

 c. T8: … for så å gå over i purpur, blått, grønt, hele veien gjennom reg-
nbuen. 

  Gloss: …for then to go over in purple, blue, green, all way-DEF 
through rainbow-DEF. 

 d. T10: … for så å gå over i purpur, i blått, i grønt, og videre gjennom 
hele regnbuen. 

  Gloss: … for then to go over in purple, in blue, in green, and further 
through whole rainbow-DEF. 

 e. T4 (T9): … for å gå over til purpur, til blått, til grønt, beveget seg 
gjennom hele regnbuens spekter. 

  Gloss: … for to go over to purple, to blue, to green, moved them-
selves through whole rainbow-DEF-GEN spectrum. 

 f. T6: … for så å gå over i purpur, i blått, i grønt, pulserende gjennom 
hele regnbuen. 

  Gloss: … for so to go over in purple, in blue, in green, pulsating 
through whole rainbow-DEF. 

Example (24) shows that most of the translators chose a phrase in this case: a 
prepositional phrase (24a), noun phrase (24b and c) or adverb phrase (24d). How-
ever, some translators chose a clause without a subject, linked to the matrix 
clause only with a comma (24e). Although this type of construction has been la-
belled coordination, the lack of a coordinating conjunction is important. The 
clause/predicate presents an alternative description of the same event rather 
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than one added to it. Fuhre (2010: 31) calls these “run-on sentences” and classi-
fies them as independent clauses even when they share their subject with the ma-
trix clause. He finds many of them with the semantic relation of specification, 
which he calls elaboration (e.g. Fuhre 2010: 50–51). However, as can be seen from 
Table 1, he also finds normal coordination to be frequent with this type of rela-
tion. The reason might be found in the way he categorizes his data (2010: 43): 
adjuncts are classified according to the strongest interpretation they can have on 
Kortmann’s scale (1991: 121), described in Section 2.1, where semantic roles are 
ordered according to how much knowledge or contextual support is needed to 
arrive at each interpretation. Since -ing clauses are often open to several interpre-
tations, it might be that some of Fuhre’s elaborations have been interpreted as 
accompanying circumstances by translators, a relation lower on Kortmann’s 
scale. To be certain whether normal coordination is impossible with strict speci-
fication/elaboration, it would be necessary to look more closely at a larger 
amount of data. 

One translator (T6) used a present participle clause in (24f) above. As de-
scribed in Section 2.1, Norwegian present participial adjuncts are most commonly 
without dependents, but the dependents that may occur are adverbials and prep-
ositional objects. T6 used a participle with an adverbial dependent. The other re-
strictions on present participial adjuncts also hold: it is co-eventive with the ma-
trix clause and may be interpreted as expressing an unbounded activity. 

The -ing adjunct in (25) can also be seen as specification, and was indeed 
translated in a similar way as (24) above by three of the translators (25a), in the 
sense that the that-clause they chose echoes and reformulates the last part of the 
previous stretch of the sentence, which also contains a that-clause. However, the 
same -ing adjunct can also be seen as a reason adverbial, and was translated with 
a finite adverbial clause by six translators (25b). One translator used a that-clause 
(25c), but also changed the order of the two clauses and inserted the adverb 
således (‘thus’) to mark the relationship between them. 
 
(25) Source text: Bernard did not point out that he had not made a pact, not 

having answered her request yes or no. 

 a. T4 (T5, T8): Bernard lot være å peke på at han ikke hadde inngått 
noen pakt, at han verken hadde svart ja eller nei på hennes 
anmodning. 

  Gloss: Bernard let be to point at that he not had made any pact, 
that he neither had answered yes or no on her request. 
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 b. T10 (T1, T2, T3, T7, T9): Bernard unnlot å påpeke at han ikke hadde 
inngått noen pakt, siden han hverken hadde svart ja eller nei på 
spørsmålet hennes. 

  Gloss: Bernard neglected to point-out that he not had made any 
pact, since he neither had answered yes or no on question-DEF her. 

 c. T6: Bernard påpekte ikke at han hverken hadde sagt ja eller nei til 
hennes bønn, og at det således ikke eksisterte noen pakt mellom 
dem. 

  Gloss: Bernard pointed-out not that he neither had said yes or no to 
her plea, and that there thus not existed any pact between them. 

5.2 Contexts favouring Norwegian present participle 
renderings 

There is a further group of -ing adjuncts, shown in (26)–(29), that were not trans-
lated with coordination. (There was one exception, but in that case the rendering 
of the -ing clause had been placed in front of the matrix, i.e. their order had been 
inverted.) The four adjuncts in this group were overwhelmingly translated with 
present participle clauses (31 out of 39 cases6). The second most frequent transla-
tion is a prepositional phrase. The avoidance of coordination can be explained by 
the temporal succession reading imposed by coordination when the first clause 
is telic (Behrens, Fabricius-Hansen, & Solfjeld 2012: 220, see Section 2.3). The 
eventualities in these four matrix clauses are achievements, and thus telic: come 
out of the car, appear, run (in the meaning of ‘flee’) and begin to sink. However, 
to explain the preference for present participles instead of other constructions, 
such as prepositional phrases or finite adverbial clauses, I will argue that the 
form and content of the sentences are such that some of the more common pre-
sent participle constructions in Norwegian are possible. With respect to meaning, 
all the four -ing adjuncts are imperfective and co-eventive with the matrix 
clauses, both of which constitute requirements on Norwegian present participial 
adjuncts (see Section 2.1). With respect to form, they also fit well with the re-
strictions described in Section 2.1. First of all, the sentence in (26) has a one-word 
adjunct – smiling. The most common present participial free adjunct in Norwe-
gian is one without dependents, describing the subject rather than the matrix 

|| 
6 This is where a section is missing from T10. 
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eventuality. Example (26) shows a sentence where all the translators have chosen 
this type of adjunct. 
 
(26) Source text: Raymond Potter came out of the car smiling … 

 T2 (+all the rest): Raymond Potter kom smilende ut av bilen … 
 Gloss: Raymond Potter came smiling out of car-DEF … 
 [Three translators have used the verb steg (‘stepped’) instead of kom 

(‘came’).] 

In example (27), the adjunct is also short, and may be seen as participant-oriented 
rather than event-oriented. One of the translators chose a present participle with-
out dependents (27a), which is the most natural-sounding in Norwegian. Prepo-
sitional phrases are also possible, such as the one used by T10 (27b), but again 
the information in the adverbial still is lost. A majority of translators seem to have 
wanted to keep this information. Adverbials being possible in Norwegian present 
participle clauses, this solution was favoured (five translators in 27c) over a finite 
adverbial clause (only one translator in 27d), perhaps due to the length of the 
latter and the medial position of the adjunct. 
 
(27) Source text: The swimming-pool soughed and sighed and began still 

sighing to sink … 

 a. T2: Bassenget sukket og stønnet og begynte stønnende å synke … 
  Gloss: Pool-DEF sighed and groaned and began groaning to sink … 

 b. T10: Svømmebassenget surklet og stønnet, og vannstanden 
begynte å synke med en sukkende lyd … 

  Gloss: Swimmingpool-DEF gurgled and groaned, and water-level-
DEF began to sink with a sighing sound … 

 c. T3 (T5, T6, T7, T8): Svømmebassenget sukket og stønnet og ga seg, 
fremdeles sukkende, til å tømmes … 

  Gloss: Swimmingpool-DEF sighed and groaned and gave itself, still 
groaning, to to be-emptied … 

 d. T4: Bassenget suste og sukket og begynte ennå mens det sukket å 
synke … 

  Gloss: Pool-DEF soughed and sighed and began still while it sighed 
to sink … 
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An adverbial dependent is also found in the most frequent translation of the -ing 
adjunct in the third sentence in this group (28), whereas the most frequent trans-
lation of the adjunct in the final sentence has a prepositional object (29), which 
is also possible in Norwegian present participial adjuncts. 
 
(28) Source text: Many men might have run roaring in terror … 

 T2 (T3, T4, T6, T7, T8, T9): Mange menn kunne ha flyktet brølende av 
skrekk … 

 Gloss: Many men could have fled roaring of terror … 

(29) Source text: The two young men appeared carrying an immense boa-con-
strictor of heavy black plastic pipe … 

 T1 (T3, T5, T6, T7, T8, T10): De to unge mennene kom bærende på en 
enorm boa constrictor i tykk sort plast … 

 Gloss: The two young men came carrying on an enormous boa constrictor 
in thick black plastic … 

 [T8 has kom slepende på (‘came dragging on’), T10 kom slepende med 
(‘came dragging with’) and T3 and T6 dukket opp bærende på (‘emerged 
carrying on’).] 

In addition to the match with the internal syntax of Norwegian present participial 
adjuncts, it is possible that the similarity to one of the few common complement 
constructions with present participles in Norwegian plays a role in (29). Kinn 
(2014: 80–83) argues that KOMME (‘come’) may act as an auxiliary taking present 
participles of certain motion verbs as complements, as in (30), and that there is 
an overlap between this construction and constructions with KOMME as a main 
verb followed by a present participle subject predicative, as in (31).  
 
(30) En mann som heter Thomas kom kjørende i en diger lastebil. (www.ring-

blad.no) (Kinn 2014: 80) 
 Gloss: A man who is-called Thomas come-PAST drive-PRES.PART in a huge 

truck. 
 ‘A man called Thomas came driving (in/up) in a huge truck.’ 

(31) Noen kom sjanglende inn fra kneipene langs “Ølklemmå” og 
“Subakanalen” … (erlingjensen.net) (Kinn 2014: 82) 

 Gloss: Someone come-PAST stagger-PRES.PART in from joints-DEF along 
“Ølklemmå” and “Subakanalen” … 
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 ‘Someone came staggering in from the joints along “Ølklemmå” and 
“Subakanalen” …’ 

The possibility of using kom (‘came’) to render appeared in (29), might thus create 
a favourable context for the use of a present participle in Norwegian.  

5.3 Coordination dispreferred when the context already 
contains coordination 

Even though coordination is the most common solution overall, there are some 
cases where all or almost all of the translators used subordinate clauses. These 
cases turn out to involve sentences where coordination is already used some-
where else. Example (32) shows a sentence where there is coordination of two 
predicates before the -ing adjunct. Nine of the ten translators chose to render this 
-ing adjunct as a finite adverbial clause, illustrated with the solution from T2 
(32a). The only translator to render the -ing adjunct as a coordinate clause is T1, 
who omitted the coordinated predicate from the original and thus also avoided 
two coordinated clauses in a row (32b). 
 
(32) Source text: Bernard turned over on his side, and floated, disentangling 

his brown legs from the twining coloured coils. 

 a. T2: Bernard snudde seg over på siden og fløt mens han viklet de 
brune bena ut fra de omslyngende fargede kveilene. 

  Gloss: Bernard turned himself over on side-DEF and floated while 
he disentangled the brown legs-DEF from the twining coloured coils-
DEF. 

 b. T1: Bernard la seg over på siden og frigjorde sine brune ben fra de 
farveglade buktningene. 

  Gloss: Bernard laid himself over on side-DEF and made his brown 
legs free from the colourful coils-DEF. 

The coordination in the original may also occur in the -ing adjunct itself, as illus-
trated in (33). Again, nine translators used a finite adverbial clause, similar to the 
one used by T9 (33a). The only exception is T10, who reordered the content and 
made the -ing adjunct into an independent clause (33b). 

 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



218 | Hildegunn Dirdal 

  

(33) Source text: Don't go, he begged it, watching and learning, don't go. 

 a. T9: Ikke forsvinn, tryglet han den mens han så og lærte, ikke 
forsvinn. 

  Gloss: Not disappear, he begged it while he saw and learnt, not dis-
appear. 

 b. T10: Han iakttok og lærte. Ikke fly bort, ba han, ikke fly bort. 
  Gloss: He watched and learnt. Not fly away, he begged, not fly 

away. 

5.4 Individual style 

The clearest indication of individual differences found in Table 2 was in the rela-
tive frequency difference between coordination and subordination. To control for 
other factors, it was deemed important to compare these frequencies only with 
regard to sentences that could potentially be translated using both coordination 
and subordination. 

Tab. 3: Translation of -ing participial free adjuncts when both coordination and subordination 
is possible. 

 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 Total 

Independent clause 3 2 1 1 1  1 1 1  11 
Coordination 14 15 10 14 14 15 13 7 16 14 132 
Subordinate clause 1 1 5 2 2 2 3 9 1 3 29 
Phrase   2 1 1 1 1 1  1 8 

Total 18 18 18 18 18 18 18 18 18 18 180 

The following cases were therefore excluded from the comparison in Table 3: 
cases where coordination could not be used because of the semantic relation ex-
pressed or where coordination was dispreferred because of a telic matrix clause, 
and cases where all the translators chose subordinate clauses because there was 
another case of coordination in the same sentence (see Sections 5.1 and 5.3). This 
leaves only sentences where there is a genuine choice between coordination and 
subordination (as well as other possibilities). The trends are still clear, with T3 
and T8 favouring subordination much more frequently than the rest. 
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A further sign of personal style can be seen in the translators’ decisions to 
leave out the conjunction og (‘and’) when coordination is used, i.e. when a pred-
icate is added that shares its subject with the matrix clause. Table 4 shows how 
often the translators used coordinated clauses with or without a coordinating 
conjunction.  

Tab. 4: Use of coordination with and without conjunction in the rendering of -ing participial 
free adjuncts. 

 T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 Total

With conjunction 12 14 10 11 15 15 13 7 13 13 123
Without conjunction 2 1  4     4 1 12

Total 14 15 10 15 15 15 13 7 17 14 135

Sentence (24) above showed an example of conjunctionless coordination, or the 
attachment of a new predicate after a comma, where normal coordination was 
impossible because of the semantic relation of specification. Only T4 and T9 used 
this strategy. The same two translators chose a similar structure in the rendering 
of three other sentences, one of which is shown in (34). Only in one sentence, 
shown in (35), did as many as five translators choose the same solution. However, 
in this specific case, the clause in question can be seen as the penultimate in a 
coordinated list, where it is common to leave out the conjunction. 
 
(34) Source text: He swam more and more, trying to understand the blue ... 

 T4 (T9): Han svømte mer og mer, forsøkte å forstå denne blåfargen ... 
 Gloss: He swam more and more, tried to understand this blue-colour ... 

(35) Source text: She flung back her hair with an actressy gesture of her 
hands and sat down gracefully, pulling the cheesecloth round her knees 
and staring down at her ankles. 

 T1 (T2, T4, T9, T10): Hun slengte håret tilbake med en filmstjerneaktig 
håndbevegelse og satte seg grasiøst, trakk skinkeposestoffet over knærne 
og tittet ned på anklene sine. 

 Gloss: She slung hair-DEF back with a film-star-like hand-movement and 
sat herself gracefully, pulled cheesecloth-DEF over knees-DEF and looked 
down at ankles-DEF her. 
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6 Conclusion 

The present study adds new knowledge about several factors that influence the 
translation of English unaugmented -ing participial free adjuncts into Norwegian, 
in addition to confirming the importance of semantic role and situation type. 

The data have revealed the same preference for coordination in the transla-
tion of -ing clauses as has been found in previous studies. The second most fre-
quent structure is subordination, with independent clauses and phrases making 
up smaller portions of the renderings. The data confirm previous findings that 
the semantic relation between the -ing clause and its matrix plays a role in the 
choice of a Norwegian construction. This was seen mainly in two cases: Firstly, it 
was found that coordination is not possible when the -ing clause describes a time 
or condition for the event in the matrix clause. In these cases, finite adverbial 
clauses are preferred, the subordinator making the relation explicit. However, 
other solutions are also found, such as the use of prepositional phrases or inde-
pendent clauses. Secondly, neither normal coordination with a coordinating con-
junction nor finite adverbial clauses are used when the -ing adjunct expresses 
specification/explicitation. Besides prepositional phrases and other types of 
phrases, translators use coordination without a coordinating conjunction, or 
what has been called “run-on sentences” (Fuhre 2010: 53). 

The results also confirm the role of the situation type. Present participial free 
adjuncts can be co-eventive with a telic matrix clause, but in these cases coordi-
nation will lead to a temporal sequence interpretation and is thus avoided. 

In addition, it is found that coordination is dispreferred when there is other 
coordination in the near vicinity of the -ing adjunct, and, further, that some -ing 
adjuncts have a meaning, structure and context that favour the use of the Norwe-
gian present participle. Co-eventive and imperfective adjuncts that consist only 
of a present participle and are participant-oriented, are very likely to be rendered 
as present participial adjuncts in Norwegian, but this also happens frequently if 
the dependents of the -ing participle can be expressed as adverbs and preposi-
tional objects in Norwegian.  

Finally, the data show clear individual differences between translators, indi-
cating that a translator’s style is also an influencing factor in the translation of -
ing participial free adjuncts. Such individual differences were found in the choice 
between coordination and subordination (when both were possible) and in the 
use of coordinate predicates without a coordinating conjunction.  
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Leonie Wiemeyer 
The diachronic productivity of native 
combining forms in American English 
Abstract: Combining forms (CFs) are bound lexical elements which are abundant 
in the English language, such as the well-established CFs eco-, geo-, -holic, and  
-athon. In the 20th century, a new class of so-called ‘native combining forms’ 
emerged. These often occur in jocular formations, predominantly on the Internet. 
They are used to name new cultural phenomena and have given rise to a consid-
erable number of neologisms in the past two decades. This chapter presents the 
results of a corpus study of the productivity of native CFs in written American 
English. The productivity of 21 CFs was examined diachronically from 1950 until 
2009 using the Corpus of Historical American English (COHA). The aim of the 
study was to determine whether the elements investigated are currently produc-
tive and how this productivity has changed over time. A further aim was to iden-
tify factors influencing productivity and to establish a connection between an el-
ement’s productivity and its topicality. 

1 Introduction 

Combining forms are bound lexical elements which combine with words, other 
combining forms or affixes to create lexical words (Fradin 2000). Based on 
whether they occur word-initially or word-finally, they are divided into initial and 
final combining forms (Bauer 1983). Thus far, they have not been given much at-
tention in the linguistic literature, but the large number of elements classified as 
combining forms in dictionaries such as the Oxford English Dictionary (OED) tes-
tifies to the fact that combining forms are not just a fad. As a morphological cat-
egory, they are quite difficult to grasp. Combining forms are heterogeneous in 
form, origin, and syntactic function (see Bauer 1983; Warren 1990; Fradin 2000). 
They share properties with affixes and blends, among others, and the formations 
they give rise to resemble compounds (Fischer 1998). Linguists disagree on the 
categorisation of the elements in question as well as on their characteristics (see 
Warren 1990 for a survey of definitions).  
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Before the 20th century, only Latinate and Ancient Greek elements, so-called 
neo-classical combining forms, played a role in the English vocabulary (see Bauer 
1998). More recently, the relatively new class of native combining forms has 
gained importance. Native combining forms are derived from English lexical 
words. They are usually the result of a reinterpretation of the morphological 
make-up of a source word and the subsequent use of one of its parts as a bound 
element (Warren 1990). An example is the element -thon, which is not a mor-
pheme in the source word marathon, but has been reinterpreted as such in Eng-
lish and gives rise to formations such as walkathon and readathon denoting long-
lasting events, usually held for charity. These native elements are not borrowed 
from other languages, unlike neo-classical elements, which are also combining 
forms in Latin or in (Ancient) Greek (Lüdeling 2006). Their form and use is often 
very different from that of neo-classical combining forms. Like the neo-classical 
elements, they form so-called combinations (Fischer 1998), which are compound-
like formations containing combining forms, e.g. shopaholic and workaholic from 
-(a)holic.  

Native combining forms often occur in jocular formations or as attention-get-
ters, predominantly on the Internet, in the media and in advertising. Because 
such coinages appear novel, unusual, and modern, they are likely to catch the 
reader’s eye and be remembered, especially if their meaning is transparent (see 
Lehrer 2003 for similar observations regarding blends). This is exemplified by the 
underlined formations below:  

(1) SkinnyLicious® is our collection of fresh and delicious menu options with 
lower calories and signature rich taste.1 

(2) Give him space; he'll reward you later with a sexathon. (Corpus of Contem-
porary American English (COCA),2 MAG: Cosmopolitan, 2011) 

(3) A self-confessed “fishaholic,” he makes time to get out at least weekly for 
trout or bass and manages yearly trips for bonefish and Atlantic salmon. 
(COCA, MAG: field and stream, 1992) 

(4) Its Cookie-ception: Oreo Cookies Now Come In Chocolate Chip Flavours!3 

Native combining forms are a special type of morpheme because they add lexical 
meaning to free lexemes which cannot be adequately expressed by established 

|| 
1 Taken from https://www.thecheesecakefactory.com/menu/skinnylicious/, last accessed Feb-
ruary 2017. 
2 A list of corpora and dictionaries cited appears at the end of this chapter.  
3 Taken from https://www.hungryforever.com/cookie-ception-oreo-cookies-now-come-choco 
late-chip-flavours/, last accessed February 2017. 
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bound morphemes (see Bauer 1983). These morphemes have contributed a con-
siderable number of unusual neologisms with novel meanings to the English lan-
guage in the last few decades, many of which have become established, and new 
words are readily coined (see e.g. Fischer 1998). Speakers in a variety of contexts 
and media exploit their creative and innovative potential, as indicated by the ex-
amples above. Nevertheless, despite their remarkable contribution to the lexicon 
of the English language, very little is known about the productivity of such native 
elements and which factors play a role when a combining form becomes produc-
tive.  

This chapter explores the characteristics of native combining forms, above 
all their productivity, in written American English. The following section reviews 
the issue of defining combining forms and delineating them from other morpho-
logical elements. It also provides a list of distinctive features of combining forms. 
Previous research on the productivity of native combining forms is surveyed in 
Section 3. In Section 4, the type frequencies of a set of native combining forms 
are surveyed diachronically from 1950 to 2009 on the basis of data from the Cor-
pus of Historical American English (COHA; Davies 2010–) in order to establish 
whether the examined native combining forms are productive word-forming ele-
ments in written American English. Results are presented in Section 5. Finally, 
factors influencing the productivity of combining forms are considered in Section 
6.  

2 Defining the category of combining forms 

Developing a definition of the category of combining forms as a basis for a study 
of their productivity is far from an easy task. The heterogeneity of the elements 
listed in the literature (see, for example, Fischer 1998; Warren 1990) and in dic-
tionaries indicates that the notion ‘combining form’ is by no means clear-cut. 
There is generally very little agreement on how combining forms are to be de-
fined, which elements can be classified as combining forms, and where to draw 
the line between combining forms and other word-forming elements such as af-
fixes, stems, bound roots, and free lexemes. As Prćić asserts, “the labelling of all 
bound lexical elements in dictionaries, both pedagogical and native-speaker 
ones, is inconsistent and confusing, sometimes even contradictory and mutually 
exclusive” (2005: 314). 

Combining forms are neither free lexemes nor affixes, but rather exist some-
where along a continuum between the two. The categorisation of possible mem-
bers of the category ‘combining form’ – for example elements such as hydro-,  
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-crat, -ology, -aholic, -scape and -friendly – is often ambiguous.4 Numerous terms 
can be found in the literature describing the same word-forming elements. They 
are referred to as pseudo-prefixes and -suffixes, semi-prefixes and -suffixes, 
quasi-affixes, prefixoids and suffixoids, blends or splinters (cf. Adams 1973: 188; 
Fischer 1998: 55; Schmid 2005: 47). However, these terms are often applied with-
out a definition and thus appear to be more useful for the description of the ele-
ments’ similarity to affixes or of the way they were generated than as categories 
of morphological elements. Fischer (1998) found that the treatment of combining 
forms varies between as well as within the references she consulted. Further-
more, she noticed that various rather vague descriptions of these elements were 
used in the OED where they were sometimes described as ‘in combination’, ‘ter-
minal element’ or ‘suffix or final element’. She concluded that “[t]he lack of cer-
tainty in the way such forms are evaluated by the lexicographers is clearly shown 
here. It is not clarified whether these forms are affixes, compositional elements, 
or something in between” (Fischer 1998: 58). 

This uncertainty in the classification is perpetuated in the treatment of most 
of these bound lexical elements. The word-forming element -aholic/-(o)holic5 is a 
palpable example. While it is listed as a noun-forming suffix in the OED, the Mac-
millan Dictionary and the Longman Dictionary of Contemporary English, it is de-
fined as a ‘(noun) combining form’ in the online dictionary of Merriam-Webster. 
Warren defines -aholic as a combining form created by secretion, which is “the 
result of some folk-etymological misdivision of morphemes (i.e., alcoholic would 
mistakenly be believed to consist of alco + holic)” (Warren 1990: 117). Lehrer 
(1998: 3) analyses the element as a combining form that has resulted from blend-
ing of the base words, for example chocolate + alcoholic, while Kolin (1979) and 
Algeo (1981) consider it a pseudo-suffix. Schmid (2005: 170) describes it as a ‘suf-
fix-like element’ created by secretion, and Fradin treats -aholic as a prototypical 
example of what he calls ‘secreted affixes’ (cf. 2000: 46).  

According to Kastovsky (2009: 3), the problem of properly defining and cate-
gorising combining forms lies in the fact that “the linguistic status of these ele-
ments was never really made clear […], nor were there any criteria by means of 
which they could be distinguished from other types of lexical element such as 
words, roots, stems or affixes”. This problem still exists today. In many cases, 

|| 
4 See Lüdeling (2006) for an overview of the conflicting viewpoints on the status of neo-classical 
elements.  
5 All three forms are attested; -oholic and -holic are listed as variants of -aholic in the OED. The 
spelling of the linking vowel appears to be a matter of taste; the variant -holic occurs after base 
words that end in a vowel.  
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there is no consensus on the morphological status of these group-forming ele-
ments in the literature, which is probably to a great degree due to the fact that 
they show many similarities to other morphemes.  

There is, however, general consensus among scholars that combining forms 
are bound word-forming elements in English that occur in word-initial or in word-
final position. Hence, they are more accurately described by the terms ‘initial 
combining form’ (ICF) and ‘final combining form’ (FCF) respectively (cf. Bauer 
1983: 214). The term ‘combining form’ was traditionally used to refer to the first 
or final elements in neo-classical compounds. These are compounds which have 
been “derived from a neo-latin or a neo-greek root” (Fischer 1998: 55). Neo-clas-
sical elements are abundant in the English language, owing to its long history of 
borrowing.  

However, linguists such as Beatrice Warren (1990), Adrienne Lehrer (1998) 
and others use the term to refer to elements of native English origin as well as to 
neo-classical morphemes. Filtering the entries in the Oxford English Dictionary 
(OED)  by selecting the part-of-speech category ‘combining forms’ in the search 
interface produces a list of 2259 results, the majority of which are of Latinate and 
Ancient Greek origin. Aero-, bio-, geo-, -ology, -graphy and -morph are only a few 
examples of well-established neo-classical combining forms in English. Yet there 
are also elements among the OED entries which are clearly derived from English 
words, such as acousto-, Japano-, must-, -pager, -nap and -tainment, amongst oth-
ers. Merriam-Webster also uses this category to describe elements such as  
Brit-, e-, -bot, -gate and -drome, which are of native origin. As they share a large 
number of characteristics with their neo-classical counterparts, a definition of 
combining forms should include these native elements.  

One of the major problems of most definitions is that combining forms share 
characteristics with other morphological elements from which they have to be 
delineated, namely affixes, clippings, roots, stems, and blends (see Fischer 1998 
and Kastovsky 2009 for a more in-depth discussion of the delineation of combin-
ing forms from other elements). They are usually distinguished from affixes, clip-
pings, roots, and stems by their ability to combine with affixes and with one an-
other, their boundness, their lexical meaning and their ability to form compound-
like formations, so-called combinations (cf. Fischer 1998; Prćić 2005). A blend 
may be the source of a new combining form if the splinters present in the blend, 
i.e. the incomplete parts of the source words (see Bauer 2006), become produc-
tive. However, blends cannot be said to consist of combining forms as they usu-
ally do not give rise to productive word-formation patterns and the splinters in 
the blend generally do not occur in other words. Unless the blend formatives are 
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used productively to coin analogous words, i.e. words containing the same ele-
ment such as bagelicious and turkeylicious in analogy to delicious, they cannot be 
considered combining forms (Warren 1990). 

Despite the fuzzy definitions and consequent multifaceted nature of the ele-
ments subsumed under them, combining forms exhibit a number of distinctive 
characteristics (see Fischer 1998: 55–57 and Lehrer 1998: 14, whose descriptions 
form the basis for the following list and who may be referred to for a more detailed 
account). The following are typical characteristics of combining forms:  
1. Combining forms are necessarily bound. Unlike clippings, they cannot stand 

alone.6 
2. They occur word-initially (initial combining forms) or word-finally (final 

combining forms). Some neo-classical combining forms may occur both 
word-initially and word-finally (cf. morphology and biomorph).  

3. They may combine with both free and bound elements, which can be 
a) other combining forms (e.g. in geography, telethon); 
b) free lexemes (e.g. in astrophysics, Frankenfruit), including clippings; 
c) affixes (e.g. in a-morph-ous).  

4. They occur in compound-like formations called combinations (cf. Fischer 
1998).  

5. They may be either:  
a) borrowings from the classical languages adapted to English (neo-classi-

cal combining forms); or 
b) native elements formed from English source words.  

6. Initial combining forms often end in a vowel, usually -o. If the medial vowel 
is morphologically triggered or not assignable to either element, it is a linking 
vowel.  

7. They carry lexical, not grammatical, meaning7. 
8. They are word-forming elements which are currently productive or were pro-

ductive at some point in the past.  

|| 
6 Some combining forms undergo a process of conversion in which distinct free lexemes of the 
same meaning are created, e.g. burger from -burger. These free lexemes can then no longer be 
considered combining forms (see Fischer 1998: 57). 
7 This criterion poses problems insofar as ascribing lexical meaning implies that there is a meas-
ure of lexical density, but no criteria for this have yet been defined. Furthermore, there are affixes 
which also carry lexical meaning, cf. super-. Nevertheless, the criterion will be retained as it 
serves to distinguish combining forms, which carry lexical meaning comparable to nouns and 
adjectives, from affixes, which carry functional meaning comparable to prepositions, adverbs or 
numerals.  
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These characteristics can be used in lieu of a definition in order to discriminate 
them from other morphological elements.  

3 Combining forms and their productivity  

Native combining forms as a morphological category are reasonably well docu-
mented lexicographically. Recent research in this field mostly focusses on their 
demarcation from other morphological categories such as affixes and blends (cf. 
Fradin 2000; Kastovsky 2009; Prćić 2005, 2008). The acceptance of combining 
forms as a category of morphological elements is further corroborated by the fact 
that ‘combining form’ is used as a morphological category in dictionaries; for ex-
ample, it is one part-of-speech tag used in the OED next to ‘prefix’ and ‘suffix’.  

These elements, “which linguists intuitively feel are neither affixes nor roots” 
(Warren 1990: 115), have been examined in a number of lexicographic studies. 
Warren (1990) proposes five subcategories of combining forms and discusses the 
processes of secretion and abbreviation from which they may result, followed by 
a discussion of their morphological status. Back (1991) provides a detailed de-
scription of neo-classical, pseudo-classical, and native combining forms, which 
he subdivides into simplex and complex elements and refers to as ‘non-neoclas-
sical’, and their respective properties such as structure, distribution, and seman-
tics. There are also surveys of individual native combining forms such as -(a)holic 
(cf. Algeo 1981; Kolin 1979). The semantics of native combining forms are investi-
gated by Lehrer (1998), who uses the term ‘combining form’ to refer to the parts 
of the source words that form a blend, e.g. the splinters sm- and -og in smog. In 
her view, however, a blend formative can only be considered a combining form if 
it becomes productive “and since productivity is a matter of degree, there is a 
scale from highly productive morphemes like -holic to splinters that have been 
used only once (apparently), like -nography in warnography < war + pornography” 
(Lehrer 1998: 4–5). There is no discussion of what may trigger productivity in 
blend formatives, but Lehrer speculates that productivity in splinters is depend-
ent on “nonlinguistic, mostly chance factors” (1998: 5). Her analysis of the se-
mantics of these elements suggests that high salience in the source word may be 
a factor in their productivity, as this helps speakers identify the source word in 
the resulting neologism and decode the meaning of the new formation (cf. Lehrer 
1998: 7). Unfortunately, there is no study to date relating the salience of combin-
ing forms as established by Lehrer to their actual productivity.  
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Despite the abundance of lexicographic surveys, there is very little empirical 
research on the productivity of the elements subsumed under the category ‘com-
bining forms’. Most research on productivity focusses on affixes (see, for exam-
ple, Baayen & Lieber 1991). However, given the prominence of combining forms 
in the English language, such an investigation is certainly called for. A study of 
the productivity of the category of neo-classical combining forms is presented by 
Bauer (1998), who regards neo-classical compounds as “compromises” as they 
are “formed from foreign elements but as words of English” (Bauer 1998: 413). 
However, as the focus is on the productivity of the class rather than the elements 
subsumed under it, the study does not provide any insights into the current pro-
ductive use of neo-classical combining forms.  

The global productivity P* of native combining forms is investigated by 
Fischer (1998). The measure P* was proposed by Baayen and Lieber (1991) and 
takes into consideration the number of hapaxes per total number of types. Fischer 
bases her analysis of the morphological class on a sample of 100 combining forms 
collected from four dictionaries which were to be considered productive at the 
time of collection. Discussing their potential productivity, Fischer claims that if a 
dictionary entry exists for a combining form, its productivity can be assumed to 
be high in comparison to elements which are not listed (1998: 63). She explains, 
however, that some combining forms she considers productive such as -flation,  
-crat, and -nomics do not have their own dictionary entries, which she attributes 
to their being in a transitional phase between blend formative and combining 
form. Her subsequent study of the neologisms of cyber-, techno-, info-, docu-,  
-umentary, and -tainment (1998: 141–170) in The Guardian between 1990 and 1996 
and The Miami Herald from 1992 onwards shows that techno- and cyber- are the 
most productive combining forms in the sample. In the case of cyber-, this 
productivity is explained by its topicality in the investigated period due to the 
importance of cybernetics and virtual reality across disciplines from the 1980s 
onwards (see also Coe 2015 for a discussion of the origin and rise of cyber-). Top-
icality is also found to be the reason for the higher productivity of info- as com-
pared to docu-. The number of new formations varies remarkably in each year of 
the period under investigation as the elements may become fashionable within a 
short period of time: “[t]his sudden topicality can then have an effect on the num-
ber of new formation [sic!] created and result in large frequency fluctuations” 
(Fischer 1998: 163). Fischer relates the productivity of combining forms to their 
degree of institutionalisation. Institutionalised lexical items, according to a defi-
nition by Bauer (2003: 333), result from productive word-formation processes and 
are used regularly by members of a speech community, but have not yet become 
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lexicalised. Generally, Fischer’s study shows that highly institutionalised com-
bining forms are highly productive. This applies, for example, to techno- and 
cyber-, which are widely and regularly used and whose meanings are assumed to 
be known and are thus not paraphrased by speakers (Fischer 1998: 152). The least 
productive combining forms in the sample, -tainment and -umentary, are also the 
least institutionalised.  

Given that productivity is a time-dependent variable (Plag 2006), it is im-
portant to consider the use of an element over a longer period of time to draw 
conclusions as to its productivity. While Fischer’s (1998) study provides an in-
sight into the productivity and its relation to their institutionalisation of six se-
lected combining forms during the early 1990s, she concedes that “a longer time 
span of examination is more fruitful, as the number of types can be expected to 
turn out higher within a longer than within a shorter period of time” (Fischer 
1998: 166). Thus far, no comprehensive diachronic study on the productivity of 
native combining forms spanning the decades from their first attestation to the 
current time has been carried out. As Fischer’s set is relatively small and the time 
span short, it is furthermore difficult to draw conclusions from her data as to the 
factors causing the diverging productivity of these elements, both diachronically 
and synchronically. The study presented in this chapter aims to fill this gap.  

4 A corpus-based study on the productivity of 
native combining forms in American English 

The present study investigates the productivity of native combining forms in 
American English. In a diachronic approach, the productivity of a sample of na-
tive combining forms is measured for the period from 1950 until 2009. The aim of 
the study was to determine whether the native combining forms investigated are 
currently productive and how this productivity changed over time. For this pur-
pose, the neologisms in each decade were counted in COHA beginning with the 
one in which a given combining form was first attested. A further aim was to iden-
tify factors which influence the productivity of native combining forms and to 
explain why some are more productive than others.  

The study was based on the following hypotheses:  
1. Native combining forms are productive word-forming elements in American 

English. 
2. The diachronic productivity of native combining forms depends on cultural 

factors. They are coined to name new phenomena, for example those brought 
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about by new technological developments and the new media. Conse-
quently, if their referent is no longer of cultural importance, the productivity 
of the native combining form ceases.  

4.1 Methodology 

Drawing on the characteristics defined in Section 2, the sample of native combin-
ing forms was composed from the lists of combining forms by Warren (1990), Leh-
rer (1998), and the entries in the OED 8 (see Section 4.2). In order to allow for a 
diachronic study of the combining forms’ productivity, the study sample was 
compiled of native combining forms which were first attested between the 1950s 
and the 1980s. The elements taken from the three lists were checked for the date 
of their first occurrence in COHA to determine whether they should be included 
in the sample.  

The COHA was chosen because it is a very large corpus; it contained 400 mil-
lion words at the time this study was conducted. It is composed of texts from mag-
azines, newspapers, fiction, and non-fiction books from 1810 until 2009 and is 
the only up-to-date corpus with historical data. The texts contained in COCA; (Da-
vies 2008–) are also included in the COHA. The COHA does not contain spoken 
text, which means that an important register of the English language cannot be 
taken into account. This is disadvantageous for research on combining forms be-
cause productivity is always dependent on register, as shown by Plag, Dalton-
Puffer, and Baayen (1999). Unfortunately, there is no current and diachronic cor-
pus of English that includes spoken data. As it only provides information on 
American English, the results of any research based on the COHA cannot be gen-
eralised to other varieties of English and so are somewhat limited in their signifi-
cance. The British National Corpus (BYU-BNC), a possible alternative, has not 

|| 
8 As the characteristics of combining forms which are used for operationalisation here draw on 
the definitions by Warren (1990) and Lehrer (1998), there is considerable overlap between their 
lists and the one compiled for this study. Those elements of neo-classical origin and those which 
were coined before the 1950s or after the 1980s were excluded here, however. The OED was used 
in addition because it contains more recent coinages and employs a broader definition of the 
term ‘combining form’ than Warren and Lehrer, which means that more elements are listed for 
this category. This is advantageous for a comprehensive study of combining forms because it is 
difficult to compile a complete list of these elements, especially if they are infrequent, and the 
broad definition applied by the OED makes it more likely to contain elements which could qual-
ify as combining forms as per the operational characterisation in Section 2.  
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been updated since 1993 and therefore cannot be used for determining the cur-
rent productivity of word-forming elements. The Google Books Corpus (Davies 
2011–) is considerably larger than the COHA and was also briefly considered for 
study, but while there are more hits for well-established formations, very few ne-
ologisms are found in this corpus. This is due to the fact that it contains neither 
newspapers nor magazines, in which the language is often more colloquial and 
therefore closer to spoken language. In fiction and non-fiction books, of which 
the Google Books Corpus is composed, authors are apparently more likely to use 
established forms and only rarely coin neologisms using the combining forms 
under investigation here. In some searches, no hapax legomena were found for a 
certain decade in the Google Books Corpus whereas the COHA produced more 
than a dozen, which suggests the latter holds more promise for this research pro-
ject. Of course, every corpus is finite and there is always the possibility that cer-
tain elements do not occur at all despite speakers using them.  

Once the sample had been compiled, each of the combining forms in the sam-
ple was entered into the COHA using a wildcard search (e.g. “heli*”) limiting the 
number of hits to 10,000. This did not affect the results of this study, as none of 
the searches produced more than 2,000 hits. All of the entries that did not consti-
tute types of the respective combining form were removed from the data, i.e. 
words which coincidentally begin or end in the same sequence of letters. The 
types were counted for each element to determine the type frequency. Plural 
forms were only counted as a type if the singular form did not occur in the list 
produced by the COHA. Only the entry with the earlier date of first attestation was 
counted as a type if both the singular and the plural were listed. Likewise, out of 
several spelling variants, only the earlier one was counted. The rationale for each 
of these decisions was that though their inflectional or orthographic properties 
may vary, such items constitute instances of the same type. Plural forms and 
spelling variants of elements occurring in the list were not discarded despite the 
fact that they do not constitute separate types. Instead, the entries were combined 
and their frequencies were added up in order to obtain a correct token frequency 
for the respective element. The overall token frequency was then calculated using 
the figures produced by the COHA.9 As a rule, the source word was not included 
in the type frequency as it gave rise to the combining form, but is not a coinage 
itself. Once the type and token frequencies had been determined, the new for-
mations occurring for the first time in the corpus were counted for each decade 
from the 1950s until the 2000s and then plotted. The frequency measures of the 

|| 
9 Each elements’ type and token frequencies for the overall investigated period and for each 
decade are provided in the appendix.  
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elements were then compared to one another to establish which combining forms 
are diachronically productive and which are not.  

This diachronic approach was chosen because in a synchronic approach, an 
element is usually considered productive if it has produced a high number of 
types, especially hapax legomena. However, it might be the case that almost all 
of these types first occurred thirty years ago and no new formations have been 
created since. In such a case, the total number of types and tokens in the corpus 
would be misleading and assessing such an element as currently productive 
would therefore be a false conclusion. For this reason, the general productivity 
P* is not used here. A diachronic survey of the number of neologisms per decade 
is a more adequate measure to determine the current productivity and to evaluate 
how this productivity has changed in the past and might develop in the future. 
Finally, based on the evaluation of the productivity of the combining forms in the 
sample, the productive elements were compared to the unproductive ones to es-
tablish semantic and pragmatic factors which influence productivity.  

4.2 The study sample 

The study sample contained 21 native combining forms (see glosses in Table 1).  

Tab. 1: Study sample of combining forms first attested in the 1950s, 1960s, 1970s and 1980s. 

First Attes-
tation 

Combining 
Form 

Gloss Source Word 

1950s heli- ‘related to or relating to a helicopter; aircraft  
resembling helicopters’ 

helicopter 

-lect ‘variety of the language’ dialect 

petro- ‘relating to petroleum’ petroleum 

robo- ‘robotic or automatic X’ robot 

-think ‘characteristic mode of thinking’ doublethink 

1960s cyber- ‘related to virtual reality’ cybernetics 

eco- ‘ecological(ly)’ ecological 

-holic ‘addicted to X’ alcoholic 

hover- ‘utilising an air-cushion as a means of support’ hovercraft 
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First Attes-
tation 

Combining 
Form 

Gloss Source Word 

-jacking ‘theft, seizure’ hijacking 

-pager ‘having a specified number of pages’ ─ 

-speak ‘characteristic mode of speaking’ newspeak 

1970s docu- ‘documentary’ documentary 
-gate ‘scandal’ Watergate 
-jack ‘to take illegally, to steal, to seize and comman-

deer, sometimes under threat’ 
hijack 

porta- ‘portable’ portable 
1980s -babble ‘confusing or pretentious jargon’ babble 

-bot ‘robot or automated device’ robot 
-friendly ‘adapted, suitable, useful or safe to X’ friendly 
info- ‘information’ information 
-ware ‘type of software’ software 

The combining forms surveyed here were first used as bound lexical elements 
between the 1950s and 1980s. These decades were chosen because enough time 
has passed since to allow for an evaluation of the diachronic development of the 
productivity of combining forms. Furthermore, only a handful of native combin-
ing forms were first attested before the 1950s. The elements were collected from 
Warren’s (1990) and Lehrer’s (1998) papers as well as from the OED. Each of the 
elements listed in these sources was entered into the Corpus of Historical Ameri-
can English (COHA) in order to determine the decade in which it first occurred as 
a bound lexical element in a formation other than the source word. Those which 
first appeared in the 1950s, 1960s, 1970s or 1980s were included in the study sam-
ple10. Many of these elements occur in all three sources and have their own dic-
tionary entries, although some are listed as affixes (e.g. -teria and  
-(a)holic).  

|| 
10 There are combining forms whose first occurrence in the corpus was earlier than the 1950s 
or later than the 1980s and which are not included for that reason, for example bio-, -thon and -
scape on the one hand and -licious and Franken- on the other. This is not to say that they are not 
currently productive. Moreover, earlier quotations are given in the OED for a number of the ele-
ments used in this study, which means that their first attestation diverges from the one quoted 
here. For a unitary approach, the decade of first occurrence in the COHA was taken as a point of 
reference.  
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As only native elements were to be examined, all neo-classical elements, that 
is those that have a counterpart in the classical languages, were excluded from 
the sample. Furthermore, scientific and technical terms were not included. They 
are predominantly of Latin or Ancient Greek origin and in many cases dictated by 
institutions. One element, namely -schooler, was not included in the sample even 
though it first occurred in the corpus in the 1970s and is labelled in the OED as a 
combining form. It is not regarded as a combining form here because all the 
words in which it occurs (high-schooler, pre-schooler, grade-schooler, home-
schooler etc.) can be regarded as derivatives which have been formed by the ad-
dition of the derivational suffix -er to the respective compounds of school.  

A number of the combining forms cited in the OED did not produce any re-
sults in the COHA and were consequently disregarded in the sample. Their ab-
sence from the corpus may be coincidental and ascribable to the finiteness of the 
COHA, but it is quite likely that the elements which could not be found in the 
corpus are in fact unproductive. Two such examples are acousto- and syntacto-.  

5 Results 

The combining forms in the study sample are as heterogeneous in the number 
and kind of formations they give rise to as in their structure. The type frequency 
varies from three combinations coined with -jack to 178 combinations coined with 
cyber-. The number of formations per element11 are shown in Figure 1 below:  

|| 
11 The COHA data for each combining form in the sample is provided in the appendix. 
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Fig. 1: Type frequencies of native combining forms in the study sample. 

The results of the general frequency query attest that the elements in the sample 
differ greatly with regard to their occurrence in the corpus, which is a first indi-
cation of their diverging productivity. To provide a comparable overview of the 
respective numbers of neologisms, the new formations each element has pro-
duced per decade were plotted. The following 3D bar charts (Figures 2, 3, 4, and 
5) show the new formations each element has produced per decade. For reasons 
of lucidity, the combining forms are grouped by the decade in which they were 
first attested in the COHA. In all charts, the highest increment on the Y-axis is 105. 
It was chosen because the highest number of neologisms observed in one decade 
in the study sample was 101 (-friendly combinations in the 2000s). The number of 
formations coined using the other combining forms in the sample can be com-
pared to this number.  
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Fig. 2: Combining forms first attested in the 1950s: new formations by decade. 

 

Fig. 3: Combining forms first attested in the 1960s: new formations by decade. 
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Fig. 4: Combining forms first attested in the 1970s: new formations by decade. 

 

Fig. 5: Combining forms first attested in the 1980s: new formations by decade. 
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Some general conclusions can be deduced from these graphs. Firstly, the number 
of new formations per decade has increased over time for most elements. Conse-
quently, native combining forms are generally not a temporary fashion which 
only lasts for a few years. Many of them are apparently here to stay. Secondly, 
eleven elements produced their highest number of neologisms in the 1990s. This 
indicates that in general, the 1990s were a decade in which combining forms were 
frequently used. This might be due to the technological progress and the rise of 
the Internet in that decade. Six native combining forms produced the largest 
number of neologisms in the 2000s, which shows that they are still very popular. 
Apparently, native combining forms in general gained popularity from the 1970s 
onwards. Thirdly, eight combining forms, not an insignificant number, have pro-
duced only ten or less neologisms in the period investigated. Two out of these 
eight, namely -lect and -jack, have not produced any new formations in the past 
decade. The combining forms -friendly, cyber-, and eco- display the highest total 
number of types. The element -friendly has also produced the highest number of 
neologisms in one decade: 101 new formations in the 2000s.  

Considering the diachronic change in the production of new forms for the 
elements and their total type frequencies (compare Figure 1), different patterns 
of the appearance of neologisms are observed. The combining forms can be 
grouped according to these patterns.  

The first group of elements leads to the formation of a small number of com-
binations per decade but their total type frequency is low. This pattern can be 
observed in the combining forms -bot, -babble, docu-, hover-, -jack, -lect,  
-jacking, -pager, porta-, and -think. The number of types each of these elements 
produced over the decades ranges between three and fifteen. Some do not pro-
duce any new forms in some decades but then reappear. The combining forms -
lect and -jack are extreme cases. They only produced four and three types respec-
tively and no new formations have been recorded since the 1990s.  

It is quite remarkable that the element -bot has made its way into the English 
language considering that there is already a combining form abstracted from the 
same source word and of the same meaning, namely robo-. It appears as if -bot 
formations are mainly used to refer to automated technical tools and devices 
which serve a specific purpose (e.g. spybot, drill-bot, packbot), whereas robo- 
coinages appear mostly in fiction novels and predominantly describe robotic 
creatures (e.g. robocop, robo-warrior, robo-dog, robo-parrot). Their use in differ-
ent registers could explain the coexistence of the two apparently synonymous 
combining forms. A further difference is that the initial combining form robo- 
does not combine with adjectives but the final combining form -bot does, for ex-
ample in hotbot.  
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The second group steadily produces new forms but there is no substantial 
rise in the number of neologisms per decade over time. Nevertheless, the total 
number of types is considerably higher than that of the first group. They have 
now produced twenty to fifty words. The combining forms -gate, heli-, -holic,  
info-, petro-, robo-, and -ware display this pattern. In one decade, there might be 
a considerable number of neologisms, but this could be followed by a decade of 
fewer or even no new forms. If a curve were fitted, it would rise gradually or re-
main nearly stationary. Apparently, some of the elements have gained popularity 
in the past two decades. Formations with -ware such as student-ware, cine-
maware, and spyware seem to be following an upward trend and it is possible 
that an even larger number of neologisms will be coined in the current decade.  

Finally, there is a small group of elements which initially only produced a 
few new words. The number of attested neologisms then suddenly rose steeply 
from one decade to another. These elements are cyber-, eco-, -friendly, and -speak. 
Their total type frequencies exceed 80, which is comparatively high. Cyber- 
and -friendly, as mentioned before, have given rise to more than 170 words, which 
is extraordinary for any combining form. Amongst them are established for-
mations such as cyberspace and user-friendly, but also more unexpected types 
such as cybervandalism and ozone-layer-friendly. The polysemic combining form 
-ware might be on the brink to entering this third group. It is a relatively new 
combining form used in formations such as spyware and freeware and there is 
constant progress in the fields of software and merchandise, so more -ware neol-
ogisms might be coined in the next years.  

It is noteworthy that -speak has produced considerably more formations than 
-think even though they sprung from the same literary source, George Orwell’s 
Nineteen Eighty-Four, and refer to somewhat related concepts. This may be due to 
the fact that the verb think already has corresponding nouns in thought and think-
ing, both of which are also related in morphological make-up. The corresponding 
noun to -speak, on the other hand, is obsolete (compare the OED entry for speak, 
n.). The noun speech has a different meaning; it does not refer to a way of speak-
ing, and jargon is much more specialised and potentially contemptuous. Conse-
quently, the combining form -speak may have filled a void in the language. This 
would explain the comparatively large number of neologisms, e.g. FBI-speak, 
geekspeak, and winespeak.  

In summary, the data has shown that all of the elements have produced new 
forms in the period examined, especially in the 1990s and the 2000s, but the num-
bers vary greatly. How the type and token frequencies recorded relate to produc-
tivity and how the productivity of certain native combining forms can be ex-
plained will be discussed in the following section.  

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



242 | Leonie Wiemeyer 

  

6 Discussion 

In the following sections, the results presented above will be discussed in the 
light of the hypotheses as to productivity of native combining forms that were at 
the core of this study. Section 6.1 addresses the question of whether the elements 
in the set can be considered productive morphemes. Section 6.2 is devoted to an 
examination of semantic and pragmatic aspects that either boost or restrict the 
productivity of native combining forms. 

6.1 Are native combining forms productive morphemes?  

The question of whether native combining forms are productive cannot be an-
swered in general. Evaluating the data collected from the COHA shows that the 
number of new formations created using the investigated native combining forms 
differs enormously from one element to the next and even for each element from 
one decade to the following.  

The number of neologisms coined using a combining form is indicative of the 
productivity of this element in the respective decade. Consequently, an element 
which produces no new forms in a specified time span is not productive in that 
period. Those combining forms that have produced neologisms can be said to be 
productive to a certain degree: they may display a low, a moderate or a high 
productivity. These labels can only be applied in comparison with other combin-
ing forms and only specify certain points on a scale between ‘unproductive’ and 
‘fully productive’. The description of a combining form’s productivity based on 
the number of neologisms per decade is only a relative measure. There is, of 
course, a possibility that the findings are distorted by the types of texts in the 
COHA, so that the conclusions drawn here can only be generalised for the text 
types found in this corpus.  

Based on the development of the type frequency per decade, the study sam-
ple can be divided into three groups of elements. Each of the groups displays a 
different pattern with regard to the frequency of new formations appearing.  

The combining forms -bot, -babble, docu-, hover-, -jack, -jacking, -lect,  
-pager, porta-, and -think, the elements from the first group, have to be regarded 
as having only low productivity. They only give rise to a small number of six or 
less neologisms per decade. Their overall type frequency is 15 or lower. Based on 
the corpus data from the year 2000 to 2009, the combining forms -lect and -jack 
should currently be considered unproductive. No new forms were attested in that 
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period. They might produce neologisms in the future, but their productivity may 
also have ceased.  

The second group of elements contains -gate, heli-, -holic, info-, petro-, robo-, 
and -ware. These combining forms are moderately productive. Their overall type 
frequency is above 25 and they have produced a more or less steady output of 
neologisms over the period investigated. Unlike the third group’s, these ele-
ments’ type frequencies have not risen substantially over the decades in the in-
vestigated period.  

The final group consists of the elements cyber-, eco-, -gate, and -speak. These 
are highly productive combining forms that have all produced at least eighty 
types from the time they first appeared until the 2000s. Their token frequencies 
exceed 100 – or, in the case of eco-, even 1,000. The number of neologisms for 
each of these combining forms has risen enormously from one decade to the next 
in the period examined. It can be expected that the curve will reach a plateau or 
fall again at some point. This might already be in progress for cyber- and eco-. 
Nevertheless these elements can be regarded as highly productive – at least for 
the time being.  

The investigation has shown that as a category of morphological elements, 
native combining forms are productive. They are used in the analogous coinage 
of neologisms. It has also been documented that the processes of creating native 
combining forms are productive and speakers tend to invent new ones. At least 
four new combining forms have appeared during each of the decades examined 
and the list is far from complete. It is likely that there are more native combining 
forms that became productive during the period examined; however, unless they 
appeared in the source from which the study was compiled, they were not con-
sidered.  

This investigation confirms the first underlying hypothesis. All of the ele-
ments investigated have produced at least three types, some more than 100, from 
1950 to 2009. Consequently, all combining forms in the study sample have been 
productive at some point in the surveyed period. Since they are or have been pro-
ductive, they are indeed combining forms as per the definition. However, not all 
of the combining forms examined are currently productive, as some elements ex-
amined did not produce any neologisms in the past decade.  

6.2 Explaining the productivity of native combining forms 

A combining form cannot arbitrarily be attached to any given word to coin neol-
ogisms: the coinage of new words is semantically and pragmatically restricted 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



244 | Leonie Wiemeyer 

  

(see Plag 2006). Neologisms are coined if they are useful for speakers, e.g. be-
cause they denote something for which there previously was no word. A further 
motivating factor may be speakers’ desire to be extravagant, i.e. to make their 
utterances interesting so that they are noticed for their creativity by others (see 
Haspelmath 1999 for a more detailed description of extravagance as a motivating 
factor in neology). Fashionable and innovative terms are likely to catch on and 
lead to analogous formations by other speakers, especially if they are perceived 
as expressive. As a result, fashion and extravagance can positively influence 
productivity. On the other hand, new formations may be avoided by speakers be-
cause they do not have a referent or because a synonym or a homonym already 
exists in the language. For example, thief generally blocks the possible synonym 
*stealer. The existence of a homonym makes it difficult for members of a speech 
community to decode the meaning of a new formation unambiguously, which is 
potentially detrimental to its productivity. Moreover, a combining form may not 
combine with certain words because there are structural restrictions imposed on 
the bases to which it may attach. These may be phonological, morphological, 
syntactic or semantic in nature (cf. Plag 2003: 59–68). The more restrictions there 
are on the possible bases of a combining form, the less likely are neologisms and 
the lower is the productivity of the said combining form. As discussed above, not 
all native combining forms investigated here are equally productive. In fact, the 
number of neologisms produced by each element has been shown to vary greatly 
between high-productivity and low-productivity elements. 

Several semantic and pragmatic factors influencing the productivity of these 
elements are conceivable. As mentioned before, a new formation has to fulfil a 
specific purpose for the speakers of the language. This is the case, for example, if 
it denotes something which had not previously been named (see Lehrer 2003). A 
formation is not useful if there is already a well-established element of the same 
meaning and function in the language. In this case, the doublet is blocked. This 
probably explains the lack of productivity of the elements -jack and -jacking. 
Their meanings are covered by the simplex words steal and theft. Both of these 
are very frequent in English and occur in compounds, so that there is no need for 
additional lexical items and -jack and -jacking are avoided. In some cases, -jack-
ing and -jack formations refer to incidents of theft under threat, e.g. carjacking, 
shipjack. The relative scarcity of events of that nature also explain the low 
productivity of these two elements. The combining form -bot may even be blocked 
by its source word robot because it is semantically transparent and has only one 
extra syllable. These three combining forms probably display such a low produc-
tivity because speakers do not need them. Combining forms, like affixes, are of 
course limited with regard to the number of possible bases to which they attach. 
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If the meaning of a combining form is very narrow, it is unlikely that it will pro-
duce many formations and its productivity is expected to be low. Homonyms in 
the language can also have a negative effect on the productivity of the combining 
form. The low productivity of -jack and -pager may be in part due to the fact that 
there are homonymous words which are much more frequent in English. Simi-
larly, the letter sequence -lect (idiolect, basilect) also occurs in other words (intel-
lect, neglect, elect) which veils its meaning and makes it less salient.  

However, in some cases a (near-)synonymous form does become a part of the 
language’s vocabulary. This can happen because speakers do not know or cannot 
activate the rival word. If the new formation is shorter than the existing word, 
follows regular grammatical rules or has a different function, speakers may prefer 
it to the established alternative. The productivity of abbreviated combining forms 
such as eco- and info- can be thus explained. Their creation and use is apparently 
a matter of language economy: using short and catchy combining forms (eco-
bricks) is more economical than forming compounds of the same meaning from 
the source words (ecological bricks). Polysemic combining forms differentiate 
themselves from their free counterparts by their boundness and altered mean-
ings. They are useful and can thus become established.  

When considering the semantic features of the native combining forms, it is 
striking that many have meanings relating to the Internet and information tech-
nology. Countless combinations from native combining forms occur in online me-
dia. Apparently, speakers also have a tendency to use combining forms to refer 
to phenomena from this field. The elements cyber-, -bot, info-, robo-, and -ware 
are semantically connected to the fields of virtual reality and artificial intelli-
gence (cf. cyberworld, anthrobot, info-war, robo-pets, virtuware). All of them are 
relatively productive.  

In general, the productivity of any given morphological element is subject to 
pragmatic factors (cf. Plag 2006). One requirement is that they denote something 
nameable. The productivity of a combining form is dependent on its meaning es-
pecially in those cases where the meanings relate to current phenomena, for ex-
ample those brought about by progress in technology or the sciences, or topics of 
public discourse. As a consequence, their productivity is closely linked to the cur-
rentness of the phenomenon they denote. Usage of a given morpheme can be in-
fluenced by fashion and may fluctuate. Consequently, the productivity of com-
bining forms is also a matter of fashion. Some combining forms quickly disappear 
when their denotatum is no longer of cultural interest. This affirms the second 
underlying hypothesis of this study and can be observed in the combining form 
porta-. When first introduced to the markets in the 1960s, portable gadgets and 
appliances were a novelty, cf. portacrib, portaphone. Companies made use of the 
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combining form to coin catchy names (cf. porta-potty). Nowadays, portability is 
no longer regarded as unusual but has become the norm for many devices. This 
explains the low productivity and infrequent use of this combining form in recent 
years. Reversely, the high productivity of the combining forms cyber-, eco- and  
-gate can also be assigned to cultural factors. Globalisation and the development 
of the Web 2.0 and social media mean that a large part of our lives now takes 
place online. Consequently, there are many new phenomena which can be aptly 
named using cyber- combinations, e.g. cybersex, cyberbullying, and cyberstalk-
ing. Similarly, awareness of the effects of pollution and waste on the environment 
has generated a need for terms relating to environment-friendly politics, behav-
iour and materials which was met by eco-, e.g. in eco-awareness, eco-adventures, 
and eco-timber. The emergence of -gate as a productive combining form was ren-
dered possible because it became fashionable to use -gate terms after the Wa-
tergate scandal. A new combining form may be coined as a side effect of a current 
issue or phenomenon and disappear as soon as the phenomenon subsides (e.g. 
doughnutgate), or it may become established so that speakers continue to use it 
(e.g. Monicagate).  

In summary, semantic and pragmatic factors clearly affect the productivity 
of native combining forms. Their meaning is an important factor in this. Those 
elements referring to information technology have been shown to have a high 
productivity. If there is already a synonym or a homonym in the language, a mor-
pheme may be avoided which decreases its productivity. Combining forms are 
subject to fashion trends. They often have meanings related to current issues. If 
they refer to temporary phenomena, they can quickly become unfashionable. 
Narrow meanings also limit the productivity of an element.  

7 Conclusion 

Combining forms are a productive class of bound word-forming elements in Eng-
lish. They are versatile morphemes which are readily used to form creative neol-
ogisms. They occur in a large variety of contexts and are often employed to catch 
the eye of the reader through their unusual form.  

This corpus-based study on the productivity of native combining forms based 
on COHA data has revealed that, generally, combining forms can be considered 
productive in word-formation. All of the elements investigated displayed produc-
tivity at some point in the period from 1950 until 2009. This confirms the first hy-
pothesis on which the study was based. However, while some combining forms 
have produced more than a hundred new words since they were first created, 
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other elements have only produced a handful and some are not currently produc-
tive. The investigation has shown that this can be attributed to semantic and 
pragmatic factors.  

The semantic fields in which a combining form is used determines its produc-
tivity. Many combining forms relate to the fields of information technology and 
virtual reality and are frequently used on the Internet. The semantics of a com-
bining form can also have a negative effect on its productivity. This is the case 
when there are more frequently used synonyms or homonyms already estab-
lished in the language which obscure the meaning of the combining form and 
make it difficult for speakers to decode it. This can have the consequence that the 
combining form is blocked, leading to low productivity.  

Combining forms are often used in eye-catching terms relating to current 
phenomena and issues, predominantly in the media and online. Their productiv-
ity and frequency are closely connected to the topicality of the denoted concept 
and are subject to fashion. In this aspect they are similar to other creative neolo-
gisms such as acronyms, blends, clippings, and lexical phrases (cf. Fischer 1998). 
The productivity of native combining forms is indeed in some cases determined 
by cultural factors. For example, in the 1990s there was a remarkable rise in the 
number of combinations referring to Internet-related phenomena. The productiv-
ity of some combining forms decreases as soon as their referent goes out of fash-
ion. However, they usually do not disappear immediately and it is still possible 
that neologisms using a particular combining form are coined in the following 
decades. There are also combining forms that enter the language as fashionable 
and creative coinages but become established and retain a moderate or even high 
productivity.  

The COHA has proven to be a useful corpus for this study. It contains a large 
number of words from various text types so that the results can be considered 
rather representative at least for the written registers of American English. The 
diachronic structure of the corpus made it possible to compare different decades 
and the respective frequencies which was shown to be insightful and revealed 
that the productivity of combining forms may fluctuate.  

The results of the study can only be generalised to American English and only 
to the types of texts contained in the COHA. As combining forms are abundant in 
social media, which were not considered in this investigation, this study may pro-
vide an incomplete and possibly misleading picture of the actual productivity of 
combining forms. It is probable that the numbers of neologisms found on the In-
ternet are much higher than those in the consulted corpus. Additionally, there 
are more native combining forms in English which were not considered here. In-
vestigations on the productivity of native combining forms in the current decade, 
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on the Internet, in spoken language, and in other varieties of English could be 
interesting future research projects.  

Combining forms are increasingly important in English word-formation be-
cause they can be used to add lexical meaning to free lexemes that cannot be 
appropriately expressed by established affixes. They are likely to continue to 
shape the English language in the future as more creative neologisms appear and 
become lexicalised. 
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Appendix: Data from the COHA 

Tab. 2: 1950s combining forms. 

Combining form Total 1810–
2009 

1950s 1960s 1970s 1980s 1990s 2000s 

HELI- Token Frequency 218 2 42 10 19 93 52 
No. of new for-
mations 

28 2 6 2 1 14 3 

-LECT Token Frequency 8 1 0 0 7 0 0 
No. of new for-
mations 

4 1 0 0 3 0 0 

PETRO- Token Frequency 244 22 28 43 70 42 39 
No. of new for-
mations 

26 4 0 6 7 3 6 

ROBO- Token Frequency 96 26 5 5 9 17 34 
No. of new for-
mations 

45 8 1 3 5 7 21 

-THINK Token Frequency 26 1 2 1 3 4 15 
No. of new for-
mations 

5 1 1 0 0 0 3 

Tab. 3: 1960s combining forms. 

Combining form Total 1810–
2009 

1950s 1960s 1970s 1980s 1990s 2000s

CYBER- Token Frequency 672 0 8 2 1 334 282

No. of new for-
mations 

178 0 2 0 1 95 80

ECO- Token Frequency 1,155 0 2 56 64 409 624

No. of new for-
mations 

141 0 1 12 5 66 57

-HOLIC Token Frequency 129 0 1 2 28 27 71

No. of new for-
mations 

22 0 1 1 5 6 9
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Combining form Total 1810–
2009 

1950s 1960s 1970s 1980s 1990s 2000s

HOVER- Token Frequency 100 0 2 10 2 2 84
No. of new for-
mations 

15 0 1 3 1 0 10

-JACKING Token Frequency 45 0 2 15 5 6 17
No. of new for-
mations 7 0 2 2 1 1 1

-PAGER Token Frequency 9 0 1 0 1 4 3
No. of new for-
mations 

4 0 1 0 0 2 1

-SPEAK Token Frequency 111 0 3 5 9 43 51

No. of new for-
mations 

81 0 1 5 8 34 33

 

Tab. 4: 1970s combining forms. 

Combining form Total 1810–
2009 

1950s 1960s 1970s 1980s 1990s 2000s

DOCU- Token Frequency 37 0 0 2 19 10 6
No. of new for-
mations 

7 0 0 1 1 4 1

-GATE Token Frequency 63 0 0 10 13 25 15
No. of new for-
mations 

25 0 0 2 6 9 8

-JACK Token Frequency 7 0 0 2 2 1 2
No. of new for-
mations 

3 0 0 2 0 1 0

PORTA- Token Frequency 41 0 0 1 0 34 6

No. of new for-
mations 

8 0 0 1 0 5 2
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Tab. 5: 1980s combining forms. 

Combining form Total 1810–
2009 

1950s 1960s 1970s 1980s 1990s 2000s

-BABBLE Token Frequency 18 0 0 0 3 11 4
No. of new for-
mations 

5 0 0 0 1 3 1

-BOT Token Frequency 40 0 0 0 2 17 21
No. of new for-
mations 

14 0 0 0 2 6 6

-FRIENDLY Token Frequency 492 0 0 0 9 145 338
No. of new for-
mations 

176 0 0 0 3 72 101

INFO- Token Frequency 210 0 0 0 14 130 66
No. of new for-
mations 

39 0 0 0 6 18 15

-WARE Token Frequency 249 0 0 0 2 38 206

No. of new for-
mations 

29 0 0 0 1 9 18
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Mark Kaunisto and Juhani Rudanko 
Advise against -ing: An emerging class of 
exceptions to Bach’s Generalization 
Abstract: This chapter discusses the occurrences of covert noun phrase objects 
with the verb advise. Contrary to the condition known as Bach’s Generalization, 
according to which noun phrase objects cannot be omitted in object control struc-
tures, linguists have also noted that covert objects in structures of this type are 
indeed possible. With the aid of large electronic corpora, instances of the covert 
object pattern with advise are examined from the 19th century to the present day. 
In addition to quantitative observations on the use of the covert object pattern, 
attention is given to the semantic characteristics that the pattern manifests com-
pared to instances with explicit objects. Pragmatic considerations may also be 
relevant in that the indeterminate specificity of the understood object could make 
the covert object pattern particularly suitable or desirable in situations where 
considerations of tact could play a role. 

1 Introduction 

The variety seen in the complementation patterns selected by different verbs in 
English is a subject that has received a great deal of attention from linguists in 
recent years. Verbs show different patterns of behaviour not only as regards the 
types of possible complements that they select, but also the numbers of argu-
ments that they take. As will be observed in the present chapter, these character-
istics themselves can change over time, and individual verbs may be in a state of 
flux in this regard. This chapter focuses on the verb advise and the possibility of 
leaving out the object when it is followed by a sentential against -ing complement. 
To take a closer look at the basic structure of the verb with this sentential com-
plement pattern, we can first begin by considering sentence (1) from the Corpus 
of Historical American English (COHA; M. Davies 2010–): 

(1) I strongly advised her against undertaking this play, […] (COHA, 1949, FIC) 
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In example (1) the matrix verb advise selects three arguments. The first is the 
higher subject, realized by the NP I, the second is the direct object, realized by 
the NP her, and the third is the more complex complement against undertaking 
this play. The -ing form of the third argument is a gerund, and it is assumed here 
that the third argument involves an understood subject and is sentential in a sen-
tence of the type of (1). The concept of an understood subject was made use of by 
traditional grammarians, including Jespersen, and it is made use of by many 
scholars today. It is also utilized by Huddleston and Pullum (2002: 65). A simple 
argument in favour of the assumption is the consideration that the lower verb 
needs a subject argument of its own. As Jespersen put it in 1940: 

Very often a gerund stands alone without any subject, but as in other nexuses (nexus sub-
stantives, infinitives, etc.) the connexion of a subject with the verbal idea is always implied. 
(Jespersen [1940]1961: 140) 

For its part, the higher object of (1) receives a theta role from advise, which means 
that the construction of (1) is a control structure, rather than an NP movement 
structure (W. D. Davies & Dubinsky 2004: 3–4). In line with current work, the 
lower subject of (1) may therefore be represented by the symbol PRO. (For the 
framework used, see e.g. Carnie 2007: 395–6; Chomsky 1984: 20–21, Chomsky 
1986: 118–130, and W. D. Davies & Dubinsky 2004). In example (1) PRO is con-
trolled by the NP her in the higher clause, and the structure is one of object con-
trol. The constituent structure of example (1) may then be represented as in (1´) 
for the purposes of the current investigation: 

(1´)  [[I]NP strongly [advised]Verb [her]NP [[against]Prep [[[PRO]NP [undertaking this 
play]VP]S2]NP]PP]S1 

Structure (1´) makes use of the traditional idea of a nominal clause, that is, the 
lower clause, being a gerund, is dominated by an NP node. See Rosenbaum (1967) 
on the distinction between sentential complements that are nominal and those 
that are not (see also Rudanko 2011: 156). 

Two general properties of object control constructions may be pointed out 
here. First, as regards the semantics of object control, the analysis of Sag and Pol-
lard (1991) is the generally accepted view. Labelling matrix verbs selecting object 
control “verbs of the order/permit type”, they write: 

Verbs of the order/permit type all submit to a semantic analysis involving STATES OF AFFAIRS 
(SOAs) where a certain participant (the referent of the object) is influenced by another par-
ticipant (the referent of the subject) to perform an action (characterized in terms of the soa 
denoted by the VP complement). The influencing participant may be an agent (as in Kim 
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persuaded Sandy to leave) or a nonagent (as in Ignorance of thermodynamics compelled Pat 
to enroll in a poetry class). The semantics of all verbs in this class thus involves a soa whose 
relation is of the INFLUENCE type. With respect to such soas, we may identify three semantic 
roles, which we will refer to as INFLUENCE (the possibly agentive influencer), INFLUENCED (the 
typically animate participant influenced by the influence) and SOA-ARG (the action that the 
influenced participant is influenced to perform (or, in the case of verbs like prevent and 
forbid, NOT to perform). [Note omitted] (Sag & Pollard 1991: 66) 

Here the more traditional labels of Agent, Patient, and Goal are employed for the 
three semantic roles, but the labels Influence, Influenced, and SOA-ARG are 
richly descriptive and applicable to the analysis of advise in a sentence of the type 
of (1), and they also deserve to be kept in mind as more specific terms. 

Another general property of object control in English has been labelled 
‘Bach’s Generalization’ in the literature, going back to Bach (1980: 304). To intro-
duce the generalization, consider the sentences in (2a–d), from Rizzi (1986: 503): 

(2) a. This leads people to the following conclusion. 
b. This leads to the following conclusion. 
c. This leads people [PRO to conclude what follows]. 
d. *This leads [PRO to conclude what follows]. 

Sentence (2c) involves object control, selected by the matrix verb lead, with an 
infinitival lower clause. Sentence (2d), which also has a lower clause with PRO, 
is ill-formed, whereas (2b), which does not have a sentential complement, is well 
formed. Bach’s Generalization has been formulated to explain contrasts such as 
the one between (2d) and (2b). Rizzi (1986) provides a particularly clear definition 
of the generalization: 

In object control structures the object NP needs to be structurally represented. (Rizzi 1986: 
503) 

The contrast between (2b) and (2d) shows that the generalization applies to the 
matrix verb lead. However, as observed by Rizzi, the generalization is not a lin-
guistic universal, and even in English there are certain exceptions to it. One class 
of exceptions concerns the matrix verb warn when used with sentential comple-
ments involving the preposition against. Consider the sentences in (3a–b): 

(3) a. I would warn her against paying exorbitant prices for books and objects 
of art. (COHA, 1922, FIC) 
b. Former U.S. Ambassador to Saudi Arabia Wyche Fowler warns against 
assuming that “monarchs can do anything they want without conse-
quences […]” (COHA, 2001, MAG). 
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In sentence (3a) the matrix verb warn selects the complementation pattern of NP 
[against]Prep [PRO Verb+ing …]S]NP, with the higher object controlling the lower 
subject. The NP that immediately follows warn is an argument of the matrix verb, 
and the pattern is one of object control. In view of Bach’s Generalization, the di-
rect object would not be omissible, but the well-formedness of (3b) shows that 
warn permits exceptions to the Generalization. Rizzi (1986) is a pioneering study 
of such exceptions, with a focus on Italian and French. Taking account of Rizzi’s 
work, exceptions to Bach’s Generalization may be analysed as involving a covert 
or understood object NP in the higher clause that then controls the reference of 
PRO, the lower subject. The present study has the broad objective of contributing 
to work on Bach’s Generalization. 

2 Earlier work on exceptions to Bach’s 
Generalization 

Bach’s Generalization was originally formulated within theoretical linguistics, 
without reference to, or use of, corpus data. Rizzi’s (1986) study was likewise con-
ducted within theoretical linguistics. However, the advent of large electronic cor-
pora has opened up new avenues for investigating the Generalization and excep-
tions to it. Rudanko and Rickman (2014) and Rudanko (2015: Chapter 8) are 
earlier studies of this area of English grammar that make systematic use of corpus 
evidence. The former study investigated the matrix verb warn in each decade of 
COHA, with the focus on both overt and covert tokens of object control with this 
matrix verb in American English in the last two centuries, as in (3a–b). The study 
showed that the overt pattern has occurred in English throughout this period, 
with normalized frequencies ranging from 0.4 to 1.1 per million words in the dif-
ferent decades. The study also found that the covert object control pattern with 
warn was extremely rare in the nineteenth century, with no tokens at all in five 
decades of that century. However, the study also revealed that in the twentieth 
century the frequency of the covert pattern began to rise, especially from the 
1930s onwards, and that in the 1990s and 2000s the covert pattern had in fact 
become more frequent than the overt pattern. When these two decades are com-
bined, the numbers of tokens were 28 for the overt pattern and 38 for the covert 
pattern. Apart from such descriptive findings, the article also offered qualitative 
comments, derived from the tokens, on the interpretation of understood objects 
in violations of Bach’s Generalization. 
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Rudanko (2015: Chapter 8) examined exceptions to Bach’s Generalization in 
sentential complements of the matrix verb counsel in each decade of COHA and 
in two decades of the Corpus of Contemporary American English (COCA; M. Da-
vies 2008–), the 1990s and the 2000s. With this verb both overt and covert object 
control constructions were found to be extremely rare in COHA, but the evidence 
of COCA showed that in the most recent decades the frequency of covert tokens 
(14) surpassed that of overt tokens (4). The numbers are low here, making quali-
tative comments hard to substantiate, but similarly to the more robust numbers 
of tokens in the case of warn in the most recent decades of COHA, these totals 
suggest that the covert pattern may be becoming more prominent in very recent 
English. Overall, these earlier studies suggest that there may be an emerging 
change in recent English favouring exceptions to Bach’s Generalization, making 
it desirable to conduct more research in this area. This serves to motivate the pre-
sent investigation.  

The present study investigates the verb advise against the background of Ru-
danko and Rickman (2014) and Rudanko (2015). As in the earlier studies, the fo-
cus is on sentential complements introduced by the preposition against1. It is ob-
served that alongside object control constructions with overt controllers, advise 
also permits covert controllers, in violation of Bach’s Generalization. Even in the 
case of example (1) it is possible to omit the direct object on the main clause, to 
form the sentence in (4): 

(4) I strongly advised against undertaking this play. 

Comparing the sentences in (1) and (4) from the point of view of transitivity, the 
former, with an overt controller and an overt direct object of the main verb, is 
obviously more transitive than the latter, which lacks such an overt object. From 
this perspective, this study aims to contribute to work on a type of detransitiviza-
tion. Most of the work on detransitivization (e.g., Garcia Velasco & Portero Muñoz 
2002; Groefsema 1995) has concentrated on analyzing understood objects in sim-
ple sentences, but the present study, with its focus on Bach’s Generalization, ex-
amines the omission of objects in front of sentential complements. 

|| 
1 The verb advise also selects a number of other patterns of sentential complementation, but 
these are left for later investigation. 
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3 Data and method 

In order to investigate the incidence and the properties of object control construc-
tions involving covert zero controllers of PRO in relation to overtly controlled 
complements with the verb advise, relevant tokens of the patterns were searched 
for in large electronic corpora. The time span of the study is that of the Corpus of 
Historical American English (COHA), that is from the 1810s to the 2000s. Some 
additional data from the British National Corpus (BYU-BNC version; M. Davies 
2004–) and the Corpus of Contemporary American English (COCA) for present-
day English are also considered. These corpora were selected because of their 
size, in order to examine a sufficiently representative sample of the two specific 
constructions at the syntax semantics interface. The corpora are also appropriate 
because of their carefully defined overall structure, with data from different text 
types, making it possible to study the constructions in question from the point of 
view of the system of language2. 

The task of choosing the appropriate search string tends to be more difficult 
in the study of object control than in the study of subject control, simply because 
of the more complex structure involved, but for the present investigation, the in-
vestigators adopted the string consisting of “[advise].[v*],” with the word against 
within nine words to the right. In order to guard against any errors in tagging in 
the corpora, a secondary search string consisting of “advis*” followed by against 
within nine words to the right was also used. These search strings are not ideal 
from the point of view of precision, but are designed to ensure maximum recall. 
In the COHA data, approximately 25 per cent of the tokens retrieved were rele-
vant, and in the COCA data analysed, the corresponding percentage was around 
30. Irrelevant tokens were excluded from further analysis. 

The relevant tokens are examined first as regards the relations between the 
frequencies of the overt and covert object control patterns. The results gleaned 
from the diachronic COHA corpus are compared with those from the BNC and 
COCA. In addition to gerundial complements, attention is also given to the dia-
chronic developments in the occurrence of overt and covert object control pat-
terns when the matrix verb is followed by a noun phrase complement. The results 
of the quantitative analyses are presented in Section 4. The tokens are then ana-
lysed in a more qualitative fashion in order to investigate whether any semantic 

|| 
2 It might, in fact, be fascinating to consider the relevance of different text types on the question of 
the use of the two patterns. However, the numbers of occurrence in the data do not warrant making 
far-reaching conclusions on the issue. 
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and/or pragmatic characteristics can be observed that might play a role in the use 
of the two patterns. In this analysis, as presented in Section 5, earlier work on the 
interpretation of understood objects serves as the starting point. 

4 The emergence of the covert object pattern 

The results obtained with the search strings are given in Table 1, with the normal-
ized frequencies given in parentheses: 

Tab. 1: The incidence of overt and covert object control patterns with advise in COHA (PMW = 
frequency per million words). 

DECADE SIZE (million words) OVERT TOKENS (PMW) COVERT TOKENS (PMW)

1810s 1.2 0 0
1820s 6.9 0 0
1830s 13.8 3 (0.2) 0
1840s 16.0 3 (0.2) 1 (0.1)
1850s 16.5 0 0
1860s 17.1 0 0
1870s 18.6 2 (0.1) 0
1880s 20.9 2 (0.1) 1 (0.0)
1890s 21.2 0 0
1900s 22.5 1 (0.0) 4 (0.2)
1910s 22.7 2 (0.1) 2 (0.1)
1920s 25.6 7 (0.3) 1 (0.0)
1930s 24.6 2 (0.1) 2 (0.1)
1940s 24.1 7 (0.3) 2 (0.1)
1950s 24.4 6 (0.2) 5 (0.2)
1960s 24.0 7 (0.3) 0
1970s 23.8 2 (0.1) 2 (0.1)
1980s 25.2 4 (0.2) 9 (0.4)
1990s 27.9 4 (0.1) 9 (0.3)
2000s 29.5 4 (0.1) 5 (0.2)
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Here are two initial illustrations of each pattern from COHA, one example from 
an earlier and another from a more recent part of the corpus: 

(5) a. I was going to advise you against wedding a very poor girl. (COHA, 1835, 
FIC) 
b. I advise students against taking teaching assistantships and research 
assistantships in their first year […] (COHA, 1995, NEWS) 

(6) a. He referred the matter to Neander, who advised against prohibiting it, 
with the assurance that […] (COHA, 1843, FIC) 
b. Public health departments advised against eating Great Lakes fish regu-
larly, if at all. (COHA, 1998, NF) 

The figures in Table 1 show that the covert object control pattern was extremely 
rare in the nineteenth century. The overt object control pattern was slightly less 
rare, but its frequency was also very low. From the 1920s onwards the overt pat-
tern becomes slightly more frequent. As regards the covert pattern, there are 
some tokens found here and there in some decades, including five tokens in the 
1950s, but for most decades its frequency is lower than that of the overt pattern. 
In the 1980s and 1990s the covert pattern rises in frequency, becoming noticeably 
more frequent than the overt pattern. To represent these trends more clearly, it is 
helpful to compare the incidence of the two patterns during thirty-year periods, 
beginning with the 1830s, in Table 2: 

Tab. 2: The incidence of the overt and covert object control patterns with advise over thirty-
year periods in COHA. 

PERIOD SIZE (million words) OVERT TOKENS (PMW) COVERT TOKENS (PMW)

1830–1859 46.3 6 (0.1) 1 (0.0)
1860–1889 56.6 4 (0.1) 1 (0.0)
1890–1919 66.4 3 (0.0) 6 (0.1)
1920–1949 74.2 16 (0.2) 5 (0.1)
1950–1979 72.1 15 (0.2) 7 (0.1)
1980–2009 82.5 12 (0.1) 23 (0.3)

As is evident in Table 2, the last two 30-year periods show a change in the ratios 
between the frequencies of overt and covert object control patterns, with the to-
kens of the covert object pattern outnumbering those of the overt objects in 1980–

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



Advise against -ing: An emerging class of exceptions to Bach’s Generalization | 261 

  

2009. A simple Chi-Square test applied to the last two 30-year periods shows that 
the difference is statistically significant (p<0.05).  

Given the evidence of COHA regarding the rising frequency of the covert ob-
ject control pattern in very recent English, it is of interest here also to examine 
COCA, the Corpus of Contemporary American English, to see if the evidence of 
COHA is confirmed in this very large corpus of recent American English. A period 
of ten years from 2003 to 2012 was chosen for this comparison, in order to gain 
information on the latest trends in the use of the two constructions (see Table 3). 
The frequencies of the two patterns in Table 3 confirm that the covert object con-
trol pattern has indeed established itself in current American English, and it now 
clearly outnumbers the overt pattern. 

Tab. 3: The overt and covert object control constructions with advise against -ing in COCA, 
2003–2012. 

PERIOD SIZE (million words) OVERT TOKENS (PMW) COVERT TOKENS (PMW) 

2003–2007 103.5 11 (0.1) 23 (0.2) 
2008–2012 91.7 8 (0.1) 16 (0.2) 
2003–2012 
(total) 

195.2 19 (0.1) 39 (0.2) 

As regards the situation in British English, similar searches were conducted on 
the BNC, which covers the period between 1960 and 1993 (most of the data, how-
ever, dates from 1985–1993). In the entire BNC, containing 98.3 million words, 19 
tokens were found of the overt object control construction with advise against -ing 
(0.2 per million words), and 16 tokens were found of corresponding constructions 
with a covert object (likewise rounding up to 0.2 instances per one million words). 
The earliest relevant search hits date from 1978, and the most recent ones from 
1992. Here are some illustrations of both the overt and covert object control pat-
terns with advise against -ing in the corpus: 

(7) a. ‘Big Jack’ advised them against travelling to cheer on their team in a vi-
tal World Cup qualifying match, because of the primitive conditions in the 
Albanian capital, Tirana. (BNC, HJ4) 
b. ‘We don’t know yet whether the young players of today will have the 
same problems,’ adds Sortland, who, despite the results, will not be advis-
ing children against taking up football. (BNC, AKE) 
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c. Detectives say a number of forged tickets are in circulation and advise  
against buying tickets from touts. (BNC, K1H) 
d. They claimed a report advising against fighting a costly appeal with the 
electricity giant should have been discussed in closed session. (BNC, K97) 

Considering the frequencies of the overt and covert object tokens in American 
and British English, it would appear that the numbers of tokens of the two pat-
terns are more even in the BNC data, while the figures from COHA representing 
roughly the same period are more suggestive of the objectless pattern outnum-
bering the cases with an explicit object. In light of this evidence, it could be sug-
gested that the rise of the covert object control pattern with advise occurred ear-
lier in American English. However, the study of larger sets of data would be 
needed to draw more definite conclusions. 

In general terms, the rise of the covert object control pattern with advise may 
be one aspect of the increasing prominence of -ing complement clauses, which is 
an important aspect of what has been called the Great Complement Shift in some 
recent work on complementation (M. Davies 2012; Fanego 2016; Rohdenburg 
2006, 2014; Rudanko 2012, 2017: 15–16, 29; Vosberg 2006, 2009). With respect to 
the Great Complement Shift, Rohdenburg (2006: 143) notes that “perhaps the 
most important set of changes is provided by the establishment of the gerund as 
a second type of non-finite complement”, and because the covert against -ing pat-
tern with advise adds to the arsenal of potential gerundial complements, it seems 
possible to view it as a manifestation of the Great Complement Shift3. 

With regard to the increase of the covert object control pattern with advise, 
another point worth considering is that there are also many instances where in-
stead of a gerundial complement, advise (NP) against is followed by a non-sen-
tential noun phrase, which may contain a noun or a pronoun as the head of the 
phrase, as in examples (8a–d) from COHA: 

(8) a. ‘Yes, we -- all her children -- think it’s absurd. And we’re all trying to ad-
vise her against it… but she vows she’s going to get married to him any-
how.’ (COHA, 1922, FIC) 

|| 
3 Rohdenburg (2006) also makes a more specific comment on advise, comparing the covert to infin-
itival pattern, as in She advised to do it in advance, with the non-prepositional gerund, as in She ad-
vised doing it in advance, and noting that the former has become rare, while the latter has become 
more frequent. The covert against -ing pattern of covert object control, which is the subject of the 
present study, cannot of course be directly compared to the covert to infinitival pattern because of 
the difference in meaning, but its emergence and increasing prominence is still in harmony with the 
Great Complement Shift. 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



Advise against -ing: An emerging class of exceptions to Bach’s Generalization | 263 

  

b. ‘Here, Sanders,’ put in Prescott Gates. ‘I’ll handle this situation. I’ll jolly 
well make them come out, whoever they are.’ 
‘I strongly advise against it, sir,’ said Sanders. (COHA, 1932, FIC) 
c. ‘I advise you against this trip, Mr. Taber,’ said the manager. (COHA, 
1922, FIC) 
d. In any case he felt it would be both dangerous and useless to return to 
town unwell; and Feliu, observing his condition, himself advised against 
the journey. (COHA, 1889, FIC) 

In examples (8a) and (8b), the pronoun it anaphorically refers to an explicit or 
implicit clausal argument, and in both cases the pronoun could be rephrased 
with advise (NP) against followed by an -ing complement (i.e., “we’re all trying to 
advise her against getting married to him; I strongly advise against making them 
come out”). In a similar fashion, in the case of examples (8c) and (8d), one can 
consider that a verb in -ing has simply been omitted, corresponding with making 
this trip/journey. Furthermore, there are a number of tokens with either overt or 
covert objects where it is possible to regard the following noun as a nominaliza-
tion of a verb of action or process, as in examples (9a–b) from COHA, in which 
the nouns use and enlargement could also be expressed with the -ing forms using 
and enlarging: 

(9) a. He advised citizens against the use of drugs to combat high blood pres-
sure because, he said, it led to impatience. (COHA, 1983, MAG) 
b. Justice Lazansky declined to comment on a report that he had advised 
against the enlargement of the investigation. (COHA, 1931, NEWS) 

Tab. 4: The incidence of the overt and covert objects with advise against followed by a noun or 
noun phrase over thirty-year periods in COHA. 

PERIOD SIZE (million words) OVERT TOKENS (PMW) COVERT TOKENS (PMW) 

1830–1859 46.3 1 (0.0) 0 (0.0) 
1860–1889 56.6 4 (0.1) 15 (0.3) 
1890–1919 66.4 11 (0.2) 21 (0.3) 
1920–1949 74.2 15 (0.2) 37 (0.5) 
1950–1979 72.1 6 (0.1) 25 (0.3) 
1980–2009 82.5 11 (0.1) 30 (0.4) 
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It is, then, interesting to observe the occurrences of overt and covert tokens with 
advise (NP) against + a noun phrase in the corpus data. Table 4 presents the fre-
quencies of the two patterns in COHA. The general trend as regards the higher 
frequencies of instances with covert object tokens is similar to that seen in Table 
2. However, the increase in the occurrences of covert object tokens in this case 
established itself rather early. While some of the earliest COHA instances have 
overt tokens, objectless instances soon outnumbered them.  

With regard to the overt and covert object patterns with against + NP comple-
ments in COCA, based on the 2003–2012 data, covert objects have become even 
more frequent compared to the overt ones, with altogether 10 instances found 
with an explicit object, and as many as 66 instances without an object. In the 
BNC, the corresponding figures are in line with the corpora representing Ameri-
can English, with 16 tokens with overt objects, and 43 tokens with covert objects. 

Based on corpus evidence presented in Tables 2 and 4, it would seem justifi-
able to argue that the well-established use of objectless advise when followed by 
an against + NP complement helped pave the way for the later increase of the 
objectless advise against -ing constructions. In fact, a comparison between the 
figures in Tables 2 and 4 shows that the normalized frequencies of the covert ob-
ject control pattern with sentential complements (0.3 per million words) are al-
most beginning to rival those with corresponding NP complements (0.4 pmw). A 
point that remains open concerning the possible connection between the two pat-
terns is why the increase of covert objects with the gerundial against -ing did not 
begin until the 1980s if covert objects were already used with NP complements in 
the late 19th century. In any case, the emergence of covert tokens appears evident, 
which raises the question of whether there are any special nuances perceivable 
in the usage of the more recent pattern which would justify its rise alongside the 
earlier overt object control pattern. This issue is discussed further in the light of 
corpus examples in the following section. 

5 Semantic and pragmatic considerations in the 
use of the covert object pattern 

The numbers of tokens of the covert object control pattern in the corpora exam-
ined are numerous enough to permit some discussion of the properties of the pat-
tern. The focus here is on data from COCA, in order to shed light on usage that is 
as current as possible. The discussion is presented here in three separate parts, 
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according to the different semantic and pragmatic considerations which can be 
seen as contributing to the use of the pattern. 

5.1 Interpretations of habituality and actualization 

A suitable point of departure for the closer study of the covert patterns is provided 
by some comments in Huddleston and Pullum (2002: 303) on unexpressed ob-
jects with selected classes of verbs. One of the types in that source is labelled 
“Unexpressed human object”, as in The dog bites. In discussing a class of salient 
verbs, the authors observe that some verbs selecting unexpressed human objects, 
including please, “appear more readily in intransitives when the situation is ha-
bitual or unactualized – e.g. He never fails to please, I’ll aim to please, but hardly 
?His behavior at lunch pleased” (Huddleston & Pullum 2002: 303). These com-
ments suggest two dichotomies: one between habitual versus one-off situations 
and another dichotomy between actualized and unactualized (‘irrealis’) situa-
tions. These dichotomies are not presented as relevant to understood objects in 
the case of advise in Huddleston and Pullum (2002: 303), but it is still worth con-
sidering them in the context of the covert object control pattern. The primary fo-
cus of the study being on present-day English, the 39 tokens in the most recent 
ten year period (2003–2012) of COCA may again serve as the main data for analy-
sis, supplemented by some earlier tokens from the corpus as clarifying examples. 
The covert object control pattern is more complex than the omission of a direct 
object with a simple transitive verb, as in The dog bites, and it is possible to con-
sider the application of the dichotomies to the sentential complements of advise. 

The salient sense of advise is ‘to give guidance or suggestions’ (OED, sense 
5), and it is in principle possible to give guidance against a course of action that 
is open to the addressee or that the addressee is contemplating, but has not yet 
engaged in at the time when the advice is given, but it is also possible to give 
guidance against a course of action that the addressee has already engaged in. 
Examples of the latter kind include the following instances from COCA (10a–b): 

(10) a. Senator Hagel: Burning tapes, destroying evidence, I don’t know how 
deep this goes. […] 
Bob Schieffer: Reports say that Harriet Miers, who was then a lawyer on 
the president’s staff in the White House, found out about this and told the 
CIA, advised against doing it. And apparently they went against those or-
ders. (COCA, 2007, SPOK) 
b. At least 79 of the suspects stunned in 2009–2010 had offered either pas-
sive, verbal resistance or were fleeing an officer, reports show. However, 
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guidelines issued by a national police research group and the U.S. Justice 
Department office of community policing in 2005 advised against stunning 
suspects who are simply fleeing police. (COCA, 2011, NEWS) 

In (10a), it becomes evident from the context that the action advised against has 
already been taken, possibly on several occasions. In (10b), it is not overtly stated 
that the action referred to in the lower clause had taken place before the advice 
was given, but this interpretation is possible. The question of habituality may 
also arise: in examples (6b) and (10b) the advice may be read as advice against a 
habit (of eating Great Lakes fish or of stunning suspects), but it is also possible to 
read the sentences as offering advice against even a single (future) act (of eating 
Great Lakes fish or of stunning suspects). 

Although the context in some instances found in the data suggests that the 
action advised against had already taken place with indeterminate degrees of 
regularity or habituality, for the majority of the tokens, irrealis interpretations 
seem relevant, and in such cases the question of a habit obviously does not arise. 
For instance, in Mr. President, I strongly advise against sending federal troops to 
Chicago (COCA, 1996, FIC), the construction suggests an irrealis interpretation in 
that it does not convey that federal troops had already been sent to Chicago. Here 
are some further examples of irrealis readings in sentences not illustrated above: 

(11) a. They had demonstrated no contrition. Two U.S. attorneys who prose-
cuted them advised against granting clemency. (COCA, 2009, SPOK) 
b. To get a temporary commitment order from a judge, the state must pre-
sent two medical recommendations. One psychiatrist who supplied them, 
Dr. Gerald Groves, said that sometimes, if he advised against committing 
someone, ‘the institution might go find another psychiatrist who would be 
willing to commit.’ (COCA, 2003, NEWS) 

It is worth noting that the analysis of the tokens along the lines of “actualized vs. 
irrealis” is not always a straightforward matter, but that there are occasionally 
further complexities involved. Good cases in point can be observed in examples 
(12a–b): 

(12) a. The committee found there was no specific prohibition in the Koran on 
driving. In fact, during the time of the Prophet, women regularly led cam-
els across the desert. Even now, Bedouin women have regularly been per-
mitted to drive cars and trucks in isolated parts of the kingdom. The com-
mittee nevertheless gently advised against repeating the experiment. 
(COCA, 1990, MAG) 
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b. The celebrities worked to bridge the gap between their world and that of 
their audience – some with more success than others. Monica, the 
Grammy-award winning R&B singer, told about her struggles with credit 
cards and advised against signing up for more than one card or charging 
big-ticket items. (COCA, 2007, NEWS) 

Example (12a) is interesting in that the action advised against had taken place 
before the committee gave its advice, and this action was even done on a regular 
basis. However, what complicates the interpretation of this token is that the verb 
in the lower clause (what is being advised against) is repeat, which refers to fu-
ture actions as well as past ones. Example (12b), on the other hand, presents an-
other type of borderline instance in that the actualized situation (of signing up 
for more than one credit card) involves the subject rather than the understood NP 
object of advise, and while the context suggests that the addressees may have 
been struggling financially, it does not imply that they actually had signed up for 
more than one credit card. Overall, the present investigators counted 32 tokens 
with irrealis interpretations of the sentential complement of advise among the 39 
tokens in the COCA material. The actions advised against in the remaining seven 
tokens, including examples such as (12 a–b), were interpreted as having already 
occurred4. 

5.2 Degree of specificity of the object 

Turning to a second perspective on the properties of the covert control pattern, 
we may take note of another comment by Huddleston and Pullum (2002). Writing 
on a class of verbs with implicit objects that includes advise, they observe:  

We interpret the intransitives as having a human object, but it may be either general (arbi-
trary people), as in That dog bites, or specific, e.g. you in particular, as in a salient interpre-
tation of Take care; it may bite. (Huddleston & Pullum 2002: 303) 

The contrast between general versus specific interpretations of the implicit object 
is of interest and clearly deserves comment. The contrast links to Rizzi’s (1986) 

|| 
4 A construction with an object that is implicit is clearly lower in transitivity than a construction 
with an expressed object (Hopper & Thompson 1980), and it may be suggested that the incidence 
of irrealis interpretations goes well with the reduced transitivity or detransitivization that is 
implicit in the covert object construction. However, further examination with a larger dataset 
would be required to establish whether there indeed is such a connection. 
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discussion of covert controllers in object control constructions, for in that discus-
sion the role of a general interpretation of the understood object is prominent. 
Rizzi, with a focus on Italian and French, more than on English, did not make use 
of corpus evidence, and we therefore examine some authentic tokens here from 
this perspective. COCA is again the main source of data here, but some early ex-
amples from COHA are worth considering first: 

(13) a. When Strauss’s work was published, it was proposed to his majesty, the 
King of Prussia, to prohibit it in his dominion. He referred the matter to 
Neander, who advised against prohibiting it, with the assurance that it 
would make eventually more apparent the divine origin of the religion it 
so powerfully attacks. (COHA, 1843, FIC) 
b. He is not parsimonious, but his instincts and habits have been prudent. 
He is making inroads upon his capital, and if he should never get it back? 
His father, it is true, advised against entangling his private fortune, but it 
can not be helped now. (COHA, 1883, FIC) 
c. Some high powered gasoline cars are well calculated for touring, and 
are comfortable with four or five in the party, but I strongly advise against 
overloading any car […] (COHA, 1905, MAG) 

As noted, the numbers of early tokens are few, but even these illustrations serve 
to show that both specific and general interpretations must have been available 
in the interpretation of the understood NP from early on. Thus in (13a–b) the in-
terpretation seems specific, confined to one individual, with the reference sup-
plied by the context (the King, his) but in (13c), the interpretation is general, re-
ferring more broadly to any people. 

To shed more light on the nature and interpretation of the understood NP, it 
is helpful to turn to the more recent times, where examples are more plentiful. 
The 39 tokens of the covert construction found in the COCA data (2003–2012) are 
examined here more systematically. Here are some illustrations from this period: 

(14) a. Since you already own Labrador retrievers, I’d advise against adopting a 
potbellied pig. Both are pack animals by nature […] (COCA, 2009, MAG) 
b. There are no exact parallels, of course, but I suspect your attorneys will 
advise against revealing what you have uncovered, just as they’d advise 
against revealing anything the government discovers in its normal opera-
tions. (COCA, 2012, FIC) 

(15) a. While baggage ID tags are essential for reuniting lost luggage with their 
owners, security experts advise against putting your home address on 
these. (COCA, 2005, NEWS) 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



Advise against -ing: An emerging class of exceptions to Bach’s Generalization | 269 

  

b. […] they’re [decongestants] no longer recommended for kids under 2, 
and many doctors advise against giving them to older kids. (COCA, 2008, 
MAG) 
c. Experts advise against letting a ruling party or leader tinker with the 
state’s basic architecture. (COCA, 2011, NEWS) 

The examples in (14a–b) testify to the possibility of highly specific interpretations 
of understood objects. For instance, in (14a) the understood object may be taken 
to refer to the referent of you. By contrast, in (15a–c) the NP is understood in a 
broader way, and extends beyond one individual. For example, in (15a) the pos-
sessive your probably refers to the public in general, and in (15b) the plurals in 
the sentence are worth noting, likewise suggesting a fairly broad or general inter-
pretation of the understood object of advise.  

There are also several tokens where the reference of the understood NP is less 
specific or less definite than in (14a–b), but also less general than in (15a–b): 

(16) a. Colby had briefly been assigned to a unit in Nha Trang before coming to 
Phu Hiep, and I wrote an official sounding report advising against charg-
ing Colby with selling a box of hand grenades to suspected enemy agents 
because there was insufficient evidence. (COCA, 2009, MAG) 
b. After talking things over, they’d give their best advice to Congress and 
to the president. It wouldn’t be compulsory for them to take it, but the 
board’s opinion would be made public and that would put pressure on 
politicians. For example, if the professors had advised against attacking 
Iraq, it would have been harder for the president to do that. The professors 
would give Congress and the president their best advice on whether or not 
they should pass a new tax decrease that leaves no rich person behind. 
(COCA, 2004, SPOK) 

In (16a–b) the reference of the understood NP is limited by the lower predicates 
of these sentences to well-defined subsets of individuals, military prosecutors in 
(16a) and Congress and the president in (16b). Similarly, the understood NP in 
example (10b) cited earlier may be regarded as referring to police officers. 

5.3 Pragmatic considerations 

There is a further point to be made regarding the interpretation of the understood 
NP. Consider the illustrations in (17a–b): 
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(17) a. The next moment, they were in the hallway, hugging each other as if 
nothing else mattered. ‘My dearest Mrs. Talbot.’ Lenore pulled away before 
she broke into tears. ‘My sister – ??’ ‘Sleeping at last, poor lamb. The 
apothecary was here this afternoon and says she is very bad, very low in-
deed. He advised against bleeding her again – but it is not my place to say 
even that much. I plead an old woman’s errant tongue.’ (COCA, 2011, FIC) 
b. Some of Obama’s aides counseled against giving a speech that focused 
directly on race. ‘I know there were some who advised against making this 
speech,’ says Rep. Artur David, an Alabama Democrat and Obama sup-
porter. (COCA, 2008, NEWS) 

In (17a) the advice is presumably given to a small and specific subset of individ-
uals – Mrs. Talbot and her friends or relatives – and a similar interpretation seems 
appropriate in (17b), though in the latter case the set of recipients may have been 
larger. What makes (17a) and (17b) interesting is that they suggest that in the cov-
ert pattern there may be some indeterminacy regarding the interpretation of the 
relation of the understood object of the verb advise and the understood subject of 
the lower clause, represented by PRO. In the discussion up to this point it has 
been assumed that PRO is controlled by the understood object and that the pat-
tern is one of straightforward object control. It is recalled that the very definition 
of Bach’s Generalization makes reference to object control. However, (17a) and 
(17b) suggest that in the covert pattern there may be some indeterminacy in the 
interpretation of PRO. The possibility of indeterminacy is clearer in (17b). The pas-
sage is about a speech delivered by Obama, and the understood subject of making 
this speech refers to Obama. It is also possible to interpret the understood object 
of advise as referring to Obama. However, the sentence can also describe a sce-
nario where the advice was not given directly to Obama but to some of his aides 
or to his chief of staff for instance, at least by some of the advisors who had of-
fered the advice. This interpretation of (17b) may be called the mediated or proxy 
reading of (17b). Even in the proxy reading the referent of the understood object 
and the referent of the understood lower subject are understood to be connected, 
but the NPs in question are not coreferential. 

The possibility of a proxy reading in (17b) is of interest because if an overt 
object NP is inserted into (17b), there is less possibility of indeterminacy: a sen-
tence such as I know there were some who advised the chief of staff against making 
this speech suggests a straightforward object control interpretation more strongly 
as a default reading. The possibility of indeterminacy in the case of the covert 
pattern functions as a niche for semantic differentiation between the two pat-
terns. A similar indeterminacy may arise in (17a), for the sentence appears to per-
mit a scenario where the apothecary’s advice was given to the sick woman’s 
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friends or relatives, while the actual bleeding, if it had been carried out, might 
have been carried out by a doctor, as instructed by the friends or relatives. 

The irrealis versus actualized dichotomy, discussed above, raises a question 
for the interpretation of the implicit object. As noted, the overwhelming majority 
of tokens is of the irrealis type, and it is observed that irrealis interpretations are 
often found with specific implicit objects. Thus both of the specific implicit ob-
jects in (14a-b) involve irrealis readings of the lower clause. Further irrealis read-
ings can also be found with implicit objects that are less specific and more inde-
terminate, as for instance in (16a). 

Regarding the reason(s) for the use of the covert object control construction, 
in Rudanko and Rickman (2014) two suggestions were made. As a number of to-
kens of the construction with warn against -ing were found in texts dealing with 
politics, it was postulated that the very possibility of indeterminacy of the inter-
pretation of PRO might make the construction attractive in political discourse. 
However, in the present study the tokens of the corresponding construction with 
advise in COHA and COCA were found in texts concerning a variety of topics, and 
politics as a subject matter was not as prominent among the tokens as it was with 
warn. It is nevertheless possible that verbs within the same semantic field even 
in this case would show some general similarities in their selection of comple-
ments, while reasons for why occurrences of advise against -ing are not particu-
larly prominent in political discourse in the same way as warn against -ing can 
perhaps be found in the nature of the discourse itself. For example, one could 
argue that in political discourse those lines of argumentation are generally pre-
ferred which are characterized by certainty, strength, and assertiveness rather 
than tentativeness, restraint or caution, and warn being more assertive than ad-
vise could perhaps explain the prominence of warn against -ing in political dis-
course. The indeterminacy of PRO may play a role on a more or less conscious 
level in the use of the covert object control pattern in the case of both warn and 
advise, and possibly other semantically related verbs as well. 

Rudanko and Rickman (2014) also made the suggestion that the omission of 
an explicit direct object may be linked to mitigating the potentially face threaten-
ing nature of a warning as a speech act, in a manner that may be similar to omit-
ting the by phrase in passives (cf. Wanner 2009: 184). Warning someone against 
doing something may be more face threatening as a speech act than advising 
someone against doing something, but there may be some degree of imposition 
or face threat involved even in advising someone, or in taking it upon oneself to 
advise someone, because even advising involves influencing the behaviour of an-
other person. The omission of the direct object may then sometimes be viewed 
from this perspective. For instance, consider (18) from COCA: 
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(18) Economics should concern itself with political and social needs, he ar-
gued, and he called for an end to the prize in economics. The free-market 
conservative Friedrich von Hayek, who shared the Nobel in economics 
with Myrdal in 1974 despite being his ideological opposite, agreed on that 
point. If he had been asked, Hayek said, he would have ‘decidedly advised 
against’ creating an economics prize. (COCA, 2007, NEWS) 

The omission of the direct object in (18) is in a quotation, and in leaving the object 
indeterminate the speaker avoids addressing the question of who or what body 
of people should have acted differently at an earlier point in time, and in this way 
the potential face threat of the utterance of the speaker as a criticism is mitigated. 

6 Conclusion 

Earlier literature on complementation and other relevant grammatical structures 
offer many observations describing and explaining the changes in the uses of the 
structures. The characterizations can be examined more closely in connection 
with individual complement-taking predicates such as advise with the aid of 
large electronic corpora. It has been observed in this paper that based on the 
study of COHA and COCA, the construction advise against -ing is used with both 
overt and covert objects, thus violating Bach’s Generalization. In fact, the latter 
type has become more frequent in recent decades, a development which becomes 
clear even in the fairly modest number of occurrences in COHA. Supporting evi-
dence for the trend was found in COCA. 

The possible role of two semantic features on the choice of leaving out the 
object in the advise against -ing structure was considered, namely the “actual or 
irrealis” nature of the situation or activity expressed in the lower clause, and the 
degree of specificity of the covert object. The data showed that while different 
kinds of occurrences can be found in the data regarding the two dichotomies, 
covert objects are more frequent when the situation is of the irrealis type and the 
understood object is either general or indeterminate. As was seen in connection 
with the structure warn against -ing, in certain circumstances it may be beneficial 
to the speaker to use a construction where the interpretation of the covert object 
is to some extent indeterminate. It could be postulated that advise against -ing, 
as well as other semantically related verbs, may show similar tendencies in this 
regard, which is a question that deserves further study. 
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American English 
He’s always telling some kind of lie 

Abstract: This study investigates subjective progressives with always/constantly/ 
forever (e.g., you’re always complaining) in American English with data from the 
Corpus of Historical American English (COHA). The results show that subjective 
progressives are increasing but that this shift is restricted to always + progressive. 
The increase in subjective progressives is linked to colloquialization as reflected 
in an increasing use of first-person subject pronouns and contracted verb forms. 
Fiction contains the highest frequency of subjective progressives, largely due to 
fictional dialogue expressing subjective attitudes. The proportion of negative 
subjective attitudes decreases slightly towards the end of the 20th century. The 
material indicates that women are leading the way in the increase in subjective 
progressives, but there is no difference in women’s and men’s preferences for ex-
pressing negative subjective attitudes. 

1 Introduction 

Although the progressive in English has been studied extensively, there are still 
gaps in the research regarding low-frequency uses of the construction. Previous 
studies (see e.g. Killie 2004; Kranich 2010a; Leech et al. 2009: 118–143; Smith & 
Leech 2013; Smitterberg 2005) typically investigate the use and changing fre-
quencies of the progressive in small, carefully sampled corpora while devoting 
only a few pages to different “special uses” (as termed by Leech et al. 2009: 119). 
One such special use concerns progressives occurring together with ALWAYS-type 
adverbials as exemplified in (1) and (2). These have so far not been studied in 
modern large-scale corpora, in spite of previous studies indicating that the abso-
lute frequency of these constructions is on the increase. The rise of such progres-
sives is connected to trends affecting English on a general level, such as colloqui-
alization (Leech et al. 2009) and subjectification (Kranich 2007). To establish 
such connections, this chapter investigates the changing and variable patterns of 
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progressives occurring with the adverbs always, constantly and forever in the Cor-
pus of Historical American English (COHA). 

(1) “Now wait a second, Hilda, until I’ve finished,” he said testily. “You young 
people are always interrupting. […]” (COHA; Fiction; 1953) 

(2) He’s always trying to learn. He’ll get up in the world. (COHA; Fiction; 1854) 

Examples are given in (1) and (2) containing the most frequent adverbial, always. 
It is usually pointed out (e.g., Kranich 2010a) that speakers express their disap-
proval of something by using hyperbolic ALWAYS-type adverbials with progres-
sives, as in (1), but examples such as (2), expressing intensification rather than 
disapproval, also occur. In (1) the negative attitude is indicated by the choice of 
the verb interrupting. This is strengthened by the adverbial testily in the narrative 
text. In contrast, (2) refers to a positive attitude attributed to the subject, a will-
ingness to learn. What unites (1) and (2), however, is a hyperbolic, subjective 
component. 

There is variation in the terminology with these progressives, which have 
been variously referred to as “modal” (Wright 1994), “subjective” (Killie 2004), 
“not-solely-aspectual” (Smitterberg 2005: 210–217) or “expressive or attitudinal” 
(Leech et al. 2009: 134). The present study opts for the term ‘subjective’ progres-
sives because it highlights the connection to subjectification, i.e. the tendency for 
linguistic meanings to become more and more subjective (Traugott & Dasher 
2001). Subjectivity in this sense refers to speakers’ expression of self and the rep-
resentation of perspective or point of view in discourse, and subjectification re-
fers to the processes of linguistic evolution that lead to such strategies (Finegan 
1995).  

The spread of the progressive has also been studied from a sociolinguistic 
perspective. Investigations (Arnaud 1998; Smitterberg 2005) have found that 
women are leading the way in its overall increase. This study therefore also takes 
the language-external factor of gender into account when charting subjective 
progressives. 

More specifically, the aims of this chapter are to explore 
1. the diachronic development of always/constantly/forever + progressive in 

COHA, 
2. the language-internal factors (such as colloquialization) affecting the dia-

chronic and synchronic variation, 
3. the extent to which there is ongoing subjectification in the sense of increas-

ing negative speaker attitudes (annoyance/dislike/sarcasm) expressed by 
these progressives, 
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4. the extent to which there are gender differences in the use of the progressive 
in COHA (Arnaud 1998; Smitterberg 2005). 

Section 2 discusses previous work on subjective progressives, while Section 3 pre-
sents the method and material used. Section 4 analyses the results, and Section 
5 contains a concluding discussion of the findings. 

2 On the history of the progressive verb in 
English 

As mentioned above, a number of studies have noted an increase of the progres-
sive in general, providing converging evidence for an increase over longer time 
spans. To be exact, Hundt (2004) found a fourfold increase in the absolute fre-
quency of the progressive in American English (AmE) between the late 18th cen-
tury and the late 20th century in the ARCHER corpus (A Representative Corpus of 
Historical English Registers; manchester.ac.uk/archer/), and Kranich (2010a) 
found similar results for British English (BrE) in the ARCHER-2 corpus. In Smit-
terberg’s (2005) BrE material from the Corpus of Nineteenth-Century English 
(CONCE) (see Kytö, Rudanko, & Smitterberg 2000), there was also a clear growth 
of progressives of almost 50% per 100,000 words. This shift continues into the 
20th century for both AmE and BrE (see, e.g., Kranich 2010a; Leech et al. 2009: 
118–143; Smith & Leech 2013). Leech et al.’s (2009: 289) written AmE data from 
the Brown and Frown corpora indicate a significant 15% increase in progressives 
in fiction between 1961 and 1991, while there was a significant 21% decrease in 
the learned genre. The learned genre is generally slow to adopt changes, and this 
is also a genre where subjective attitudes are less expected due to its typically 
objective, impersonal style. It is therefore not surprising that learned writing and 
fiction are diverging in their preferences, but it is not obvious why progressives 
are decreasing in the learned genre. 

The increase in the progressive is not restricted to writing, as shown by Leech 
et al.’s (2009: 126) finding of a 45% increase in the progressive in spoken BrE in 
the Diachronic Corpus of Present-Day Spoken English (DCPSE) between the 1960s 
and the early 1990s. Progressives were also found to be consistently more fre-
quent in speech than in writing, which shows that genre and register are im-
portant factors in the distribution. In his 19th-century BrE data, Smitterberg 
(2005: 63) found that speech-related genres (such as trials, drama and letters) 
generally yielded many progressives, while expository genres (history, science) 
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contained fewer. Fiction with its frequent use of dialogue covered the middle 
ground. These distributions have changed over time, as can be seen in a compar-
ison with Leech et al.’s (2009) numbers. In the Brown family of corpora, the fic-
tion sub-corpus contains the highest frequency of progressives both in AmE and 
BrE, well ahead of the newspaper texts. The learned texts produced only about 
one-fifth of the progressives found in fiction (for similar findings, see e.g. Biber 
et al. 1999: 460–463). In contrast, Smitterberg (2005) found relatively high fre-
quencies of progressives in scientific texts from the 19th century. It thus appears 
that science was a slightly different, more involved genre in earlier centuries (see 
Taavitsainen 1997 for a discussion of the expression of personal affect in Early 
Modern English), and Smitterberg hypothesizes that the progressive possibly had 
less emotional force in the 19th century than in present-day English. This view is 
supported by Núñez-Pertejo (2004), who found low frequencies of subjective pro-
gressives in Early Modern English, therefore arguing that speakers only rarely 
used the progressive as an attitude marker in that period. 

Earlier studies use different definitions and classifications of the phenome-
non at hand, which makes it difficult to compare findings. Killie (2004) argues 
that the only certain way of identifying subjective progressives is to include 
merely those that occur together with ALWAYS-type adverbials. She further argues 
that ALWAYS-type progressives typically do not have aspectual features such as 
the activity described being in progress or temporary, and that the subjective 
meaning derives from a combination of the adverb and the progressive form (Kil-
lie 2004). Statements that someone is always doing the same thing are by defini-
tion hyperbolic and hence expressions of subjective perceptions (see further e.g. 
Visser 1973: 1942). Killie (2004: 44) suggests that the reason progressives are used 
in such contexts is that the progressive itself is at least partly subjective. Simi-
larly, Smitterberg (2005: 210–217) includes such instances in his category ‘not-
solely-aspectual progressives’, while Römer (2005) additionally includes in-
stances without ALWAYS-type adverbials in her categories ‘emphasis’ or ‘attitude’. 
Finally, Kranich (2010a: 214), based on Wright (1994), separates ‘subjective’ from 
‘objective’ occurrences of progressives with ALWAYS-type adverbials, the defining 
criterion being “whether reference is made to a process which is not objectively 
ongoing at all times but where the speaker uses the adverb hyperbolically”. Since 
the present chapter is restricted to and includes all instances of always/con-
stantly/forever, the results are more directly comparable to studies only covering 
progressives co-occurring with adverbials. 

Subjective attitudes with the progressive have previously been defined in dif-
ferent ways. Kranich (2010a: 63) points out that many scholars argue that there is 
an “inference of negative speaker attitude” with the progressive and adverbials 
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such as always. Citing an adapted example from Leech (1987: 34), Paul is always 
giving people lifts, Kranich (2010a: 65) argues that such progressives tend to be 
interpreted as expressions of negative attitudes in spite of the habit of giving lifts 
usually being thought of as commendable. Kranich argues that the negative atti-
tude here resides in the combination of the adverbial and the progressive, rather 
than in the adverbial alone. The present study broadly adheres to Kranich’s 
(2010a) approach, but includes all instances of always/constantly/forever + pro-
gressive in the data (the ‘neutral’ instances being excluded from Kranich’s cate-
gory). This scope enables diachronic comparisons of the distributions of negative 
and positive/neutral connotations. 

The diachronic developments of subjective progressives have been investi-
gated extensively, but most of these studies are based on small-scale corpora with 
only relatively few instances. Killie’s (2004) Early Modern English material indi-
cated a preference for such progressives to occur in the present tense and with 
first- and second-person pronoun subjects. The correlation between subjective 
progressives and first- and second-person pronoun subjects has also been noted 
in synchronic studies. Römer (2005: 99–100) mentions that emphatic progres-
sives tend to occur with first-person subjects and with the adverbials always, now 
and all the time in her synchronic study. When annoyance is expressed, subjects 
are fairly often second- and third-person pronouns. Römer thus conflates the cat-
egories emphasis and (negative) attitude in her study. In spite of the progressive 
increasing overall in his diachronic CONCE material, Smitterberg (2005) found no 
change in the percentage of subjective progressives in comparison with progres-
sives overall across the 19th century. He argues that the reason for this is that 
subjective progressives have already been integrated into English grammar since 
Old English times. Kranich (2010a: 217) suggests that the tendency to use ALWAYS-
progressives with negative subjective attitudes is a fairly recent, 20th-century de-
velopment. Her data (2010a: 213–222) even indicate that subjective progressives 
– both those with ALWAYS-type adverbials and subjective progressives without 
such adverbials (Kranich 2008: 248) (and interpretative progressives) – may have 
been decreasing since Early Modern English times. Leech et al. (2009) found a 
slight increase in ALWAYS-type progressives between the 1960s and 1990s in the 
Brown family of corpora, but no far-reaching conclusions could be drawn from 
their low frequencies.  

Finally, Laitinen and Levin (2016) investigated subjective progressives with 
always/constantly/forever in several different corpora: written AmE from the Time 
corpus (http://corpus.byu.edu/time/), consisting of 100 million words from all 
issues of Time Magazine 1923–2006, AmE speech from the five-million-word 
Longman Spoken American Corpus, lingua franca speech from the one-million-
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word Vienna-Oxford International Corpus of English (VOICE), and written Eng-
lish from Finland and Sweden from blogs, newspapers and student theses (one 
million words). The data indicate a slight increase in written AmE from Time to-
wards the latter part of the 20th century. This change is at least partly connected 
to the colloquialization of writing habits. The findings also indicate that subjec-
tive progressives are more than twice as frequent in AmE speech as in magazines. 
The frequencies in the lingua franca material were in between the written and 
spoken AmE material. The diachronic material did not indicate any tendency to-
wards subjectification in the sense of increased uses of negative attitudes, but 
rather a specialisation in that always + progressive is increasing while constantly 
and forever may either be on the decrease or remain stable. Semantic constraints 
seem also to be in operation, as constantly + progressive is becoming restricted to 
more neutral meanings while always and forever are becoming more closely as-
sociated with negative contexts. 

In previous research, different extralinguistic factors have been connected to 
the increasing use of the progressive. One of these relates to the leading role of 
women in language change. Labov (2001: 292–3) summarizes the general find-
ings regarding gender and language change thus: women typically use more of 
the innovative forms in changes from below, but they also adhere more strictly to 
overtly prescribed norms than men do. This latter tendency is probably linked to 
a desire to speak “properly” in order to achieve higher status in society, as pro-
posed by Smitterberg (2005: 86). Both Arnaud (1998) and Smitterberg (2005) 
found that female 19th-century letter writers used more progressives than male 
ones. Moreover, in Smitterberg’s study the difference was shown to have in-
creased over time. Gender and intimacy were the strongest factors in Arnaud’s 
study, with a positive correlation between the intimacy between the writer and 
the recipient of the correspondence and progressive frequencies. 

In the 19th century, there was some prescriptive pressure against the progres-
sive, but, as Smitterberg (2005) argues, this was largely restricted to the BE being 
progressive. Arnaud (1998) speculates that upper- and middle-class English 
women were affected by their Scottish and Irish servants’ dialects, which proba-
bly contained many progressives. Filppula (2008) argues that Celtic influence 
from Old English times is the main reason for English having typologically unu-
sual features such as the -ing progressive. The factors indicating Celtic influence 
include the closest equivalent constructions to the English progressive being 
found in Celtic languages and the progressive being more frequent in ‘Celtic Eng-
lishes’. 
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3 Data and method 

In-depth investigations of low-frequency phenomena such as subjective progres-
sives require large data sets. The present material comes from the Corpus of His-
torical American English (COHA) (http://corpus.byu.edu/coha/; Davies 2012), 
which consists of 406 million words of written AmE from 1810–2009. The corpus 
covers four genres: fiction, non-fiction, magazines, and newspapers. About half 
of the material consists of fiction, while newspapers only begin to appear in the 
1860s. The fiction sub-corpus largely contains novels and short stories, but there 
are some plays and, in later decades, movie scripts. The fiction material is there-
fore slightly different from the one used in previous studies (e.g., Leech et al. 
2009; Smitterberg 2005), where drama and movie scripts are not included in fic-
tion. The non-fiction sub-corpus covers a wide range of text types. It mainly com-
prises books about history, social science and technology. Some of the texts are 
clearly argumentative in nature, as We can have Peace in the Holy Land by Jimmy 
Carter, and yet others deal with self-help, such as Emotional Freedom: Liberate 
yourself from Negative Emotions and Transform your Life by Judith Orloff. From 
the 1990s, a number of journal articles from publications such as Professional 
School Counseling and Journal of Environmental Health are also included. The 
most recent decades in particular also include extracts from (auto)biographies. 
The magazine sub-corpus is sampled from a variety of sources, such as Sports 
Illustrated, Good Housekeeping, and Time. Finally, the newspaper data is sam-
pled from a narrower range of publications, with half the material coming from 
The New York Times, which means that the results from this category must be 
viewed with some caution. 

Some further limitations of the corpus should be mentioned. The 1810s con-
tain only slightly more than one million words, and therefore the findings from 
this decade have a weaker empirical basis than the subsequent ones comprising 
16–30 million words each. Moreover, some instances occurred twice in the corpus 
and some of the authors turned out to be non-American. However, the overall size 
of the corpus balances out most of these deficiencies. 

The corpus was sampled in fifty-year intervals; 1810s, 1850s, 1900, 1950s and 
2000s, and included all relevant tokens from these five decades. The restriction 
to five decades enables comparisons between the rarer adverbials and between 
genres without conflating different decades. The disadvantage of this approach 
is that any potential developments between the selected decades would go unno-
ticed. The advantages of comparing solid datasets from selected snapshots in 
time were nevertheless deemed to outweigh the disadvantages of overlooking 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



282 | Magnus Levin 

  

possible variation in the data that may (or may not) be an effect of idiosyncratic 
sampling. 

The material is restricted to three adverbials, always, constantly and forever, 
immediately followed by a progressive form of a verb (non-finite participial 
clauses such as without always treading on people’s toes were excluded). BE going 
to forms creating future time reference were excluded, while motion verb in-
stances of BE going to such as he’s always going to the bathroom (COHA; Fiction; 
2008) were included. The search string was always, constantly or forever immedi-
ately followed by *ing. The five decades contained 2871 relevant instances which 
were classified for subject types and whether the verb was contracted. More than 
60% of the tokens (1751) occurred in fiction. These were classified according to 
the gender of the author for the analysis of language change and gender in Sec-
tion 4.4. 

In spite of the restriction to only three adverbials, it is likely that the material 
covers a sizeable proportion of the subjective progressives, as will be shown in 
Section 4.1. In Smitterberg’s (2005) data, 40% of the instances co-occurred with 
always, constantly or forever. Smitterberg’s investigation was restricted to 19th-
century British English, and, as will be seen below, the frequencies and distribu-
tions of the adverbials change over time. For example, some frequent adverbials 
in Smitterberg’s (2005) study only rarely occur with the progressive in the 20th 
century. 

Previous studies have employed different methods of calculating the fre-
quencies of progressives. Aarts, Close, and Wallis (2013) argue that the propor-
tional method, i.e. comparing frequencies of progressives with the frequencies of 
all “progressivisable” verbs, i.e. those verbs that could plausibly be turned into 
progressives (but were not), is preferable. However, they admit that the identifi-
cation of “true alternants” with progressives “is, in part, subjective, and hence 
an approximation” (Aarts, Close, & Wallis 2013: 21). Smith and Leech (2013) show 
that identifying true alternants even in a superficially simple case as negative 
contractions cannot be carried out automatically (e.g., -n’t contraction is not pos-
sible in instances such as It’s not mine without additional changes). Therefore, 
they argue that using normalized frequencies (e.g., per million words) is both 
convenient and justifiable when studying highly complex cases of variation. It is 
difficult to determine which instances the subjective progressives with always, 
constantly and forever could be contrasted with. Accordingly, normalization per 
million words is the method employed in the present study. A further complica-
tion in a diachronic study is that it is difficult to determine when a verb is to be 
considered progressivisable or not at any given point in time. 
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In the present study, all instances of progressives co-occurring with always, 
constantly and forever were included among subjective progressives, since they 
are virtually always hyperbolic in nature and express some kind of subjective at-
titude.1 This is seen in (3) where the hyperbolic nature of the construction is dis-
cussed.  

(3) “Oh, sir,” Allbright said, “that young gentleman was always talking about 
going away.”  
“Always?” 
“Well, sir, maybe not exactly always. But enough to make it seem like al-
ways. That young gentleman was sort of uncontented around here.” 
(COHA; Fiction; 1959) 

The examples were classified into two different groups according to the attitudes 
they express, either negative or positive/neutral. An example expressing negative 
attitudes such as annoyance, irony, irritation, sarcasm or disapproval is given in 
(4). In (5) there is one of the rare truly neutral instances, while (6) expresses a 
positive stance. 

(4) Public officials are forever doing stupid things, but they don’t step into hot 
tubs with naked women and cocaine unless they are driven to play Rus-
sian roulette with their careers. (COHA; Non-Fiction; 2003) 

(5) Observations indicate that the different clusters of galaxies are constantly 
moving apart from each other. (COHA; Magazine; 1959) 

(6) The best doctors I ever knew were always trying to make their patients live 
more simply, take more exercise, and give nature a chance; they never re-
sorted to medicine until there was nothing else to do. (COHA; Fiction; 
1901) 

In (4), the writer is expressing his negative stance toward the typical behaviour 
of officials. The example is clearly hyperbolic, negative and subjective (since it is 

|| 
1 It is difficult to give an exact number of the “strictly neutral” instances since the examples 
form a continuum. A strict definition of “neutral” reduces the number to instances lacking all 
indications of negative or positive attitudes or the expression of intensification. The strictly neu-
tral instances typically occur in scientific descriptions, as in (5) and (13), and include a few dozen 
examples. 
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literally not true that officials are forever doing this). In contrast, in (5)2 there is 
little subjective attitude expressed. Finally, in (6) there is a positive attitude to-
wards what the doctors were doing. In such cases there is a subjective expression 
of intensification. 

The expression of attitudes was operationalized in the following way: if indi-
cations of negative attitudes such as annoyance, disapproval, irony or sarcasm 
were present, the examples were classified as expressing negative attitudes, oth-
erwise they were classified as positive/neutral. It is often difficult to distinguish 
between neutral instances expressing intensification and instances expressing 
positive attitudes, and therefore these two categories were conflated. However, 
the distinction between negative on the one hand and positive/neutral on the 
other is often straightforward from the immediate context.  

The distributions between negative and positive/neutral attitudes were in-
vestigated in order to explore whether there is ongoing subjectification. An in-
crease in examples conveying negative attitudes would then be taken as an indi-
cation of the construction undergoing subjectification. This is an unusual way of 
operationalizing subjectification, but, as Traugott (2010: 56–60) points out, there 
are no defining criteria for subjectification that are valid across languages and 
constructions. 

4 Results 

The findings will be presented in the following order: Section 4.1 shows the dis-
tributions in the COHA sub-corpora and the frequencies for the individual adver-
bials. The overall frequencies of progressives in COHA are also discussed. Section 
4.2 covers the influence of colloquialization on the spread of subjective progres-
sives, and 4.3 explores the attitudes expressed. Finally, 4.4 deals with the influ-
ence of gender on language change. 

4.1 The frequencies of subjective progressives and 
progressives in general across genres 

Figure 1 presents the normalized frequency of BE + V-ing in COHA.  

|| 
2 Ljung (1980: 28–29) notes that although the progressive is typically associated with temporar-
iness, it is also sometimes used with non-temporary events to focus on the middle phase of an 
event. 
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Fig. 1: BE + V-ing in COHA (normalized frequencies per million words). 

Figure 1 shows that the progressive is becoming more frequent in all four genres, 
and that fiction contains the most progressives in COHA.3 The frequency in fiction 
increases the most, but in the late 20th century the increase has been trailing off. 
This genre contains a lot of dialogue, and is therefore in some respects closer to 
speech than the other genres. However, this frequency is not solely due to pro-
gressives occurring in dialogue. Leech et al. (2009) note that in particular past 
progressives often occur in fictional narratives. The normalized frequencies in 
newspapers and magazines increase more slowly but due to their very low initial 
frequencies, progressives in these genres in fact increase proportionately more 
than in fiction, which means that there is a decreasing difference between fiction 
and magazines and newspapers, respectively. Progressives in non-fiction change 
the least, but still increase by 40% over the 200-year period. A likely explanation 
is that this genre is the least interpersonal in the expression of writer attitude and 
typically a ‘slow’ genre when it comes to adopting changes (for discussions of 
changes across genres, see, e.g., Kranich 2010a; Leech et al. 2009; Smith & Leech 
2013).  

Next, we turn to the overall frequencies of always, constantly and forever + 
progressive in COHA. Figure 2 shows that the subjective progressives more than 
double over 200 years. This is solely due to the increase in always + progressive, 
as was also found by Laitinen and Levin (2016) in the Time corpus. Always + pro-

|| 
3 COHA does not contain separate sub-genres for trials, drama and letters, which means that it 
is difficult to make further comparisons with the CONCE where these genres produced the high-
est frequencies of progressives in 19th-century BrE (see Section 2).  

0

500

1000

1500

2000

2500

1810s 1850s 1900s 1950s 2000s

Fiction

Magazines

News

Non-Fiction

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



286 | Magnus Levin 

  

gressive produces 49% of the instances in the 1850s, and this proportion in-
creases to 80% in the 2000s. While always + progressive trebles in frequency, 
forever + progressive remains stable over time, and constantly + progressive de-
creases after peaking in the 1850s. Thus, the COHA material allows us to conclude 
that there is no wholesale increase in subjective progressives. Instead, this in-
crease is lexically restricted. 

 

Fig. 2: Always/constantly/forever + progressive in COHA (per million words). 

In Figure 2 there is a peak in the 1900s for always, but 12% (89 instances) of all 
tokens in this decade occur in a single text, Three Lives by Gertrude Stein. This 
shows that even with such a large corpus as COHA, individual texts may skew 
findings. Without this text, the total numbers for the 1900s are similar to those 
for the 1950s. Because this novel only affects the middle of the curve and not ei-
ther of the end points, it was decided not to exclude this novel from the data. 

The increase in subjective progressives cannot be explained with reference 
to changing frequencies of the adverbials always, constantly and forever, since 
their token frequencies have remained stable, at least since the mid-1800s. Fur-
thermore, the inclusion of some of the other more common adverbials from Smit-
terberg’s (2005) study would only marginally affect the results, and these effects 
would be virtually restricted to the 1800s. For instance, continually would only 
add 22 tokens (less than 1 per million words) to the overall number of 1,003 in the 
2000s while this particular adverb was almost four times more frequent in the 
1850s. Perpetually, which is also among Smitterberg’s more frequent types, yields 
only five tokens in the 2000s (in comparison to 38 in the 1850s). Thus, the addi-
tion of more adverbials would probably make the increase of subjective progres-
sives slightly less steep, but the overall findings would not radically change. The 
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decrease for continually and perpetually supports the finding that subjective pro-
gressives are becoming specialized in that always is the adverbial that is taking 
over much of the territory. 

Figures 1 and 2 show that both progressives overall and subjective progres-
sives with always/constantly/forever are increasing. Different studies have found 
diverging results regarding subjective progressives in comparison to progressives 
in general. Mair and Hundt (1995) and Smith (2002) argue that the increasing use 
of subjective progressives has contributed greatly to the increase in the progres-
sive. However, Smitterberg (2005) finds no change in the proportion of such pro-
gressives, and Kranich (2010a) finds a significant decrease in the proportion of 
subjective progressives in the ARCHER corpus between the 17th and 20th centu-
ries. Figure 3 below shows that a similar pattern is seen in COHA. 

 

Fig. 3: Percentage of always/constantly/forever + progressive of all BE + V-ing in COHA. 

Although subjective progressives are on the rise in COHA as regards their abso-
lute frequency (see Figure 2), their proportion has been decreasing over the last 
200 years due to the rapid increase of progressives overall (see Figure 1). Thus, 
subjective progressives only have a marginal influence on the overall increase of 
the progressive.  
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Fig. 4: Always/constantly/forever + progressive per genre in COHA (per million words). 

The breakdown per genre presents a complex picture in Figure 4. There is an in-
crease in subjective progressives in two genres only, fiction and newspapers. In 
contrast to Leech et al.’s (2009: 118–43) finding that progressives are spreading 
substantially in fiction, the increase in this genre has been slowing down in 
COHA in the 20th century, while the rate of change in newspapers has been in-
creasing. The increase in fiction between the 1850s and 1900s and the increase in 
newspapers between the 1950s and 2000s were found to be significant (p < 0.05), 
using a log-likelihood test.4 This change in newspapers is probably parallel to the 
steep increase in present active progressives in BrE newspapers in the late 1900s 
found by Smith and Leech (2013: 89). The deceleration of the increase in fiction 
may be caused by this genre slowly reaching a saturation point in the use of sub-
jective progressives, since the proportion of dialogue cannot increase indefi-
nitely. An example from fictional dialogue is provided in (7) where a character 
expresses a negative attitude towards her own behaviour. 

(7) Oh, how awkward of me! I’m so sorry. I’m always doing things like this. 
(COHA; Fiction; 1956) 

Subjective progressives are significantly (p < 0.05) more frequent in fiction than 
in the other 2000s sub-corpora,5 but the fact that the frequencies in magazines, 
newspapers and non-fiction are very similar in the 2000s is perhaps less expected 

|| 
4 The UCREL Significance Test System (http://corpora.lancs.ac.uk/sigtest/) was used for all log-
likelihood test. Fiction: 1850s 213 tokens; 1900s 450 tokens; newspapers 1950s 24; 2000s 100.  
5 Based on a log-likelihood test with 602 tokens in fiction, 224 in magazines, 100 in newspapers 
and 77 in non-fiction.  
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in view of, for instance, modal + progressive (e.g., will be starting) being more 
frequent in fiction and press than in general prose and learned texts in BrE from 
the Brown family of corpora (Smith & Leech 2013). Moreover, non-fiction and 
magazines have remained at similar levels for 150 years. However, these similar-
ities can largely be explained by the composition of the corpus. Many instances 
in the non-fiction sub-corpus occur in books written in involved, argumentative 
style or in (auto)biographies and other text types close to fiction. For instance, 
the 1850s sub-corpus contains Harriet Beecher Stowe’s Sunny Memories of Foreign 
Lands, which, as illustrated in (8), is, at least in parts, quite subjective and in-
volved. In the example, the author expresses her displeasure at certain opinions 
expressed by others.  

(8) The conversation now went on to Milton and Shakspeare. Macaulay made 
one remark that gentlemen are always making, and that is, that there is 
very little characteristic difference between Shakspeare’s women. Well, 
there is no hope for that matter; so long as men are not women they will 
think so. (COHA; Non-Fiction; 1854) 

In the 2000s, non-fiction contains extracts from highbrow to mass-market biog-
raphies such as Melville: His World and Work, The Protest Singer: An Intimate Por-
trait of Pete Seeger and Juiced: Wild Times, Rampant ‘Roids, Smash Hits and How 
Baseball Got Big. (Auto)biographies have been found to be close to fiction, as 
noted both by linguists (e.g., Taavitsainen 1997) and literary scholars (e.g., Mar-
cus 1994). The following extract from Juiced contains a number of first-person 
pronouns in baseball player Jose Canseco’s description of his own childhood, and 
thus illustrates the sometimes highly personal and involved style in the sub-cor-
pus. This relatedness to fiction means that subjective progressives are relatively 
frequent here as well. 

(9) My parents and older sister, Teresa, were living in Regla in July 1964 when 
my mother gave birth to me and my twin brother, Osvaldo. People like to 
say that Ozzie and I were like pocket-sized atom bombs when we were ba-
bies, but my father says we were actually nice and quiet. People were al-
ways fussing over us. (COHA; Non-Fiction; 2005) 

A comparison with the Longman Spoken American Corpus (Laitinen & Levin 
2016) shows that the most advanced genre in the present study, fiction, is lagging 
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behind AmE conversation from the 1990s. However, the difference between fic-
tion and AmE conversation is small and non-significant6, 41 vs 47 per million 
words. It is also noteworthy that the predominance of always + progressive is 
even stronger (89% of all tokens) in conversation than in the written genres in 
Laitinen and Levin’s (2016) study. This suggests that the specialization may have 
progressed even further in speech. 

4.2 Colloquialization 

If writing in general is becoming colloquialized and subjective progressives are 
most frequently found in colloquial genres, then it is a reasonable hypothesis that 
these progressives increasingly often co-occur with other informal or involved 
features, such as contracted verb forms and first- and second-person pronoun 
subjects. Taavitsainen (1997) notes a connection between personal affect and 
such pronouns, and Römer (2005), Levin (2013) and Laitinen and Levin (2016) 
find correlations between such subjects with subjective progressives. However, 
Traugott (2010) argues that English first- and second-person pronoun subjects are 
not necessarily linked to increasing subjectivity, and suggests that negative atti-
tudes typically correlate with third-person subjects.  

Examples (10) and (11) illustrate first- and second-person pronoun subjects 
occurring with negative attitudes. In both examples, the verb forms are con-
tracted, and both occur in fictional dialogue. They were classified as expressing 
negative attitudes due to the inherently negative semantics of the verb (complain-
ing) or of the words or phrases in the immediate context (wrong; repentant). 

(10) “I’m always saying the wrong thing,” said the girl, in a repentant voice; 
(COHA; Fiction; 1904) 

(11) Since you started your business, you’re constantly complaining about 
money. (COHA; Fiction; 2009) 

Figure 5 presents the percentages of first- and second-person pronoun subjects 
in the four COHA genres. The numbers for first- and second-person pronouns 
were conflated because the combined frequencies of these give a fairly good rep-
resentation of the colloquialization of the texts. Until the 1950s, first- and second-

|| 
6 Using a log-likelihood test (p > 0.05) and comparing with 236 tokens from 5.1 million words in 
LSAC (Laitinen & Levin 2016: 240). 
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person pronouns are about equally frequent but in the 2000s, first-person pro-
nouns represent around two-thirds of all tokens. 

 

Fig. 5: Percentages of first- and second-person pronoun subjects with always/constantly/for-
ever + progressive per genre in COHA.  

Figure 5 shows that for most genres there is a steady increase in the use of first- 
and second-person subjects with subjective progressives. The increase is signifi-
cant (p < 0.05) for magazines and newspapers between the 1950s and the 2000s, 
and for magazines between the 1900s and the 1950s.7 The frequency of these sub-
jects has stabilized in fiction, just like the frequency of subjective progressives in 
general as seen in Figure 4. It is likely that this genre already had a high propor-
tion of fictional dialogue a century ago and therefore high proportions of first- 
and second-person pronoun subjects. In non-fiction the levels are slowly ap-
proaching those found in fiction, and, as argued above, this is an indication that 
the texts sampled in fiction and non-fiction share many similarities in the later 
decades. In the 2000s, there are significant differences between the genres with 
subjective progressives: fiction contains significantly fewer first- and second-per-
son subjects than magazines and newspapers, and the latter two genres contain 
significantly more such subjects than non-fiction (p < 0.05).8 There was also a 

|| 
7 Using a chi-square test; magazines: 1900s: 5% (9/173) (Phi coefficient = 0.1717), 1950s: 15% 
(21/136) and 2000s; 31% (70/224) (Phi coefficient = 0.1764); newspapers: 1950s: 8% (2/24) and 
2000s: 38% (38/100) (Phi coefficient = 0.2507). The Phi coefficients indicate small correlations. 
8 Using a chi-square test; fiction 19% (113/602) (Phi coefficient for magazines 0.1336 and for 
newspapers 0.1636), magazines 31% (70/224), newspapers 38% (38/100) and non-fiction 12% 
(9/77) (Phi coefficient for magazines 0.1940 and for newspapers 0.2954). The Phi coefficients in-
dicate small correlations. 
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notable, but non-significant,9 difference overall between always, which is used 
with first- and second-person pronoun subjects in 25% of the instances, and for-
ever, which is so in only 9% of the cases in the 2000s. A similar difference be-
tween the adverbs was found by Laitinen and Levin (2016) in Time. This is a fur-
ther indication that the usage patterns of the three adverbs are drifting apart and 
may become specialized.  

 

Fig. 6: Percentages of contracted verb forms with always/constantly/forever + progressive per 
genre in COHA. 

Regarding contracted verb forms with always/constantly/forever + progressive, 
Laitinen and Levin (2016) found a significant increase in the last decades of the 
20th century in Time. Figure 6 shows the diachronic developments of contracted 
verb forms in COHA and illustrates a similar pattern as Figure 5 above: towards 
the end of the 20th century, there are significant increases in the colloquial fea-
ture under investigation in magazines and newspapers (p < 0.05).10 In non-fiction 
there is a smaller, non-significant rise. Once again, fiction differs from the other 
genres as the increase in contracted verb forms has levelled. Nevertheless, be- 
tween the 1900s and the 1950s there is a significant increase (p < 0.05)11 in con- 

|| 
9 Using a chi-square test: always (199/806); forever (4/43) (p-value = 0.03388; Phi coefficient 
0.0791). 
10 The numbers for the 1950s and the 2000s were the following: magazines 15% (14/136) and 
33% (74/224) (p-value = 0.000002; Phi coefficient = 0.2566, indicating a small correlation), and 
in newspapers 8% (1/24) and 36% (36/100) (p-value = 0.0049; Phi coefficient = 0.2749, indicating 
a small correlation). 
11 There was an increase from 14% (62/450) to 27% (127/475) contractions between the 1900s 
and 1950s (p-value = 0.0000016; Phi coefficient = 0.1606, indicating a small correlation). 
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tractions also in this genre. In the 2000s, there are significantly fewer contrac-
tions in non-fiction than in the other three genres (p < 0.05).12 In the 2000s, there 
is also a significant difference (using a chi-square test p < 0.05) between always + 
progressive (31%) on the one hand, and constantly (15%) and forever (5%) on the 
other in the use of contractions.13 A similar significant difference was also found 
by Laitinen and Levin (2016) in Time. 

AmE writing habits have thus colloquialized, a change coinciding with the 
increase of subjective progressives. There has also been an increasing differenti-
ation between genres, with magazines and newspapers colloquializing at a faster 
rate than non-fiction, while fiction has remained stable at least since the 1950s. 
It is also clear that always + progressive is not only the most frequent means of 
expressing subjective progressives, but is also becoming the more colloquial of 
the three.  

4.3 Negative and positive/neutral attitudes 

This section investigates shifting preferences for negative attitudes. Kranich 
(2010a) found a possible increase in negative attitudes across the 20th century, 
while there was no change over time in Laitinen and Levin’s (2016) Time data. 
However, as mentioned in Section 2, Laitinen and Levin’s (2016) findings suggest 
that there is an ongoing specialization in that constantly + progressive has a sig-
nificantly lower proportion of negative attitudes than always and forever. In-
stead, Laitinen and Levin’s (2016) Time material indicates that constantly is more 
connected with gradual change and inanimate subjects than with the expression 
of subjective attitudes, as illustrated in (12) to (14). 

(12) I’m not quarreling. You’re always quarreling and criticizing. (COHA; Fic-
tion; 1951) 

(13) They found that stem cells in the brain are constantly churning out new 
neurons, particularly in the hippocampus. (COHA; Magazine; 2005) 

|| 
12 Using a chi-square test; the numbers were the following: fiction 26% (156/602), magazines 
33% (74/224), newspapers 36% (36/100) and non-fiction 6% (5/77) (in comparison with fiction 
p-value = 0.00028; Phi coefficient = 0.1448; magazines p-value = 0.000010; Phi coefficient = 
0.2632; newspapers p-value = 0.0000093; Phi coefficient = 0.3467). 
13 The numbers for the adverbs were the following: always 31% (246/806), constantly 15% 
(23/154) and forever 5% (2/43). P-value always vs. constantly = 0.00011; Phi coefficient = 0.1274; 
p-value always vs. forever = 0.00053; Phi coefficient = 0.1247. 
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(14) I’m forever thinking of ways to give design that extra kick, using unlikely 
sources. (COHA; Fiction; 2006) 

Example (12) expresses a negative attitude towards a second person with the 
verbs quarreling and criticizing. In contrast, (13) is a rare ‘neutral’ example with-
out clear positive or negative attitudes (as discussed in Section 3) included in the 
positive/neutral category. This sentence refers to an ongoing process without a 
human agent, and is therefore more easily perceived of in neutral terms. Finally, 
(14) expresses intensification of the activity described, as is probably partly also 
the case in (12) and (13). 

 

Fig. 7: Percentage of negative attitudes with always/constantly/forever + progressive in COHA.  

The results for negative attitudes for each adverb are given in Figure 7. Overall, 
the attitudes remain fairly stable over time and the proportions of negative 
(53.6%; 1540 tokens) and positive/neutral (46.4%; 1331 tokens) are fairly equally 
distributed. There is, however, a significant decrease in negative attitudes be-
tween the 1950s and the 2000s.14 The results are similar to those found by Laitinen 
and Levin (2016: 244) in that constantly + progressive has the lowest and forever 
+ progressive highest proportion of negative attitudes. In the present study, how-
ever, the differences are not significant between the adverbs in the 2000s. The 
trend towards roughly equal proportions of negative attitudes for the three ad- 

|| 
14 1950s: 455 negative; 270 positive/neutral; 2000s: 510 negative; 493 positive/neutral; 
p<0.001; Phi coefficient = 0.1184, which indicates a small correlation.  
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verbs therefore requires some explanation. With always + progressive there is a 
slight decrease in the negative attitudes over the two centuries, but this trend is 
due to some specific features of the material: there are only ten tokens from the 
1810s, the drop in the 1900s is largely due to the novel Three Lives and the slight 
decrease remaining is largely connected to a tendency in newspapers and maga-
zines in the 2000s to use always + progressive as a (positive) intensifying device, 
as in (15), rather than to express negative attitudes. 

(15) She’s never satisfied with her mark… Nicole is always pushing for that next 
level. (COHA; Newspapers; 2006).  

The increase in negative attitudes with constantly is mainly caused by a shift in 
the largest sub-corpus, fiction, which has a larger proportion of examples ex-
pressing negative attitudes in the later decades. Forever + progressive remains 
rather stable over time but with a slight peak in the 1900s, which is due to an 
unusually large proportion of negatives in a number of texts in the fiction sub-
corpus. 

As was noted for Figure 7, many of the fluctuations over the years with the 
individual adverbs are due to fluctuations in specific genres. Therefore, we now 
turn to the percentages of negative attitudes in each genre in Figure 8. Fiction 
remains quite stable over time, and it also remains different from the other genres 
by maintaining the highest proportion of negative attitudes. The difference be-
tween fiction and magazines and newspapers in the 2000s is significant (p < 
0.05).15 

|| 
15 Fiction: 64% (327/602), magazines: 31% (70/224), newspapers: 24% (24/100) and non-fic-
tion: 43% (33/77) (fiction vs. magazines p-value = 5.8 × 10 -9; Phi coefficient = 0.2053; fiction vs. 
newspapers p-value = 3.6 × 10 -8. Phi coefficient = 0.2119; in both instances the Phi coefficients 
indicate small correlations). 
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Fig. 8: Percentage of negative attitudes with always/constantly/forever + progressive in COHA 
per genre. 

The reason for the consistently higher proportion of negative attitudes in fiction 
seems to be that characters express negative subjective attitudes in fictional dia-
logue, and, to a lesser extent, that the narrative also contains such attitudes. A 
typical example is given in (16), where the negative attitude is obvious from the 
subject, rather than the verb. 

(16) “Where’s Randy? He doesn’t answer his phone.”  
“Dunno. Try him at the office. Little bastard’s always working late.” 
(COHA; Fiction; 2006) 

In spite of some fluctuations, all genres show a decrease in negative attitudes be-
tween the 1950s and 2000s. This drop from 63% (455/725) negative attitudes in 
the 1950s to 51% (510/1003) in the 2000s is significant (p < 0.05) at the corpus 
level.16 The decrease is also significant in two genres: in newspapers there is a 
significant decrease from 59% (80/136) to 31% (70/224), and in magazines from 
50% (12/24) to 24% (24/100).17 Arguably the strongest subjective meanings are 
expressed when negative attitudes are conveyed. Moreover, it is likely that this 
decrease in negative attitudes is linked to Kranich’s (2010b) suggestion that sub-
jective meanings tend to be more frequent with constructions in the early phases 
of grammaticalization, but that these attitudes are often lost in later stages. 

|| 
16 Using a chi-square test; p-value = 0.0000011; Phi coefficient = 0.1184, (small correlation). 
17 Using a chi-square test; for magazines p-value = 4.79 × 10 -7; Phi coefficient = 0.2712; for news-
papers p-value = 0.023; Phi coefficient = 0.2263, in both cases indicating small correlations. 
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The decreasing proportions of negative attitudes in the 2000s are connected 
to the subjects involved. First-person subjects are becoming increasingly fre-
quent and, as can be seen in Figure 9, the proportions of negative attitudes differ 
between the different subject types.  

 

Fig. 9: Negative and positive/neutral attitudes with always/constantly/forever + progressive in 
COHA 2000s. 

Figure 9 shows significant differences between the three persons.18 A larger pro-
portion of first-person subjects is connected with positive attitudes and a larger 
proportion of second-person pronoun subjects with negative attitudes. With first-
person subjects, as in (14) above, the construction normally expresses positive 
attitudes or simply intensification. In contrast, (12) is a typical negative example 
with a second-person subject. Speakers or writers are thus more likely to refer to 
themselves rather than other people in positive contexts, while speakers appar-
ently vent their frustration at the hearer’s behaviour. A similar, but weaker ten-
dency to that in the 2000s is found in the 1950s, where negative attitudes are sig-
nificantly more frequent (p < 0.05) with second-person pronoun subjects than 
with the first and the third person, but with no significant difference between the 

|| 
18 First person 48 negative/98 positive/neutral; second person 58/25; third person 404/370. Us-
ing a chi-square test, the differences between first-person subjects and second- and third-person 
subjects are significant at p<0.001 (Phi coefficient in the former case 0.3567, indicating a medium 
correlation, and in the latter 0.1412, indicating a small correlation. The difference between sec-
ond- and third-person subjects is significant at p < 0.01 (Phi coefficient = 0.1049, indicating a 
small correlation). 
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first and the third person.19 Negative attitudes have decreased significantly (p < 
0.01) with first-person subjects between the 1950s (53%) to the 2000s (33%),20 
which partly explains the decline in negative attitudes in Figure 8. 

The distribution of subject types sheds further light on the findings presented 
in Figure 8. The number of first-person subjects is quite high in newspapers in 
the 2000s, while third-person subjects are frequent in non-fiction. Most of the 
first-person subjects in newspapers occur in direct quotations. The different dis-
tributions of subject types partly explain why newspapers contain so little nega-
tive attitudes in comparison with the non-fiction sub-corpus.21 The subjective and 
interpersonal nature of these progressives is illustrated by 23% of the instances 
occurring with first- and second-person subjects in the 2000s. The proportion of 
first-person subjects increased notably, though not significantly from 8% in the 
1950s (68/725) to 15% in the 2000s (146/1,003), while there was hardly any 
change for second-person subjects.22  

As mentioned above, Traugott (2010) suggests that the frequency of third-
person subjects increases when negative subjective attitudes increase with a con-
struction. Judging from this, it could be expected that there would be a decrease 
in negative attitudes when the frequency of first-person subjects increases. The 
findings indicate that this is in fact the case when comparing the 1950s and the 
2000s in COHA. Paradoxically, decreasing (negative) subjective attitudes are 
thus caused by slowly increasing first-person subjects, a change that is usually 
linked to increasing subjectivity. This change is also linked to Kranich’s (2010b) 
idea that negative attitudes tend to decrease in the later stages of grammaticali-
zation.  

|| 
19 Using chi-square tests; 2000s: Negative attitudes: first person 33% (48/146); second person 
70% (58/83); third person 52% (404/774) (first vs. second person p-value = 1.4365 x 10 -7; Phi 
coefficient = 0.3567 (medium correlation); first vs. third person p-value = 0.000028; Phi coeffi-
cient = 0.1412 (small correlation); second vs. third person p-value = 0.0031; Phi coefficient = 
0.1049 (small correlation). 1950s: first person 53% (36/68); second person 88% (46/52); third 
person 62% (373/605) (first vs. second person p-value = 0.000079; Phi coefficient = 0.3784 (me-
dium correlation); second vs. third person p-value = 0.00021; Phi coefficient = 0.1506 (small cor-
relation).  
20 Using a chi-square test. 1950s first person 53% (36/68); 2000s first person 33% (48/146) (p-
value = 0.0081; Phi coefficient = 0.1913, indicating a small correlation). 
21 In newspapers from the 2000s, 26% (26/100) of the instances involved first-person subjects, 
while 88% (68/77) of the subjects in non-fiction were in the third person.  
22 1950s: 7% (52/725); 2000s: 8% (83/1,003). 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Subjective progressives in the history of American English | 299 

  

4.4 Language change and gender 

Fiction is the only sub-corpus for which it was possible to identify authors’ gen-
der; the corpus website provides a list of all authors of the fictional works. Texts 
lacking authors, whose authorship remained unclear, were written by authors 
who could be identified as not being American or were written by multiple au-
thors of both genders, were excluded. The excluded instances in the earlier dec-
ades are negligible23 but account for 16.3% (98) of the 2000s material. The fre-
quencies of progressives were compared to the numbers of words written by men 
and women. Since the material from the 1810s is so small, the study was limited 
to the 1850s onwards.  

 

Fig. 10: Proportion of text and tokens of always/constantly/forever + progressive produced by 
female writers in the fiction sub-corpus of COHA, 1850s–2000s. 

The results presented in Figure 10 show that, in three of the decades sampled, the 
1850s, 1900s and 2000s, women produce significantly (p < 0.05) more progres-
sives than men do in fiction, as determined by a log-likelihood test24. As fiction is 
the sub-corpus with the highest frequency of subjective progressives in COHA 

|| 
23 7 instances in the 1850s (3.3%), 0 in the 1900s and 8 (1.7%) in the 1950s. 
24 In the 1850s, women produced 34% of the words, while producing 48% (99/206) tokens (LL 
16.92). The Bayes Factor 0.93 indicates small correlation. 1900s: 35% of the text and 55% 
(247/450) of the tokens (LL: 75.53; the Bayes Factor 59.22 indicating very strong evidence against 
the null hypothesis of no correlation); 2000s, 48% of the words and 57% (286/504) of the tokens 
(LL: 15.98). In this decade, however, the Bayes Factor does not indicate a correlation. 
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(see Section 4.1), it is particularly striking that women are leading the increase in 
this particular genre. The results thus provide some support for the previous find-
ings, both as regards language change in general and the progressive in particu-
lar. Women’s greater propensity for using the progressive is thus established not 
only in BrE letter writing as found by Arnaud (1998) and Smitterberg (2005) but 
also in AmE fiction.  

 

Fig. 11: Proportion of negative evaluations with always/constantly/forever + progressive pro-
duced by male and female writers in the fiction sub-corpus of COHA, 1850s–2000s. 

As in Figure 8 above, there is no noticeable change in the proportion of negative 
attitudes in the fiction sub-corpus. Figure 11 presents the correlation between 
negative attitudes and gender of the authors in the fiction sub-corpus in COHA. 
It shows that there were similar overall distributions between the genders. The 
only notable difference is in the 1900s, where, once again, the novel Three Lives 
by Gertrude Stein affects the data with its idiosyncratic usage. There are, as noted 
above, an extraordinary number of instances of subjective progressives in that 
novel with very many of these expressing positive attitudes. The similar prefer-
ences in men’s and women’s usage in fiction are not surprising, since there are 
no significant indications of ongoing change in this genre. Thus, the COHA fiction 
data suggest that, although women are leading the way in the increase of al-
ways/constantly/forever + progressive, they are not different from men as regards 
the expression of negative subjective attitudes. 

0%

10%

20%

30%

40%

50%

60%

70%

80%

1850s 1900s 1950s 2000s

% negative evaluations
female writers

% negative evaluations
male writers

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Subjective progressives in the history of American English | 301 

  

5 Conclusion 

The findings from COHA largely support previous findings on the spread of the 
subjective progressive, but they also provide new insights into the changing pat-
terns of usage in AmE. Subjective progressives have been increasing throughout 
the last two centuries, but there is no wholesale increase. In the 19th century, the 
spread was restricted to fiction, and in the late 20th century to newspapers. This 
increase can be attributed to the rise in always + progressive, while constantly, 
forever (and other adverbials) either remain stable or even decrease in frequency. 
The findings thus provide support for the ongoing specialization of these progres-
sives as suggested by Laitinen and Levin (2016). 

The spread of subjective progressives was found to be linked to the colloqui-
alization of writing habits. However, the sampling of COHA to some extent affects 
the results. For example, the composition of the non-fiction sub-corpus covering 
everything from scientific journal articles to biographies and books on self-im-
provement makes it difficult to compare this sub-corpus with the others. 

There is no indication of ongoing subjectification as expressed in increasing 
use of negative attitudes, but rather such attitudes are decreasing from the 1950s 
to the 2000s. The larger proportion of first-person subjects in these decades partly 
explains the more positive attitudes, but this change is possibly more strongly 
connected to Kranich’s (2010b) suggestion that grammaticalizing constructions 
lose subjective shades of meaning in the later stages (but cf. Hübler’s (1998: 91) 
discussions of the progressive as “a genuinely emotive language device”). It 
makes sense that constructions would tend to lose their subjective “edge” by in-
creasingly frequent usage. A parallel case is the get-passive which, according to 
Mair (2006), has lost some of its adversative meaning during in the 20th century. 

As could perhaps be expected from their typically involved style, conversa-
tion, as found by Laitinen and Levin (2016), and fiction in the present COHA ma-
terial (which to a large extent consists of fictional dialogue) are genres where sub-
jective attitudes are frequently expressed. The COHA data also show that women 
are leading the increase of always/constantly/forever + progressive in fiction, as 
has been found previously for progressives in letter writing (Arnaud 1998). How-
ever, there was no indication of women using more or fewer instances expressing 
negative attitudes than men do. 

The present study has shown how a large-scale corpus can be used to study 
infrequent phenomena such as subjective progressives. Very large material is 
needed for the exploration of lexical phenomena, and COHA is large enough to 
provide insights into the changing patterns of the individual adverbials, and thus 
the ongoing specialization of subjective progressives.  
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Subjective progressives are increasing in frequency and this is partly con-
nected to colloquialization (see e.g Laitinen & Levin 2016), while one of the other 
proposed main factors, subjectification, does not play a significant part (cf. 
Kranich 2010b). Subjective progressives are nevertheless not increasing faster 
than progressives in general, and contribute relatively little to the increase of pro-
gressives because of their overall low frequency. 

Leech et al. (2009) suggest that the English progressive is increasing under 
its own momentum with frequency begetting increase. This is not the case with 
subjective progressives, which instead seem to become specialized to always + 
progressive (cf. Laitinen & Levin 2016) while increasing steadily, but perhaps not 
very quickly. Since there is no wholesale increase in frequency, subjective pro-
gressives appear to be an area which differs from the progressive in general. The 
full story of the English progressive therefore needs to be explored in detail in 
future studies of its various uses in different varieties, genres and time periods.  
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Tove Larsson 
A syntactic analysis of the introductory it
pattern in non-native-speaker and native-
speaker student writing 
Abstract: The introductory it pattern, as in It is important to consider the issue of 
learning outcomes, is a versatile tool that has proved challenging for learners of 
English. Taking Quirk et al.’s (1985: 1392) seven syntactic types as the starting 
point, the present corpus-based study aims to map out the full inventory of this 
pattern in non-native-speaker and native-speaker student writing. Comparisons 
are made across native-speaker status, academic disciplines, and level of 
achievement (higher-graded papers vs. lower-graded papers). The material com-
prises student papers from three corpora: Advanced Learner English Corpus 
(ALEC), Michigan Corpus of Upper-level Student Papers (MICUSP) and the British 
Academic Written English (BAWE). The results show that while there are only 
small differences across native-speaker status, there are noteworthy differences 
across the academic disciplines. Furthermore, the students at a lower level of 
achievement show a preference for one syntactic type in particular. All in all, it 
seems that this pattern deserves a place among discipline-specific conventions 
taught to university students. 

1 Introduction 
The introductory it pattern, as in examples (1)–(4) is a multifaceted pattern of 
great importance to academic discourse. However, while instances of the pattern 
are commonly used by expert academic writers (Biber et al. 1999: 722), it is not 
unproblematic for learners to master (Hewings & Hewings 2002; Römer 2009).  

(1) It is interesting to note that age does not seem to be a factor […].
(ALEC_LING.131)1

(2) […] it does not matter much whether English is used […]. (ALEC_LING.105)

|| 
1 The text ID for each corpus example is made up of three components: corpus (cf. Section 3.1), 
discipline and student code.
 || 
 Tove Larsson, Uppsala University, tove.larsson@engelska.uu.se

https://doi.org/10.1515/9783110489071-012 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



308 | Tove Larsson 

  

(3) […] it can be argued that going into woods/forests is a metaphorical action 
for finding oneself. (ALEC_LIT.021) 

(4) It is an axiomatic truth that ‘Finnegans Wake’ is a difficult text. 
(ALEC_LIT.058) 

As noted in previous studies, the pattern has a wide variety of uses, including 
functional and information-structural (e.g., Groom 2005; Hewings & Hewings 
2002; Römer 2009). However, what a functional approach fails to register is that 
the diversity of the pattern also extends to its syntactic make-up. Indeed, most 
previous research on the introductory it pattern in academic discourse has fo-
cused only on instances of the pattern that include an adjective phrase, as in ex-
ample (1) above, with the result that instances of the pattern such as the ones 
exemplified in (2)–(4) have remained unstudied. 

The present study aims to complement previous research by approaching the 
introductory it pattern from a formal, syntactic perspective and thereby contrib-
ute to painting a more complete picture of the use of the pattern. Taking as its 
starting point Quirk et al.’s (1985: 1392) seven syntactic types (described in more 
detail in Section 3.2.2), the study presents the results of a syntactic analysis of the 
pattern as used by university students who are non-native speakers of English 
(NNS) or native speakers of English (NS). An investigation of not only what con-
stitutes the full inventory of this pattern, but also the relative frequency of each 
syntactic type, will increase our understanding of the use of the introductory it 
pattern in student writing and enable identification of those syntactic types of the 
pattern that are likely to prove challenging for learners at different levels of 
achievement, thus facilitating more targeted teaching.  

The overall frequency of the pattern has previously been investigated in both 
expert writing and apprentice student writing. Biber et al. (1999: 674, 722) looked 
at expert NS writing. Among other things they found occurrences of the introduc-
tory it pattern with an extraposed to-clause complementing an adjective to be 
slightly more frequent in academic prose than in news and fiction and consider-
ably more frequent in academic prose than in conversation (Biber et al. 1999: 722). 
Expert and NS student writing were compared to NNS student writing in Römer’s 
(2009) study, where the use of the introductory it pattern (of the kind it + is + 
(adverb) + adjective + to/that/OTHER-clause) was explored. Although some fre-
quency differences were found between the groups, it was concluded that the dif-
ferences found in the use of the introductory it pattern were likely to be due to 
students’ general language proficiency and expertise in academic writing, rather 
than to their NS status (Römer 2009). However, Römer’s study compared texts 
written by high-achieving NS students to texts written by NNS students whose 
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production had been included in the corpus regardless of their level of achieve-
ment.  

The introductory it pattern has furthermore been investigated across aca-
demic disciplines. Groom (2005) and Peacock (2011) looked at expert writing and 
found that the use of the pattern (of the kind it + linking verb + adjective + to/that-
clause) seems to be discipline-specific. However, very few studies have been con-
ducted on whether disciplinary differences manifest themselves in student writ-
ing. One exception is Thompson’s (2009) study, which compared the use of it + 
BE/SEEM/APPEAR + adjective + to/that-clause in texts written by British students of 
history and engineering. Some differences across the disciplines were noted; the 
history students were, for example, found to use the pattern slightly more fre-
quently overall. Possible differences across student levels were also investigated 
cross-sectionally, and an increase from the first to the third year of study was re-
ported. The increase in use over time was concluded to be likely to be “an indica-
tion of a growing ability to express judgements within one’s writing in an author-
itative manner” (Thompson 2009: 79).  

The material used for the present study allows for a more detailed investiga-
tion of the possible influence of NS status than was possible with the material 
used in Römer’s (2009) study, as the use of the pattern both in high-achieving NS 
and in high-achieving NNS student writing will be compared. The study will fur-
thermore investigate whether learners adhere to any potential discipline-specific 
uses of the pattern, similarly to the British students in Thompson’s (2009) fre-
quency-based study. The academic disciplines included for investigation in the 
present study are linguistics and literature. These two disciplines make for an in-
teresting comparison, as they, in spite of their differences, are oftentimes placed 
in the same department in a European setting. Finally, the NNS material provides 
an opportunity to compare the use of the pattern across level of achievement for 
the learners (higher-graded papers vs. lower-graded papers). This has, to the best 
of my knowledge, not previously been done. In sum, the present comparative and 
corpus-based study maps out the frequency of use of the syntactic types of the 
pattern through comparisons across (i) NS status, (ii) academic disciplines, and 
(iii) level of achievement.  

2 Defining the introductory it pattern 
The introductory it pattern has, in previous research, commonly been referred to 
as ‘(subject) extraposition’. ‘Extraposition’ is defined by Quirk et al. (1985: 1391) 
as “[p]ostponement which involves the replacement of the postponed element by 
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a substitute form”. It is primarily subordinate nominal clauses that can be ex-
traposed (Quirk et al. 1985: 1391). While extraposition can operate on both clausal 
subjects and clausal objects, the present study only includes investigation of the 
more frequent of these, namely extraposition of clausal subjects (cf. Quirk et al. 
1985: 1391). A sentence with an extraposed subject is shown in (5). 

(5) It is important to look at foregrounding. (ALEC_LING.074) 

According to Quirk et al. (1985: 1391), sentences such as this one are derived from 
sentences with “more orthodox ordering”, i.e. those which have a non-ex-
traposed clausal subject (e.g. To look at foregrounding is important). The clausal 
subject of the sentence is analysed as having been moved and the subject posi-
tion filled by the introductory pronoun it, resulting in a sentence that has two 
subjects (Quirk et al. 1985: 1391). Criticism has, however, been voiced against 
such an analysis, especially since the extraposed version is considerably more 
frequent (e.g. Mair 1990; Mindt 2011; Mukherjee 2006). Another reason for not 
viewing extraposition as a result of derivation is its failure to provide satisfactory 
explanations for instances of the pattern for which extraposition is obligatory, as 
in example (6), and for which there is no equivalent non-extraposed version (cf. 
the constructed example in (7)). 

(6) It seems that they have already crossed that line. (ALEC_LIT.111) 
(7) *That they have already crossed that line seems. 

In light of these points of criticism, the term ‘extraposition’ will not be used in the 
present study; instead, the term ‘introductory it pattern’ will be used (cf., e.g., 
Francis, Manning, & Hunston 1998; Groom 2005; Larsson 2016; Larsson 2017). 
The introductory it pattern is here defined as a pattern which contains two sub-
jects, one of which is realized by introductory it (which does not have anaphoric 
reference) and the other by a nominal clause. 

Many previous studies have restricted their analysis to instances of the intro-
ductory it pattern in which the clausal subject is realized by to-infinitive clauses 
and that-clauses (this is the case, for example, in Groom 2005 and Hewings & 
Hewings 2002). In this study, however, all of the following nominal clausal sub-
jects have been included: that-clauses (8), to-infinitive clauses (9) (including 
for/to, as in (10)), -ing clauses (11), and wh-clauses (12).  

(8) It appears that her independence is a contributing factor. (ALEC_LIT.118) 
(9) […] it has not been considered necessary to make reference to the proposed 

underlying principles of UG. (ALEC_LING.020) 
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(10) It becomes impossible for anyone else than Zeus to master the task. 
(ALEC_LING.083) 

(11) It is great fun learning English. (ALEC_LING.003) 
(12) […] it has yet to be explained why the degree modifier ‘equally’ behaves in 

largely the same way. (ALEC_LING.083) 

Instances that are not covered by the definition, such as it-clefts (13), referring it 
(14) and ‘prop’ it (15) were, however, excluded. Tokens which include an adver-
bial clause (16) rather than a nominal clause were also excluded, in accordance 
with the definition given above. 

(13) It is during this process that the surprise effect is created. 
(ALEC_LING.024) 

(14) Crystal […] uses the term 'Netspeak' when addressing the Internet lan-
guage. It [Netspeak] exhibits many features that complicate a traditional 
understanding of language. (ALEC_LING.033) 

(15) On a car drive to Heinrich's school, Jack asks Heinrich if it is raining right 
now. (ALEC_LIT.037) 

(16) It takes some time before she writes them a letter. (ALEC_LIT.038) 

3 Design of the study 
In this next section, the design of the study will be presented in more detail; the 
data and material used will be presented in Section 3.1, followed by the method 
in Section 3.2. 

3.1 Data and material 
The material used for the present study comprises subsets from three large cor-
pora of university student writing: the Advanced Learner English Corpus (ALEC), 
the Michigan Corpus of Upper-level Student Papers (MICUSP) and the British Ac-
ademic Written English (BAWE) corpus. The NNS corpus and the NS reference 
corpus were carefully sampled to ensure comparability to the greatest extent pos-
sible. Five factors of potential importance were controlled for in each corpus: the 
students’ first language (L1), level of achievement, academic discipline, text type 
and contribution (i.e. the number of words each student has contributed). 
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ALEC includes mainly NNS writing by students whose L1 is Swedish. The NNS 
corpus used in the present study consists exclusively of L1 Swedish papers (ap-
proximately 590,000 words). The NS reference corpus comprises only texts by L1 
English students from all three corpora (approximately 260,000 words). While 
the ALEC NS students’ texts represent a number of different regional varieties of 
English, the BAWE students’ texts represent British English (BrE) and the MICUSP 
students’ texts represent American English (AmE). Since a small-scale pilot study 
indicated that the use of the introductory it pattern might differ between British 
and American English, it was considered important to have both varieties repre-
sented in the corpus. In total, approximately 840,000 words (135 texts) of student 
writing are included in the present study, which yielded a total of 1,710 valid to-
kens of the introductory it pattern. An overview of the subcorpora can be found 
in Table 1. 

Tab. 1: Number of words per subcorpus. 

Subcorpus Number of words

BAWE (NS) 94,345
MICUSP (NS) 121,147
ALEC A+B (NS) 39,786
NS total 255,278
ALEC A+B (NNS) 361,965
ALEC C+D+E (NNS) 225,864
NNS total 587,829
Total 843,107

Only higher-graded papers are included in BAWE and MICUSP, with the aim of 
representing successful student writing (Heuboeck, Holmes, & Nesi 2008; 
Römer & O’Donnell 2011). Since students at all levels of achievement (grades A 
through E, all of which are passing grades) are included in ALEC, the NNS data 
was subdivided into two subcorpora; only the higher-graded NNS papers (that 
were awarded an A or B) were compared to the NS data. The lower-graded papers 
(grades C, D and E) make up the NNS subcorpus to be compared to the NNS sub-
corpus of higher-graded papers for the comparison across level of achievement. 
Only higher-graded papers were included in the NS subset of ALEC. The terms 
‘high-achieving students’ and ‘low-achieving students’ are used to refer to the 
students who were awarded a higher grade (an A or B) and the students who re-
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ceived a lower grade (a C, D or E) respectively. While there are qualitative differ-
ences between the texts in the two categories, no general tests of the students’ 
level of English proficiency have been carried out; therefore, no claims about the 
students’ level of proficiency can be made in the present study. ‘High-achieving’ 
and ‘low-achieving’ are thus to be understood merely as descriptive labels (syn-
onymous to ‘higher-graded’ and ‘lower-graded’ respectively), used in order to be 
able to refer to and compare the use of the pattern across the two groups of NNS 
students. 

Furthermore, the comparison across academic disciplines was carried out be-
tween the two disciplines represented in ALEC, namely linguistics and literature; 
for this reason, only texts written by students of linguistics or literature were col-
lected from BAWE and MICUSP. With regard to text types, since ALEC includes 
only papers reporting on research, text types of close resemblance to such texts 
were selected from BAWE and MICUSP. For linguistics, texts classified as “es-
says” or “research reports” were selected from BAWE (cf. Heuboeck, Holmes, & 
Nesi 2008), and texts categorized as “research papers”, “argumentative essays” 
or “proposals” were selected from MICUSP (cf. Römer & O’Donnell 2011). For lit-
erature, only texts classified as “essays” were selected from BAWE (cf. Heuboeck, 
Holmes, & Nesi 2008) and “argumentative essays” and “critique/evaluations” 
were selected from MICUSP (cf. Römer & O’Donnell 2011). Despite the fact that the 
corpora are made up of seemingly different text types, all the texts included have 
a common core of being topic-based or thesis-driven research papers. For BAWE 
and MICUSP, it was the students who contributed their text who assigned it a 
category; all the texts that are included in the present study have therefore been 
checked manually for relevance. 

The NS reference corpus and the NNS corpora in the present study were sam-
pled to comprise texts written by students who are in their third or fourth year of 
studies on average. Due to the Swedish system for courses at undergraduate 
level, the third-year students whose texts are included in ALEC are, on average, 
in their third year of university studies in total, with all their coursework taken 
into account. The students have typically taken three terms (equivalent to 1.5 
years) of English linguistics or English literature, as that is what is required to 
earn a first-cycle degree in English. 

In order to account for the fact that the texts differ in size across BAWE, MI-
CUSP and ALEC, upper and lower cut-off points were introduced with the purpose 
of excluding outliers and bringing the means for the number of words contributed 
per person closer across the corpora. For this reason, the students have contrib-
uted between 2,000 and 15,000 words, with the mean length being approxi-
mately 6,000 words (somewhat lower for the NS reference corpus and somewhat 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



314 | Tove Larsson 

  

higher for the NNS corpus). If a student had contributed more than one text, re-
sulting in the word count amounting to more than 15,000 words, the statistical 
software R (R Core Team 2015) was used to generate a random sample of that 
student’s texts to be excluded, to keep the total word count to less than 15,000 
words per student; only full texts were included.  

Being very selective with the purpose of ensuring comparability to as large 
an extent as possible does, however, come at a price: about half the linguistics 
and literature texts that could have been included in the NS reference corpus did 
not meet the criteria and were therefore excluded. Similarly, approximately one 
third of the NNS texts did not meet the criteria (mainly due to the contribution 
criterion). Thus, while this procedure increased the degree of comparability 
across the corpora, it caused the size of the corpora to decrease considerably. 
Also, in spite of the careful sampling procedure, there are still certain unavoida-
ble differences between the NNS corpus and the NS reference corpus, mainly per-
taining to the length of the texts, the students’ background knowledge of their 
subject and the amount of feedback the students have been given on their assign-
ments by the instructors, which should be kept in mind when looking at the re-
sults. 

Finally, although somewhat controversial in some subfields of linguistics, 
such as English as a Lingua Franca (cf., e.g. Jenkins 2006), one assumption that 
underpins the present study is that the NS corpus is seen as the reference corpus 
to which the NNS students’ texts are compared. The main difference between the 
view adopted in this study and that of ELF lies in what is seen as the goal for 
learning English in an English as a Foreign Language context. In this study, along 
with other studies situated within the subfield of learner corpus research (cf., e.g. 
Granger 2002), the applied aim is for the results to be used for teaching; a point 
of reference is thereby required, which, in this case, is NS student use. A strong 
version of this view is presented by Granger (2002: 13) who states that  

[i]f learner corpus research has some applied aim, the comparison with native speaker data 
is essential since the aim of all foreign language teaching is to improve learners’ profi-
ciency, which in essence means bringing it closer to some NS norm(s). 

In ELF studies, successful communication is seen as more important than speak-
ing “correct” English; “ELF is thus a question, not of orientation to the norms of 
a particular group of English speakers, but of mutual negotiation involving ef-
forts and adjustments from all parties” (Jenkins 2009: 201). 
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3.2 Method 
In the subsequent subsections, the method will be described. The retrieval and 
analysis of the data will be addressed in Section 3.2.1, and the syntactic classifi-
cation will be presented in Section 3.2.2. 

3.2.1 Data retrieval and data analysis 

While many previous studies have used search strings such as it + linking verb + 
adjective + to/that-clause, the present study aimed to achieve full coverage of the 
instances of the introductory it pattern in the data. For this purpose, WordSmith 
Tools Version 6 (Scott 2012) was used to find all instances of it in the corpora, 
excluding those that were part of quotations. Excluding all instances of the intro-
ductory it pattern that occurred as part of quoted material restricted the study to 
the investigation only of instances of the introductory it pattern produced by the 
students themselves. All hits were subsequently analysed manually in order to 
exclude invalid tokens, such as it-clefts and referring it (cf. Section 2).  

In addition to the invalid tokens mentioned above, another category of ex-
cluded tokens (albeit a very small one) deserves mention. If I identified an in-
stance of the pattern in the NNS data as infelicitous and the token was unattested 
in the multi-million-word NS corpora Corpus of Contemporary American English 
(COCA) (Davies 2008) and the British National Corpus (BNC), the token was ex-
cluded; the search strings used included all forms of the lemma and allowed for 
optional intervening adverbs. Only a handful of such tokens were omitted. Exam-
ples of this very marginal category are provided in (17) and twice in (18); the prob-
lematic lexical items are underlined.  

(17) The students did not ask any questions. Maybe because it was very diffi-
cult but it is more probably that the teacher was very good in explaining 
and therefore easy to understand. (ALEC_LING.116) 

(18) It was general during this time to symbolically "strip the black Africans" of 
language, just as it was frequent to exclude them from setting. 
(ALEC_LIT.055) 

Although a corrected, felicitous version of each pattern could, in many cases, be 
arrived at by guessing (probably, general and frequent could potentially be 
changed to probable, general practice and common respectively), the infelicitous 
lexical item used inside the pattern was still thought to impede the transparency 
of the expression enough to justify exclusion, as it was considered important not 
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to let the classification be guided by guesswork. This was especially important 
for the syntactic classification (cf. Section 3.2.2), since tokens such as the one ex-
emplified in (17) would have been classified as belonging to different syntactic 
types depending on whether the current or the “corrected” version formed the 
basis for the categorization (SVA and SVC respectively). Only seven such tokens 
were found and excluded. 

The manual screening allowed for the inclusion of realizations of the intro-
ductory it pattern that would be difficult to find through automatic retrieval using 
search strings, such as tokens with inverted word order (19) and tokens in which 
the complementizer that is omitted (20). Although more time-consuming than 
fully automatic retrieval, this approach moreover has a clear advantage in that it 
allows for inclusion of instances of the introductory it pattern which do not in-
clude adjectives, as exemplified in (20) and (21).  

(19) Is it possible to distinguish a primary metaphor from a complex metaphor? 
(ALEC_LING.030) 

(20) It seems they are still on the threshold. (ALEC_LIT.017)  
(21) It is not a coincidence that Grendel's mother takes Aeschere […]. (MI-

CUSP_LIT.012.1)  

A syntactic analysis was subsequently carried out, and all instances of the intro-
ductory it pattern were classified into syntactic types (based on Quirk et al. 1985: 
1392), as explained in Section 3.2.2 below. Since the subcorpora differ in size, all 
frequencies were normalized. Using R, a log-rate generalized linear model (GLM) 
was fitted onto the results in order to test the differences for statistical 
significance and to investigate whether there were interacting predictors. 
Regression analyses of this kind take into account the fact that the size of all the 
subcorpora differed considerably (Powers & Xie 2000). R was furthermore used 
to perform Chi-square tests, as well as to calculate the frequency of occurrence of 
each syntactic type per text and, subsequently, to carry out a Kruskal-Wallis rank 
sum test on the medians of these frequencies in order to test the differences for 
statistical significance. Moreover, the study will not only present the results for 
the total frequencies across the different groups as a whole, but also, when 
relevant, for the dispersion of the frequencies across the individual texts.  

3.2.2 Syntactic classification of the introductory it pattern 

As mentioned earlier, the syntactic types used for the classification are based on 
Quirk et al. (1985: 1392). Two subcategories have been added to the first and the 
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seventh categories, as is shown in Table 2; however, although present in the clas-
sification, the subcategories 7a and 7b will be conflated in the present study due 
to the infrequency of the SVpassC type. Only two tokens did not match any of these 
syntactic types; these were classified as OTHER. The study will not include inves-
tigation of what type of clause serves as the clausal subject, as not all syntactic 
types admit variation; the third syntactic type, SV, does not, for example, allow 
for -ing-clause complementation. 

Tab. 2: Overview of the syntactic types of the introductory it pattern used for classification 
(based on Quirk et al. 1985: 1392). 

Syntactic type Corpus example 

1. SVC: Subject + Verb + 
Complement  

 

1a: Complement realized 
by Adj. Phrase 

It is important to look at foregrounding. (ALEC_LING.074) 

1b: Complement realized 
by Noun Phrase 

It is no surprise that this discourse is used as a rhetorical device. 
(ALEC_LING.112) 

2. SVA: Subject + Verb+ (ob-
ligatory) Adverbial  

It has been beyond the scope of this study to look at all the eval-
uative examples. (ALEC_LING.049) 

3. SV: Subject + Verb  It seems that the city defends itself. (ALEC_LIT.067) 

4. SVO: Subject + Verb + 
Object  

It would involve considerable manual intervention to sift out all 
the false hits. (ALEC_LING.032) 

5. SVOC: Subject + Verb + 
Object + Complement  

It makes her happy to hear them quarrel. (ALEC_LIT.038) 

6. SVpass: Subject + passive 
Verb  

It is shown how this metaphor incorporates a metonymic map-
ping. (ALEC_LING.130) 

7. SVpassC: Subject + passive 
Verb + Complement  

 

7a: Complement realized 
by Adj. Phrase 

It was found necessary to broaden the existing definition. 
(ALEC_LING.112) 

7b: Complement realized 
by Noun Phrase 

It must be considered a sociolinguistic fact that the Swedish lan-
guage is under the influence of English. (ALEC_LING.049) 

 
Although generally relatively straightforward, the process of classifying the to-
kens was not entirely unproblematic. For example, instances which contain BE + 
a past participle and which seem, at first glance, to belong to the SVpass category 
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might instead potentially be classified as SVC, depending on whether the past 
participle is verbal or adjectival. A similar problem could potentially occur for 
tokens belonging to the SVpassC type; no such problematic cases were, however, 
encountered in this material. Following Quirk et al. (1985: 167–171), a distinction 
was made between instances that meet only the formal criteria (i.e. BE followed 
by a past participle) and instances that fulfil both the formal and the functional 
criteria. Quirk et al. (1985: 167) state that instances which meet the formal criteria 
can be placed on a scale ranging from ‘central passives’ to adjectival comple-
ments. Based on this ‘passive gradient’ (Quirk et al. 1985: 167–171), instances of 
the introductory it pattern were categorized as SVpass if they could be paraphrased 
into an active sentence (albeit not in the form of an introductory it pattern) and if 
they did not meet the criteria for ‘semi-passives’ or ‘pseudo-passives’ (i.e. if they 
cannot, for example, be coordinated with an adjective, modified by degree ad-
verbs and/or be placed after other copular verbs such as SEEM). One such instance 
of a central passive is shown in (22). Instances that met the criteria for semi or 
pseudo-passives were categorized as SVC (23); these were, however, compara-
tively infrequent. 

(22) In sum, it can be concluded that the VG-level texts score the highest results 
[…]. (ALEC _LING.015) 

(23) […] it was generally accepted that decent men and women of the period rec-
ognised sexual "honesty" […]. (ALEC_LIT.100) 

Furthermore, while many instances of the introductory it pattern can be consid-
ered idioms or fixed expressions due to their relative lack of formal variability, all 
instances have been analysed as syntactic strings rather than as chunks for the 
purpose of the present study. Fixed expressions such as It is no wonder that… and 
It goes without saying that… are thus classified as SVC and SVA respectively.  

4 Results and discussion 
As stated in Section 1, the focus of the present study is on investigating how the 
frequencies of the syntactic types map out across academic disciplines, NS status, 
and level of achievement. Section 4.1 provides an overview of the results in terms 
of the overall frequency of occurrence of the introductory it pattern across the 
different subcorpora (4.1.1) and across the syntactic types (4.1.2). The results for 
each of the three comparisons are presented and discussed in the three subse-
quent Sections (4.2–4.4). 
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4.1 Overview 
The overall frequencies of the introductory it pattern will be presented in Section 
4.1.1, followed by a breakdown of the frequencies per syntactic type in Section 
4.1.2. 

4.1.1 Overall frequency of occurrence of the introductory it pattern 

As mentioned in Section 3.1, a total of 1,710 instances of the introductory it pat-
tern were included in the analysis; Table 3 shows the overall frequencies per sub-
corpus. 

Tab. 3: Overall frequency of the introductory it pattern across the subcorpora. 

Subcorpus Literature Linguistics TOTAL 
Raw 

freq. 
Per 100,000 

words 
Raw 

freq. 
Per 100,000 

words 
Raw 

freq. 
Per 100,000 

words

ALEC NNS A+B 283 146 402 239 685 189
ALEC NNS C+D+E 215 175 295 286 510 226
NNS total 498 157 697 257 1,195 203
BAWE (BrE) 83 146 115 307 198 210
MICUSP (AmE) 101 139 129 267 230 190
ALEC NS A+B 16 200 71 224 87 219
NS total 200 145 315 268 515 202
TOTAL 698 154 1,012 260 1,710 203

While slight differences can be noted when comparing the higher-graded NNS 
papers to the lower-graded NNS papers (189 and 226 occurrences per 100,000 
words respectively) and the BrE texts to the AmE texts (210 and 190 occurrences 
per 100,000 words respectively), the main differences appear to lie in the disci-
pline comparison. 

In order to explore these differences further, a log-rate GLM was fitted onto 
the data, as shown in Table 4, to investigate the use of the pattern across the cor-
pora. The model is not a ‘minimal model’, i.e. it does not include only the signif-
icant predictors, as the purpose of the model is to present a comparative overview 
of the different predictors included in the study. The model as such does not have 
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very much explanatory power. Further, in order to provide an overview, two pre-
dictors – NS status (the NS papers vs. the higher-graded NNS papers) and level of 
achievement (the higher-graded NNS papers vs. the lower-graded NNS papers) – 
have here been conflated under the heading ‘student group’.  

Tab. 4: The output of a log-rate GLM of the overall frequency of the introductory it pattern. 

Predictor Estimate Std. Error z p Significance level 

Intercept -5.96 0.14 -43.64 <0.001 *** 
Student group: NNS A+B      
vs. NS total -0.02 0.12 -0.17 0.869  
vs. NNS C+D+E 0.18 0.06 3.09 <0.01 ** 

Discipline: Linguistics 
     

vs. Literature -0.53 0.05 -10.75 <0.001 *** 
Variety: AmE 

     

 vs. BrE 0.10 0.01 1.05 0.296 
 

 vs. Other -0.06 0.13 -0.45 0.652 
 

Null deviance: 133.925 on 9 degrees of freedom 
Residual deviance: 5.516 on 4 degrees of freedom 
AIC: 84.29 
 
As can be seen from the column of p-values (also illustrated in the significance-
level column), there is no statistically significant difference in terms of overall 
frequencies of the introductory it pattern between the higher-graded NNS papers 
and the NS papers (p>0.05). There is, however, a statistically significant differ-
ence across level of achievement for the NNS students (p<0.01); the positive z-
value indicates that the pattern is more frequently used in the lower-graded NNS 
papers than in the higher-graded NNS papers, which is consistent with Table 3. 
Interestingly, it is also clear that the literature texts include significantly fewer 
instances of the introductory it pattern than the linguistics texts across the cor-
pora (p<0.001; z: -10.75). These differences and similarities between the groups 
will be further explored in Sections 4.2–4.4. There was, however, no statistically 
significant difference between BrE and AmE (p>0.05); the results for these two 
subsets will therefore not be presented separately, but instead as one NS corpus, 
along with the NS data from ALEC.  

In what follows, we will go beyond the overall frequencies reported here and 
instead investigate the use of the pattern in more detail, by investigating the use 
of the syntactic types.  
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4.1.2 Overall frequency of occurrence per syntactic type 

When it comes to overall frequencies across the syntactic types, considerable dif-
ferences can be noted, as shown in Figure 1.  

 

Fig. 1: Absolute (raw) frequencies per syntactic type, overall. 

By far the most frequent syntactic types are SVC (as in example (24)), SVpass (25) 
and SV (26); together these make up 97 percent (1,651/1,710) of all occurrences of 
the introductory it pattern. The distribution bears some resemblance to a Zipfian 
distribution (Zipf 1935) in which the frequency of items decreases as a function of 
their frequency rank; in practice, this means that a very limited number of items 
occur very frequently and the rest of the items occur very infrequently. 

(24) Therefore, it is evident that there is need for an investigation about culture 
and English teaching […]. (ALEC_LING.041) 

(25) It could be argued then that Esther's 'madness' lies less in subjugation by 
the state […]. (BAWE_LIT.3006l) 

(26) […] it seems that most of his dealings with women end poorly […]. (MI-
CUSP_LIT.049.2) 

Due to the considerable frequency of the SVC, SVpass and SV types, the main focus 
of the subsequent subsections will be on these three syntactic types, while taking 
into account discipline, NS status and level of achievement. Before moving on to 
these comparisons, however, two points arising from the study that are more gen-
eral in character will be addressed.  
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First, the SVC type is uncontestably the most frequently occurring syntactic 
type. Nonetheless, the remaining syntactic types still account for approximately 
one third of the total number of occurrences of the pattern. In particular, the sec-
ond and third most common syntactic types (SV and SVpass) exhibit relatively high 
frequencies. This suggests that, while previous studies focusing only on those in-
stances of the introductory it pattern that include an adjective phrase have de-
scribed the use of the bulk of the tokens, a substantial proportion of tokens has 
remained unanalysed. It would therefore seem useful for future studies to take a 
more inclusive approach when possible.  

The second point concerns differences across regional varieties and potential 
ramifications for studies including a NS reference corpus. As mentioned in Sec-
tion 4.1.1, due to the fact that there were no statistically significant differences 
across the BrE and AmE subcorpora, they were merged into one NS reference cor-
pus along with the NS component of ALEC. The frequencies across the syntactic 
types for the two varieties were, nonetheless, monitored, and there was one syn-
tactic type for which there was a statistically significant difference between BrE 
and AmE, namely the SVpass type (27). 

(27) It must be noted that speech can still be understood via the left ear too. 
(BAWE_LING.6174d) 

The difference in frequency of use of the SVpass type between the two regional va-
rieties is striking across both disciplines. Figure 2 shows the normalized frequen-
cies for the SVpass type in the BrE data (checkered bars) and in the AmE data (solid 
bars); the results for the higher-graded NNS papers (striped bars) are included for 
reference.  
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Fig. 2: Frequency (per 100,000 words) of the SVpass type across literature (to the left) and lin-
guistics (to the right). 

As shown in Figure 2, while the SVpass type is very frequent in the BrE data, it was 
comparably infrequent in the AmE data, to the point that it almost seems to be 
dispreferred. One potential explanation for the difference is offered by Leech et 
al. (2009: 148–149), who note that there appears to be a stronger prescriptive in-
fluence on AmE than on BrE when it comes to preference for the active voice over 
the passive; however, further investigations of this fall outside the scope of the 
present study and have to be left for future studies.  

Although this finding is based on a relatively small dataset, it brings up the 
question of which variety (if any) ought to be seen as constituting the standard to 
which the NNS students should be compared. A choice of one variety over an-
other would result in vastly different results: either the higher-graded NNS stu-
dents are underusing the SVpass type, or they are overusing it. In this case, how-
ever, it actually seems as if the NNS students have been influenced by both BrE 
and AmE, as the NNS frequencies fall in-between the lower BrE frequencies and 
the higher AmE frequencies. Still, for investigations using a NS corpus as a refer-
ence corpus, this finding suggests that it is preferable for NS reference corpora to 
include more than one variety of English in order to give a more nuanced picture 
of NS English.  

4.2 Comparison across disciplines 
When the frequencies across the two disciplines are compared, it becomes clear 
that both linguistics and literature exhibit the same overall patterning across the 
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syntactic types as the overall frequencies reported in Section 4.1.2, since the SVC 
type is the most frequent syntactic type, followed by SVpass and SV. Interestingly, 
this comparison also shows that the higher overall frequency of occurrence of the 
introductory it pattern in the linguistics texts that was reported in Section 4.1.1 
can be explained by the frequencies of the two most frequent syntactic types, SVC 
and SVpass, as shown in Figure 3. The darker-coloured bars show the normalized 
frequencies of each syntactic type in the linguistics papers and the lighter-col-
oured bars show the normalized frequencies in the literature papers. The stars 
represent level of statistical significance across the disciplines. 

 

Fig. 3: Frequency (per 100,000 words) per syntactic type across linguistics and literature  
(* = p<0.05; ** = p<0.01; *** = p<0.001). 

The fact that there are disciplinary differences is a finding that concurs with both 
Groom’s (2005) and Peacock’s (2011) studies on expert writing, as well as with 
Thompson’s (2009) study, in which the overall frequency of the introductory it 
pattern was investigated in NS student writing. However, since the results of the 
present study show that the linguistics students’ more frequent use of the pattern 
extends to both the overall frequencies and across the two most frequent syntac-
tic types, the question arises what the linguistics students use these syntactic 
types for that the literature students do not. As the statistically significant differ-
ences lie in the SVpass and SVC types, the use of these syntactic types will now be 
discussed in more detail, followed by a brief discussion of one disciplinary differ-
ence found in the SV category that is more qualitative in nature.  
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As regards the SVpass type, a closer look at the data shows that at least some 
of the divergence between the linguistics and literature students can be ex-
plained by two subtypes, namely it + was + VERB + that-clause and it + has been + 
VERB + that-clause, as exemplified in (28) and (29), both of which were more fre-
quently used by the linguistics students. 

(28) It was shown that translators used a variety of lexemes […]. 
(ALEC_LING.130) 

(29)  […] it has been found that skilled readers make less use of context. 
(BAWE_LING.6174e) 

In fact, while there were no instances of it + was + VERB + that-clause found in the 
literature data, 56 occurrences were found in the linguistics data. Moreover, the 
difference between the two disciplines with regard to it + has been + VERB + that-
clause was highly statistically significant.2 These two subtypes accounted for 38 
percent (87/230) of the total number of linguistics tokens categorized as SVpass. 
Furthermore, there were two verbs whose high frequency in the linguistics texts 
could in part be explained by their tendency to occur in the verb slot of these 
subtypes, namely the two verbs found in the examples above: SHOW and FIND. 
There were no instances of FIND in the literature data (compared to 22 instances 
in the linguistics data), and SHOW proved to be significantly3 more frequent in the 
linguistics data. One explanation for the frequent use of these two subtypes and 
these verbs involves the fact that the object of study typically differs between lin-
guistics and literature. Unlike most literature papers, the linguistics papers report 
on empirical studies, in which the students (or previous studies) FIND something 
and which include results that SHOW something. These results are then reported 
on using, among others, the two subtypes it + was + VERB + that-clause and it + 
has been + VERB + that-clause. 

For the SVC type, the most common subtype includes those occurrences in 
which the complement is realized by an adjective phrase rather than a noun 
phrase (94 percent, 1052/1123, include a complement that is realized by an adjec-
tive phrase). Investigating the adjective used for this syntactic type therefore pro-
vides a good starting point for further analysis. A closer look at these tokens 
shows, however, that apart from the linguistics students’ slightly more frequent 
use of each adjective, the two groups used this subtype of SVC in a very similar 

|| 
2 p<0.001 Pearson’s Chi-squared test. 
3 p<0.01 Pearson’s Chi-squared test. 
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way, as there is considerable overlap. Table 5 lists the five most common adjec-
tives per discipline. 

Tab. 5: The most commonly occurring adjectives across the disciplines. 

Rank Linguistics  Literature 
 Token Freq. per 100,000 words Token Freq. per 100,000 words

1 possible 26 possible 10
2 important 20 clear  9
3 difficult 13 important 8
4 clear 11 impossible 4
5 interesting 10 interesting 3

 
Unlike the SVpass type, where two subtypes accounted for much of the difference 
across the disciplines, the difference reported for the SVC type seems to be due to 
a tendency on the part of the linguistics students to use this syntactic type more 
frequently overall. As indicated above, one possible explanation for this has to 
do with potential differences across ‘disciplinary cultures’ (Hyland 2004: 8–12). 
The introductory it pattern is commonly used to depersonalize claims and to add 
“a flavour of objectivity and authority to the utterance” (Kaltenböck 2005: 137). 
Since the linguistics texts involve reports on empirical studies, these texts are 
likely to put more focus on objective description of the results than the literature 
texts, as the latter require the author’s textual voice to be more clearly detectable. 
More frequent overall use of the introductory it pattern would then be expected 
in the linguistics texts, as was the case in the present study. 

In addition to these differences, there was a difference of more qualitative 
character in the category that was used equally frequently in both disciplines, the 
SV type. Here, a use of the pattern that was specific to the literary texts was found: 
this syntactic type was frequently used by the literature students to comment on 
claims made about a named character in a work of fiction, as in (30) and (31).  

(30) It seems that Orsino is more concerned with merely being in love […]. (MI-
CUSP_LIT.035.1) 

(31) It seems that Burton suggests not courtly music and refined arts, but rather 
the popular music of the alehouse […]. (ALEC_LIT.065) 

The findings suggest that the introductory it pattern can be used for purposes that 
can be considered central to each of the disciplines – be it to depersonalize claims 

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 A syntactic analysis of the introductory it pattern | 327 

  

and report on empirical findings in linguistics studies or to comment on named 
characters in literary works. The pattern could thus serve as a useful tool when 
teaching students about discipline-specific conventions. 

As the disciplinary differences proved to be substantial, the frequencies for 
the syntactic types across NS status and level of achievement in the following two 
subsections will be presented both with and without disciplinary differences 
taken into account, in order to investigate the use of the introductory it pattern 
more extensively. 

4.3 Comparison across NS status 
Since the NS reference corpus (consisting of subsets of ALEC, BAWE and MICUSP) 
comprises exclusively higher-graded papers, this part of the study presents the 
results of a comparison between those papers and the higher-graded NNS papers. 
As is shown in Figure 4, the frequencies were found to pattern very similarly 
across the syntactic types. 

 

Fig. 4: Frequency (per 100,000 words) per syntactic type in the NNS corpus (striped bars) and 
the NS reference corpus (solid bars). 

Only one syntactic type was significantly underused overall (at the 0.05 level) by 
the high-achieving NNS students: the SVC type. In order to explore the use of this 
type more thoroughly, the results of an investigation of the use of this syntactic 
type per text are presented below. While the total frequencies provide a valuable 

SVC SVpass SV SVA SVO SVpassC SVOC OTHER
NNS 120 42 22 2 4 0 0 0
NS 131 38 27 4 2 1 0 0
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overview, the per-text frequencies allow for further (and complementary) inves-
tigation of the dispersion. Once an overview has been presented, this kind of in-
vestigation allows for potential differences and similarities to be detected also at 
the level of the individual, which is of importance especially since the per-text 
results do not necessarily concur with the results of the total frequencies, as we 
shall see below. 

 

Fig. 5: Frequency (per 10,000 words) of the SVC type per text in the NS (grey) and NNS (white) 
texts. 

In fact, while there was a statistically significant difference at the group level with 
regard to the use of the SVC type, as reported above, the results for the per-text 
frequencies show that there were no statistically significant differences between 
the NS and the high-achieving NNS students’ use of the SVC type at the level of 
the individual, as shown in Figure 5. While bar plots are used in this article to 
give an overview of the total frequencies across different populations, notched 
box plots will be used to illustrate the frequencies per text, as this type of graph 
provides useful information about the dispersion of the frequencies. The results 
for the NS papers are shown in grey and the results for the higher-graded NNS 
papers in white. The black lines in the middle of the boxes show the median for 
the data, and the notches illustrate the confidence interval around the median. If 
the notches overlap (as is the case here), it indicates that there is no statistically 
significant difference between the medians; whether this is the case can be tested 
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for significance using, for example, the Kruskal-Wallis rank sum test. The box 
displays the interquartile range (the 25 percent quartile to the 75 percent quartile). 
The whiskers (the vertical lines extending downward/upward from the box) show 
either the minimum/maximum or 1.5 times the interquartile range below/above 
the 25/75 percent quartile, whichever is larger/smaller. The dots represent outli-
ers.  

As is indicated by the overlapping notches in the graph (and as confirmed by 
a Kruskal-Wallis rank sum test), the higher-graded NNS papers, while exhibiting 
a slightly smaller range, did not contain significantly fewer SVC tokens than did 
the NS papers.4 With these results taken into consideration, it can thus be con-
cluded that the statistically significant difference between the high-achieving 
NNS students’ use of the pattern and the NS students’ use was only found at the 
group level. It is worth noting that this is the case despite the differences between 
the NNS corpus and the NS reference corpus with regard to text length, back-
ground knowledge of the students and the amount of teacher feedback provided 
to the student, as was noted in Section 3.1.  

|| 
4 p>0.05, Kruskal-Wallis rank sum test. 
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Fig. 6: Frequency (per 100,000 words) per syntactic type in the NNS corpus (striped bars) and 
the NS reference corpus (solid bars) divided up by discipline. 

So far in this subsection, the results have been presented without possible cross-
disciplinary differences taken into account. In order to investigate whether these 
similarities in fact characterize both linguistics and literature, the comparison 
will now be extended to include separate counts for the two disciplines. Figure 6 
shows the normalized frequencies for literature (lighter-coloured bars) and lin-
guistics (darker-coloured bars) respectively. 

These results show that even with the disciplines separated, the high-achiev-
ing NNS students use the pattern in a way that is not significantly different from 
the NS students’ way of using it, with one exception. The literature texts in par-
ticular exhibit remarkably similar normalized frequencies. There is no longer a 
statistically significant difference across NS status for the SVC type. The only sta-
tistically significant difference when the disciplines are separated is the high-
achieving NNS linguistics students’ tendency to underuse the SV type; however, 
once again, further analysis showed that the significant difference at group level 
did not extend to a statistically significant difference at the level of the individual.  

All in all, two main points thus emerge from this subsection. First, the high-
achieving NNS students seem to be using the syntactic types of the introductory 
it pattern largely in a native-like manner, as witnessed by the similar frequency 

SVC SVpass SV SVA SVO SVpassC SVOC OTHER
NNS Literature 93 23 22 1 6 0 0 0
NS Literature 94 28 19 1 4 0 0 0
NNS Linguistics 150 64 21 4 1 0 0 0
NS Linguistics 177 49 36 7 0 2 0 0
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distributions. Moreover, very few of the differences found proved to be statisti-
cally significant. Second, the fact that the differences between the groups that 
were found to be statistically significant were only found at the group level (and 
thus not at the level of the individual) emphasizes the importance of also taking 
individual variability into account. The results thus seem to support claims made 
by researchers such as Durrant and Schmitt (2009: 168) who claim that the 
traditional approach of comparing “corpora as wholes” may run the risk of 
generating “misleading results”.  

4.4 Comparison across level of achievement 
In order to investigate whether the syntactic types are used differently across 
level of achievement (and thus how this variable may affect the use of the pat-
tern), the higher-graded NNS papers investigated in the previous subsection are 
here compared to the lower-graded NNS papers (approximately 590,000 words 
in total). The results of the comparison are presented in Figure 7. 

Fig. 7: Frequency (per 100,000 words) per syntactic type in the higher-graded papers (striped 
bars) and the lower-graded papers (solid bars). 

As shown in Table 3 in Section 4.1.1, the lower-graded papers contain signifi-
cantly more instances of the introductory it pattern overall (226 instances per 

SVC SVpass SV SVA SVO SVpassC SVOC OTHER
NNS A+B 120 42 22 2 4 0 0 0
NNS C+D+E 157 42 18 4 1 4 0 0
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100,000 words, compared to the higher-graded papers, which contain 189 in-
stances per 100,000 words). From Figure 7, it becomes clear that this difference 
can be explained by the statistically significant difference in frequency of use of 
the SVC type. It seems, then, that the two NNS groups exhibit opposite problems: 
while the students whose papers were awarded a higher grade undershot the NS 
goal for the SVC type slightly at the group level (see Section 4.3), the students 
whose papers received a lower grade overshot the goal considerably at the group 
level, in comparison both to the NS group and to the high-achieving NNS group. 
Interestingly, however, in contradistinction to the comparison across NS status, 
this difference between the two NNS groups remains when the frequencies per 
essay are explored, as shown in Figure 8. 

Fig. 8: Frequency (per 10,000 words) of the SVC type per text across the higher-graded papers 
(grey) and the lower-graded papers (white). 

The higher-graded NNS papers contained significantly5 more instances of the SVC 
type per text, which, taken together with the group-level frequencies reported in 
Figure 7, suggests that the students who received a lower grade tend to have a 
stronger preference for this particular syntactic type. One explanation as to why 
the lower-graded papers contain such frequent use of the SVC type could have to 

|| 
5 p<0.05, Kruskal-Wallis rank sum test. 
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do with it being the most salient syntactic type in the academic texts that these 
students read. The SVC type is by far the most frequently occurring syntactic type 
across all the corpora included in the analysis and most previous studies have 
focused exclusively on tokens from this category. It thus seems reasonable to hy-
pothesize that the SVC type is the most frequent syntactic type in academic writ-
ing in general. As research on language acquisition has found that the most fre-
quent use of a category is most easily learned (cf., e.g., Ellis, O’Donnell, & Römer 
2013) and as the students who received a lower grade can be expected to be 
slightly less skilled users of English,6 it could be the case that they are more likely 
to make “safe choices”. These students could therefore be expected to make fre-
quent use of the most prototypical syntactic type (i.e. the type that is likely to be 
best known to them). If this is indeed the case, then these learners might exhibit 
what was described by Hasselgren (1994: 256) as a preference for well-known 
items, which she called ‘lexical teddy bears’, although ‘lexico-grammatical teddy 
bears’ seems like a more appropriate term in this context. 

In order to investigate this hypothesis further, the relative frequencies of the 
syntactic types as well as the most commonly occurring adjectives inside the SVC 
tokens were investigated. The results appear to offer some support for the hypoth-
esis. The comparison of the relative frequencies shows that the students whose 
papers received a lower grade exhibit an especially strong preference for the SVC 
type in relation to the other syntactic types; the difference was statistically signif-
icant.7 With regard to the most commonly occurring adjectives, both NNS groups 
frequently used possible (32), important (33) and clear (34). This was especially 
the case for the lower-graded papers. 

(32) […] it is possible to draw the conclusion that one can define a pun […].
(ALEC_ LING.024)

(33) At this point it is important to clarify what Ndebele means […]. (ALEC_
LIT.080)

(34) It is clear that the city has its poisonous grip on him […]. (ALEC_LIT.067)

Finally, when the results are broken up into disciplines, it becomes clear that the 
preference for the SVC type in the lower-graded papers extends to both linguistics 
and literature. The results of these comparisons are displayed in Figure 9. While 

|| 
6 Language-related issues are included in many of the criteria on which the students’ papers 
have been assessed. 
7 p<0.05, Pearson’s Chi-squared test. 
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there also appears to be a difference between the linguistics subcorpora with re-
gard to the SV type, a closer look at the dispersion shows that this difference is, 
in fact, due to an outlier.  

Fig. 9: Frequency (per 100,000 words) per syntactic type in the higher-graded papers (striped 
bars) and the lower-graded papers (solid bars), divided up by discipline. 

Overall, unlike the slight differences across NS status reported in Section 4.3, the 
substantial differences in the use of the SVC type across level of achievement pre-
sented in this section proved to extend not only to the group level, but also to the 
level of the individual and across both disciplines. When the results were exam-
ined in more detail, the differences with regard to the use of the SVC type were 
also found to be statistically significant for the relative frequencies across level 
of achievement. It thus seems that the lower-graded students in particular would 
benefit from explicit teaching of alternative ways to use the pattern, along with 
other patterns, in order for them not to cling too much to linguistic teddy bears of 
any sort. These findings furthermore highlight the fact that it is not necessarily 
the case that frequent use of the introductory it pattern can be equated to profi-
cient use of it. 

SVC SVpass SV SVA SVO SVpass
C SVOC OTHER

NNS A+B Literature 93 23 22 1 6 0 0 0
NNS C+D+E Literature 118 23 25 3 2 3 1 0
NNS A+B Linguistics 150 64 21 4 1 0 0 0
NNS C+D+E Linguistics 203 64 9 4 1 4 0 2
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5 Conclusion 
Starting out from Quirk et al.’s (1985: 1392) seven syntactic types of the introduc-
tory it pattern, this study has not only investigated what constitutes the full in-
ventory of these syntactic types in academic writing by university students, but 
has also mapped out the frequency of occurrence of each of the types. Compari-
sons were made across academic disciplines, NS status and level of achievement. 
Overall, the results showed that the frequencies of the syntactic types pattern 
similarly, as the relative order for the three most frequently occurring syntactic 
types was the same across all the subcorpora. This suggests that the use of the 
pattern is very stable in both NS and NNS student writing. It furthermore became 
clear that the introductory it pattern is not a monolithic pattern. While the SVC 
type (especially the subtype including an adjective phrase) is the most frequently 
occurring syntactic type in all subcorpora, the SV and SVpass types also exhibit 
relatively high frequencies. These results thus highlight the importance of not 
limiting the discussion of the introductory it pattern to only tokens which include 
an adjective phrase, as has been the approach of many previous studies, since 
such analyses would not give the full picture.  

Interestingly, the results for all subcorpora display clear differences between 
linguistics and literature; the use of the introductory it pattern thus seems to be 
highly discipline-specific. For example, while the literature students commonly 
use the SV type of the pattern to evaluate claims involving a character in a work 
of fiction, the linguistics students make significantly more frequent use of certain 
subtypes of the SVpass type, such as it + has + been + VERB + that-clause to report 
on empirical findings. The introductory it pattern, then, seems to be used to per-
form tasks that are central to these disciplines, which suggests that the pattern 
deserves a place among discipline-specific conventions that should be taught to 
students.  

Although some frequency differences were noted when the higher-graded 
NNS papers were compared to the NS student papers, the NNS students were 
found to use the pattern in a native-like manner overall, which is in line with pre-
vious research (Römer 2009). More noteworthy differences were instead found 
when the two NNS corpora were compared. Here, the use of the syntactic types 
was compared across level of achievement, a factor that has, to the best of my 
knowledge, not previously been investigated in relation to the use of the intro-
ductory it pattern. This comparison showed that the NNS students whose paper 
received a lower grade exhibited a particularly strong preference for the most fre-
quent syntactic type, the SVC type, in a way that suggests that these students tend 
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to cling to what could be referred to as a ‘lexico-grammatical teddy bear’ (cf. Has-
selgren’s 1994 use of ‘lexical teddy bears’). It would then seem beneficial for these 
students in particular to be made aware of other variants of the introductory it 
pattern as well. These findings furthermore show that one cannot necessarily 
equate frequent use of the pattern with proficient use of the pattern, a topic on 
which more research is needed.  

Further possible avenues for future research include a large-scale investiga-
tion of the use of the introductory it pattern in learner writing and expert writing. 
One of the advantages of using NS student writing as a reference is that this pre-
sents the learners with a more attainable goal; just as the NS students cannot be 
expected to be expert writers, it does not seem fair to expect the learners to live 
up to expert standards either. Nevertheless, additional comparisons with expert 
writing would most certainly provide further insights into the use of the introduc-
tory it pattern in academic discourse.  

Finally, by highlighting the versatility of the introductory it pattern in terms 
of both syntactic make-up and function, teachers could make their students 
aware of the usefulness of the pattern in academic writing. Since discipline 
proved to be an important predictor for the use of the introductory it pattern, in-
creasing students’ awareness of the pattern would be one way of helping students 
develop their academic “voice”, which would enable them to communicate suc-
cessfully with the research community to which they aspire to belong. 
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Hilde Hasselgård 
Phraseological teddy bears 
Frequent lexical bundles in academic writing by Norwegian 
learners and native speakers of English 

Abstract: This chapter compares frequent four-word lexical bundles in a learner 
corpus (VESPA) and a native speaker corpus (BAWE), both representing novice 
academic writing. The frequencies and dispersion of bundles in the two corpora 
reveal patterns of both over- and underuse among the learners. The learners are 
shown to use some bundles very frequently, but frequencies drop more sharply 
than in the native corpus. The dispersion of the frequent bundles tends to be 
broader in the native speaker corpus. In a closer scrutiny of four selected bundles 
the novice-expert dimension is addressed by consulting a corpus of published 
research articles. Contrasts between English and Norwegian are also considered 
in order to explain the learners’ apparently non-native usage. Some of the most 
overused bundles seem to have been generalized by the learners to fit into con-
texts where native speakers rarely use them; these can be described as ‘phraseo-
logical teddy bears’. Pedagogical applications of the results should start from the 
underused items in order to broaden the phraseological repertoire of the learners. 

1 Introduction 

It is well established that learners as well as native speakers use pre-fabricated 
multi-word units in their language production (see e.g. Granger 1998). Yet, “phra-
seology is one of the aspects that unmistakably distinguishes native speakers of 
a language from L2 learners” (Granger & Bestgen 2014: 229), and the phraseology 
of non-native users of English continues to inspire investigations into the puzzle 
of nativelike co-selection (Pawley & Syder 1983). 

The present investigation concerns the most frequent four-word lexical bun-
dles in two corpora of novice academic English representing advanced learners 
(with Norwegian as their L1) and native speakers of English. The bundles most 
frequently used by the two writer groups will be compared with regard to their 

|| 
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distribution, meanings and functions. I will also take a closer look at some se-
lected bundles whose frequencies and distributions differ markedly between the 
corpora. 

Ringbom (1998) shows that the frequencies of individual word forms tend to 
differ between learners and native speakers of English, with learners having a 
tendency to overuse vocabulary items that have high frequencies in general cor-
pora of English. The overuse can be related to a core vocabulary that the learners 
have acquired early and know well. Hasselgren (1994: 237) compares such famil-
iar lexical favourites to children’s toys: “[s]tripped of the confidence and ease we 
take for granted in our first language flow, we regularly clutch for the words we 
feel safe with: our ‘lexical teddy bears’”. A hypothesis of the present study is that 
the same tendency will be visible in the use of lexical bundles: some bundles will 
seem familiar and unobjectionable to learners, who will resort to them frequently 
as their ‘phraseological teddy bears’. This idea is not novel; Nesselhauf (2005: 
247) suggests that learners’ occasional overuse of “certain native-speaker-like 
chunks” may partly result “from learners using some of them as lexical teddy 
bears”.1 Other bundles, however, will be underused by learners, for example be-
cause most learners simply do not know them, or because they belong to a style 
level that the learners are not fully familiar with. At the advanced level of profi-
ciency represented in the learner corpus used (see Section 3 for details), the dif-
ferences between native and non-native usage of bundles are not expected to 
consist in errors as much as in diverging frequencies of use. 

Hasselgren (1994: 237–238) seems to imply that words characterized as lexi-
cal teddy bears are not only more frequent in learner language than in native lan-
guage; they are also “systemically overgeneralized by advanced learners”, which 
leads to their being used in contexts where native speakers would choose a (near) 
synonym (see also Levenston & Blum 1977). Thus, a phraseological teddy bear 
will be a multi-word unit that learners use more frequently and in more contexts 
than native speakers do.  

The chapter is structured as follows: after a review of relevant previous re-
search and a presentation of material and method, the most frequent lexical bun-

|| 
1 Ellis (2012: 29) uses the term ‘phrasal teddy bear’ to refer to “highly frequent and prototypi-
cally functional phrases like put it on the table, how are you?, it’s lunch time”, or “formulaic 
phrases with routine functional purposes” (2012: 37). Since lexical bundles, unlike Ellis’s formu-
laic sequences, do not require word strings to be idiomatic or complete functional units (Biber et 
al. 1999: 990), I have opted for the related term ‘phraseological teddy bear’. 
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dles in both corpora will be identified and discussed. Then follow four case stud-
ies of selected bundles that are either overused or underused by the learners be-
fore some concluding remarks are offered. 

2 Some previous studies of lexical bundles and 
formulaic language in learner English 

Recurrent strings of words have been studied under a number of different head-
ings, for example ‘recurrent word combinations’ (e.g. Altenberg 1998), ‘n-grams’ 
(e.g. Granger & Bestgen 2014; Ebeling & Hasselgård 2015a), and ‘lexical bundles’ 
(e.g. Biber et al. 1999; Cortes 2004; Ädel & Erman 2012; Paquot 2013). For general 
overviews of phraseology in learner corpus research, see Paquot and Granger 
(2012) and Ebeling and Hasselgård (2015b). 

Lexical bundles are defined as “recurrent expressions, regardless of their id-
iomaticity, and regardless of their structural status” (Biber et al. 1999: 990). The 
operationalization of the definition limits lexical bundles to “uninterrupted com-
binations of words” that occur above a set frequency threshold and across a min-
imum number of corpus texts “to exclude individual speaker/writer idiosyncra-
sies” (1999: 993). Biber et al. show that conversation and academic prose differ in 
their use of bundles as regards lexicogrammatical structure as well as frequency 
(e.g. 1999: 997). 

Using a similar method, but the term ‘chains’, Stubbs and Barth (2003) show 
that recurrent phrases can be used as text type discriminators. That is, they iden-
tify differences between the text types by applying a number of measures, one of 
which is “recurrent word-chains and/or their comparative frequency” (2003: 79). 
Cortes (2004) discusses lexical bundles in the academic disciplines history and 
biology. She classifies the lexical bundles functionally into ‘referential bundles’, 
‘text organizers’ and ‘stance bundles’ (2004: 409), and shows that the academic 
disciplines history and biology vary in their use of lexical bundles, in terms of 
both structural and functional features. She also finds “that the use of target bun-
dles by students in biology and history courses at different university levels very 
far from resembles the use of these bundles by published authors in these disci-
plines” (2004: 421). Hyland (2008) similarly shows that there is variation between 
published academic writing and postgraduate student writing, and furthermore, 
that bundle usage differs across academic disciplines. 

The functional classification in Cortes (2004) is also used by Biber, Conrad 
and Cortes (2004), in a paper much referred to in subsequent research on lexical 
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bundles in academic language. It shows clear differences as regards structural 
and functional categories of lexical bundles across four ‘university registers’: 
conversation, classroom teaching, textbooks and academic prose. Importantly 
the authors conclude that “lexical bundles should be regarded as a basic linguis-
tic construct with important functions for the construction of discourse” (2004: 
398).  

The study of lexical bundles is extended to a comparison of learners and na-
tive speakers in Chen and Baker (2010), who compare the writing of Chinese 
learners of English to native speaker student and expert writing.2 They find “that 
the use of lexical bundles in non-native and native student essays is surprisingly 
similar” while professional writing shows a wider repertoire of certain types of 
bundles (2010: 44). However, this applies mainly to the quantitative analysis; the 
qualitative analysis reveals some differences between native and non-native writ-
ing. An interesting observation for the present study is that non-native writing 
tends to show features of “over-generalizing and favoring certain idiomatic ex-
pressions and connectors” (Chen & Baker 2010: 44). Ädel and Erman (2012), in a 
study that to some extent replicates Chen and Baker (2010) with data from Swe-
dish learners of English, find more substantial differences between native and 
non-native writing. They conclude that “non-native speakers exhibit a more re-
stricted repertoire of recurrent word combinations than native speakers” (Ädel & 
Erman 2012: 90). The qualitative analysis of context is singled out as a future di-
rection in the study of lexical bundles in learner language, since the fact that a 
bundle may be used to the same extent by learners as by native speakers does not 
necessarily entail “that it is used in the same way” by both groups (Ädel & Erman 
2012: 91).  

As for the use of lexical bundles in Norwegian-produced learner English, the 
present study has a precursor in Lie (2013), who examines the use and functions 
of bundles containing three or more words. He finds that Norwegian learners use 
lexical bundles for much the same functions as native speakers, but rely on a 
smaller repertoire of bundles, sometimes overgeneralizing their meaning and use 
(Lie 2013: 47). There is also a tendency among learners to prefer less formal alter-
natives to more academic ones (Lie 2013: 48). 

Pérez-Llantada (2014) focuses on 4-word bundles in L1 and L2 expert aca-
demic writing. Importantly she correlates her findings of L2 English with bundles 

|| 
2 Chen and Baker (2010) used subsets of the British Academic Written English corpus (BAWE) 
for the learner and native speaker student comparison. BAWE comprises English texts from a 
number of L1 backgrounds besides English, with Chinese being the most frequent non-English 
L1; see Nesi and Gardner (2012: 268). 
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in the writers’ first language, Spanish. A central conclusion is that “the L2 English 
variable reflects a ‘hybrid’ formulaic language” (Pérez-Llantada 2014: 92); i.e. it 
is not fully nativelike and shows traces of transfer from L1 Spanish phraseology. 
The use of bundles in L1 and L2 expert academic writing is also the topic of Sala-
zar (2014) who studies the frequency, structure and function of 3–6-word bundles 
extracted from corpora of biomedical research writing. As Salazar’s (2014: 46, 
153) purpose is partly to explore pedagogical applications, bundles are selected 
according to a combination of frequency and Mutual Information (MI) to produce 
a list of pedagogically relevant bundles. 

Ebeling and Hasselgård (2015a) compare the use of n-grams across academic 
disciplines and L1 backgrounds in VESPA and BAWE, concluding that both fac-
tors have an impact on n-gram use, although discipline seems to be the stronger 
cause of differences. This study concerns functional types of n-grams, classified 
in line with Moon (1998) as ideational, interpersonal and textual (a framework 
similar to the one found in Cortes 2004 and Biber, Conrad, & Cortes 2004). The 
study does not focus on the frequencies of individual n-grams in the corpora, but 
as in Ädel and Erman (2012) one of the envisaged avenues of further research is a 
more qualitatively oriented study which takes token frequency and context into 
account. The present study can be seen as a step in that direction and an attempt 
to fill a gap in present research. 

3 Material and method 

Two corpora form the core material for the present investigation: the Norwegian 
component of the Varieties of English for Specific Purposes dAtabase (VESPA-
NO) and the British Academic Written English corpus (BAWE). Both corpora con-
tain student writing within a variety of academic disciplines. For the present pur-
poses only the linguistics discipline has been investigated, and only texts written 
by students whose L1 is Norwegian and English, respectively. Table 1 shows the 
size and composition of the corpora used.3 

|| 
3 This study is based on the 2012 version of VESPA-NO. The corpus has been updated and 
slightly enlarged since then. 
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Tab. 1: The two main corpora for the study. 

Discipline = linguistics Texts Words

VESPA-NO (L2)  239  267,855 
BAWE (L1, BrE)  76  167,437 

Both corpora have been annotated in order for searches to ignore material not 
produced by the student, such as linguistic examples, quotations and bibliog-
raphies. The word counts given in Table 1 are exclusive of the ignored material. 
See Ebeling and Heuboeck (2007) and the respective corpus manuals (Paquot et 
al. 2010; Heuboeck, Holmes, & Nesi 2008) for more information regarding the an-
notation. 

In the discussion of bundles selected for the case studies in Section 5, I also 
draw on other corpora. The Corpus of Research Articles (CRA) held at Hong Kong 
Polytechnic University will be used to check whether there are differences be-
tween novice and expert writers within the same discipline.4 To investigate po-
tential influence from Norwegian, I will consult the English–Norwegian Parallel 
Corpus (ENPC) and the KIAP corpus (Cultural Identity in Academic Prose), which 
contains published research articles in English, Norwegian and French. From 
KIAP I use only the section containing linguistics articles in Norwegian, compris-
ing 269,913 words (Fløttum, Dahl, & Kinn 2006: 7; Fløttum et al. 2013). Other cor-
pora used for occasional reference are the Michigan Corpus of Upper-Level Stu-
dent Papers (MICUSP), the British National Corpus (BNC) and the Corpus of 
Contemporary American English (COCA).5 

The study takes a lexical-bundle approach (Biber et al. 1999; Biber, Conrad, & 
Cortes 2004). Lexical bundles are recurrent uninterrupted sequences of word 
forms that occur above a certain frequency threshold and with a certain disper-
sion across texts, operationalized in Biber et al. (1999: 992) as at least ten times 
per million words and in at least five texts. Although lexical bundles may in prin-
ciple consist of any number of words (above one), the present study is limited to 
four-word bundles. This decision is much in line with comparable previous stud-
ies (e.g. Hyland 2008; Ädel & Erman 2012; Pérez-Llantada 2014). As Hyland (2008: 
8) says, “they are far more common than 5-word strings and offer a clearer range 

|| 
4 The corpus contains published research articles in a variety of disciplines. This study uses 
Applied Linguistics (170,653 words), which was considered closer than Linguistics to the topics 
contained in VESPA and BAWE. 
5 For further information about the corpora, see the websites listed at the end of this chapter. 
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of structures and functions than 3-word bundles”. Some of the resultant 4-word 
bundles (see Section 4) may be said to consist of a 3-word bundle plus a common 
word, for example the meaning of the, of which the most “salient” part (Simpson-
Vlach & Ellis 2010: 490) is arguably the meaning of. However, as argued by Hun-
ston (2008), “small words” play an important role in the identification of gram-
mar patterns, which in turn can form semantic sequences (2008: 271), or in the 
words of Pérez-Llantada (2014: 86), “[b]undles bridge structural units in the dis-
course, framing semantic meanings”. For example, it may be a salient feature of 
sequences such as the meaning of and the use of that they occur in the context of 
an extended noun phrase. 

Recurrent four-word bundles were extracted by means of WordSmith Tools 6 
(Scott 2012). The focus is on the highest frequency band, i.e. bundles that account 
for at least 0.01% of the corpus according to WordSmith’s Wordlist tool. All the 
bundles in this frequency band occurred in at least five different texts (cf. Biber 
et al. 1999: 993; Biber, Conrad, & Cortes 2004: 376). The issue of overlapping bun-
dles (cf. Simpson-Vlach & Ellis 2010: 493) has not been addressed in the present 
analysis. The potentially overlapping bundles are found in VESPA (see Table 2) 
and are is an example of / an example of this and the use of the / is the use of. The 
overlap concerns one occurrence of is an example of this and eight occurrences of 
is the use of the. 

The bundles were classified functionally along the lines of Cortes (2004) and 
Biber, Conrad and Cortes (2004). Although many of the bundles are structurally 
incomplete, they contain enough meaning-bearing elements to make such clas-
sification possible. The categories outlined in Biber, Conrad and Cortes (2004) are 
the following: 
– Referential bundles (R) “make direct reference to physical or abstract enti-

ties, or to the textual context itself” (2004: 384) 
– Stance bundles (S) “express attitudes or assessments of certainty” (2004: 

384) 
– Discourse organizers (D) “reflect relationships between prior and coming dis-

course” (2004: 384) 

Bundles that were considered specific to particular topics or tasks were excluded, 
as they would be unlikely to occur in other corpora. Examples are Australian and 
New-Zealand English, Norwegian learners of English, the second text is, as in Tager 
and Flusberg.  
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4 Corpus analysis 

The results of the search for frequent four-word bundles in the two corpora are 
presented in Table 2 along with a functional label and their frequency per 
100,000 words. The bundles that are shared between the corpora are marked in 
shaded cells. The table has fewer bundles from VESPA than from BAWE, but it 
may be noted that more task- and topic-specific bundles have been removed from 
the original VESPA list than from the BAWE list (8 vs. 1; see selection criteria in 
Section 3).  

Tab. 2: Four-word bundles in both corpora (frequencies per 100,000 words). 

Bundles in VESPA Function Freq. Bundles in BAWE Function Freq.

on the other hand D 38.1 it is important to S 19.1
the use of the R 32.9 in the case of D 17.3
when it comes to D 18.7 as a result of D 15.5
the meaning of the R 18.3 the use of the R 14.9
the rest of the R 17.2 to be able to R 14.9
is an example of R 16.8 the way in which R 13.7
an example of this R 13.8 the fact that the D 11.9
the fact that the D 13.4 the way we speak R 11.3
is the use of R 12.3 can be found in R 10.8
as we can see D 11.2 on the other hand D 10.8
I have chosen to S 10.5 it was found that R 10.2
in the case of D 10.5 the context of the R 10.2
   the meaning of the R 10.2
   to look at the R 10.2

Two of the bundles that occur in both corpora, in the case of and on the other 
hand, are “the most common four-word lexical bundles in academic prose” ac-
cording to Biber et al. (1999: 994), and apparently the only ones to reach a fre-
quency above 100 per million words. It may be noted that the BAWE list overlaps 
slightly more than the VESPA list with that presented by Byrd and Coxhead (2010: 
37–39) of widely used lexical bundles in the AWL [Academic Word List] corpus, 
thus suggesting that BAWE bundles are more academic. 

The distribution of functional types of bundles is fairly similar between the 
corpora: VESPA has six referential bundles, five discourse bundles and one 
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stance bundle, while BAWE has nine referential bundles, four discourse bundles 
and one stance bundle. VESPA has one discourse bundle and one stance bundle 
that are personal and self-referential (I have chosen to and as we can see), while 
BAWE has one personal referential bundle (the way we speak). 

It is striking that the highest frequencies in VESPA far exceed those in BAWE; 
there is also a much steeper decline of frequencies in VESPA. This suggests that 
learners tend to re-use a small number of bundles to a greater extent than native 
speakers. To investigate overuse and underuse, the token frequencies of all the 
bundles included in Table 2 were compared between the corpora. A number of 
bundles had similar frequencies in VESPA and BAWE (an example of this, the fact 
that the, in the case of, can be found in), while the rest differed significantly in 
frequency according to a log-likelihood test.6 Table 3 displays those bundles that 
are either overused or underused in VESPA compared to BAWE. 

Tab. 3: Overused and underused bundles in VESPA (raw frequencies). 

 Overuse   Underuse   
  VESPA BAWE  VESPA BAWE 

p≤0.0001 on the other hand 102 18 as a result of 8 26 

when it comes to 50 0 the way we speak 0 19 

the rest of the 46 4 it was found that 0 17 

is an example of 44 9    

is the use of 33 3    

as we can see 30 0    
p≤0.001 the use of the 87 25 it is important to 18 32 

I have chosen to 30 3 the way in which 9 23 
p≤0.01    to be able to 16 25 
p<0.05 the meaning of the 47 17 the context of the 7 17 

 
In a next step, the dispersion of the most frequent bundles was studied to check 
whether the frequency of any bundle is boosted because of popularity in certain 
texts. Table 4 shows the percentage of texts in which each bundle occurs. Note 
that the frequency order differs slightly from that in Table 2. The most common 

|| 
6 Log Likelihood was calculated with Paul Rayson’s calculator available at http://ucrel. 
lancs.ac.uk/llwizard.html (accessed 3 November 2015, last accessed October 2018). 
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bundle in VESPA has a much wider dispersion than any of the bundles in BAWE, 
but there is a sharp drop already at rank 2. In other words, most of the frequent 
bundles in BAWE are more widely dispersed than those in VESPA. 

Tab. 4: The most widely used bundles in both corpora (distribution across texts). 

Bundles in VESPA Texts Bundles in BAWE Texts

on the other hand 31.0% it is important to 23.7%
the use of the 19.0% the fact that the 23.7%
the rest of the 14.2% to be able to 22.4%
the fact that the 13.4% in the case of 19.7%
is an example of 12.6% on the other hand 18.4%
the meaning of the 11.7% as a result of 17.1%
as we can see 11.3% the meaning of the 17.1%
when it comes to 10.5% the use of the 15.8%
is the use of 10.0% the way in which 15.8%
an example of this 9.6% the context of the 15.8%
I have chosen to 9.6% it was found that 13.2%
in the case of 7.9% to look at the 13.2%
  can be found in 10.5%
  the way we speak 7.9%

A comparison of frequencies based on dispersion gives a different perspective on 
overuse and underuse. Relating the number of texts each bundle occurs in to the 
total number of texts in each corpus, the following bundles had similar disper-
sions in the two corpora: the rest of the, is an example of, an example of this, is the 
use of, I have chosen to, the use of the, the meaning of the, the fact that the, can be 
found in. The bundles that occur in significantly different numbers of texts in the 
corpora (according to a chi square test) are shown in Table 5. 

When dispersion is taken into account, the number of overused bundles is 
greatly reduced (compare Tables 3 and 5), while the underuse is relatively un-
changed. That is, some of the ‘overused’ bundles in Table 3 are overused only in 
some texts. Interestingly, all the overused bundles in Table 5 are discourse organ-
izers, but most of the underused ones are referential. 
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Tab. 5: Overused and underused bundles in VESPA according to text dispersion.  

 Overuse Underuse 

p≤0.0001  it is important to 
as a result of 
to be able to 
the way in which 
the way we speak 
it was found that 
the context of the 

p≤0.001 - - 
p≤0.01 when it comes to 

as we can see 
in the case of 

p<0.05 on the other hand  

 

5 Case studies 

This section presents case studies of four discourse-organizing lexical bundles 
whose distributions differ significantly between the corpora as regards both fre-
quency and dispersion. Three of these are overused in VESPA compared to BAWE 
(on the other hand, when it comes to, as we can see), and one is underused (as a 
result of). I will draw up a usage profile for each bundle on the basis of VESPA 
concordances, and possible reasons for the attested overuse/underuse will be 
discussed, such as the presence of a corresponding expression in Norwegian, 
along the lines of Paquot’s (2013) study of transfer effects. Unlike Paquot, I have 
not investigated learner behaviour in EFL corpora with other L1 backgrounds. 
However, the novice writers in VESPA and BAWE will be compared with ‘expert’ 
writers, represented in the applied linguistics section of the CRA, to control for 
any novice-expert differences. 

5.1 On the other hand 

The most frequent four-word bundle in VESPA is on the other hand (see Table 2); 
it is also the bundle with the widest dispersion, occurring in 31% of the texts. 
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VESPA also overuses the bundle in comparison with CRA, where there are 22 oc-
currences (12.9 per 100,000 words). The VESPA concordance shows that on the 
other hand has the following characteristics: 
– 30 out of 102 occurrences are clause-initial (example 1); the remaining 72 are 

clause-medial (example 2). 
– On the other hand co-occurs with on the one hand eight times in VESPA; see 

example (3). This pattern is not found in BAWE.7 
– On the other hand sometimes functions as a general topic shifter in VESPA, 

not always marking contrast (Lie 2013); see example (4). 
– No extended phraseological pattern can be identified for the bundle. 

(1) On the other hand, the overuse of the progressive is intralingual in that it 
reflects what has been learned and has been overgeneralized. (VESPA)8 

(2) Coherence, on the other hand, is in the mind of the writer and reader: it is a 
mental phenomenon and cannot be identified or quantified in the same 
way as cohesion. (VESPA) 

(3) On the one hand, contrastive linguists are very enthusiastic about what 
they have to offer L2 teaching; on the other hand, they seem somehow de-
pressed by the lack of positive response among teachers. (VESPA) 

(4) If it works you have substitution, and if we apply this test for this line, we 
find that it does. “We are the ones..” So far, so good. On the other hand, 
what is important to notice here is that we do not really know what the 
word is substituting for. (VESPA) 

The preference for placing the bundle in clause-medial position is found in 
BAWE, too,9 with the same discourse effect, namely to set off the subject (or any 
other clause-initial element) as contrasting with the preceding context. Example 
(2), for instance, follows directly after a definition of ‘cohesion’, which makes it 
appropriate to steer contrastive focus to the related, but different, concept. Inter-
estingly, the preferred position of on the other hand in CRA is initial (18 out of the 
22 occurrences). Three medially placed instances provide contrastive focus to the 
clause subject, while the remaining one, example (5), occurs in an elliptical 
clause and gives extra focus to the final constituent. This usage is not found in 
BAWE or VESPA. 

|| 
7 Byrd and Coxhead (2010: 46) also note that “on the other hand is most often used […] without 
the prior use of on the one hand”. 
8 All corpus examples have been rendered as they occur in the corpora. 
9 In BAWE, 12 out of the 18 instances occur in medial position. 
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(5) In order to summarize the data, Fig. 9 provides a schematic representation 
of the main confusions identified from the perceptual results, for the 
adults and the 8-year old, on the one hand, and on the other hand, for the 
4-year old. (CRA) 

The Norwegian expression corresponding most closely to on the other hand with 
respect to similarity of form is på den annen side (‘on the other side’). This expres-
sion is, however, not nearly as frequent in the Norwegian corpora consulted as 
the frequency of on the other hand in VESPA might suggest: there are 6.8 occur-
rences per 100,000 words in ENPC non-fiction and 9.6 in KIAP (ling.).10 The over-
use in VESPA thus cannot be explained by means of direct transfer from Norwe-
gian, but the positional preference can: all the occurrences of på den annen side 
in KIAP occur in medial position. 

Studying the wider context of on the other hand in VESPA, we find that it often 
occurs in the vicinity of other markers of contrast, as exemplified in (6). 

(6) The use of cataphoric reference is not very extensive, however. Anaphoric 
reference on the other hand, is utilized throughout the text. (VESPA) 

This suggests that the learners may have a tendency to over-express contrastive 
relations when the discourse moves from one topic to another. As noted above, 
and illustrated in (4), “VESPA contributors are as likely to use the phrase as a 
general topic change marker, introducing a concept only tangentially related to 
the preceding sentence” (Lie 2013: 39). Lie also notes (2013: 39) that the VESPA 
texts are slightly skewed towards contrastive assignments. This shows up in the 
concordance, where about 20 of the lines reflect a comparison (e.g. between two 
texts) that the student has been asked make, as illustrated by (7). 

(7) The second text, on the other hand, is not all that engaging, just informa-
tive. (VESPA) 

5.2 When it comes to 

When it comes to is relatively widespread in VESPA, with 50 occurrences across 
25 texts (23 writers), while it is absent from BAWE. This does not mean the expres-
sion is non-native; it occurs three times in CRA.11 The syntactic function of when 

|| 
10 This includes the variant forms på den andre siden / på den andre sida. 
11 This corresponds to 1.8 per 100,000 words. 
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it comes to X is respect adjunct (as defined in Hasselgård 2010: 28, 244–248), typ-
ically specifying the circumstances under which the proposition applies. The us-
age of when it comes to in VESPA has the following characteristics: 
– The bundle is typically followed by an indefinite noun phrase. 
– 22 (of 50) occur in sentence-initial position (six of which are preceded by a 

connector); these mark the sentence topic, as in (8). 
– In end position the function is typically to restrict the validity of the proposi-

tion; see (9). 
– Certain sentence-final occurrences are close to postmodifying function; see 

(10). 

(8) When it comes to collocation and sentence structure this student has some 
very strange ways of saying things … (VESPA) 

(9) But everything that is said in this short excerpt is in the present tense, 
which is quite normal when it comes to this kind of literature. (VESPA) 

(10) …the author of this text has some problems when it comes to word for-
mation. (VESPA) 

Seeking to explain the massive overuse of when it comes to in VESPA, I searched 
for the following near-synonyms in the corpora: with regard(s) to, with respect to, 
as regards, as to, concerning, regarding and in terms of. The latter turns out to be 
a clear favourite, outnumbering all its synonyms across the board. Figure 1 shows 
when it comes to and in terms of separately while all the other near-synonyms 
have been lumped together. The collective frequencies of such expressions do not 
differ significantly across the corpora; i.e. the alternative expressions make up 
for the overuse of when it comes to in VESPA. 

 

Fig. 1: When it comes to and its near-synonyms in three corpora. 
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Searches in the BNC and COCA reveal that when it comes to is more than twice as 
frequent in American as in British English (12.1 per million words in the BNC vs. 
26 in COCA). It is relatively common in journalistic texts in both varieties and in 
speech in COCA, but infrequent in academic writing. Interestingly, the bundle 
has almost doubled its frequency in American English within the COCA time span 
(as per 2014), with 18.36 hits per million words in 1990–94 as against 35.6 in 
2010–12. A possible cause of the overuse in VESPA might thus be influence from 
spoken American English and journalistic texts, i.e. genres that are widespread 
in Norwegian society through the media. However, we may note that the linguis-
tics part of MICUSP has only one occurrence of this bundle. 

Looking to the Norwegian language for a source of the phrase when it comes 
to, we find the formally similar når det gjelder (‘when it concerns’). This expres-
sion is fairly common in all text types, including academic prose: in the KIAP cor-
pus, the expression was found with a frequency of 20.4 per 100,000 words in lin-
guistics articles, i.e. very close to the frequency of when it comes to in VESPA. See 
example (11). 

(11) En av de sentrale forskjellene de tar opp, er nettopp forskjellen når det 
gjelder plassering av det finitte verbet i leddsetninger. (KIAP) 
“One of the central differences they take up, is indeed the difference when 
it comes to placement of the finite verb in subordinate clauses.”  

The evidence presented here suggests that the overuse of when it comes to can be 
related to the Norwegian når det gjelder, which is functionally and formally sim-
ilar. In addition, learners may find support for their use of the expression through 
the media. Curiously, however, in the non-fiction part of the ENPC, når det gjelder 
is more frequent in translations (from English) than in Norwegian originals. 
Sometimes the source of når det gjelder is a preposition, as shown in (12), thus 
perhaps suggesting that når det gjelder is a relatively grammaticalized expression 
used for relating two concepts. Norwegian learners may have transferred this to 
their use of when it comes to, as suggested by examples such as (10) above, where 
a more elegant wording might have been “…has some problems with word for-
mation”. 

(12) There is still much to be understood about the origin of life, including the 
origin of the genetic code. (ENPC, CSA1) 
Det er fortsatt en hel del vi ennå ikke forstår når det gjelder livets 
opprinnelse — blant annet hvordan den genetiske koden oppstod. (CSA1T) 
Lit: ‘There is still a whole lot we yet not understand when it concerns life’s 
origin…’ 
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5.3 As we can see 

The bundle as we can see occurs in 27 texts in VESPA (11.3%), but not at all in 
BAWE or in CRA. Its use in VESPA has a clear profile:  
– It is typically used in sentence-initial position (20 of the 31 instances). 
– It is typically followed by a preposition (19 of the 31 instances), of which the 

most frequent one is from (15 instances). 
– 11 instances are followed by either a subject NP (7) or existential there (4). 

In sentence-initial position as we can see has a connective function, as illustrated 
by (13). It is a metadiscursive marker, typically referring to texts, tables, figures 
and examples discussed. The prepositional phrase following it tells readers where 
something is to be seen. 

(13) As we can see from the above examples, effektiv is not used with this refer-
ence in Norwegian, and is therefore rephrased. (VESPA) 

When as we can see is directly followed by a subject, with no specification of 
where to look, the location may be evident to the reader, as in (14), where the 
student is referring to a text s/he has been asked to analyse. 

(14) There are also examples of sentence structure that clearly derives from 
Norwegian influence, as in sentence (13) under ‘conceptual confusion’. 
The spelling errors may be classified as intralingual errors, and as we can 
see, there is a lot of this type of errors as well. (VESPA) 

Hyland (2008) highlights, even in the title of his paper, the frequency of the meta-
discourse marker as can be seen, i.e. the passive counterpart of as we can see. 
Table 6 shows that as can be seen is recurrent in both VESPA and BAWE, and 
interestingly it is more frequent in VESPA. However, only five VESPA writers use 
it, while 27 use the active phrase. It may be noted that the active phrase occurs 
with about equal frequencies in spoken and academic English in both the BNC 
and COCA, while the passive phrase is frequent only in academic prose in both 
varieties. The bundle favoured in VESPA is thus the more colloquial one. 
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Tab. 6: As we can see and as can be seen across corpora. N = raw frequencies, R = relative fre-
quencies per 100,000 words. 
 

VESPA BAWE CRA 
 N R N R N R

as we can see 31 11.6 0 0 0 0
as can be seen 14 5.2 5 3.0 6 3.5

As can be seen has the same usage profile in VESPA as its active counterpart: it is 
sentence-initial in 8 of the 14 instances; it is followed by a prepositional phrase 
in 11 instances and by a subject NP in the remaining three. There appears to be 
no difference in the discourse functions of the active and the passive; both are 
metadiscursive and guide the reader to tables, concordances, examples and the 
like, as illustrated by example (15). 

(15) …the phrase is expressing the simple future, as can be seen in one of the 
hits the PerlTCE produced. (VESPA) 

The six examples of as can be seen in CRA are all followed by a prepositional 
phrase or the adverb above, four of the six are sentence-initial, and they signpost 
tables, figures and concordances. The VESPA writers have thus grasped the func-
tions of as can be seen (and transferred them to as we can see), but use the phrase 
more often than native speakers. 

The most closely corresponding Norwegian equivalent to as we can see is som 
vi ser (‘as we see’). This expression is found in KIAP but is infrequent (1.1 per 
100,000 words); searches for the related som en/man ser (‘as one sees’) and som 
vi/en/man kan se (‘as we/one can see’) add only four hits, increasing the fre-
quency to 2.6 per 100,000. The closest counterpart in the passive voice, som vist 
(‘as shown’) is more frequent at 5.9 occurrences per 100,000 words, and has 
much the same profile as the English as can be seen. In any case, direct transfer 
from Norwegian thus cannot be the source of the overuse of as we can see ob-
served in VESPA.12  

A possible explanation might instead be found in the general tendency of 
learners towards overuse of metadiscourse (see Ädel 2006, Hasselgård 2016) and 

|| 
12 Lee and Chen (2009: 289) identify we can see as one of the collocations favoured by Chinese 
learners of English. In Lee and Chen’s material too, the bundle is typically used “to refer to or 
explain tables or figures, and to organize the discussion” (2009: 289). 
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writer/reader visibility features (see Paquot, Hasselgård & Ebeling 2013). As we 
can see gives the writer the opportunity to be visible, involve the reader and or-
ganize the text at the same time, thus serving three of the functions often at-
tributed to learner discourse. 

5.4 As a result of 

The last bundle to be discussed here is one that is underused in VESPA compared 
to BAWE, with only eight hits (3.4 per 100,000) occurring in eight texts (3.4%) by 
eight different writers. The bundle is frequent in BAWE with 26 hits (13.7 per 
100,000) distributed over 13 texts (17.1%) and eight writers. CRA contains eight 
instances of the bundle (4.7 per 100,000), which actually does not constitute a 
significant difference from VESPA (LL = 0.81). The use of the bundle in VESPA 
has the following characteristics: 
– In three out of the eight instances, as a result of is followed by the pro-

noun/determiner this (example 16), thus marking cohesion with the preced-
ing context. 

– Three of the other instances echo a wording in the students’ textbook, see 
(17). 

– To a greater extent than the bundles discussed above, as a result of occurs in 
sentences that contain errors, see (17) and (18). 

(16) The sentences in text 2 are as a result of this shorter,… (VESPA) 
(17) Johansson further explain them as a result of overgeneralisation from 

what the learner of language already has learnt… (VESPA) 
(18) As a result of this the highly differ in style and form. (VESPA) 

In BAWE as a result of typically precedes a complex noun phrase, as in (19), some-
times involving a nominalized process, as in (20).  

(19) Once again, as a result of the more informal nature of the group interac-
tion, ellipsis was commonplace. (BAWE) 

(20) As a result of this examination of three types of instruction, each based on 
a different theory of language learning, I can now view my Persian learn-
ing in a more informed light. (BAWE) 

The usage found in CRA closely resembles that of BAWE: the complement of of is 
most typically a complex noun phrase, as illustrated by (21). 
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(21)  …and decisions are made as a result of multiple identifications with value 
premises at an individual level, … (CRA) 

As a result of has a literal counterpart in Norwegian: som et resultat av (with the 
variant som resultat av). However, translations in ENPC non-fiction show that the 
two expressions do not often correspond: som (et) resultat av occurs only once as 
a translation of as a result of and twice as its source. The related som følge av (‘as 
consequence of’) is a recurrent source (5 out of 21 instances), and på grunn av (lit. 
‘on reason of’ = ‘because of’) is a recurrent translation (3 out of 8). Both som (et) 
resultat av and som følge av were found in KIAP. Interestingly, som et resultat av 
is also used in a more literal sense, as illustrated by (22). 

(22) …at språkendringene blir forklart som et resultat av at en folkegruppe er 
blitt rammet av pest, krig eller andre sosiale tragedier… (KIAP) 
‘that the language changes are explained as a result of [the fact] that a 
population has been hit by plague, war or other social tragedies…’ [My 
translation] 

The contrastive observations may suggest that Norwegian learners of English fail 
to use as a result of idiomatically partly because of the low degree of correspond-
ence between this bundle and its most similar Norwegian counterpart som (et) 
resultat av, and partly because the Norwegian expression seems to be less gram-
maticalized than the English one. But since som resultat/følge av is not infrequent 
in Norwegian, this cannot be the whole story. The VESPA contributors do write 
about causal relations: there is a much more frequent use of the conjunction be-
cause than in BAWE with 179.2 vs. 83 occurrences per 100,000 words, though it 
occurs in similar proportions of the texts (65% vs 68%). A more detailed investi-
gation of causal expressions in learner language is needed to map the range of 
lexicogrammatical resources employed by the advanced learners. At this stage 
we may hypothesize that the underuse of as a result of has intralingual rather 
than interlingual causes: previous studies of Norwegian-based learner English 
have indicated that learners struggle with (or avoid) complex noun phrases (e.g. 
Hasselgård 2012, who examined the nouns fact, issue, question and problem in 
learner English); thus it is possible that as a result of represents a level of com-
plexity that the learners are not prepared to handle. 
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5.5 Summary of case studies 

The case studies presented in this section have illustrated some differences be-
tween learner and native speaker phraseology. The usage profiles worked out on 
the basis of concordances show that the learners do not always use bundles in 
the same contexts and with the same discourse functions as native speakers. On 
the other hand, when it comes to and as we can see are overused by the learners in 
terms of frequencies across the corpora as well as text dispersion. As a result of is 
underused. Explanations for both overuse and underuse can be sought in com-
parisons with the learners’ L1 (in this case Norwegian) and in general reference 
corpora of spoken and written English. It has been found here that the three over-
used items have more similar corresponding expressions in Norwegian than the 
underused one. Comparison with expert writing in the same discipline is im-
portant. For example, in selecting an underused bundle for further examination 
I realized that most of the bundles that are underused compared to BAWE (Tables 
3 and 5) are not underused if compared to CRA instead. The overuse, however, is 
at least as strong.13 

The bundles on the other hand and when it comes to display two important 
characteristics of lexical/phraseological teddy bears: they are much more fre-
quent in English L2 than in English L1, and they seem to have generalized their 
meanings and discourse functions by being used in contexts where native speak-
ers prefer other expressions. The third overused expression, as we can see, does 
not show the same pattern of generalization, and can probably be ascribed to the 
learners’ general leaning towards a colloquial style. The preference for a collo-
quial style may partly explain the underuse of as a result of, although limited pro-
ficiency may also cause learners to avoid this complex construction. 

6 Conclusion 

The present study has looked into four-word bundles only. Given the relatively 
short lists of bundles frequent enough to reveal patterns of use, it is unlikely that 
a study of longer bundles will be very fruitful. However, the inclusion of three-

|| 
13 Unfortunately the CRA interface does not show text dispersion, so overuse and underuse can 
only be calculated from frequency of occurrence. Nor does the interface allow the bottom-up 
extraction of bundles (or downloading of raw texts). It is, however, highly likely that other un-
derused bundles would have been identified in comparisons between VESPA and CRA. 
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word bundles may be able to complete the picture (cf. Lie 2013; Ebeling & Has-
selgård 2015a). Furthermore, as many of the studies referred to in Section 2 point 
out, lexical bundles differ across disciplines. A natural next step would thus be 
to make a similar investigation of the other disciplines available, as VESPA now 
also contains literature and business texts. 

Despite its limitations, this study has shown that frequency patterns of recur-
rent lexical bundles differ between learners and native speakers: the most fre-
quent bundles are more frequent in learner English, but frequencies drop less 
sharply in L1 English. This indicates that the learners have clear favourites that 
they “clutch for” and “feel safe with” (Hasselgren 1994: 237), so we may justifi-
ably speak of ‘phraseological teddy bears’. 

The study of text dispersion gave a different rank frequency of the bundles 
than the one based on frequencies of occurrence. The most common bundles 
turned out to occur in a greater proportion of the texts in L1 English; learners are 
thus less uniform in their use of most of the frequent bundles. Some learners ap-
pear to be more fond of their phraseological teddy bears than others. This sug-
gests that text dispersion may be a better indicator than frequencies per 100,000 
words of over- and underuse of lexical bundles. 

The qualitative studies of four selected bundles corroborate Ädel and Er-
man’s (2012) prediction that learners and native speakers may not be using bun-
dles in the same way. The case studies were performed only on bundles with sig-
nificantly different frequencies between VESPA and BAWE, but should in 
principle also be carried out for other bundles, as similar frequencies do not au-
tomatically mean similar usage. By the same token, differences in frequency need 
not imply that a bundle is used incorrectly by the learners. A methodological fea-
ture of this study consists in cross-checks with parallel corpora and corpora of 
expert academic writing. This is believed to be indispensable in addressing po-
tential sources of transfer as well as the issue of discrepancies between novice 
and expert writing. Furthermore, the qualitative study of individual bundles in 
terms of profiles of usage, as carried out in Section 5, seems to be a fruitful way 
of exploring divergences between native and non-native style. 

This type of qualitative analysis is certainly required before any pedagogical 
recommendations can be made concerning the use of lexical bundles and phra-
seological teddy bears. We need to know “what they are, how and why we use 
them, how they affect our discourse and, hopefully, how we might be persuaded 
to part with them” (Hasselgren 1994: 237). Rather than just being told to use when 
it comes to less and as a result of more, learners should be made aware of the 
appropriate contexts and functions of the bundles. It is also important to compare 
L1 novice writing with expert writing before trying to change L2 behaviour since 
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the professional writers are more likely to represent a learning target. Both quan-
titative and qualitative analyses are needed to tease out differences between na-
tive and non-native phraseology. It seems, however, that pedagogical applica-
tions should be derived from patterns of underuse: rather than depriving the 
learners of their phraseological teddy bears we should give them some new toys. 
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Abstract: The present chapter explores to what extent methods of writing process 
analysis can be fruitfully applied to learner corpus data. An analysis of 598 in-
stances of revision in learner data shows that the majority is of a conceptual na-
ture, i.e. involves changes of content. Formal revisions, i.e. revisions demanded 
by the target language system and thus particularly indicative of the state of the 
interlanguage system, come second. Within this group, grammatical, lexical and 
orthographic/typo revisions are far more frequent than revisions that concern 
questions of idiomaticity or textual cohesion and coherence. This is interpreted 
as a lack of awareness of the latter aspects on the part of the learner possibly due 
to a lesser prominence in the EFL curriculum. In addition, it is found that in more 
than three quarters of all cases of formal revisions, the text is improved. It follows 
that the quality of the final product may mask problem areas of the learner that 
only become apparent if we take the writing process into consideration. 

1 Introduction 

Writing process analysis is a research paradigm that was started off by the influ-
ential work of Emig (1971) and initiated a change of perspective on text: text was 
no longer seen as a mere product but as a process, a shift of consciousness that 
was described as the “most enduring of her [Emig’s] contributions” by Voss (1983: 
278; see Raimes 1991 for a discussion of different approaches to writing from 
1966–1991), and still prevails today. The aim of this approach is to tap into the 
cognitive processes that are going on in the writer’s mind during writing. The ap-
proach has been fruitfully applied to areas as diverse as creative writing or other 
kinds of professional writing, translation or subtitling, studies in the develop-
ment of writing in L1 as well as research in the development of a foreign language 
(cf. Van Waes et al. 2012: 507). The present chapter falls into the latter kind of 
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research, trying to combine writing process analysis, more specifically revision 
analysis, with learner corpus data. 

Writing process research, as Park and Kinginger (2010: 31) state, so far, “has 
relied upon two major data sources: (a) retrospective accounts from participants 
[…] and (b) audio/video data collected in real time […]”. While both kinds of ap-
proaches have their advantages (and their disadvantages), a major drawback is 
the fact that, because of the complexity of the procedures, the number of inform-
ants is usually rather low (Emig 1971, for instance, analysed the writing processes 
of eight senior students). The present chapter explores to what extent writing pro-
cess analysis might benefit from the significantly larger amounts of data accessi-
ble through learner corpora and how the consciousness that characterises writing 
process analysis could give rise to new questions, new approaches and new an-
swers in learner corpus linguistics.  

From a learner corpus perspective “[t]here is no doubt that the efficiency of 
EFL tools could be improved if materials designers had access […] to authentic 
learner data […] highlighting what is difficult for learners […]” (Granger 1998a: 7). 
However, one drawback of most (learner) corpora is that they provide the re-
searcher with the finished product, thereby ignoring the process that led to this 
product. This becomes particularly relevant if we conceive of the learner texts as 
a product of interlanguage in the sense of Selinker (1972), i.e. as a language sys-
tem in its own right which, however, is highly unstable as a learner usually is on 
his/her way to the target language system (see also Corder’s 1981: 18 term ‘tran-
sitional dialect’). Given this instability of the system, a focus on the final product 
can lead to a distorted view of what the learner can or cannot do. In example (1), 
for instance, the finished product masks the fact that the learner still has prob-
lems with the verb to accept, most probably due to interference from the German 
language, akzeptieren, and false analogy based on pairs like nominieren – nomi-
nate or regulieren – regulate.  

(1) Mr. Brock  
doesn't acceptate accept all technology 
ande murder them. 

Conversely, the finished product may be an erroneously revised version of a cor-
rect sentence, as in (2). 

(2) […] but that there are parents are who don’t want it, is such a shame. 

The final version of the sentence leads us to assume that the student is not aware 
of word order in the that-clause; an assumption that is proven wrong if we have 
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access to data that gives us insight into the writing process: the student first uses 
the correct word order, and falls back on the German pattern in the revision. The 
Marburg corpus of Intermediate Learner English (MILE) provides us with such 
data.  

The present chapter, then, aims to demonstrate that the MILE can be used to 
provide a quantitative basis for writing process analysis: by analysing the revi-
sions in the corpus, in particular those of a formal-conventional type (see Section 
5), we can get a clearer idea of interlanguage competence.   

2 Learner Corpora and the MILE 

For the last two or three decades, learner corpora have become increasingly im-
portant for the study of the interlanguage of foreign language learners, particu-
larly learners of English. However, despite a large and quickly increasing number 
of learner corpora we are still confronted with a paucity of data from learners of 
English on a beginning to intermediate level. Barlow’s observation from 2005 is 
still valid after more than 10 years: "[m]ost of the existing learner corpora are 
based on the writing of fairly advanced language learners" (2005: 357). Corpora 
that do represent beginner to intermediate learners are either very difficult to ac-
cess (e.g. the large commercial corpora compiled by publishers like Cambridge 
and Longman) or are rather small and/or not available to electronic analysis.1 On 
the whole, it seems fair to conclude that the representation of intermediate learn-
ers of English has been neglected so far. This is most probably due to a number 
of serious bureaucratic and data-protection problems that come along with the 
compilation of data from adolescents. In addition, hand-written exams are far 
less easily digitised than university prose, which is usually available in digital 
format. Although understandable, the lack of corpora representing younger 
learners is deplorable (see Kreyer 2015). 

Similarly, second language acquisition research in general and corpus-based 
research into SLA in particular suffer from the scarcity of longitudinal data: “a 
considerable percentage of SLA research, if carefully examined in terms of its fo-
cus and data, does not actually address the process of acquisition per se, as it 
relies on and investigates cross-sections of L2 language use” (Hasko 2013: 2; also 
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see Ortega & Iberri-Shea 2005 for a similar view). Although corpus linguists have 
repeatedly called for longitudinal corpora (Barlow 2005; Granger 2002, 2008 and 
2009; Leech 1998; Ortega & Byrnes 2008), these calls seem to have gone unheard 
so far. A recent survey observes a “paucity of longitudinal corpora” (Hasko 2013: 
3) and states that “much work remains to be done” (Hasko 2013: 2; see Kreyer 
2015). 

To sum up so far, there are currently two considerable gaps in the learner 
corpus landscape, namely (1) the scarcity of material representing beginning or 
intermediate (German) learners of English, and (2) the even more drastic lack of 
real longitudinal learner data. The MILE is an attempt to fill these gaps. 

The MILE is currently being compiled at the University of Marburg. It aims at 
creating a database of written learner English from grades 9 to 12 of a German 
secondary school. The compilation started in 2011 with 149 pupils from grade 9 
in the school year 2011/12 in one German school. Pupils in grade 9 usually are 14 
to 15 years of age and have already had at least six years of English in school. At 
the time of writing (November 2014), we are collecting data from 89 of these 149 
pupils, since 60 pupils have left the original cohort. Table 1 provides an overview 
of the estimated number of words that the finished MILE will contain (pending 
approval of some pupils and parents to use their data). 

Tab. 1: Estimated number of words in the MILE. 

grade # of pupils # of words

9 149 108,000
10 135 217,000
11 93 260,000
12 89 182,000 

 ~767,000

 
As can be seen, the corpus is designed as a longitudinal database that documents 
the progress of learners in their final years of secondary education. The data 
mostly consists of written material from text production tasks in official exams. 
In some cases, these timed exams have been replaced (by the examiner) by un-
timed forms of assessment, such as book reports (see Kreyer 2015 for details). 

Originally, it was intended to provide PDFs of the hand-written exams to-
gether with the digitised data, because the writing process itself, as documented 
in revisions in the text, can reveal a lot about the interlanguage of the writer. 
However, since this idea met with strong opposition from data protection officers, 
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‘quasi-facsimiles’ of the original hand-written documents had to be created. Fig-
ure 1 below is an example of a hand-written text, Figure 2 shows the correspond-
ing quasi-facsimile. 

 

Fig. 1: An example of a hand-written text collected in the MILE project. 

   

 The inaugural speech of , written by Barack Obama, 
shows us that America is at war and in 
the midst of crisis. He want’s to explain, 
that America need to stick as well as to 
work together. First of all he want’s that 
all citizens xx pick thereselves up and 
begin with the remaking of America. 

 

   

Fig. 2: A quasi-facsimile of the example shown in Figure 1. 

Figures 1 and 2 illustrate how valuable the editing process is with regard to stud-
ying interlanguage: in the above case, for instance, the student seems to have a 
problem with the use of the correct preposition, which s/he solves by using writ-
ten by. In the final, ‘authorised’ version of the text, nothing hints at that problem 
(see above). 

The information captured in the quasi-facsimile is also stored in the text-in-
ternal markup shown under (3). 

(3) The inaugural speech <d>of</d> <ail>, written by</ail> Barack Obama, 
<lb></lb> shows us that America is at war and in <lb></lb> the midst of cri-
sis. He want’s to explain, <lb></lb> that America need to stick as well as to 
<lb></lb> work together. First of all he want’s that <lb></lb> all citizens 
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<d><ur>2 letters</ur></d> pick thereselves up and <lb></lb>begin with the 
remaking of America. 
Key: d – deleted;   ail – added in line;   lb – line break;   ur – unreadable.  

Fortunately, what started as a workaround has given us access to a whole new 
set of data, since the text-internal markup shown in (3) can be identified by the 
computer and become an object of linguistic enquiry and analysis. That is, all 
kinds of revision made in the original documents can now be analysed with cor-
pus linguistic methods. This provides us with an additional window onto inter-
language. While error analysis, with its focus on deviance in the final product, 
tells us something about problems that students are not yet aware of (or simply 
have no idea at all of how to correct), revision analysis, with its focus on the pro-
cess, can provide us with evidence of difficulties which students are aware of. 
Error analysis and revision analysis, thus, complement each other nicely and to-
gether provide us with a more precise view on (emerging) learner language com-
petence.  

3 The data 

The data at hand contains digitised materials from grade 9 to grade 11 as can be 
seen in Table 2.  

Tab. 2: The number of words per grade in the present data set (numbers rounded). The number 
for grade 11 is different from that shown in Table 1 since not all of the material from grade 11 
has been available for analysis. 

grade # of words

9 108,000
10 217,000
11 152,000

total 477,000

 
To identify revisions, all instances of deletions were searched for in the corpus by 
looking for the tag ‘<d>’, i.e. for all revisions that involve deletions of text mate-
rial. Figure 3 is an example of a heavily revised text, the corresponding marked-
up version is provided in (4). 
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Fig. 3: An example of a heavily revised text. 

(4) I think modern media <d><ur>1 letter</ur></d> <ail><d><ur>1 
word</ur></d></ail> change the character <lb></lb> of teen friendship 
<d>because</d> <d>b</d> <d>but it <ur>1 word</ur> the</d> <lb></lb> 
<d>friendship of any</d> <ail>becuse many</ail> teenager have no time to 
meet <lb></lb> their friends every day so they take their smartphones  

As can be seen from the above, much of the deleted material is unreadable in 
Figure 3. Fortunately, this is not representative of the material in general: of the 
15,302 deletions found in the material, roughly 20% is not readable, i.e. we are 
left with 12,087 instances of readable deletions. From these, a random sample of 
598 were taken for the present analysis.  

4 Classifying Revisions 

Online revisions in writing can, of course, be described in a variety of ways. Abdel 
Latif (2008: 37) describes in an exemplary fashion three taxonomies of revisions 
(New 1999; Stevenson, Schoonen, & de Glopper 2006; Van Waes & Schellens 
2003). There is no need to go into detail here, but it is not surprising that a vast 
array of (overlapping) aspects can be taken into consideration, such as the fol-
lowing: 
– the linguistic level on which the revision takes place, ranging from letter to 

paragraph and layout 
– the motivation for the revision, e.g. correcting errors or changing content  
– the type of error that has been corrected, e.g. punctuation, spelling, or gram-

mar errors 
– the type of revision, e.g. adding, deleting or substituting material 
– the type of formal change, e.g. abbreviation, contraction, punctuation etc. 
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– the location of the revision, e.g. in-line, on top of the original text, on the
margin of the page, etc.

– …

The taxonomy applied in the present study is a modified form of Lindgren (2005). 
Lindgren works with keystroke logging, a technology that allows to specify when 
exactly in the writing process the revision occurred. Thus, a ‘contextual revision’, 
i.e. a revision that is made to an already existing text, can be distinguished from
a ‘pre-contextual revision’ that occurs at the position in the text that is currently
being written.

The present data, for obvious reasons, does not provide that kind of infor-
mation, which is why the classification of the data at hand begins with the second 
level of Lindgren’s taxonomy, namely the distinction between formal and con-
ceptual revision. The former is defined in negation of the latter: “[…] Form, in-
clude [sic!] revisions that do not affect the content of the text [… whereas] 
[c]onceptual revisions affect the content of the text” (Lindgren 2005: 20). With
regard to form a further distinction is made between conventional and optional
revisions i.e. whether a revision is required by the language system or not. In ad-
dition, the taxonomy captures whether a formal revision “corrects or creates a
mistake or does neither” (Lindgren 2005: 20), i.e. formal revisions are categorised 
as ‘correct’, ‘erroneous’ and ‘neutral’, respectively. I will only apply this distinc-
tion to conventional but not to optional revisions. The former are the most inter-
esting for the present study as they show the learners’ awareness of incorrect lan-
guage use and, therefore, provide a particularly informative view on the
developing interlanguage. Lindgren (2005) further distinguishes between con-
ceptual revisions for stylistic or audience-design reasons – a distinction that will
be ignored in the present chapter. The basic taxonomy is shown in Figure 4.

Fig. 4: The basic taxonomy of revisions used in the present study. 

REVISION

Formal

Conventional

correct erroneous neutral

Optional

Conceptual
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Note that the distinction between correct and erroneous revisions is applied lo-
cally. In example (5) below, the revision from did to dit is incorrect. Whether or 
not the final version they make some social experience is correct or not is irrele-
vant.    

(5) […] And after 
they did dit make some social experience and have 
understood that they can do something 
meaningful in their life […]   

An exception to this are cases where a change at one point in the text leads to a 
number of concomitant changes, illustrated in example (6). 

(6) When you she are is you are arguing with your her your  
parents you she you should have to calm down to find 
good arguments and logic arguments. 

It makes sense to assume a sequence of changes which does not coincide with 
the sequence of the words: all the words in superscript appear to be the result of 
one large revision which results from an uncertainty as to whether you or she 
should be the subject of the sentence (in the end, the student chooses you). Con-
sequently, the changes in the person of the verb are not interpreted as local gram-
mar-related changes but as global content-related changes since they result from 
a content-related change in the beginning of (6). Since the focus of the present 
study is on the analysis of interlanguage, particular emphasis is placed on con-
ventional revisions: what can these revisions tell us about the L2 competence of 
German learners of English? 

5 Revisions – a window onto L2 competence of 
German learners of English 

As described above, the data at hand comprises 598 tokens of revision. A first 
breakdown of these into five major categories is given in Table 3. 
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Tab. 3: A breakdown of revisions into major categories. 

kind of revision frequency 

conceptual 273 45.7%
formal_conventional 218 36.5%
formal_optional 11 1.8%
no change 53 8.9%
unclear 43 7.2%
total 598 100%

 
Conceptual revisions (accounting for 46% of the data), as described above, are 
concerned with the content and style rather than with the linguistic form. Revi-
sions of that kind may concern semantic specifications (7), lexical variation (8) 
and (9), stylistic appropriateness (10) or the rewriting of longer passages (11).  

(7) The film about his dead is 26 circa 26 second and was published  
in 1975. 

(8) Sowell probably thjinks that most people only see the advantages  
of technology and the criticers are in the minority. Mr. Brock is in  
the same position so there's another common ground with the  
short story.  
Another Moreover Sowell says that technology has advantages  
although it can have many bad consequences. Mr. Brock is at the  
same opinion. 

(9) […] Because you are not restricted by something 
which rest limits you in other countrys. 

(10) Todd is a very shy guy boy, but with Mr. Keatings 
he find […]  

(11) But the most important point is that youth teenager doesn’t interests in the 
politic […]  

(12) I had make an "Schüleraustausch" to England before for one year  
– So when I can English very good, I have good chance of a job  
there and I see my boy-friend all day. 

Some of the examples above make clear that at times the analysis involves a cer-
tain degree of interpretation. (9) is analysed as a conceptual change instigated by 
the need for lexical variation because it makes sense to assume that the writer 
originally wanted to use restricts but then decides to use limits because s/he has 
already used restricted in the same sentence. In addition, for an estimated 10 % 
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of conceptual revisions, it was not easy to decide whether we are dealing with a 
conceptual revision or a formal one, as in example (11). This revision might be 
due to problems the pupil has with the use of youth, e.g. whether to use a definite 
article or not. Similarly, example (12) might indicate that the writer has problems 
with particular conjunctions. However, it is also possible that both revisions are 
driven by reasons relating to content or style. Since the focus of this chapter is on 
interlanguage and, hence, on formal revisions, I decided to take a rather con-
servative approach in the analysis of my data: if the deleted material was not in-
correct and the revision could be interpreted as conceptual (as in (11) and (12)), it 
was categorised as such to ensure (as much as possible) that the items that end 
up in the formal revision ‘bin’ really tell us something about language compe-
tence and not about content-related changes. 

The second largest category, with a total of 229 (218+11; 38.3%) tokens, is that 
of formal revisions. Among these, optional revisions, i.e. those that make unnec-
essary changes to an area of grammar or lexis, are fairly rare (11 tokens; 1.8%). 
Two examples are given below. In (13) the writer chooses to insert a subordinating 
conjunction, in (14) s/he decides on the relative pronoun who instead of which. 

(13) They thought God xx that God told them to go to […].  
(14) the norther states, which who were 

against the slavery […] 

Conventional revisions, i.e. those that are demanded by the English language sys-
tem, in contrast, are far more frequent, namely 218 (36.5%). These kinds of revi-
sions can be correct, erroneous or neutral, as shown in the examples below. 

(15) […] and if Mr Keating woudl wouldn’t be, the Neil wouldn’t  
commit suicide. 

(16) […] that Mr Neck will be fired and that we can always can say 
always our opinion. 

(17) And this humour g gets thou throg the hold chapter sometimes  
more sarcastic […]. 

A category that has not been discussed above is the category ‘No change’. This 
category encompasses those tokens that are not actual revisions since the writer 
deletes a portion of the text only to replace it by the same string. The strings are 
either morphemes, whole words or substrings of words which are not a linguistic 
unit, as shown in examples (18) to (20), respectively. Note that, even though such 
‘revisions’ do not lead to any changes, they still may hint at areas that are prob-
lematic for the writer. 
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(18) […] because in some schools were the meals very unundelicious. 
(19) […] it seems like no one wants wants any more immigrants - […]. 
(20) […] Eschenbach is about the xxx xxx statement opin opinion that  

young people learn in their youth […]. 

Finally, there was need for a class of unclear cases (43 tokens, 7.2%), which even 
by inclusion of the larger context, could not be clearly assigned to one of the 
above categories. In (21) for instance, it is not clear, whether the writer became 
aware after writing it that the sentence already has a subject (which then would 
be a conventional change), or whether s/he wanted to change the subject from 
He to it (a conceptual change), or whether s/he originally wanted to use iterate as 
a verb but then changed this to says. In (22) we do not know whether the revision 
is a case of avoidance because the writer is not quite sure about the use of the 
indefinite article (a as opposed to an), which would then be an instance of con-
ventional revisions or whether s/he changed her mind about what s/he wanted 
to say, a conceptual revision. 

(21) He it says that without immigrants, he would not  
stands here. 

(22) Although he is an tired sad, because his  
family hasn’t got much money. 

In some cases, the deleted material is only one or two letters, which usually 
makes it impossible to decide on the status of the revision, as in (23).  

(23) Immigrants are have the right for education in this country t who are live 
there ther. 

Sometimes, several interpretations are possible, but since there is no conclusive 
evidence for one option no decision is made, as in (24). The deleted letter ‘h’ in 
the last-but-one line might be interpreted as an orthographic problem concerning 
the spelling of the relative pronoun who or a conceptual revision as in When a 
student works for companies he …. This and similar cases were categorised as ‘un-
clear’. 

(24) There are also students who he make reduce their 
own carbon footprint with the gap year. 
But this is not all, a "gapper" can not 
even reduce carbon footprints of other  
humans.  

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Revisions in authentic learner texts | 375 

  

When student works for companies h who  
tries y s to avoid CO2 emissions […] 

5.1 A closer look at interlanguage – zooming in on formal-
conventional changes 

One of the aims of the present chapter is to explore to what extent the analysis of 
revisions can tell us something about the emerging interlanguage system. There-
fore, it makes sense to look at those instances of change that are demanded by 
the system of the L2, i.e. formal changes that are of a conventional kind. A closer 
look at the 218 tokens reveals that formal-conventional revisions concern many 
different areas of the language system. All in all, seven categories can be distin-
guished. The first major category is that of ‘grammar’, such as revisions with re-
gard to tense, word order or the pronoun system. 

(25) they was were  
not allowed to go to hos the hospitals for white 
Americans. 

(26) But what they would   would they   do? 
(27) I hope you will  

never going to be oneof this high sorciety cooks  who which only 
whan wanted to be famous. 

The category ‘lexis’ captures those changes that concern choice of words without 
‘major’ changes in meaning (these would be categorised as ‘conceptual’; see 
above). 

(28) Chi Christmas is the Party festival of love. 
(29) Of course you could also drive less car and 

byci cycle instead or catching a train 

Revisions of lexis are distinguished from revisions regarding idiomaticity. These 
mostly concern unusual collocations and larger instances of prefabricated lan-
guage. 

(30) And the other messages 
like xxx knowing a strange country  other cultures are the 
things, that which make the gap year so great 
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(31) From the experience I know adult 
The adults think that teenagers in the age of 15 or 16 don't have  
a own political opinion 

In example (30), for instance, the writer uses the collocation a strange country 
instead of a foreign country. Both strange and foreign would be possible transla-
tions for the German word fremd as in ein fremdes Land. However, the collocation 
in this example is not idiomatic. Example (31) is more complex but can also be 
understood on the background of the German language. Most probably, the 
writer started off with a word-by-word translation of German Aus der Erfahrung 
weiß ich, dass Erwachsene …, which led to an unidiomatic wording in the English 
text, where the idiomatic counterpart would be something like “From my own 
experience I know that adults …”. 

The category ‘text’ contains tokens that relate to questions of reference and 
cohesion. For example, the (in)correctness of the revision of the article in the a 
message in (32) can only be established if we look at the larger context. Since the 
previous sentence mentions a text message, the revision is erroneous. 

(32) The text passage from Nick Hornby's  
“Slam” written 2008 was about a boy named Sam, 
who gets a text message of from his ex- 
girlfriend Alicia (on his birthday) witch 
makes him think that she is pregnant. 
As Sam gets the a message of from his exgirlfriend Alicia he is kind 
he is kind of frightened. 

The categories ‘orthography’ and ‘typo’ are similar in that both relate to the right 
spelling of lexical items. Accordingly, they are not easily distinguished. Typical 
cases of orthographic revisions are those where we can see that the writer tries 
out different versions. In (33), the writer is not quite sure about the ‘e’ in zone and 
tries out an alternative version zon, which s/he then discards for the correct writ-
ing zone. A similar example is (34), which seems to indicate problems with the 
orthography of TV program and TV series. By settling for TV show s/he avoids the 
problem. (35) shows that the writer has problems with the correct spelling of be-
cause. In this case, we might even argue that his/her insecurity leads the writer 
to rearrange the whole sentence. (35) would thus be another example of avoid-
ance. 

(33) He gives teachers the power to make every school to a junk-food-free 
zone. zon zone 
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(34) […] Two and a half Men thats a great TV prog ser show.  
(35) First Ban Ki-moon, UN secretary general,  

has the opinion, that the developed countries  
have to bear the most responsibility for 
global warming. , because beceu because  
the factories of these 
He thinks that the factories in these countries 
He thinks the reason for the climate change 
are the factories, which emit …  

As said above, orthographic revisions are not always easy to distinguish from 
typo revisions. One criterion that was employed is whether the deleted part is a 
full word or not; in the second case the token was usually classified as a typo 
revision. The distinction is illustrated in (36): the first revision would be classified 
as ‘orthographic’ since the deleted material is a whole word, and it makes sense 
to assume a problem relating to orthography because nouns are capitalised in 
German. With the second revision, in contrast, it makes sense to assume that the 
writer ‘forgot’ to include the letter ‘u’, which is immediately revised, much as we 
would to when typing on a keyboard. 

(36) But a 
Patriot  patriot can be proud of 
his con country no matter where he 
is born or where he lived first. 

In addition, revisions were usually interpreted as orthographic revisions in those 
cases where the deleted elements do not make a complete word, but where the 
deletions hint at areas of the L2 that are notoriously difficult for learners, such as 
example (37) which very likely shows difficulties with hyphenation. Having said 
that, some instances of this kind were interpreted as conceptual changes, i.e. re-
visions with regard to content, as illustrated in (38). It is plausible that the writer 
wanted to use the word unimportant but changed his/her mind in the middle of 
writing and chose unsignificant instead. (39) illustrates a similar change of mind, 
this time in the grammatical system of definiteness. 

(37) The ground 
reason I write text more text me- 
ss messages is because if my friends 
have their phone turned off I can't 
ca reach them. 
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(38) He feels very unim unsignificant because  
he thinks that […] 

(39) […] they was were 
not allowed to go to hos the hospitals for white 
Americans. 

Table 4 provides a frequency breakdown of the 218 instances of formal-conven-
tional change with regard to the individual categories discussed above. The larg-
est share of revisions are of the grammar type (62; 28%), followed by lexis and 
orthography as close second (54; 25%) and third (53; 24%). Less frequent, but still 
prominent are typos with a frequency of 37 tokens (17%).  

Tab. 4: A breakdown of formal-conventional revisions with regard to areas of linguistic descrip-
tion. 

kind of formal-conventional revision frequency 

grammar 62 28.4%
lexis 54 24.8%
idiomaticity 7 3.2%
text 5 2.3%
orthography 53 24.3%
typo 37 17.0%
total 218 100.0%

Especially interesting is the comparatively very low frequency of revisions relat-
ing to idiomaticity or text, both of which are far less frequent than any of the other 
four categories, namely 7 (3%) and 5 (2%) tokens, respectively. One explanation 
might be that these areas of foreign language learning are related to higher levels 
of proficiency and, therefore, are underrepresented in data that encompass pu-
pils from grade 9 to grade 11 of German secondary schools. With regard to idio-
maticity, these figures might mirror the general ‘formula-lightness’ of learner lan-
guage as opposed to native language (see, for instance, Granger 1998b or Ellis 
2012). However, we cannot neglect the curriculum for English in secondary 
schools for the federal state of Hesse (relevant for the pupils represented in the 
MILE) as one contributing factor. While it is true that the curriculum describes as 
its objectives that pupils should show a high degree of correctness as well as an 
ability to express themselves idiomatically, it also explicitly states that even for 
beginner learners particular emphasis should be put on writing with a focus on 
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orthographic and grammatical correctness and lexical appropriateness (Hes-
sisches Kultusministerium 2010: 3–4). After grade 9 pupils are supposed to have 
an active vocabulary of around 3300 lexical units. Although awareness of topic-
related vocabulary, lexical fields and collocations seems to be relevant (Hes-
sisches Kultusministerium 2010: 47), the learning outcomes for the individual 
grades only once make reference to idiomaticity (in the description for grade 8 we 
find a mention of phrasal verbs; Hessisches Kultusministerium 2010: 25); the in-
crease of lexical units in terms of numbers seems to be predominant. Orthogra-
phy still plays an important role in the curriculum for the three final years of sec-
ondary school. Again, an increase in lexical competence seems to be primarily 
measured in terms of the number of lexical units, with a focus on register, genre 
and cultural awareness (Hessisches Kultusministerium 2010: 10–11). Interest-
ingly, it is only in the three final years that cohesion and coherence become rele-
vant. All this ties in nicely with the results of the analysis presented above.  

5.2 Masking problem areas? – Revisions and the final product 

It was argued above that revisions provide us with a valuable additional source 
of data regarding interlanguage. Firstly, any kind of revision can be seen as an 
indication of problems that a student might have with a particular area of the 
target language and secondly, the revised end-product might not show any errors 
although a look at the revisions quickly makes clear that the writer is not as sure-
footed in the L2 as the final text would lead us to believe. Consider the following 
examples: 

(40) After She splits up with Roger, she begins to 
crie cry a more. 

(41) At the first The first time he 
changes his possitiv attitude into anger about  
immigrants is in the first chapter in at the beginning. 

(42) people who do 
x spend a hours to talk talking to their 
friends on the phone. 

As can be seen, this masking concerns different levels of the linguistic system and 
also different levels of proficiency: whereas the revision in (40) masks a rather 
basic orthographic problem, (41) and (42) make clear that the writer is not as con-
fident with idiomatic usage as we might assume on the basis of the final products 
alone. This section will take a look at revisions from the perspective of whether 
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the change improves the text, whether it makes things worse or whether it is ra-
ther neutral with regard to correctness. 

‘Improvement’ does not necessarily mean that the resulting wording is en-
tirely correct (as in (43)); sometimes it remedies one problem but creates another, 
less serious problem, as in (44), where the revision corrects the typo but at the 
same time leads to the incorrect capitalisation of Involved. 

(43) […] “Who ist is that new guy x?” […] 
(44) Getting ivo Involved is simple, in the th text Paul gives good examples. 

Conversely, erroneous revisions are those which make the resulting sentence 
‘worse’. This may mean it renders a correct use of language incorrect (45) or it 
makes an incorrect sentence even more incorrect (46). 

(45) […] and “legal debate” very  
sounds official and xxx more true than “dreams”. 

(46) Reasons for that, mentions the author, are  
small electronic devices have been  are  inventxed. 

In (45) the writer’s revision deletes the necessary co-ordinator and, thus render-
ing a correct form incorrect. In (46), in contrast, the sentence is incorrect because 
the relative pronoun after devices is missing. In the revision, the writer changes 
the correct use of the present perfect into the incorrect simple present; not only 
is the issue not resolved, but another error is added. 

Formal-conventional revisions of the ‘neutral’ kind are those that correctly 
identify an error but replace it by a similarly erroneous version, as in (47) where 
one incorrect preposition is replaced by another one; of or when would be correct 
alternatives, here. In (48), the writer searches for the correct spelling of through, 
but is not successful. 

(47) […] The low angle 
shots show the action by playing at playing 
football and how […]  

(48) And his humour g gets thou throg the 
hold chapter […] 

Table 5 gives an overview of the frequency of correct, erroneous and neutral revi-
sions of the formal-conventional kind. As Table 5 makes clear, in the vast majority 
of cases, i.e. over 80%, the revision leads to an improvement of the text. Rela-
tively rarely does the revision make the text worse (30, 13.8%); even more rare 
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(12, 5.5%) are neutral revisions. We can conclude, then, that an analysis of revi-
sions in authentic learner texts can provide us with a large amount of additional 
data concerning the interlanguage of the learner. Potential problems that do 
show in revisions do not show in the final text. 

Tab. 5: A breakdown of formal-conventional revisions with regard to success of revision. 

kind of formal-conventional revision frequency 

correct 176 80.7%
erroneous 30 13.8%
neutral 12 5.5%
total 218 100.0%

Tab. 6: The success of formal revisions across revision types with regard to kinds of revisions. 

 
grammar lexis idiomaticity text orthography typo total

correct 42 43 7 1 47 36 176
erroneous 19 4 0 4 3 0 30
neutral 1 7 0 0 3 1 12
total 62 54 7 5 53 37 218

Finally, it is interesting to see whether the above distribution is more or less sim-
ilar across the different types of errors identified in the previous section. This in-
formation is provided in Table 6.  Table 6 shows that some problem areas are more 
susceptible to revision than others. In particular, typos and orthography prob-
lems are usually sorted out in the revising process. The category ‘lexis’, too, 
mostly shows revisions to be correct or at least neutral; erroneous revision only 
accounts for 4 out of 54 cases (7.4% of the data), as opposed to 13.8% (see Table 
5) across all instances of formal-conventional revisions. The category ‘grammar’ 
shows a disproportionately large share of unsuccessful revisions (30.7%; 19 out 
of 62) and a correspondingly low share of correct ones (67.7%; 42 out of 62). These 
results seem to suggest that, as far as revision goes, grammar is the most demand-
ing area for the L2 writers under analysis. Problems related to spelling, in con-
trast, are relatively minor in the sense that they are usually remedied during re-
vision.  
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Interesting results can be seen in the cases of idiomaticity- and text-related 
revisions. While the omission of revision in both cases coincides with a certain 
neglect on the part of curriculum designers and, in addition, seems to hint at the 
challenging nature of these two areas, the opposing tendencies with regard to 
success of revisions are conspicuous. The high proportion of successful revisions 
in the first case seems to show some degree of knowledge in the area of idiomatic-
ity whereas the revision failure in the second case shows a general ignorance of 
text-related matters. Of course, nothing definitive can be said given the low num-
ber of tokens in both cases. However, if the tendencies shown in these few in-
stances are borne out in larger data sets and assuming that neither have been 
taught explicitly, this might indicate that idiomaticity skills are more prone to 
incidental and implicit learning than textual proficiency. Textual skills seemingly 
need to be taught through more explicit methods that lead to a cognitivisation of 
problems and their solutions.  

6 Conclusion 

The present chapter explored how one approach in writing process analysis, 
namely the analysis of revisions, can be combined with learner-corpus data. The 
two usually do not go together since learner corpora mostly provide learner texts 
as products that provide no information on the process of writing. This is different 
with the MILE (currently under compilation), which uses a rich text-internal 
markup system that allows us to partly reconstruct the genesis of the text. The 
MILE, therefore, is a useful tool to combine the strength of learner-corpus linguis-
tics, namely a large number of informants, with the strength of writing process 
analysis, namely tapping cognitive processes during writing. The resulting ap-
proach, corpus-based revision analysis, can provide us with new insights into the 
developing interlanguage of language learners. 

The analysis showed that conceptual revisions are the most frequent ones, 
accounting for roughly 46% of the data. Second with about 37% come formal-
conventional revisions, i.e. those that are demanded by the L2 language system. 
These are most interesting with regard to the learners’ L2 competence. A break-
down of these revisions into categories reveals an interesting pattern: while revi-
sions relating to grammar, lexis, orthography and typos are fairly frequent, revi-
sions relating to idiomaticity and textual cohesion and coherence are very rare. It 
was argued that this shows a lack of awareness of these linguistic areas which is 
in line with the relatively small amount of attention that these topics receive in 
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the curriculum for secondary schools in the federal state of Hesse. As for the suc-
cess of revisions, the data show that more than three quarters of revisions im-
prove the text, although some problem areas benefit less from revisions than oth-
ers, e.g. grammar as opposed to lexis and orthography/typos. That is, on the basis 
of the final product learner may look very proficient, while the amount of formal 
revisions hints at a potentially large number of problems. It is in this sense that 
corpus-based revision analysis provides us with a clearer picture of the learners’ 
L2 competence. 

Of course, relying on corpus data alone comes with a number of problems. In 
case of multiple revisions of the same text passage it is not always possible to 
make claims about the order of revision with absolute certainty, although in 
many cases there are good indicators for a preferred order. More important and 
more problematic is the fact that we do not really know why a certain revision 
was made. The present analysis, therefore, restricts itself to describing whether a 
particular change, for instance, entails a propositional revision, but it does not 
claim that this was the writer’s motivation for the revision; it is possible, that the 
writer changes content to avoid language problems. In principle, there are two 
possible solutions to that problem namely thinking aloud while writing or post-
writing interviews. The first is problematic as it makes the writing process less 
natural and hence the data less authentic. The second solution (suggested for in-
stance by Geisler & Slattery 2007), although a seeming gold standard in writing 
process research, comes with its own problems, particularly the question of va-
lidity of retrospective narratives (Park & Kinginger 2010: 32). Considering the fact 
that all kinds of data mining in writing process research have their individual 
problems, the difficulties that come with corpus-based revision analysis seem ac-
ceptable, particularly in sight of the vast amount of data that this method can 
provide. 

Where to go from here? A first step, of course, is to extend the existing data-
base. As was described in Section 3, the present analysis took less than five per-
cent of the available data into account. A larger set might provide us with inter-
esting results concerning idiomaticity- and text-related revisions, which were 
very rare in the present data. In addition, the longitudinal nature of the data in 
MILE can be exploited. For instance, do we see a change in the relative frequen-
cies of revision categories over time? In particular, do revisions relating to idio-
maticity and text become more frequent towards the end of secondary school, 
indicating an increasing awareness as the writer becomes more proficient in his 
or her L2? Related to that, it has been argued that formal revisions in text produc-
tion draw the writer’s attention to deficient areas of their L2: “output sets ‘notic-
ing’ in train, triggering mental processes that lead to modified output. What goes 
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on between the original output and  its reprocessed form […] is part of the process 
of second language learning” (Swain & Lapkin 1995: 371). Under this assumption, 
problem areas that lead to frequent revisions in the early stages of learning 
should show significantly fewer errors in the later stages of learning – a hypoth-
esis that can be tested against the true longitudinal data provided by the MILE. 
This brings us to the last question: What is the general relation of revisions to 
errors and vice versa? Do they show a more or less similar distribution among the 
individual categories, or not? How do they interact: do pupils that revise a lot 
make lots of errors, showing a fairly high degree of uncertainty regarding the L2, 
or do revisions reduce the number of errors? Does a low number of revisions co-
incide with only few errors, indicating an overall high L2 competence? Finally, a 
closer look at conceptual revisions might prove useful with regard to interlan-
guage: although it was assumed that these revisions are driven by questions of 
content, in some cases they may also be the result of an avoidance strategy. If so, 
they can help us to arrive at a yet clearer picture of the learner’s foreign language 
competence. 

On the whole, this chapter has shown that corpus-based revision analysis is 
a useful tool that combines the strengths of writing process analysis and learner-
corpus linguistics, thereby opening up new and promising avenues for future re-
search on second language acquisition. 
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Sylvi Rørvik 
Marked themes in advanced learner English 
Abstract: This chapter investigates the use of marked themes in argumentative 
texts written by advanced Norwegian learners of English. The learner texts, taken 
from the Norwegian component of the International Corpus of Learner English, 
are compared with expert and novice L1 material in English and Norwegian, fol-
lowing the procedure of the Integrated Contrastive Model (Granger 1996). The re-
sults show that Norwegian learners underuse marked themes as compared to ex-
pert native speakers of English. Further, the learners overuse adverbials as 
marked themes, and underuse complements. This is partly the result of an un-
deruse of quoted speech in thematic position. The Norwegian learners thus have 
not mastered the discourse conventions of English when it comes to the use of 
marked themes, but this is not due to transfer from Norwegian. Developmental 
factors are shown to be a more important factor influencing the learners. 

1 Introduction 

This study explores the use of ‘marked themes’ in argumentative English texts 
produced by advanced Norwegian learners. In a clause, the theme “is that which 
locates and orients the clause within its context” (Halliday 2004: 64). As such, it 
frames the clause and lets the reader know what the starting point of the message 
is. The theme extends from the beginning of the clause up to and including the 
first participant, process, or circumstance (Halliday 2004: 79), and the default 
unmarked option in a declarative clause is that the theme is conflated with the 
subject. If any other clause element is chosen as the starting point, the clause has 
a marked theme (Halliday 2004: 73; see further Section 3.3 below). Marked 
themes thus constitute one aspect of thematic structure, which in Hallidayan sys-
temic-functional grammar is one of several resources for creating texture. The 
concept of ‘texture’ is central to the creation of texts. Indeed, the presence of tex-
ture is what creates a text from what would otherwise be a random collection of 
sentences (Halliday & Hasan 1976: 2).  
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The rationale for investigating the use of marked themes in advanced Norwe-
gian-produced learner English is two-fold: firstly, previous studies (see e.g. Has-
selgård 1997, 2004, 2005) have suggested that there are different discourse con-
ventions as regards the use of marked themes in English and Norwegian, so it is 
possible that Norwegian learners of English would be influenced by transfer from 
their L1 when writing in English. Secondly, several studies have suggested that 
thematic structure may be a problem area for learners from different L1 back-
grounds (cf. e.g. Hawes & Thomas 1997; Green, Christopher, & Mei 2000; Hannay 
& Martínez Caro 2008; Chen 2010; Hasselgård 2009a, 2009b; Rørvik 2013), so it 
seems that this is a fruitful area of study in terms of learner English in general. 
Previous research in this area will be further discussed in Section 2. 

The present study adds to the existing literature discussed in Section 2 by 
comparing the use of marked themes in argumentative texts written by advanced 
Norwegian learners with a comparable, argumentative L1 English text type, to 
ensure a fair evaluation of the learner output, and with a comparable, argumen-
tative L1 Norwegian text type, to identify potential transfer-related effects. Fur-
ther, the Norwegian learner texts are compared with argumentative novice (i.e. 
student) L1 material in English and Norwegian, to check for any developmental 
factors that might influence the L2 writers. The procedure follows an adapted ver-
sion of the Integrated Contrastive Model (Granger 1996, Gilquin 2000/2001), 
which is presented in Section 2.3. 

The study aims to answer the following research questions: 
– Do Norwegian learners adapt to L1 English discourse conventions as regards 

the use of marked themes? If not, which features are different in the learners’ 
output? 

– Can any differences between the learner texts and L1 texts be explained by 
transfer from the learners L1 or by developmental factors? 

Section 2 provides an overview of previous research on thematic structure in Eng-
lish and Norwegian, and in novice and learner language, as well as an introduc-
tion to central features of the Integrated Contrastive Model. In Section 3 there is 
an overview of the data and method used, and an outline of the analytical frame-
work employed. Section 4 presents and discusses the findings, and Section 5 pro-
vides a summary and conclusion. 
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2 Previous research on thematic structure 

This section has been divided into three subsections. The first of these deals with 
previous research on thematic structure in English and Norwegian, the second 
with evidence from studies on thematic structure in novice and learner language, 
and the final section introduces the Integrated Contrastive Model, which forms 
the starting point for the design of the present study. 

2.1 Thematic structure in English and Norwegian 

There are of course numerous studies of thematic structure in English, but this 
overview has been limited to studies comparing English and Norwegian, since 
the main aim is to outline features that may cause transfer-related problems for 
Norwegian learners of English. 

In a series of studies based on material from the English–Norwegian Parallel 
Corpus (ENPC), it has been shown that there are different discourse conventions 
in English and Norwegian when it comes to thematic structure. Although the lan-
guages have similar structural options, there appear to be different preferences 
with regard to the placement of non-subjects in clause-initial position: Norwe-
gian has a more flexible word order than is the case for English, in the sense that 
adverbials, objects, and complements are more frequent in initial position in Nor-
wegian clauses (Hasselgård 1997, 1998, 2004, 2005). The relevance of these find-
ings for the present study is that any occurrence of adverbials, objects, or com-
plements in clause-initial position would be considered a marked theme, and, 
further, that the greater frequency of such constituents in initial position in Nor-
wegian has the effect of making them less marked than in English (Hasselgård 
2004: 188–189). Thus, one might hypothesize that Norwegian learners of English, 
if they were influenced by the conventions of their first language, would overuse 
marked themes in English. If so, these cases of overuse would not be classified as 
grammatical mistakes, but the overuse would give the learner texts a non-native 
flavor. As these contrastive studies are based on fiction (and to a lesser extent 
non-fiction texts), however, it remains to be seen whether the cross-linguistic dif-
ferences hold true for the argumentative texts under scrutiny in the present study. 

2.2  Thematic structure in novice and learner language 

Previous studies have looked at thematic structure in texts written by learners 
from a number of L1 backgrounds. For instance, in a study of texts written by 
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Dutch and Spanish learners (material from the International Corpus of Learner 
English (ICLE)), Hannay and Martínez Caro (2008: 237–238) found that both 
learner populations underuse marked themes compared to native speakers (NS). 
It should be noted, however, that the NS material used as the basis for compari-
son was not of the same text type as that found in ICLE, namely argumentative 
texts. Hannay and Martínez Caro (2008) compiled an NS corpus consisting of, 
among other things, in-flight magazine articles, charity mail and academic texts, 
so it is possible that the underuse of marked themes found in the learner data 
may be a result of text-type differences. The same reservations may hold for the 
results reported by Hawes and Thomas (1997: 52–53) for Malaysian students, 
whose essays contained different proportions of various thematic structures than 
were found in newspaper texts from The Times and The Sun, and for Hannay’s 
(2007) study of Dutch ICLE material. What all these studies have in common, 
however, is the conclusion that learners use similar thematic devices to those em-
ployed by native speakers, but that they use them in different ways. Similar find-
ings were reported by Green, Christopher and Mei (2000) for written learner Eng-
lish from Hong Kong, and by Chen (2010) for spoken learner English from China: 
Chen compared spoken English produced by Chinese learners from the LINDSEI 
corpus with comparable L1 speech from the LOCNEC corpus, and found that Chi-
nese learners use marked themes more frequently than native speakers (2010: 
83).  

When it comes to Norwegian learner English, there are two previous studies 
in particular that are relevant to the present investigation. Hasselgård (2009a) 
investigated temporal and spatial structuring in texts from the Norwegian part of 
the ICLE corpus (NICLE), and compared them with texts from LOCNESS, which is 
the NS component of ICLE, as well as with a self-compiled corpus of L1 Norwegian 
argumentative essays. The main finding was that Norwegian learners of English 
transfer thematic patterns from their L1, which leads to an overuse of initial ad-
verbials in their English texts (Hasselgård 2009a: 103). Similar results were found 
in a more general study of thematic choice in the NICLE material (Hasselgård 
2009b), but the author inserts a caution due to the possible incompatibility of the 
text types investigated. The caveat is that the NICLE texts are compared with ma-
terial from the ENPC, and this may be the cause of the learners’ apparent un-
deruse of fronted objects, which occur mainly in the form of fronted direct speech 
(Hasselgård 2009b: 124–125), so “[t]here is a particular need for investigating 
more genres of spoken and written Norwegian, including argumentative prose by 
professionals as well as students” (Hasselgård 2009b: 136–137). The present in-
vestigation seeks to address this issue by including comparable, argumentative 
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writing by both experts and novices in L1 English and L1 Norwegian, in a proce-
dure following an adapted version of the Integrated Contrastive Model (cf. Sec-
tion 2.3). 

2.3 The Integrated Contrastive Model 

The Integrated Contrastive Model was introduced by Granger (1996) and elabo-
rated on by Gilquin (2000/2001). It outlines procedures for investigating learner 
language and trying to account for differences between learner output and NS 
output. The present investigation employs a slightly adapted version of the orig-
inal model, so the discussion of the underlying procedural principles will take 
the adapted version presented in Figure 1 as the starting point. 

 

Fig. 1: Adapted version of the Integrated Contrastive Model (Rørvik 2013: 17). 

In this model, the evaluation of learner production rests on an initial contrastive 
analysis of the learners’ L1 and the target language, English. The rationale behind 
this starting point is that one may identify potential problem areas for learners in 
those areas where their L1 differs from the target language. Note, however, that 
this is merely a hypothetical prediction, since “L1:L2 mismatches do not always 
lead to errors, just as L1:L2 identity does not necessarily imply error-free use by 
learners” (Gilquin 2000/2001: 101). Figure 1 outlines two parallel contrastive 
analyses of English and Norwegian: one of expert language, and one of novice 
language. This will be further discussed in Section 3.2. 

The next step of the procedure involves a comparison of the learner variety 
under investigation with the expert L1 material, with the aim of identifying areas 
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of overuse or underuse of linguistic phenomena in the learner output. The 
adapted version of the model differs from the original model in these first two 
steps in that the initial contrastive analysis is based only on a comparison of orig-
inal-language texts in the two languages involved, and in that the only English 
interlanguage variety explored is produced by Norwegian learners. The final step 
is diagnostic in nature, and attempts to account for any differences identified be-
tween the learners’ interlanguage and native-speaker usage. It is of course im-
possible to investigate and check for all potentially influencing factors,1 so the 
figure only lists the two that can be examined directly through a study designed 
along the lines discussed here, namely transfer and developmental factors. 
Transfer can be investigated through a comparison of the interlanguage texts 
with expert texts in the learners’ L1 (Gilquin 2000/2001: 101, see also e.g. Has-
selgård 2009a, 2009b, and Chen 2010). Developmental factors can be investi-
gated by comparing the interlanguage material with novice writingboth in the 
target language and in the first language of the learners. In the case of thematic 
structure and discourse organization, previous studies have shown that this is an 
area that may cause problems for novice L1 writers as well (cf. e.g. Berry 1995), 
and studies have shown that “some students apparently [have] developmental 
problems in argumentative writing not only in L2 but also in L1” (Hirose 2003: 
203–204, see also Rørvik & Egan 2013).  

3 Data and method 

This section provides an overview of the data (3.1) and methods used in the pre-
sent investigation, together with a detailed outline of the analytical framework 
employed in the coding of the data (3.2). 

3.1 Data 

The main focus of the present investigation is the English output produced by 
advanced Norwegian learners, but one cannot evaluate these texts in a vacuum, 
so several types of data are necessary in order to answer the research questions 
outlined in Section 1 (as is also suggested by the description of the Integrated 

|| 
1 Other factors potentially influencing learners include, for instance, the effect of teaching, but 
information regarding this is usually not available from the metadata accompanying corpora, so 
any conclusions drawn about such matters would be purely speculative in nature. 
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Contrastive Model in Section 2.3). In total, the study includes five different sub-
corpora: the L2 English interlanguage material, L1 expert texts in English and 
Norwegian, and L1 novice texts in English and Norwegian. 

The Norwegian learner material has been extracted from the Norwegian com-
ponent of the International Corpus of Learner English (ICLE; Granger et al. 2009), 
and will henceforth be referred to as ‘NICLE’. This corpus contains 316 argumen-
tative essays (of which 100 have been included in the present study) written by 
students of English in higher education in response to such prompts as “Crime 
does not pay” and “Feminism has done more harm to the cause of women than 
good”. As these titles suggest, the students who provided the material for this 
corpus were not asked to write academic texts, but to give their own personal 
opinions about an issue. This has implications when it comes to what kind of na-
tive-speaker material can be considered as a suitable yardstick, and indeed it has 
been shown that academic writing is not a good match for the text type found in 
the ICLE corpus (see e.g. Gilquin & Paquot 2008 and Rørvik 2017, as well as the 
quotation from Hasselgård 2009b: 136–137 in Section 2.2). Thus, for this study it 
was decided to compile two subcorpora of expert L1 material in English and Nor-
wegian from the editorials and opinion columns of two online newspapers: The 
Guardian, for the English material, and Dagbladet, for the Norwegian material. It 
should be emphasized that these texts are not news reports or any other text type 
commonly found in newspapers, which would not be comparable texts to the NI-
CLE material. Instead, they are explicitly expressions of their author’s (or au-
thors’) opinions, and as such probably the closest one can get to a comparable 
text type produced by proficient adult writers. In the following discussion, the 
English expert subcorpus will be referred to as ‘ENGNEWS’, and the Norwegian 
expert subcorpus will be referred to as ‘NORNEWS’. 

While the L1 expert corpora may be considered to represent the target stand-
ards to which the writers aspire in their first language and in English, and thus 
allow for an analysis of transfer-related effects (cf. Sections 2.3 and 3.2), they can-
not support any conclusions about potential developmental effects influencing 
the NICLE writers. For this, comparable novice L1 corpora in English and Norwe-
gian are needed. There is an existing novice NS equivalent to ICLE called LOC-
NESS (short for the Louvain Corpus of Native English Essays),2 which contains 
argumentative essays written by university-age L1 speakers of British and Amer-
ican English, but no such corpus exists for Norwegian novice material. The fifth 
and final category employed in the present investigation therefore had to be com-
piled in a more opportunistic way, by downloading argumentative essays written 

|| 
2 See http://www.uclouvain.be/en-cecl-locness.html. 
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in Norwegian by Norwegian high-school students from a website where students 
can upload their own texts.3 These L1 Norwegian novice texts will be referred to 
as ‘NORESSAYS’. 

Tab. 1: The number of words in each subcorpus. 

Subcorpus Number of words

NICLE 66,695
ENGNEWS 77,443
NORNEWS 88,010
LOCNESS 86,786
NORESSAYS 102,820
Total 421,754

All five subcorpora described above comprise a total of 100 complete texts, but 
they vary somewhat in length in terms of the number of words they contain, as 
shown in Table 1. As is evident from Table 1, the average text length varies be-
tween the subcorpora, with the longest texts occurring in NORESSAYS and the 
shortest in NICLE.  

3.2 Method and analytical framework 

There is no way of automatically tagging texts for thematic structure, so the texts 
in each subcorpus were analysed manually by reading through the texts. The def-
inition of theme applied was briefly introduced in Section 1, where it was stated 
that in a declarative clause, a marked theme involves a non-subject as theme, 
following Halliday (2004: 79). Thus, in example (1) we find an unmarked theme 
because the initial constituent is the subject.4 

(1) I can only hope that readers experienced the emotional journey we took to-
gether. (ENGNEWS) 

|| 
3 The URL of this website is www.skoleforum.com/stiler/resonnerende. 
4 In all examples the themes have been underlined. 
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In example (2), on the other hand, we find a marked theme because the sentence 
starts with an adverbial. In practice, the main options for marked themes are cir-
cumstance/adjunct adverbials, and various types of complements, such as ob-
jects and predicatives. 

(2) In 55 BC, Lucretius speculated that the motion of atoms might be energetic 
enough to propel them into parallel worlds. (ENGNEWS) 

There is one important area in which the present approach differs from Halli-
day’s, and that is in the choice of unit of analysis. This chapter follows Fries (1995: 
318) in basing the analysis on ‘T-units’, i.e. clause complexes consisting of a main 
clause and all associated hypotactic (dependent/subordinate) clauses. This ap-
proach differs from Halliday’s practice, where the theme of each ranking clause, 
whether dependent (hypotactic) or independent is considered (2004: 64–65), and 
it has two implications for the analysis of theme. The first is that compound sen-
tences will be analysed as two (or more) T-units, i.e. a T-unit has only one main 
clause, as illustrated in example (3), where the two main clauses have one theme 
each. 

(3) Some may call this argument prejudicial,  
but those who do have never spent a morning with Helen Hunt, listening to 
her expound on her skills. (ENGNEWS) 

(4) If they became clearer, the multiverse interpretation might prove unneces-
sary. (ENGNEWS) 

The second implication is that initial dependent clauses will be considered the 
theme for the T-unit, as illustrated by example (4). Because such initial depend-
ent clauses tend to function as non-subjects, the practice of considering them the 
theme of their clause complexes results in a greater potential frequency of 
marked themes. If every ranking clause were considered separately in the the-
matic analysis, the proportion of thematic subjects would probably increase. This 
should be borne in mind when comparing the results of the present investigation 
with those from previous research, whose units of analysis vary greatly. The ma-
jor advantage of using the T-unit in the present study, however, is that it ensures 
comparability with previous contrastive studies of Norwegian and English, and 
of Norwegian learner English (cf. e.g. Hasselgård 1997, 1998, 2004, 2005 and 
Rørvik 2013). Table 2 contains an overview of the number of T-units in each sub-
corpus. 
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Tab. 2: The number of T-units and marked themes in each subcorpus. 

Subcorpus Number of T-units Number of marked themes

NICLE 4,313 835
ENGNEWS 4,167 959
NORNEWS 5,674 1,210
LOCNESS 5,371 1,236
NORESSAYS 7,198 1,653
Total 26,723 5,893

All marked themes identified in stage one of the analysis were further categorized 
according to their syntactic function as either adverbial or complement (for non-
adverbials, i.e. objects and predicatives). The form of the marked themes was also 
coded, which naturally entailed letting the categories emerge from the data. The 
following structures were found: prepositional phrase, dependent clause, noun 
phrase, adverb phrase, adjective phrase, and quoted speech. 

The further analysis followed the principles of the Integrated Contrastive 
Model, as outlined in Section 2.3. The NICLE texts were compared with the L1 ex-
pert English texts, and any differences between the learners and the L1 expert 
writers were then scrutinized further to attempt to identify factors influencing the 
learners. If the differences between the NICLE texts and the ENGNEWS texts were 
similar to differences between the ENGNEWS and the NORNEWS texts, the possi-
bility of transfer could not be excluded. If, on the other hand, the other novice 
corpora differed from the expert texts in similar ways, but no cross-linguistic dif-
ference was found, this was taken as an indication that developmental factors 
might be at play. All frequencies were subjected to statistical testing in the form 
of a one-way ANOVA with a Tukey post-hoc test. The results of the analyses are 
presented in Section 4. 

4 Findings 

The discussion of the findings has been divided into three subsections. The first 
presents the results for the overall frequencies of marked themes, the second fo-
cuses on the syntactic function of the marked themes, and the third on the struc-
tural realization of the marked themes. 
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4.1 The frequency of marked themes 

The proportion in percent of marked themes in each subcorpus is shown in Figure 
2. The boxplots in Figure 2 indicate a fairly similar degree of corpus-internal var-
iation in each subcorpus, i.e. the writers within each corpus differ from each other 
to a similar extent. 

 

Fig. 2: The proportion of marked themes in each subcorpus (percentage of total themes). 

The median (represented by the black line in each plot) is lower in NICLE than in 
the English L1 expert corpus, and the statistical testing shows that the NICLE writ-
ers use significantly fewer marked themes than the ENGNEWS writers 
(p=0.0131779). This is a similar result to that reported by Hannay and Martínez 
Caro (2008) for Dutch and Spanish ICLE writers, but it seems that the Norwegian 
ICLE writers are different from Chinese learners, given Chen’s (2010) results dis-
cussed in Section 2.2. Chen found that Chinese learners use marked themes more 
frequently than native speakers, but she used spoken material for her study, so 
the difference may be due to the mode of communication investigated. 

The issue of what influences the learners to underuse marked themes is com-
plicated. It was suggested in Section 1 and in some of the previous research dis-
cussed in Section 2 that there are different discourse conventions in Norwegian 
and English which might influence the learners, in the sense that they would 
transfer patterns from Norwegian to their English output. However, although the 
medians for ENGNEWS and NORNEWS are slightly different, there is no signifi-
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cant difference between the two corpora (p=0.3100808). We can therefore ex-
clude the possibility of transfer from the learners’ L1 as the cause of the underuse 
of marked themes. The design of the study also allows for the investigation of the 
effect of developmental factors, but again there is no clear evidence for this, since 
the novice L1 corpora are not significantly different from the L1 expert corpora: 
the comparison of LOCNESS with ENGNEWS yielded a p-value of 0.9995715, and 
the comparison of NORESSAYS with NORNEWS resulted in a p-value of 0.7723513. 
Thus, the data cannot support any conclusions regarding the cause of the un-
deruse of marked themes in NICLE. It may be possible, however, to pinpoint the 
specific areas where the underuse occurs, so we now turn to the syntactic func-
tion of the marked themes. 

4.2 The syntactic function of the marked themes 

There are two possible syntactic functions of the marked themes: adverbial and 
complement. We will start with the most frequent function, namely adverbials, 
and Figure 3 contains the percentage of all marked themes that function as ad-
verbials in each corpus. 

 

Fig. 3: The proportion of marked themes functioning as adverbials in each subcorpus (percent-
age of total marked themes). 

It is clear from Figure 3 that the NICLE writers, apart from a relatively low number 
of outliers, almost exclusively use adverbials as marked themes. The contrast to 
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the proportion of adverbials in ENGNEWS is obvious, and statistically significant 
(p=0.0004331). This overuse of adverbials by the Norwegian learners ties in with 
the findings from previous studies (Hasselgård 2009a: 95, 2009b: 124), but the 
statistical analysis shows that this overuse in NICLE cannot be attributed to trans-
fer, since there is no significant difference between the two L1 expert corpora 
(p=0.9983360). This may be taken as an indication that the use of a similar text 
type as the baseline is important, since Hasselgård (2009a) concluded that the 
NICLE writers’ overuse was due to transfer from Norwegian, on the basis of a con-
trastive analysis of ENPC material. As regards developmental factors, the Norwe-
gian L1 novices are not significantly different from the Norwegian expert writers 
(p=0.6567868), and indeed they clearly use a smaller proportion of adverbials 
than the NICLE writers do. However, a comparison of LOCNESS with ENGNEWS 
shows that the L1 English novices also overuse adverbials in thematic position 
(p=0.0001823), so it is possible that this overuse is a feature of novice English 
writing, regardless of whether the writers produce texts in their first language or 
in a foreign language. 

 

Fig. 4: The proportion of marked themes functioning as complements in each subcorpus (per-
centage of total marked themes). 

The proportions of thematic complements, illustrated in Figure 4, must neces-
sarily be a mirror image of the results presented in Figure 3. Given the results 
presented in Figure 3, it is not surprising that Figure 4 shows underuse of com-
plements by the NICLE writers compared to the ENGNEWS writers (p=0.0012155). 
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Again, there is no evidence of the cross-linguistic difference reported by Has-
selgård (1997, 1998, 2004, 2005), since the proportion of complements is not sig-
nificantly higher in the Norwegian expert material than in the English expert ma-
terial (p=1.0000000), which yet again underlines the importance of the choice of 
text type. It does seem that developmental factors play a role with regard to the 
proportion of complements as well, however. The LOCNESS writers use signifi-
cantly fewer thematic complements than the English expert writers 
(p=0.0003225), so novice writers of English share the tendency to underuse com-
plements as themes.  

Thus far we have seen that the English interlanguage of Norwegian learners 
is characterized by an underuse of marked themes, and that, out of the marked 
themes they do use, too many are adverbials and not enough are complements. 
Section 4.3 attempts to account for these differences by investigating the struc-
tures used as marked themes. 

4.3 The form of the marked themes 

As mentioned in Section 3.2, there were six structures that functioned as marked 
themes in the material: prepositional phrase, dependent clause, noun phrase, 
adverb phrase, adjective phrase, and quoted speech. However, the frequency of 
adjective phrases was so low that they will be left out of the present discussion. 

Figure 5 shows the proportion of marked themes realized by prepositional 
phrases. Prepositional phrases are the most frequent realizations of marked 
themes in all five subcorpora, and although there is more corpus-internal varia-
tion in NICLE than in the other corpora, the general tendency is that the NICLE 
writers adapt well to the English discourse conventions with respect to the use of 
prepositional phrases as themes. Indeed, there is no significant difference be-
tween the NICLE texts and the English expert texts (p=0.8533359). It is possible 
that the NICLE writers are helped by what may be termed positive transfer in this 
case, since the L1 expert corpora are not significantly different from each other 
(p=0.1722344). 

The use of dependent clauses as theme is another area where the Norwegian 
learners successfully adopt English usage patterns. As illustrated in Figure 6 
there is slightly more corpus-internal variation in NICLE, but once again the dif-
ference between the Norwegian learners and the L1 English experts is not signif-
icant (p=0.0739641). In fact, when it comes to dependent clauses in thematic po-
sition, the NICLE writers have successfully navigated an area where there is a 
cross-linguistic difference between English and Norwegian, because there are 
significantly fewer such themes in NORNEWS than in ENGNEWS (p=0.0006333). 
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Fig. 5: The proportion of marked themes realized by prepositional phrases in each subcorpus 
(percentage of total marked themes). 

 

Fig. 6: The proportion of marked themes realized by dependent clauses in each subcorpus 
(percentage of total marked themes). 

As regards noun phrases functioning as marked themes, the situation is similar 
to that discussed in relation to prepositional phrases, although noun phrases are 
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much less frequent, as can be seen in Figure 7. The NICLE writers use thematic 
noun phrases to the same extent as L1 expert writers of English (p=0.7248247), 
and are possibly helped by the lack of a significant difference between Norwegian 
and English (p=0.8303302), despite the fact that there is a tendency for Norwe-
gian writers to use noun phrases in this way to a slightly greater extent than Eng-
lish writers do. 

 

Fig. 7: The proportion of marked themes realized by noun phrases in each subcorpus (percent-
age of total marked themes). 

Adverb phrases account for a larger proportion of marked themes than noun 
phrases, and Figure 8 shows that there is also more corpus-internal variation in 
the use of adverb phrases than was the case for noun phrases. There do seem to 
be slightly higher proportions of adverbs in the NICLE data, but this is yet another 
thematic device which the Norwegian learners use with a frequency that is not 
significantly different from the L1 English expert writers (p=0.2461857), despite 
the fact that there is evidence to suggest a cross-linguistic difference, based on 
the comparison of ENGNEWS and NORNEWS (p=0.0015179). 
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Fig. 8: The proportion of marked themes realized by adverb phrases in each subcorpus (per-
centage of total marked themes). 

 

Fig. 9: The proportion of marked themes realized by quoted speech in each subcorpus (per-
centage of total marked themes). 

Finally, we will look at the use of quoted speech as marked themes. The distribu-
tion is shown in Figure 9. It is immediately clear from Figure 9 that a major cause 
of the underuse of complements in NICLE, as discussed in Section 4.2, is an un-
deruse of marked themes realized by quoted speech, and this underuse may also 
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go some way towards explaining the general underuse of marked themes in NI-
CLE. ENGNEWS contains significantly more than NICLE of this type of marked 
theme (p=0.0000015), so this feature warrants further attention. Examples (5) 
through (9) illustrate the phenomenon. 

(5) “Markets need morals,” said Gordon Brown in his Labour conference 
speech yesterday. (ENGNEWS) 

(6) “I have never had the ambition of power,” he said at the time. (ENGNEWS) 
(7) “This is ridiculous, they'll never press charges,” lawyers who attended to 

the arrested said on the day. (ENGNEWS) 
(8) “We are having to balance energy savings with customer concern,” says 

Walker-Palin. (ENGNEWS) 
(9) “Give me a Kalashnikov,” said the Talib. (ENGNEWS) 

In all of these examples, the writer has chosen to place the quoted speech first in 
the sentence. In some cases, such as example (7), for instance, this choice may be 
related to the principle of end weight. If the writer of example (7) had chosen to 
start with the subject (“lawyers who attended to the arrested”), the resulting sen-
tence would have been hard to read. In the case of the other examples provided 
here, the choice would not have had such dramatic results for the balance of the 
sentences, but possibly the writers felt that starting with the quote provided the 
opportunity for a more dynamic reproduction of events. There is also the question 
of thematic progression to consider: it is possible that this order of elements was 
a better fit with the preceding co-text, in terms of the information principle and 
the topical progression of the texts. 

There is a parallel here to the results reported by Hasselgård (2009b), who 
also found underuse of fronted direct speech by NICLE writers, and attributed this 
to text-type differences, since the L1 material used for comparison had been taken 
from the ENPC. It is perhaps tempting to attribute the similar underuse found in 
the present investigation to the same cause, and conclude that the opinion pieces 
published in newspapers would more often refer to events in the outside world 
than the NICLE writers do. This becomes an even more plausible explanation 
when one takes into account the fact that the expert L1 writers do not differ sig-
nificantly from each other in the use of quoted speech (p=0.1196657), and that the 
LOCNESS writers are also underusing this feature compared to the English expert 
writers (p=0.0000177). However, the novice L1 Norwegian writers do not differ 
significantly from the expert Norwegian writers when it comes to the proportion 
of marked themes realized by quoted speech (p=0.3718111), and therefore it can-
not simply be a question of argumentative student essays being a different text 
type to that found in newspaper opinion pieces, although this may have some 
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effect on the results. It would seem, however, that yet again the novice writers of 
English, both L1 and L2, share a feature, and, in fact, that it is this characteristic 
that underlies their similarities in the underuse of initial complements and there-
fore overuse of initial adverbials discussed in Section 4.2. 

5 Discussion 

This section discusses the main findings of the present paper in the light of pre-
vious research. As regards the frequency of marked themes, previous research 
has identified cross-linguistic differences between Norwegian and English in fic-
tion texts (Hasselgård 1997, 1998, 2004, 2005) in the potential for marked themes, 
and suggested that Norwegian discourse conventions favour marked themes to a 
greater degree than English conventions. If the Norwegian learners were influ-
enced by their L1, we might then hypothesize that they would overuse marked 
themes in English. However, as shown in Section 4, the present investigation 
found no cross-linguistic difference, but underuse of marked themes among the 
Norwegian learners. This underuse mirrors the tendencies identified by Hannay 
and Martínez Caro (2008) in Dutch and Spanish learner material, but is the oppo-
site of what Chen (2010) found in the spoken English of Chinese learners. 

When it comes to the syntactic function of marked themes, the present inves-
tigation found overuse of adverbials and underuse of complements among Nor-
wegian advanced learners as compared to expert L1 writers of English. These re-
sults are similar to the findings presented by Hasselgård, who identified overuse 
of initial adverbials among Norwegian learners (2009a) and underuse of fronted 
objects (2009b).  

The final feature investigated in the present study was the form of marked 
themes. This seemed to be an area where the Norwegian learners mostly suc-
ceeded in following English discourse conventions, since they did not differ sig-
nificantly from NS expert writers when it came to marked themes realized by 
prepositional phrases, dependent clauses, noun phrases, and adverb phrases. 
However, marked themes realized by quoted speech account for a lower propor-
tion of marked themes in NICLE than in L1 expert English, despite the lack of a 
contrastive difference. This is similar to Hasselgård’s (2009b) results, which also 
indicated an underuse of fronted direct speech among Norwegian learners, alt-
hough the learner texts were compared with material from the ENPC in that in-
stance. 
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6 Conclusion 

The aim of the present study was to investigate the use of marked themes in ar-
gumentative texts by Norwegian advanced learners of English, and this was op-
erationalized in two research questions. The first of these asked whether Norwe-
gian learners use marked themes in the same way that native speakers of English 
do. As shown in Section 4, there are a number of differences between the learner 
output and the English expert material, so it seems clear that the Norwegian 
learners have not mastered English discourse conventions regarding the use of 
marked themes. The learners underuse marked themes overall, and in terms of 
the syntactic functions of the marked themes they overuse marked themes func-
tioning as adverbials and underuse those functioning as complements. A major 
factor in the underuse of complements is the underuse of quoted speech in the-
matic position.  

The second research question focused on identifying factors influencing the 
learners in those cases where their thematic choices differ from those made by 
native speakers. The design of the study means that two such factors can be di-
rectly studied, namely transfer from the learners’ L1 and developmental factors. 
The overall underuse of marked themes could not be explained by reference to 
either of these factors, and indeed transfer from Norwegian seems to be largely 
irrelevant as an explanation for the features where the learner texts differ from 
the native-speaker expert texts, which is perhaps surprising given the results of 
previous studies discussed in Section 2. Developmental factors, however, seem to 
account for the overuse of marked themes functioning as adverbials, and the un-
deruse of complements and themes realized by quoted speech. This conclusion 
is based on the fact that the L1 English novice writers in LOCNESS differ from the 
English expert texts in similar ways to the Norwegian L2 writers. In this sense, the 
results of the present study corroborate the conclusion drawn by Hirose (2003: 
182): “We cannot discuss student L2 organizational patterns without taking into 
consideration student L1 and L2 writing background in terms of writing conven-
tions, instruction, and experience, as well as L2 proficiency level.” 
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Phrasal verbs in the spoken and written 
modes of Norwegian L2 learner English 
Abstract: This chapter explores the use of English phrasal verbs (PVs) by Norwe-
gian L2 learners by investigating data from the Norwegian part of the Interna-
tional Corpus of Learner English (ICLE) and the Louvain International Database 
of Spoken English Interlanguage (LINDSEI). A total of 1,489 PVs were first identi-
fied and analyzed for possible contrast between spoken and written modes. While 
the findings reveal some differences between both individual L2 learners and also 
between the spoken and written corpora, the general perception that the use of 
English PVs is highly problematic for language learners is not supported. The 
roles of metaphoricity and L1 transfer in relation to divergent PVs were also in-
vestigated. Findings suggest that metaphor may provide more help than hin-
drance to L2 language learners, but we find that more reliable investigation re-
quires larger datasets of L2 learner language than are currently available. 

1 Introduction 

Language learners’ mastering of English phrasal verbs is generally acknowl-
edged as difficult, “one of the most problematic areas for learners of English” 
(Jenkins 2009: 51). Possible pitfalls are numerous, since phrasal verbs are subject 
to both syntactic restrictions and semantic challenges, as well as potential first 
language (L1) transfer. At the same time, phrasal verbs are viewed as important, 
and even indispensable, to second or foreign language (L2) proficiency in English 
– a “can’t miss topic” (Gilquin 2015: 59), and subject to a fair amount of research. 

In the present study, the term phrasal verb (PV) includes both intransitive 
and transitive [verb + particle] combinations, e.g. break up and fall for something, 
as well as verbs combined with a particle and a preposition, e.g. take care of (a 
more detailed explanation in Section 2.1 below). By investigating the PV produc-
tion in written and spoken language of Norwegian advanced learners of English, 
the present chapter adds empirical corpus-based evidence concerning the real 
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magnitude of the challenge that PV use presents, thus comparing PV use across 
modes and for an additional group of English language learners. 

In Section 2 some previous studies are presented as a background for the spe-
cific research questions for the present study, as well as a more detailed definition 
of PVs. Section 3 presents the corpus material used in the investigation and our 
methodological approach: all identified PVs in the spoken and written data were 
categorized for their degree of metaphoricity and conventionality. Novel PVs 
were further explored to assess possible L1 influence as a motivating factor in 
their production. Section 4 continues with a general overview of PV use, followed 
by subsections explaining our findings with respect to each of our research ques-
tions. Section 5 closes with concluding remarks. 

2 Background on phrasal verb use in L2 English 

Much of the previous research on PV use in L2 English has focused on learner 
avoidance of PVs rather than what learners actually do produce (e.g. Hulstijn & 
Marchena 1989; Laufer & Eliasson 1993; Liao & Fukuya 2004). Some notable ex-
ceptions include corpus-based studies, such as Waibel (2007) of written German 
and Italian L2 English, Mondor (2008) of written Swedish L2 English, Kamarudin 
(2013) of spoken and written Malaysian L2 English, and Gilquin (2015) of spoken 
and written French L2 English, all of which compared learners’ use of verb-parti-
cle combinations with the PV use of native speakers of English. 

Waibel (2007) studied two groups of advanced learners with different L1s, 
German and Italian; she found that in comparison with native speakers of Eng-
lish, Italian students underused PVs in the corpus data, whereas German stu-
dents overused them. A logical explanation is that German students often use 
English verbs with Germanic origin, which is the kind of verbs English PVs are 
generally based on, whereas the Italian students tend to use more verbs with 
Latin origin (Waibel 2007: 159–160). Similar results were found in Mondor’s 
(2008) study where overuse was linked to the learners’ Germanic L1, Swedish, 
and Gilquin’s (2015) study of French learners who used only about half as many 
PVs as native speakers. 

Learners’ misuse or deviation from the English standard of PVs, hereafter re-
ferred to as divergent PV usage, is related to different levels, such as the lexical 
choice of specific particles and verbs and their combination, the syntactic struc-
ture of the PVs, and the contextual use of PVs, both in relation to collocates and 
the general style of the text. Hence, several potential challenges exist for L2 learn-
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ers. First, PVs are subject to syntactic restrictions that may not be readily appar-
ent to learners (cf. e.g. Gilquin 2015). Second, semantics poses a challenge, as PVs 
are highly polysemous with both literal and (often several) figurative or meta-
phorical meanings (Kamarudin 2013: 222; cf. also Waibel 2007; Mondor 2008). 
Third, negative transfer from the learners’ L1 may also play a role, especially 
when it comes to other languages that have verb-particle constructions similar to 
PVs.  

Adding to these challenges are stylistic considerations, since PVs are some-
times relatively informal, which may affect variations between learners’ written 
and spoken texts as well as between different text genres (Waibel 2007: 160; 
Gilquin 2015). Furthermore, pedagogical practices can also influence learners’ 
use of PVs, since they are often presented to learners either in lists arranged by 
verb, and/or accompanied by their single-word “equivalents”, leading to the mis-
taken view that all English PVs have complete Latinate synonyms. Even defini-
tions proffered by so-called experts vary, arguably adding to learner confusion 
(Cowie 1993: 38–39; Waibel 2007: 21–32). 

Taken together, these studies indicate that there may be links between L2 PV 
use and a number of factors, including whether there are PVs in the learners’ L1, 
the opacity of the PV and the degree of its idiomaticity, the PV frequency and 
register, the proficiency of the learners, and the mode of production. Hence, the 
present study focuses on the production of PVs in L2 English by advanced Nor-
wegian learners, both by comparing L2 PVs in learner corpus data with L1 stand-
ard PV usage, and by attempting to discover some of the reasons for learners’ 
divergent use of English PVs. Four related research questions are addressed: 
1. How often do learners produce divergent PVs? 
2. Are there contrasting patterns of PV usage across the spoken and written 

modes? 
3. Is there a link between divergent PV usage and metaphoricity? 
4. Is there a link between divergent PV usage and L1 transfer?  

2.1 What exactly are phrasal verbs? 

In the present investigation, PVs are defined as both syntactic and semantic 
units, following Quirk et al. (1985: 1150–1165). In syntactic terms, a PV consists of 
a verb followed (immediately or not) by a particle, with no possibility of inserting 
an adverb between the two elements. This construction may be intransitive (e.g. 
go back) or transitive; if transitive, the particle may typically precede or follow 
the direct object (e.g. point X out/point out X). As mentioned in the introduction 
above, our working definition of phrasal verbs also includes the [verb + particle 
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+ preposition] construction, so-called phrasal-prepositional verbs, as in get away 
with. In the active voice, phrasal-prepositional verbs are always transitive, as the 
preposition triggers the requirement for a direct object, such as a good story in (1). 
In the passive voice, the object is transformed into the subject – e.g. this program 
in (2) – and the preposition is stranded. 

(1) I could really write anything if I . just come up with a good story (NO025)1 
(2) The dissapointing turn was that this program was given up on. (UO2041) 

In semantic terms, the verb and particle of a PV form a single unit of meaning. 
There is frequently, though not always, one or more single-word alternatives for 
PVs (e.g. leave out = omit). The meaning of the particle somehow modifies that of 
the verb, even though the overall meaning of the PV may not necessarily be se-
mantically transparent. Such opacity is more acute when the choice of particle is 
figuratively motivated (e.g. give in, figure out) than when the motivation is literal 
(e.g. lie down). It is this idiomatic nature of PVs that is especially said to pose 
problems for English language learners (cf. Section 1), as the motivation for a par-
ticular verb-particle combination may seem unclear or even completely random. 

Semantic considerations distinguish PVs from prepositional verbs (e.g. cope 
with), where the preposition is determined in relation to the object rather than the 
verb. However, syntactic criteria distinguishing the constructions are often 
needed as a supplement; for example, whether the phrase can be fronted, or 
whether an adverb may be inserted between verb and particle. Semantic consid-
erations also distinguish PVs from so-called “free combinations”, where the 
meanings of the verb and particle are independent of each other (e.g. walk past). 
However, the borderline between free combinations and PVs is fuzzy, something 
especially noticeable in the cases where the particle is locative rather than idio-
matic (e.g. sit down, where down indicates the actual direction of sitting). Quirk 
et al. (1985: 1152) argue that the possibility of substitution of another verb in the 
construction indicates whether verb and particle are separable (i.e. walk in walk 
past could be replaced by other verbs of motion). 

|| 
1 Examples tagged as ‘NO’ followed by a number have been extracted from the LINDSEI-NO 
transcriptions (cf. Section 3.2), and include markers of hesitation and/or disfluency. All others 
have been taken from NICLE, and are reproduced exactly as they appear in the corpus. Relevant 
PVs are marked with bold type. 
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Norwegian, the L1 of the informants in the present study,2 is genetically re-
lated to English, both being Germanic languages. As Askedal (1994: 262–263) ex-
plains, Norwegian is similar to English, in that it has various types of composite 
verbal constructions, including both phrasal and prepositional verbs. As with 
English, a pronominal PV object always precedes the particle; otherwise the ob-
ject may either precede or follow the particle subject to some restrictions such as 
length of object. Further, Norwegian particles may either be homonymous with 
prepositions, as in the phrase legge på prisen (lit.: ‘lay on price-the’, colloq.: ‘in-
crease the price’), or with adverbs, as in legge fram X (lit.: ‘lay forth X’, colloq.: 
‘present X’). Phrasal-prepositional verbal constructions also exist in Norwegian: 
gå med på X (lit.: ‘go with on X’, colloq.: ‘comply with X’). Norwegian PVs may 
also express literal or figurative meanings. The greatest difference between Nor-
wegian and English with respect to PVs is that Norwegian sometimes allows a 
prefixal formation; such constructions may be the semantic equivalent of PVs 
with adverb-like particles, e.g. framlegge (lit.: ‘forth-lay’, colloq.: ‘present’). 

3 Methodology 

The following section includes information about the corpus data under investi-
gation, as well as a description of how the PVs were identified and extracted from 
the corpora. The chapter continues by presenting the categorization process of 
the data both for metaphoricity and for divergent usage. 

3.1 Corpus data: LINDSEI-NO and NICLE 

The data analyzed in this investigation comes from two L2 English learner cor-
pora, one of spoken language and one of written language. The informants were 
all advanced learners of English whose L1 was Norwegian. The spoken data con-
sists of all PVs uttered by fifty students in the Norwegian subcorpus of the Lou-
vain International Database of Spoken English Interlanguage, LINDSEI (see 
Gilquin, De Cock & Granger 2010). These PVs were produced in the context of in-
formal interviews with the students, and their contextual meanings were deter-
mined through reference to their respective co-text. The Norwegian subcorpus, 

|| 
2 Neither of the corpora used in the present study (NICLE and LINDSEI-NO) contains any 
metadata concerning the informants’ local dialect or preferred written standard form of Norwe-
gian (Nynorsk or Bokmål). 
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LINDSEI-NO, will form part of the planned second, expanded version of LINDSEI 
and is currently only available at Inland Norway University of Applied Sciences, 
where it was compiled. This subcorpus comprises approximately 13 hours of con-
versation, amounting to roughly 83,000 words of learner-produced text (exclud-
ing backchannels and fillers), which was transcribed and then searched for PVs. 
The written data consists of all PVs produced in argumentative essays in the Nor-
wegian subcorpus of the International Corpus of Learner English (ICLE), hereaf-
ter referred to as NICLE. Slightly more than 211,000 words of text from 317 essays 
were searched for PVs; this is the entire NICLE corpus, together with one addi-
tional essay given us by the compiler of the subcorpus. NICLE was collected 
around the year 2000, while LINDSEI-NO was collected between 2010 and 2012. 
This investigation does therefore not explore spoken and written texts by only a 
single group of students – that is, we are not comparing the spoken and written 
PV usage of the same people. The two groups are however comparable in that all 
the students were enrolled on a 60-credit college course in English language, lit-
erature and culture at a Norwegian institution of higher education. 

3.2 Data extraction and analysis 

Phrasal verbs are notoriously productive in English, and hence it is not possible 
to list all potential verbs (cf. Waibel 2007: 65). There is, however, a limited num-
ber of potential PV particles, advantageous when attempting to identify PVs in a 
semi-automated manner. In the present project, our first step was to submit the 
NICLE texts to part-of-speech (PoS) tagging through the Constituent Likelihood 
Automatic Word tagging Systems (CLAWS),3 using the C7 tagset. All sentences 
containing lexical units tagged in this way as ‘RP’ (meaning ‘prep. adverb, parti-
cle’) were transferred into our database.4 Each instance was then manually 
combed through by two analysts (the authors of this chapter – one whose L1 is 
Norwegian and one whose L1 is English) to weed out any constructions that were 
not PVs. 

Running written learner texts through a PoS tagger such as CLAWS has pos-
sible drawbacks, because the tagger was developed on the basis of L1 English. 
While its success rate is high with regard to a standard variety of English, it might 
perform less optimally on L2 learner language, which is necessarily characterized 
by a higher degree of non-standard features. Because an earlier study into iden- 

|| 
3 Available from: http://ucrel.lancs.ac.uk/claws/ 
4 Our database was created using the program Filemaker Pro 12 Advanced. 
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tification of lexical units in 20,000 words of the NICLE corpus, however, found 
CLAWS to be rather resilient in PV tagging, even for unconventional PVs (see 
Nacey 2013: 87), we decided that the PoS tagging of the entire NICLE corpus was 
not unwarranted.  

Automatic tagging of the spoken transcripts of LINDSEI-NO is another matter 
entirely. Spoken language is characterized by a high number of disfluencies, in-
cluding false starts, repetition, uncompleted sentences, overlap between speak-
ers, as well as filled and unfilled pauses. All of these have been transcribed as 
faithfully as possible, making the transcriptions potentially problematic to tag 
automatically. As a result, we identified PVs in our spoken material by searching 
the corpus for all instances of prepositions and particles, and then sorted through 
all hits to manually separate particles in PVs from preposition use (or other use, 
such as the infinitive use of to). Only seven of these particles have no correspond-
ing prepositional use: aback, ahead, apart, astray, forth, forward, and together. 
All sentences containing PVs were then added to our database for subsequent 
analysis of metaphoricity and conventionality. 

The manual stage of PV identification was supplemented at times by diction-
ary consultation, particularly useful when distinguishing between PVs and free 
combinations. Here we relied on the online versions of two dictionaries intended 
for advanced learners of English: the Macmillan English Dictionary for Advanced 
Learners (MED) and the Longman Dictionary of Contemporary English (LM).5 Alt-
hough lexicographer standards for including a construction in learners’ diction-
aries as a PV are less stringent than those of Quirk et al. (1985), the inclusion of a 
phrase as a single lexical unit with at least one independent sense entry gives an 
indication that the phrase in question is often perceived as one semantic unit ra-
ther than two – including by language learners such as those who are targeted by 
our investigation. 

3.2.1 Categorization for metaphoricity 

All PVs were coded for metaphoricity following the Metaphor Identification Pro-
cedure Vrije Universiteit (MIPVU), a procedure developed for identification of 
metaphor in a reliable, replicable and theoretically valid way (see Steen et al. 
2010). Following MIPVU, the contextual meaning of the PV is compared with its 
most basic sense found in the dictionary. If the two senses differ sufficiently, and 
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5 Available from: http://www.macmillandictionary.com/ and: http://www.ldoceonline.com/ 
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may be related by means of comparison (rather than generalization, specifica-
tion, contiguity, etc.), the PV is marked as metaphorical. Otherwise, the PV is 
marked as non-metaphorical. MIPVU therefore requires a binary nominal yes/no 
decision as a means of ordering the reality of language into contrasting categories 
(Steen 2007: 93). 

The basic sense is defined as the most concrete, specific and human-oriented 
sense, which is typically (though not always) the oldest sense. Note that the basic 
sense is not necessarily the most frequent sense, which is often listed as the first 
entry in frequency-based dictionaries produced for learners of English; indeed, a 
metaphorical sense is often the most frequent and/or salient sense. For a meta-
phorical mapping to exist, there must be a distinction between the basic sense 
and the contextual sense of the PV in question. Sufficient distinction is usually 
decided on the basis of lexicographical practice, whereby senses of a single lexi-
cal unit are listed as separate, numbered entries following the headword. This 
information provides evidence regarding sense distinction, enabling the analyst 
to judge whether the contrast between the various numbered entries for a single 
word is indeed sufficient to be compared for metaphor, i.e. to evaluate whether 
cross-domain similarity may be present. Such similarity may take one of several 
forms: “pre-existing as well as created similarity [...and...] literal or external sim-
ilarity [or resemblance] as well as relational or proportional similarity (or anal-
ogy)” (Steen 2007: 63). Following the original MIPVU, we consulted MED and LM 
as our dictionaries, which are both written on the basis of corpus evidence, and 
provide illustrative sentences of the headword in context. 

The PV catch up with in (3) provides an example from our data of how meta-
phors are identified following MIPVU. 

(3) Our past eventually catches up with us, and then we will all have to face 
our wrongdoings. (AC5001) 

While the contextual sense of this verb is “to begin to have an effect on someone” 
(2nd definition in MED), as in The lack of sleep caught up with her, and she began 
to doze off, its basic sense is the more concrete, specific and human-oriented 
sense: “to find and arrest someone who has committed a crime” (1st definition in 
MED), as in The police will catch up with you sooner or later. The relation between 
these two senses may be understood in terms of a comparison involving a con-
crete and abstract agent (e.g. police vs. our past / the lack of sleep). This occur-
rence is then coded as metaphor. By contrast, the PV end up in (4) and (5) is non-
metaphorical:  
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(4) so: . that's why I ended up . here in Hamar (NO046) 
(5) If your life is only filled with work, chaos, and pressure, you will end up 

sour and sad. (AC10001) 

MED has only a single sense entry for this verb, “to be in a particular place or state 
after doing something or because of doing it”, which is broad enough to corre-
spond to the contextual meanings of both occurrences, despite the sense of (4), 
referring to a place, being more concrete than that of (5), referring to a state. More-
over, the fact that there is only a single sense entry necessarily entails that this 
particular PV will never be metaphorical in use, providing it is used in a conven-
tionally codified sense. The contextual meaning will always correspond to the 
basic meaning, simply because there is no other codified sense with which there 
could be a contrast. 

MIPVU considers PVs as single lexical units despite consisting of two or three 
elements, because they “function as linguistic units designating one action, pro-
cess, state or relation in the referential dimension of the discourse” (Steen et al. 
2010: 28). Put another way, evidence indicates that speakers “mentally lump […] 
verb and particle together as a single word” (Lindstromberg 1998: 252). What this 
means is that any metaphorical reasoning underlying the choice of verb or parti-
cle of codified phrasal verbs was disregarded in the metaphorical categorization, 
as the PV represents only a single referent in the real world. This identification 
procedure, however, was developed on the basis of L1 English, from four different 
text types in the British National Corpus. Whether the operational decision to 
treat PVs as single lexical units is appropriate when it comes to L2 English is an 
issue. MacArthur (2014), for example, speculates on the degree to which such 
conflation of PV elements into a lexical whole may be regarded as a psychological 
reality for learners of English – and whether MIPVU should be modified as a con-
sequence (see also MacArthur & Littlemore 2011: 210–211). This point is further 
discussed in 4.4. 

3.2.2 Categorization for divergence and conventionality 

As with the PV identification (Section 3.2) and the categorization for metaphoric-
ity (Section 3.2.1), the analysis of learners’ PV use according to divergence and 
conventionality relied on the learner dictionaries MED and LM, combined with 
manual interpretation. 

Divergence, i.e. deviation from a standard, comprises different sub-categories 
in the data. In addition to fairly obvious learner errors such as spelling and sub-
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ject-verb concord mistakes, divergence was registered in cases where we ana-
lyzed the choice of either the verb or the particle in the PV construction as incon-
sistent with the corresponding dictionary entry (including instances where a reg-
ular PV should be turned into a phrasal-prepositional verb or the other way 
around). Illustrative examples include lock in instead of let in in (6), put up in-
stead of put on [a play] in (7) and go through with instead of go through in (8). 
Since the data was partly extracted by retrieving PV particles (see Section 3.3), 
instances where the particle may be missing have not been registered. 

(6) when I got there I met . (eh) one of the students . he was kinda on guard 
that night he locks people in if they've locked themself out (NO031) 

(7) so we're actually putting up Alice in Wonderland (NO016) 
(8) We are given points on how to plan and go through with a lesson, and 

most subjects really does this well. (HO-0003.1) 

Sometimes the entire PV selected by the learner represents a divergent choice 
contrasting with its dictionary entry. In such cases, a potential lexical target item 
which would normally be used by L1 language users may exist, as in (9) where go 
off seems to stand for the verb close. 

(9) you know when the night club goes off then people start going to work 
(NO034) 

One final consideration, especially crucial when working with learner language, 
is the possibility for neologisms – that is, PV-like constructions that are not cod-
ified in standard dictionaries of English. Gilquin (2015: 58) reasons that such 
“non-existing, deviant phrasal verbs [could be] bona fide constructions in the 
learner’s language system” and are consequently worthy of inclusion in an inves-
tigation of PV usage in learner corpus data. We agree with her reasoning, and 
have therefore chosen to retain all such constructions in the data. An example is 
choose for in (10), an expression that adheres to the identifying PV characteristic, 
but is not a codified lexical unit in any of the dictionaries consulted. 

(10) I haven't been . (eh) sure about what to: choose for . or what to study but I 
i= (eh) last year I tried . law school (NO039) 

Such PVs fall into a category of their own with respect to divergence, an ‘Other’ 
category. As they are not codified in dictionaries, there is no sense entry by which 
to contrast their contextual sense. Although some might be more contextually 
appropriate than others, we have chosen to not grade them along any sort of cline 
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of appropriateness at this stage. Indeed, it is sometimes impossible to tell 
whether a particular PV resulted from error or intention. As an example, consider 
wonder off in (11). 

(11) Letting the mind wonder off on its own can work as therapy. (AG1011) 

This PV could be either the result of a spelling mistake (= wander off) or a neolo-
gism created by the learner. To avoid the omission of potential instances of crea-
tive learner usage, such PVs were considered as novel in the research data. 

4 Corpus-based quantitative results 

Here the results related to the research questions are presented, i.e. the occur-
rence of PVs in the corpora and the Norwegian L2 learners' production of diver-
gent PVs, including the identification and analysis of contrasting patterns of PV 
usage across spoken and written modes, and whether divergent PV usage can be 
linked to metaphoricity and L1 transfer. 

4.1 Phrasal verbs in LINDSEI-NO and ICLE 

A total of 1,489 PVs were identified in the combined corpora: 1,051 PVs in NICLE 
and 438 in LINDSEI-NO. That there are 2.3 times more PVs in the written material 
can be explained to a large degree by the different sizes of the two corpora. NICLE 
consists of 317 texts with a word count of 211,725 whereas LINDSEI-NO consists of 
50 texts containing 83,675 words in all: NICLE is thus 2.5 times larger than 
LINDSEI-NO. All told, the PVs include a combination of one of 200 verb types with 
one of 25 particle types, confirming that identification of PVs through their parti-
cles is a more effective method than searching for lexical verbs. Table 1 lists the 
particles found in our material, along with a rough approximation of the observed 
tokens: 
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Tab. 1: Observed occurrences of PV particles in NICLE and LINDSEI-NO. 

Frequency Particle 

> 100 up, out, back 
51–100 away, down, on, off, in 
25–50 around, over, together 
10–24 through, along 
< 10 ahead, forward, apart, about, forth, aside, behind, by, into, astray, for, 

round 

Here it can be seen that only a handful of particles are very productive in forming 
PVs, with 11 of the 25 particles accounting for 25 or more occurrences; those par-
ticles presented in boldface script comprise Biber et al.’s (1999: 413) table of the 
six most productive English PV particles. Table 2 presents the PV lexical verbs in 
our data, also roughly divided by frequency. The largest frequency grouping, of 
verbs appearing fewer than 10 times, contains 161 different verbs – so many that 
we have chosen not to list them all.  

Tab. 2: Observed occurrences of PV verbal elements in NICLE and LINDSEI-NO. 

Frequency Lexical verb 

> 100  go 
51–100 get, come, take, end, turn 
25–50 grow, put, find, keep, bring, sit, lock, look, make 
10–24 give, point, figure, call, pick, move, pay, carry, run, send, set, start, try, 

build, fill, show, work, dream, sum, walk, hang, cut, hold, wake 
< 10 161 verbs 

The most productive verbs are relatively few, and to some extent match Biber et 
al.’s (1999: 413) list of the eight common PV verbs (indicated in boldface script in 
Table 2). Such frequency testifies to the extreme polysemous nature of these lex-
ical verbs, which appear in combination with a variety of particles to create mul-
tiword verbs.  

Finally, the 1,489 PV tokens are realized by 457 PV types, 373 in ICLE and 180 
in LINDSEI-NO. Table 3 presents these PVs, along with an approximation of their 
observed frequency. 
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Tab. 3: Observed occurrences of PVs in NICLE and LINDSEI-NO. 

Frequency Phrasal verb 

> 50 end up 
40–49 go on, grow up 
30–39 find out 
20–29 go out, turn out, lock up, make up, come up with, point out, sit down, fig-

ure out 
10–19 go back, take away, go back to, pick up, come back, take over, get away 

with, try out, build up, get back, get up, keep up, come out, sum up, work 
out, show off, carry out, give up, keep on, take up, turn around, wake up  

< 10 423 phrasal verbs 

Here we see that most PVs are best characterized by their infrequency, not unex-
pected given the Zipfian distribution of elements in slots that we find everywhere 
in corpora; the vast majority appear fewer than 10 times in the two combined cor-
pora (and being so numerous, they are not specified here). That the written texts 
contain more PV types than the spoken texts is partly a consequence of the text 
topics. The LINDSEI-NO interviews are rather homogenous, the main topics being 
the students themselves: their hobbies, travels, education, etc. By contrast, the 
NICLE essays deal with one of 20 different topics – ranging from breakfast to 
whether money is the root of all evil – and hence call for PVs expressing a wider 
variety of meanings. For example, the PV lock up appears only in NICLE (24 
times), triggered by two topics related to crime and prison system – a topic never 
raised during the LINDSEI-NO interviews. 

The observed occurrences of PVs in the two corpora are equivalent to a rela-
tive frequency of 50.4 PVs per 10,000 words. This type of number is not very in-
formative in and of itself, and comparison is therefore helpful to gain some sense 
of its significance. The one study that most closely parallels our own is Gilquin 
(2015), where all PVs in both native-speaker Louvain corpora, LOCNESS and LOC-
NEC (155,167 and 118,398 words respectively), were identified, as well as all PVs 
in the French subcorpora of LINDSEI (LINDSEI-FR, 91,440 words) and ICLE (ICLE-
FR, 190,544 words). In her study, PVs were also identified through their particles, 
although Gilquin restricted herself to a concordance search for 24 particles from 
Huddleston and Pullum’s (2002: 281) list of the 25 most central particles in the 
‘verb-particle-object-construction’. Our search was thus far more comprehensive, 
yet resulted in the identification of only six PVs that would not have been uncov-
ered by Gilquin’s search: two PVs each with the particles behind and into, one 
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with astray and one with for. Consequently, the relative PV frequencies uncov-
ered in the two investigations are highly comparable: these are presented graph-
ically in Figure 1 where Gilquin’s reported frequencies (2015: 62) are reproduced 
and ours are added. 

 

Fig. 1: Relative PV frequency per 10,000 words in spoken and written native speaker (NS) and 
non-native speaker (NNS) texts.6 

On the basis of her data, Gilquin concludes that the French learners underuse PVs 
when compared to L1 speakers of English, something observed in other learner 
populations as well, such as in Chinese and Malaysian L2 speakers of English (see 
Liao & Fukuya 2004; Kamarudin 2013). A decisive factor for PV frequency in L2 
English would seem to be whether or not the learners’ L1 has a PV construction; 
French does not, leading to a possible explanation for the relative underuse un-
covered by Gilquin. Adding the Norwegian data to that provided by Gilquin lends 
support to the importance of the L1. The relative PV frequency in Norwegian L2 
English is neatly sandwiched between the NS group and the French NNS learners; 
this indicates that while Norwegians are a learner population and thus may not 

|| 
6 All graphical visualizations and statistical tests of significance were carried out using R (see R 
Core Team 2015 in the references). 
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use PVs as consistently or often as L1 English speakers, their PV usage is never-
theless significantly greater than that of the French, due to Norwegian being a 
language with a phrasal verb construction. In addition, the fairly high PV fre-
quency might also be an indication of a generally higher English L2 proficiency 
in the Norwegian population, compared to many other populations (cf. EF Edu-
cation First 2016). 

Gilquin (2015: 63) continues by noting that the overall figures conflating spo-
ken and written usage conceal important variation. Specifically, while the native 
speakers use far more PVs in speech than in writing, the French speakers do the 
opposite. Her figures are reproduced in Figure 2, with the comparable figures 
from the present investigation added. 

 

Fig. 2: Relative PV frequency per 10,000 words in NS and NNS (spoken versus written) texts. 

Unlike both the NS and the French NNS groups, the Norwegians show no signifi-
cant differences in PV frequency across the spoken and written modes. Further, 
Figure 2 indicates that PV frequency in written NS English and written Norwegian 
L2 English closely correspond. The relative PV underuse by Norwegian learners 
when compared to L1 English speakers may therefore be due to an underuse in 
their spoken English.  

A danger with calculations such as those represented in Figure 2, however, 
lies in their being based on aggregate data that essentially treats each corpus as 
if the texts were uniform. Individual variation is neglected. To allay such doubts 
regarding our conclusions in this area, we also explored the PV frequency per text 
and mode, visualized in the boxplot in Figure 3. 
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Fig. 3: Observed PV occurrences (%) per word total and text, spoken versus written. 

While every LINDSEI-NO text has at least one PV and a Shapiro-Wilk test indi-
cates that the spoken texts are normally distributed (W = 0.96024, p 0.0910), we 
find that the written material is right-skewed (W = 0.89923, p < 0.0001). There are 
more exceptionally small values (39 of the 317 texts have no PVs at all), and there 
are also a few exceptionally large values. A Mann-Whitney-Wilcoxon test, how-
ever, fails to show any significant differences in population distribution across 
the spoken and written modes (W = 7028.5, p 0.1985). This indicates that the Nor-
wegian spoken and written texts may behave similarly with respect to PV fre-
quency, unlike the NS and French NNS texts in Gilquin’s (2015) investigation. 

4.2 How often do learners produce divergent phrasal verbs? 

Roughly one in ten of all PVs in both NICLE and LINDSEI-NO are divergent, the 
divergence rates being 9.9% and 10.7% respectively. Text mode thus plays no role 
in terms of the frequency of PV divergence.  

 The majority of the divergent PVs are related to structural problems, such as 
(12), where a single verb, listed, would be more contextually appropriate (see also 
examples (6) – (8) in Section 3.3.2). 

(12) It is therefore difficult to say that all the positive characteristics of the 
Americans that Turner has listed up in his article are describing the Amer-
ican people. (UO-0005.1) 
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In several instances, the PV is semantically related to an appropriate target verb, 
but does not comply with the collocational range of the target language PV, as in 
(13) where the proposed verb could be trigger or stimulate. In some cases the 
learners also use more general core lexemes than what is expected (cf. Hasselgren 
1994), such as in (14), where a more appropriate verb could be install. 

(13) [...] the impressions and impulses that meet you in your everyday-life can 
indeed work as keys to start off your imagination. (BE-0010.1) 

(14) I think my . parents were the ones to . in our younger days .. just get water 
in . but no I guess not (NO013) 

4.3 Are there contrasting patterns of phrasal verb usage 
across the spoken and written modes? 

Even though there are no significant differences between the corpora with respect 
to divergence frequency, differences do become apparent when it comes to the 
distribution of divergent PVs across texts. Figure 4 shows the percentage of di-
vergent PVs per text and per mode. 

 

Fig. 4: Percentage of divergent PVs per text and mode. 

Here we see that the median for the number of divergent PVs in the written texts 
is zero. This is because 39 of the 317 total texts have no PVs at all (and hence no 
divergent ones), while 198 of the remaining 278 texts contain only PVs whose 
contextual sense matches a conventionally codified sense and/or novel PVs 
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which have been classified as ‘Other’ in terms of divergence (see Section 3.2.2). 
Only 25.2% of the NICLE texts contain any divergent PVs. The median for spoken 
texts is higher, although the LINDSEI-NO boxplot lacks a left whisker because 
there are some texts with no divergent PVs. Although each of the 50 LINDSEI-NO 
interviews contains at least one PV, only 28 of them (56%) contain one or more 
divergent PVs. The differences indicated here are significant (W = 5411.5, 
p ≈ 0.003108). 

Finally, Figure 5 shows the same data as in the previous diagram, but only for 
those 81 NICLE texts and 28 LINDSEI-NO texts that contain at least one divergent 
PV, a concern being that the abundance of texts with either no PVs or no diver-
gent PVs perhaps conceals important information. 

  

Fig. 5: Percentage of divergent PVs per text and mode, ONLY for texts with divergent PVs. 

When texts containing no divergent PVs are disregarded, we see that the median 
for divergent PVs is higher in the written texts than in the spoken texts. Adding 
the information gleaned from Figure 4 and Figure 5 together, we conclude that 
there are contrasting patterns of PV usage across the written and spoken modes. 
In general, more learners overall produce divergent PVs when they speak than 
when they write (as indicated in Figure 4), ostensibly due to greater pressure on 
processing time; editing is more difficult in conversations. Indeed, our LINDSEI-
NO informants rarely corrected divergent PVs themselves (nor were they cor-
rected by the interviewer), but instead continued with their intended message. 
Problems with PVs depend more upon individual differences when it comes to 
written language, whereas they seem to be a more general characteristic of speak-
ing. There is greater opportunity for text editing in the written texts, which may 
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explain the far greater proportion of NICLE texts with no divergent PVs. Figure 5 
adds nuance to this picture, however, by showing that in the (fewer) cases when 
learners do write divergent PVs, they produce a higher percentage of them than 
in spoken texts where learners have uttered divergent PVs. In other words, diver-
gent PVs in written texts are more likely to indicate a real language gap, while in 
spoken texts they may just indicate a temporary slip. 

4.4 Is there a link between divergent phrasal verb usage and 
metaphorical usage? 

Based on the MIPVU identification procedure, slightly more than one-third of the 
PVs in our collected data, 564 PVs (37.8%), are metaphorical, while 925 PVs 
(62.1%) are not metaphorical. These figures may be compared with those from 
previous studies using the same procedure for metaphor identification. Steen et 
al. (2010: 780), investigating overall metaphorical frequencies in four different 
genres from the Baby-BNC, report frequencies ranging from 6.8% for conversa-
tion to 17.5% for academic texts. Nacey (2013: 136), who used MIPVU to identify 
all metaphors in roughly 20,000 words of text in both written L1 English and Nor-
wegian L2 English (from the NICLE corpus, just as in the present study), reports a 
metaphor frequency of 16.7% and 18% respectively. From this, one may conclude 
that although the majority of PVs in our data are non-metaphorical, the propor-
tion of metaphorical PVs is nevertheless considerably higher than the meta-
phor/non-metaphor proportion of language in general, both in L1 and L2 English. 

When it comes to the proportion of divergent metaphorical and non-meta-
phorical PVs, we find that 51 (5.5%) of the 925 non-metaphorical PVs display se-
mantic or syntactic inappropriateness, while 75 (13.2%) of the 564 metaphorical 
PVs are divergent. Although this difference is intriguing, we would hesitate to 
claim any negative correlation between metaphoricity and conventionality with-
out further detailed investigation. More specifically, these numbers reflect the ag-
gregate data of 25 particle types, 200 verb types, and 457 different PVs, either 
written by one of 317 authors or spoken by one of 50 interviewees. Uncovering the 
link (if any) between conventional appropriateness and metaphoricity would re-
quire mapping the correlation between each particle, verb, and PV with respect 
to conventionality and metaphoricity per text and medium to discover which fac-
tors are the most statistically significant. This task would arguably require a 
much larger corpus to generate meaningful numbers, and therefore remains an 
open question for future research. In this respect, our data is underpowered. 
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A closer look at the 76 novel PVs in our data – that is, those that have been cate-
gorized as novel since there are no dictionary entries for them – offers an alterna-
tive approach towards investigating possible links between metaphoricity and 
divergence. Looking again at end up in (4) and (5) in Section 3.2.1 (reproduced 
below for the sake of convenience), we may note that the particle up is metaphor-
ical in some sense. 

(4) so: . that's why I ended up . here in Hamar /(NO046) 
(5) If your life is only filled with work, chaos, and pressure, you will end up 

sour and sad. (AC10001) 

The reason why we say end up rather than end down, end in, etc. is that up reflects 
a sense of completion and/or thoroughness (a metaphorical extension of the 
physical [location] sense of up), matching the sense conveyed by perfective verbs 
(see Lindstromberg 1998: 24). Due to the figurative extension of the meaning of 
the particle, the PV is metaphorical in origin, even though it is not metaphorical 
in use when analyzed for metaphoricity on the basis of the complete PV.  

 Novel PVs, by contrast, cannot be analyzed for metaphor as single lexical 
units, as they are per definition not codified in dictionaries. Because there is no 
entry for the PV as a whole, we must rely on the entries for the individual ele-
ments to judge metaphoricity. This forces us to deviate from the standard MIPVU 
procedure for identifying metaphorical PVs, where each PV is treated as a single 
lexical unit. This procedural necessity, in turn, provides an opportunity to evalu-
ate the effects of deviating from the standard MIPVU guidelines by analyzing PVs 
in learner language differently from how they are treated in native-speaker lan-
guage. The procedural deviation here is to categorize novel PVs as metaphorical 
in use if either the verb or particle involved (or both) is judged metaphorical after 
dictionary consultation. Following this procedure, we find that 60 (78.9%) of the 
76 novel PVs in our data are metaphorical, while 16 (21.1%) are not. This means 
that at least one of the constituent elements of most novel PVs is metaphorical, 
either the lexical verb or the particle. 

 Looking more closely at the individual novel PVs in our data shows that while 
the verb is sometimes metaphorical, the particle nearly always is metaphorical. 
As an example, consider the particle away. It is the most frequent particle among 
the novel PVs in our data, found in the following PVs: dream away (8 occurrences 
across 7 different texts), babble away, choose away, pluck away, promise away, 
learn away, scratch away, drift away (2 occurrences in separate texts), fly away, 
shuffle away, and glide away. Of these PVs, all but two are metaphorical; scratch 
away is non-metaphorical, used in reference to a cat scratching all his fur away 
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(LINDSEI, NO006), as is pluck away referring to doctors removing bad genes (NI-
CLE, UO1009). Among the others, all instances of away are metaphorical, 
whereas the only metaphorically-used verbs are those denoting physical move-
ment (that is, drift, fly, shuffle and glide used in a context calling for figurative 
movement, as when thoughts drift away [UO10007]). 

 Moreover, we find that the Norwegian learners tend to use particles in ways 
that are wholly consistent with their conventional figurative extensions, as illus-
trated by the PVs with away in (15) and (16): 

(15) most people, no matter how busy they are, spend some time to “fly away” 
from all worries in the real world. (BE-0002.1) 

(16) I think they have to just lie down on the couch and dream away every 
once in a while. (OS-0041.1) 

The basic sense of away is the opposite of toward. It is neutral with respect to both 
the starting and ending points. About its use in PVs in particular, Lindstromberg 
(1998: 257) adds the following:  

Away is fairly common in phrasal verbs. […], it typically contributes the meaning of ‘without 
end’ (e.g. while away the hours) or, by extension ‘with abandon’, as in He gaily whistled 
away. This is entirely consistent with away’s latent lack of end-point focus. 

Following this reasoning, fly away in (15) exemplifies the primary metaphorical 
extension of the particle, referring to an action in terms of metaphorical move-
ment along an unspecified path away from a point of reference (here, worries in 
the real world). This particular example, found in the written material, also has 
square quotes encasing the PV, presumably marking the writer’s awareness that 
said flying away is not literal (see Nacey 2012). Away in (16) denotes ‘without end’, 
having no end point. Dream away is the most frequent novel PV in our material, 
occurring eight times across seven texts, and is found among the texts written in 
response to a prompt about dreaming and imagination. An additional contribu-
tory factor in its production is L1 transfer, as Norwegian has a closely correspond-
ing reflexive PV drømme seg bort (lit.: ‘dream oneself away’, colloq.: ‘daydream’; 
see also Section 4.5).  

Other novel PVs contain what is in essence a superfluous particle where the 
meaning of the particle is appropriate, but encoded in the verb at hand. We see 
this in the aforementioned PV spend away (= ‘spend’), as well as in others such 
as cover over (= ‘cover’), fill over (= ‘fill’), sync together (= ‘sync’), and end off (= 
‘end’). Other novel PVs in our data follow patterns established by codified PVs. 
An example is the PV rush off in NICLE, not found in dictionaries even though the 
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comparable PV dash off is listed in dictionaries. This illustrates the limitations of 
our method relying on dictionary codification, as no dictionary is able to contain 
all lexical items even though they might be evident in use.  

In sum, the vast majority of novel PVs in the data adhere to patterns evident 
in codified metaphorical extensions, albeit with varying degrees of idiomaticity – 
from the awkward and syntactically incorrect comment back to (for ‘reply’) in (17) 
to the very idiomatic drive apart in (18). In only a single instance is the choice of 
particle completely inappropriate in that it conveys the opposite sense of the 
verb: bring apart in (19), where the writer varies the lexis through altering the 
particle rather than the verb. 

(17) Gabriel blushes and feels he had made a mistake. He does not comment 
back to, he tries to pretend like nothing by kicking of his goloshes. 
(UO1002) 

(18) One can say that the absense of dreams and imagination drive people 
apart. (UO1085) 

(19) Instead of bringing us apart, this technology has brought us together. 
(HO10029) 

One reason offered for the purported difficulties L2 learners of English may have 
with PV is their polysemy, and in particular their (sometimes several) figurative 
extensions. We have not investigated the link between conventional appropriate-
ness and metaphoricity beyond presenting aggregate figures and thus cannot 
confirm or reject this supposition on the basis of our material. What we have 
found, however, is that the Norwegian learners represented in our data are adept 
in creating novel metaphors to convey meaning in much the same way as native 
speakers, through established metaphorical extensions of particles. In other 
words, metaphor is an aid rather than a barrier to communication, both in speech 
and writing. 

4.5 Is there a link between divergent phrasal verb usage and 
L1 transfer? 

According to Waibel (2007: 122), it is “obvious that the influence of the native 
language has considerable impact on learners’ performance” related to PV use. 
Specific positive L1 transfer is hard to detect; however, comparisons of the PV 
frequency in learner corpora with different L1s clearly reflect L1 influence. An ex-
ample from Waibel (2007: 85) is learners with a Germanic L1 who have the same 
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frequency of PV production in English L2 as native speakers of English, in con-
trast to learners with other L1s (Romance languages, Japanese, etc.), whose fre-
quency of PV production is much lower. Since Norwegian is a Germanic lan-
guage, the PV pattern is already inherently in place, as indicated in Section 4.1, 
Figure 1 and 2. In addition, many basic verbs and particles with a high frequency 
are both formally and semantically equivalent in Norwegian and English, e.g. 
drink up – drikke opp and fill out – fylle ut. 

For the same reason, negative L1 transfer is most easily detectable in corpus 
data from learners whose L1 has similar verb-particle constructions as in English. 
A number of the divergent PVs in the material have Norwegian structural equiv-
alents which may have affected the learners’ choice, such as (20), where the stu-
dent is talking about teaching practice, which in Norwegian may be expressed as 
gå ut i praksis (lit.: ‘go out in praxis’). 

(20) but (em) .. I'm looking forward to: . going out on . in the next . practice 
period (NO039) 

One PV element where L1 transfer appears to be relevant is the particle away, 
which is also the most frequent particle in novel PVs in the corpus data (see Sec-
tion 4.4). A majority of these occurrences correspond to Norwegian PVs with se-
mantically equivalent verbs and particles (English away = Norwegian bort), e.g. 
dream away – drømme bort (‘daydream; get lost in a dream’), choose away – velge 
bort (‘choose instead of’), promise away – love bort (‘commit/oblige’), learn away 
– lære bort (‘teach’), etc. Such examples indicate that direct PV translation may 
sometimes seem like the most natural choice for learners. Since the probable Eng-
lish lexical target items in most of these instances are not PVs, and/or do not con-
tain the particle away, they are among the most likely cases that show potential 
transfer. However, for most of the divergent PVs no clear lexically and/or seman-
tically equivalent Norwegian PVs can be detected, which means that even poten-
tial influence of the learners’ PV use is difficult to determine. This emphasizes 
that reliable research on L1 influence requires large amounts of data, and trian-
gulation including, for instance, experimental research and comparative re-
search of consistent learners with different L1s, which is beyond the scope of the 
present study. 
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5 Conclusions 

In this chapter, we have presented corpus-based data that contributes to the 
knowledge of PV use by learners of English, by investigating all PVs in two Nor-
wegian learner corpora, NICLE (written) and LINDSEI-NO (spoken). The reason 
for choosing PVs as the focus of investigation is that learners’ mastering of Eng-
lish PVs is generally described as both difficult and problematic, as well as highly 
important for their English language proficiency. 

Our findings challenge the general perception of PVs as a highly problematic 
linguistic structure for language learners. The Norwegian learners’ PV use both 
in spoken and written mode matches the frequency rate of the comparative native 
speaker written corpus, around 50 per 10,000 words (although the frequency in 
NS speech is higher). Divergent usage occurs only in about 10% of the cases 
(which are not all necessarily incorrect; see Section 3.2.2), and here, too, the same 
rate occurs both in speech and writing. In many respects, our findings are also in 
alignment with some previous studies based on the same corpus collection from 
CECL (Waibel 2007; Mondor 2008; Gilquin 2015), which show that the learners’ 
L1 affects the frequency of PV use in learner corpora. Since Germanic languages, 
including Norwegian, have PVs, it will be natural for learners to make use of this 
structure in their foreign language learning (cf. Waibel 2007). 

In order to confirm whether the spoken and written modes actually are as 
similar as the corpus material indicates, the findings related to divergent PVs in 
the present study were also examined by looking beyond the aggregate data to 
consider the learners’ individual use. By adding this statistical perspective, sig-
nificant differences appeared which show that while several written texts contain 
no PVs, those learners who produce divergent PVs in writing often have a rela-
tively high number. On the other hand, all the spoken texts do contain PVs, but 
the divergent PVs in the spoken material are more evenly spread out. Whether 
this is a more general tendency in similar corpora produced by learners with other 
L1s is a question for future research, since at the time there are no parallel studies 
as far as we know. 

Concerning metaphoricity, the results of the present investigation reveal that 
the proportion of metaphorical PVs in the corpus data is considerably higher than 
the proportion of metaphor use in language in general. Metaphorical use of PVs 
is also believed to present a problem for learners, a claim that ostensibly calls for 
studies of correlation between figurative use and divergent PVs. We question the 
empirical basis for the allegation that metaphorical PVs pose difficulties for L2 
language learners, as looking into this research question requires a great deal 
more data than currently exists. It also requires a reliable means of identifying 
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metaphoricity, something that metaphor researchers have only started taking se-
riously in recent years (see e.g. Nacey 2013; Steen et al. 2010). In the absence of 
any clearly explained metaphor identification procedure, it becomes impossible 
to compare results across studies that make claims about PVs and figurative use.  

That said, while this study employed the Metaphor Identification Procedure 
Vrije Universiteit, our exploration of the novel PVs in the learner corpus data 
demonstrates that valuable insight may also be gleaned from analyzing the met-
aphorical status of the individual elements of PVs, rather than following standard 
MIPVU practice that considers PVs as single lexical units. In the case of these ad-
vanced Norwegian learners of English, for instance, we argue that metaphor 
might provide more help than hindrance, as they appear to use conventional met-
aphorical extensions of particle meanings to communicate meaning through 
novel PVs in much the same way as native speakers.  

Potential negative L1 transfer might play a significant role on the use of di-
vergent PVs, but, as mentioned, only a small number of the divergent PVs in the 
data indicate a direct semantic relationship with corresponding Norwegian PVs. 
The use of one specific particle, away, appears as a fairly plausible result of L1 
transfer, and since it is not mentioned in any language guidebooks that we can 
find, it might imply some consequences for the teaching of English, and should 
also inspire further investigation of individual lexical items.  

Finally, the results from this study indicate a need for more commensurate 
findings from other studies examining the use of PVs by other groups of language 
learners, e.g. a comparison of learners with different L1s (or only different Ger-
manic L1s). Since the present study is limited to advanced learners, investigations 
into the use of PVs among younger and/or less proficient learners would also be 
valuable, to add to the present findings. In short, there is still work to be carried 
out. 
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Keiko Tsuchiya 
Conversational gesture corpus analysis 
A method to analyse the strategic use of learners’ gestures in 
paired English conversations 

Abstract: The purpose of this study is to establish the method of conversational 
gesture corpus analysis (CGCA), which integrates multimodal corpus linguistics 
(MCL) with conversation analysis (CA), to investigate Japanese learners’ strategic 
use of gestures in English conversations, especially in ‘repair’ sequences. The 
study compares how Japanese advanced learners of English and basic-level 
learners use hand gestures in pair conversations. CGCA was applied to investi-
gate: (1) the word count and time lengths of speaker turns, (2) the frequency and 
functions of hand gestures, and (3) the use of gestures in repair sequences, com-
paring the two levels. Some differences were observed, i.e. the advanced learners 
self-repaired with metaphoric gestures, while the basic learners other-repaired 
with iconic gestures. The method made it possible to gain an overview of a global 
pattern of the temporal relationship between speech and gestures from which 
specific cases were selected for micro-analysis. 

1 Introduction 
Spoken corpus linguistics has two subcategories: monomodal spoken corpus 
analysis, focusing on “spoken language description”, and multimodal spoken 
corpus analysis, which examines “alignments between language and hand ges-
tures” in reference to other modes, such as head nods and prosody (Adolphs & 
Carter 2013: 2). This chapter addresses the latter. Knight (2011: 204) defines a mul-
timodal corpus as: 

a linguistic corpus which presents records of interaction in different data streams within 
the corpus interface, integrating and aligning video and audio records alongside the more 
traditional text-based transcripts. 

The approach of multimodal corpus linguistics (MCL) has been applied in recent 
spoken corpus studies (Adolphs & Carter 2013; Adolphs, Knight & Carter 2011; 

|| 
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Baldry & Thibault 2006; Knight 2011; Knight et al. 2009; Tsuchiya 2013). Baldry 
and Thibault (2006) develop a multimodal concordancing system to analyse gaz-
ing in TV car advertisements. Knight et al. (2009) investigate depths of head nods 
in relation to the degree of agreement. Adolphs, Knight and Carter (2011) report 
their experiments on ‘heterogeneous’ and ‘ubiquitous’ multimodal corpora, 
which include data from SMS (short messaging service) and GPS (global position-
ing system) to capture everyday communication. Knight (2011) focuses on the col-
locations between gestures and utterances in conversation.  

Similarly to Knight (2011), Tsuchiya (2013) investigates the temporality of the 
use of hand gestures and head nods in listenership in reference to turn-taking 
patterns in intercultural encounters. For the analysis, a time-aligned corpus was 
developed, which aligns utterances and two other modes, hand gestures and 
head nods, on a timeline (see Section 3 for the detail of the methodology). On the 
basis of Tsuchiya (2013), the current study aims to establish the methodology of 
a conversational gesture corpus analysis (CGCA), to which both the temporality 
and the types of hand gestures are annotated in alignment with spoken language 
for the multimodal analysis of the learner interactions. A small-scale multimodal 
corpus was developed to compare hand gestures of advanced-level Japanese 
learners of English in a pair conversation with basic-level counterparts. Through 
the observation of the current data, I decided to focus on hand gestures in ‘repair’ 
sequences. Repair is defined by Schegloff (2007: 101) as “efforts to deal with trou-
ble-sources or repairables – marked off as distinct within the ongoing talk” (see 
Section 2.2 for the review of repair strategies) and a central concept in ethno-
methodological conversation analysis (CA). The methods of CA enable research-
ers to “describe the underlying social organization – conceived as an institution-
alized substratum of interactional rules, procedures, and conventions – through 
which orderly and intelligible social interaction is made possible” (C. Goodwin & 
Heritage 1990: 283).  

The main purpose of this study is to establish the research methodology of 
CGCA, which integrates MCL with CA, to investigate how Japanese learners stra-
tegically use gestures in a dyad English conversation, especially in repair se-
quences. I assume that Japanese learners of English with different English profi-
ciency levels might use gestures with different functions to establish and 
maintain the interactions. Three research questions are addressed here: (1) are 
there any differences in the word count and length of speaker turns between the 
two pairs?, (2) how many and what kind of hand gestures do the learners use in 
the conversations, and are there any differences between the two levels?, and (3) 
how do these hand gestures relate to their repair strategies? The size of the corpus 
for the case study is quite small and the number of words in each conversation is 
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less than 500. However, it contains the descriptions of the use of hand gestures 
and repair strategies, which are aligned with spoken language on a timeline. This 
corpus design allows the researcher to conduct both quantitative and qualitative 
analyses of the interactions.  

Multimodality has also been of interest to discourse analysts since the 1980s 
(C. Goodwin 1981; M. Goodwin & C. Goodwin 1986; Jewitt & Jones 2008; Kress 
2011; Norris 2008; O’Halloran 2011; van Leeuwen & Jewitt 2001). Recent studies 
include analyses of gaze, posture and gesture produced by: a teacher in the class-
room (Jewitt & Jones 2008); an owner-worker interaction at the office (Norris 
2008); and politicians’ talks in a television debate (O’Halloran 2011). Three differ-
ent approaches in multimodal discourse analysis are summarised by Jewitt 
(2009: 8–13): social semiotic multimodality (Kress 2011; Kress & van Leeuwen 
2001; van Leeuwen 2005), systemic-functional multimodal discourse analysis 
(O’Halloran 2008; O’Halloran 2011; O’Toole 1990), and multimodal interactional 
analysis (C. Goodwin 1981; M. Goodwin & C. Goodwin 1986). Social semiotic mul-
timodality places emphasis on a sign-maker as a social actor, while systemic-
functional multimodal discourse analysis derives from Halliday‘s (1978) systemic 
functional linguistics and focuses on “the meaning potential of semiotic re-
sources” in a particular context (O’Halloran 2008: 444). Multimodal interactional 
analysis maintains Goffman’s (1955) social interactional theory. This study fits in 
with the third approach since how learners represent themselves in the interac-
tions is considered in the discussion (see Section 5.2). 

2 Describing gestures in conversation 
This section provides a literature review on two themes relevant to the present 
study: how hand gestures have been examined in terms of their temporality with 
words, and how hand gestures in repair sequences have been described in exist-
ing studies.  

2.1 Gesture – its categorisation and temporal relationship 
with words 

Previous studies on hand gestures, especially focusing on their temporal relation-
ship with speech sounds will be reviewed in this sub-section. There are many 
ways to categorise gestures, but three frameworks in McNeill (1992) and more re-
cent studies of learners’ gestures by Alibali and her colleagues (Alibali & Kita 
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2010; Alibali & Nathan 2012; Goldin-Meadow & Alibali 2013) are particularly rel-
evant to the present study.  

Based on the definitions of manual movements in talk in McNeill (1992), 
Goldin-Meadow (1999: 422) describes four functions of hand gestures: 
1. ‘Iconic’ gestures transparently capture aspects of the semantic content of 

speech. 
2. ‘Metaphoric’ gestures are like iconics in that they are pictorial; however, the 

pictorial content is abstract rather than concrete. 
3. ‘Beat’ gestures look as though they are beating musical time. 
4. ‘Deictic’ or pointing gestures indicate entities in the conversational 

space, but they can also be used even when there is nothing to point at. 

Using this categorisation, Adolphs and Carter (2013), for example, identified the 
use of gestures in a particular context, i.e. the frequent use of beat gestures in 
lectures.  

McNeill (1992) distinguished two types of iconic gestures which reflect a nar-
rator’s different viewpoints: a ‘character view point’ (C-VPT) gesture, which “in-
corporates the speaker’s body into the gesture space” (McNeill 1992: 119), and an 
‘observer view point’ (O-VPT) gesture, which “excludes the speaker’s body from 
the gesture space and his hands play the part of the character as a whole” 
(McNeill 1992: 119). Based on McNeill (1992), Beattie, Webster and Ross (2010) fo-
cused on the relationship between listeners’ attention and speakers’ use of ges-
tures, analysing listeners’ fixations of eye movements in relation to speakers’ use 
of shorter/longer C-VPT gestures and O-VPT gestures, finding that fixation was 
observed more frequently when the speaker used a shorter C-VPT gesture, which, 
thus, is considered to be more effective and communicative than other forms of 
gestures. In the analysis of the current study, the two types of iconic gestures, C-
VPT and O-VPT, and the use of gestures to construct interactions between a 
speaker and a listener are considered.  

In terms of the process of producing a gesture, within a single movement of 
a hand gesture, McNeill (1992: 25) defined three phases based on Kendon (1980): 
‘onset’ (“preparation for the gesture”), ‘stroke’ (“the main part of the gesture”) 
and ‘retraction’ (“the return of the hand to quiescence”). Stroke is obligatory 
while the other two phases, onset and retraction, are optional, depending on the 
position of the interlocutor’s hands at the commencement of the movement. The 
temporal relationship between speech and accompanying speech gestures have 
been one of the central issues in the discussions in psychology. Among the pre-
vious studies of pragmatic and cognitive relations between gesture and speech, 
Butterworth and Hadar (1989) report the relationship between word retrieval and 
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an iconic gesture. Chui’s (2005) analysis of the use of iconic gestures in Chinese 
conversations revealed that hand movements tend to start prior to the ‘affiliated 
words’ in non-fluent speech, but the percentage of the occurrences decreases in 
fluent speech. More recently, Loehr (2012) examined the synchrony of gesture 
and intonation, finding the alignment of gesture with tones and intermediate 
phrases, which, thus, indicates a close relationship between gesture and cogni-
tive/pragmatic structures. 

The roles of gestures in children’s learning stages have also been investigated 
(Goldin-Meadow & Alibali 2013). In the field of developmental psychology, 
Church and Goldin-Meadow (1986) investigate (mis-)matching between gesture 
and speech according to the stages of cognitive development of children by con-
ducting the experiments using a conservation task. Their study reveals that the 
number of gesture-plus-speech explanations slightly decreases as children get 
older, and children’s use of discordant explanations (gesture expresses different 
information from that contained in speech) indexes inconsistency in their 
knowledge (judgement and explanations). Alibali and Kita (2010) also investi-
gated gestures of children in conversation tasks and recognised the use of ges-
tures when describing perceptual information. Alibali and Goldin-Meadow 
(1993), on the other hand, analysed children’s use of gestures when solving math 
problems and found that children who used gestures learned better than the ones 
who did not. In a more recent study, Alibali and Nathan (2012: 277) examined 
gestures of learners and teachers in math classrooms, identifying three gestures 
used in the context: 
1. pointing gestures reflect the grounding of cognition in the physical environ-

ment, 
2. representational (i.e., iconic and metaphoric) gestures manifest mental sim-

ulations of action and perception, and  
3. some metaphoric gestures reflect body-based conceptual metaphors. 

These findings significantly benefit the current study. However, there are two as-
pects which are missing in the existing studies: (1) gestures tend to be analysed 
focusing only on speakers by collecting gestures in relatively short isolated in-
stances, i.e. analysing a speaker’s pointing gesture which reflects his/her cogni-
tion of the physical environment without considering a subsequent response 
from a listener, and (2) gestures used by learners of a second or additional lan-
guage are not targeted in most studies. There is a limited number of studies which 
have examined gestures in language learners (see a review of those studies in the 
following section), but the collaborative use of gestures between interlocutors in 
relation to their proficiency levels is rarely focused on.  
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2.2 Gestures in repair sequences 
Schegloff, Jefferson and Sacks (1977: 364–365) identify four types of repair: self-
initiated self-repair (SISR), other-initiated self-repair (OISR), self-initiated other-
repair (SIOR), and other-initiated other-repair (OIOR). Applying the notion of re-
pair and the four categories, several studies address the question “how do inter-
locutors use gesture (gesticulation) when some problems, in other words ‘trouble 
sources’ (Schegloff 2007), occur in the ongoing conversation?” M. Goodwin and 
C. Goodwin (1986) analyse gaze, hand gestures and facial expressions in “the ac-
tivity of searching for a word”, which can be regarded as a repair, describing the 
coordination of these modes as shown in Figure 1. Speaker A is searching for a 
more precise word to describe the place than the word bunks. A vertical line above 
the words indicates A’s gaze to B, which first appears the moment A says in the, 
and the second one starts during the pause (the conventional symbols ‘-’ and ‘+’ 
indicate the length of the pause in the example), continuing while A is uttering 
in the room. The underlined word is uttered with emphasis.  

 
 
    
                                         
A: We have the top bunks y’know in the um, (----------+-----) in the room? 
                                                    
B:                    

 
Fig. 1: Repair example adapted from M. Goodwin & C. Goodwin (1986: 31). 

The example transcription depicts A’s facial expression ‘thinking face’, which is 
co-produced with um, initiating the pause. A hand gesture was produced during 
the pause before the utterance in the room. B’s head nods can be interpreted as 
an acknowledgement token that expresses B’s adequate understanding of what 
A is trying to say although it is used before A provides the alternative phrase in 
the room. A’s hand gesture, which is used during the pause with turning to B, is 
also taken as a meaningful action, which can be interpreted as a request for B’s 
aid in the search. C. Goodwin (1981: 142) also identified the use of a lengthening 
sound to initiate a SISR: a speaker tends to produce prolongation of the sound of 
the last word until regaining the recipient’s gaze, which can be “a repair initiation 
signalling, and preparing for, the upcoming restart”. 

thinking face 
hand gesture 

B nods 
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Gestures in repair sequences in a second language (L2) setting are examined 
in Olsher (2004). His study investigates the use of hand gestures in L2 talk among 
Japanese learners of English in a classroom, focusing on ‘embodied completion’ 
which refers to “ceasing to talk and completing the action that had been initiated 
by the partial turn through gesture or embodied display” (Olsher 2004: 221). 
Olsher (2004: 243) regards the use of embodied completion as a demonstration of 
language learners’ skills to successfully achieve mutual understanding and de-
velop sequences of talk in action rather than a “limitation” or “failure”. However, 
the relationship between the use of embodied completion and learners’ language 
ability in L2 is not fully explored in his study. 

Another study of gestures in L2 (English) conversations in relation to repair 
is reported in Seo and Koshik (2010). They examined gestures which were used to 
initiate repair in tutorials between a native speaker tutor and a non-native 
speaker tutee (a native speaker of Korean). In their study, two distinct gestures, a 
head poke and a sharp head tilt/turn, are recognised as repair initiators, which 
sometimes accompany verbal repair initiators, such as They’re what? (Seo & Ko-
shik 2010: 2222). Their analysis identified that this practice is shared between 
both native tutors and non-native tutees.  

Hosoda (2006) also focuses on the use of repair in Japanese conversations 
between native (Japanese as a first language, JL1) and non-native speakers of Jap-
anese (Japanese as a second language, JL2) in casual settings in relation to their 
(dis-)orientation to differential language expertise. In her JL1-JL2 conversation 
data, the JL2 speakers have an “apparent problem of producing a single lexical 
item” (Hosoda 2006: 37), which is often repaired by the JL1 speakers. Hosoda 
(2006: 38) also introduces ‘the repair sequence format’ (RSF) with repair observed 
in her data: 
–  Turn 1 (T1) Talk that contains a reparable item 
–  Turn 2 (T2) Other-initiation (OI) of repair 
–  Turn 3 (T3) Attempt at self-repair (SR) 
–  Turn 4 (T4) Other-repair (OR) 
–  Turn 5 (T5) Acceptance of OR in the form of repetition 
–  Turn 6 (T6) Return to main sequential action 

Hosoda (2006) found that the explicit other-initiation of repair, such as the Japa-
nese phrase shiranai (“I don’t know [the word]”), is distinct in the JL1-JL2 conver-
sations, which is rarely observed in L1 conversations. The JL1 speakers orient to 
their language ‘expert’ role by taking up the JL2 speakers’ repair-initiation, while 
the JL2 speakers take their ‘novice’ role to accept the repair and repeat the sug-
gested word by the JL1 speakers. However, a multimodal analysis of the use of 
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hand gestures is limited in her study. Taleghani-Nikazm (2015: 86) conducted a 
single case analysis of a natural group conversation by L2 learners of German, 
finding that pointing gestures are used when the speakers offer missing words for 
others and a particular gesture is observed, when a speaker signals their engage-
ment in the activity of word search and simultaneously requests ‘recipient collab-
oration’ with other-repair (Taleghani-Nikazm 2015: 98). Her study includes the 
aspects of multimodality, but it is a single case study and the relationship be-
tween the learners’ use of gestures and their proficiency is not addressed. 

To fill the gap, the current study attempts to establish a methodology to ana-
lyse how Japanese learners of English use gestures in a longer interaction se-
quence in a dyad interaction, focusing on practices of repair, comparing English 
conversations of an advanced-level pair and a basic-level pair using CGCA. 

3 Research data and methods  
For the analyses of the current study, two five-minute-long pair conversations in 
English as a L2 were recorded at a university in Japan, one of which is carried out 
by a pair of advanced learners (B1 in CEFR) and the other by basic-level learners 
(A2). All four participants were second-year Japanese students in engineering 
and science departments. These two pairs were enrolled in different classes of the 
English communication programme at the university according to their profi-
ciency levels. The advanced-level pair consists of Sota (male) and Kazu (male) 
and the basic-level pair Yuri (female) and Koji (male). These names are pseudo-
nyms. The participants in each pair had known each other for the period of their 
English class (i.e. four months at the time of recording), although they met only 
in the English class twice a week. Both pairs were asked to talk about their plan 
for the coming summer holidays in the conversations, which were conducted as 
practices for the oral test of the English programme. They were given five minutes 
preparation time before they started the conversations.  

The two data sets were compared in terms of word count, speaker turns, and 
speaking time in order to gain an overview of the interaction in each pair. I define 
‘speaker turns’ to consist of more than or equal to three words. The speaking time 
lengths are calculated for the quantitative analysis using the time-aligned tran-
scripts. Frequency and functions of gestures and repair strategies were also ana-
lysed both in quantitative and qualitative approaches. using a method that I call 
‘conversational gesture corpus analysis’ (CGCA), which was developed on the ba-
sis of the time-aligned multimodal corpus (for a detailed description of this type 
of corpus, see Tsuchiya 2013). CGCA consists of two steps:  
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1. The transcribed data of the participants’ utterances and gestures are stored 
in a multimodal corpus for the quantitative analysis (i.e. word count and 
speaking time length). The time-aligned scripts visualise participants’ utter-
ances and gestures on a timeline (in seconds) to capture longer sequences in 
interaction with multimodal features, which enables researchers to identify 
interesting areas for micro-level investigation.  

2. The targeted instances identified in the previous stage, i.e. hand gestures in 
repair sequences in this study, are extracted and analysed with the temporal-
ity and functions of gestures in detail with Praat and the video images, ap-
plying a conversation analytic approach.  

The functions of gestures were annotated by referring to McNeill (1992) and 
Goldin-Meadow’s (1999) classification. Although there are some instances for 
which it is difficult to distinguish whether they are ‘beat’ or ‘metaphoric’ gestures 
in the current data, I decided to label the gestures apparently rhythmic without 
any representational functions as ‘beat gestures’, and those representational, or 
both rhythmic and representational (the ambiguous cases), as ‘metaphoric ges-
tures’. 

Each participant’s utterances and gestures were transcribed and time-
stamped using the software package Transana version 2.12 (Fassnacht & Woods 
2002) and combined as time-aligned transcripts on the second time scale as 
shown in Table 1. The first column in Table 1 is the timeline in seconds (the last 
two digits are the seconds). Sota’s gestures and utterances appear in the second 
and third columns. In the third and fourth columns, Kazu’s gestures and utter-
ances are aligned (HN indicates his use of headnods although the primary focus 
is placed on hand gestures in this chapter. MG indicates a metaphoric gesture. I 
added the words which are accompanied by the gestures in brackets). In the last 
column, I annotated instances of ‘repair’, SISR (self-initiated self-repair), for ex-
ample. 
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Tab. 1: Time-aligned transcript of Extract 1; the beginning of the advanced-level conversation.  

Time(sec) Sota 
Gesture 

Sota  
Transcription 

Kazu Ges-
ture 

Kazu Transcription Repair

00: 00: 17 HN Mhm.   Er but er I could= can’t study 
abroad in next seme= next se-
mester(.) <$E> laugh </$E> Er: be-
cause I fail the= 

  

00: 00: 18           
00: 00: 19           
00: 00: 20     MG (fail)     
00: 00: 21 HN         
00: 00: 22           
00: 00: 23 HN         
00: 00: 24           
00: 00: 25           
00: 00: 26 HN |Yeah. MG (inter-

view test) 
|interview tests. Erm so er I have 
many choices now er such as er 
entering another university+ 

  

00: 00: 27           
00: 00: 28           
00: 00: 29           
00: 00: 30           
00: 00: 31           
00: 00: 32 HN         
00: 00: 33           
00: 00: 34           
00: 00: 35           
00: 00: 36           
00: 00: 37 HN Mhm.   +or studying abroad in (.) a new 

(.) |term. 
  

00: 00: 38           
00: 00: 39           
00: 00: 40           
00: 00: 41     MG (new 

term) 
  SISR 

00: 00: 42           
00: 00: 43   |New term?       

 EBSCOhost - printed on 2/9/2023 10:34 PM via . All use subject to https://www.ebsco.com/terms-of-use



 Conversational gesture corpus analysis | 447 

  

When hand gestures are analysed here, time spaces between movements are 
counted based on the methodology established in Tsuchiya (2013). If there are 
several hand gestures within one second, they are counted as a hand gesture 
since the timeline in seconds was applied to the time-aligned transcripts. If a 
hand gesture is continuously used for more than a second, this gesture is divided 
into two gestures according to the time scale. By doing so, the time-aligned 
scripts visualise the multiple participants’ utterances and gestures in a timeline 
and capture a longer sequence in interaction (see Table 1). This enables research-
ers to identify interesting areas for further investigation with a micro-level anal-
ysis.  

Annotations of repair strategies were added manually to the transcripts. The 
timing of a gesture in a repair sequence was also visualised using a phonetic anal-
ysis tool, Praat version 5.3.83 (Boersma & Weenink 1992–2014), for the micro-
analysis of the temporality of linguistic and gestural features in repair. Thus, the 
combination of the global pattern analysis with the time-aligned corpus and the 
micro-level analysis with a conversation analytic approach is the novel aspect of 
the present approach. 

4 Results 
This section reports the results of the comparative analysis between the ad-
vanced-level pair conversation and the basic-level counterpart from three as-
pects: (1) their interactional patterns (numbers of turns and words), (2) the num-
ber of hand gestures in repair sequences, and (3) the timing of hand gestures in 
repair.  

4.1 Numbers of turns and words in the conversations  
Numbers of turns, words, and speaking time of each participant in the two pairs 
are summarised in Table 2. Sota and Kazu formed the advanced-level pair. The 
total word count in the five-minute conversation is 486, which is slightly greater 
than that of the basic-level pair (427 words). Sota in the advanced-level pair took 
six turns and spoke for two minutes 44 seconds in total. His average speaking 
time per turn is 27 seconds, which is about 10 seconds longer than that of his 
conversation partner, Kazu, who had more turns than Sota (8 compared to 6). The 
numbers of turns of the two participants in a pair are not equal since I counted 
an utterance with more than three words as a turn and excluded response tokens, 
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such as yeah and mhm, since, if I include them, it affects the average length of 
turns.   

Tab. 2: Numbers of turns, words and speaking time of the advanced- and basic-level pairs.  

    Speaking time Speaker turn Word 
count 

Average speaking time per turn

Advanced Sota 0:02:44 6 279 0:00:27 
Kazu 0:02:06 8 207 0:00:16 
Pause 0:00:10 - - -

  Total 0:05:00 14 486 -
Basic Yuri 0:02:29 20 239 0:00:07 

Koji 0:01:52 9 188 0:00:12 
Pause 0:00:39 - - -

  Total 0:05:00 39 427 -

The conversation of the basic-level pair includes more pauses (39 seconds in to-
tal) than the advanced pair (10 seconds). Unequal participation between the par-
ticipants in the basic-level pair is more obvious than for the advanced pair. Yuri 
dominates the interaction, taking 20 turns and speaking for two minutes and 29 
seconds in total, while Koji takes turns only nine times and speaks for less than 
two minutes in total. The average speaking time lengths of both participants in 
the basic-level group are shorter than those of the advanced-level pair.   

The results from the quantitative analysis using the CGCA method indicate 
that there are differences in the two pairs in their turn-taking patterns: the ad-
vanced-level pair has fewer and longer speaking turns than the basic-level pair. 
The two participants in the advanced-level pair show a comparative amount of 
contribution, whereas asymmetrical participation and more pauses are recog-
nised in the conversation of the basic-level pair.  

4.2 Numbers of hand gestures in repair sequences  
For comparison, occurrences of hand gestures by each participant are counted 
and summarised in Table 3, classified into the four functions. The total number 
of the instances of gestures in the advanced-level pair conversation is 74, which 
is more than that of the basic-level pair (55 instances in total). Sota in the ad-
vanced-level pair uses gestures about six times more than Kazu. Most of Kazu and 
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Sota’s gestures are classified as metaphoric gesture. However, Sota also uses 
iconic gestures and deictic gestures. 

Tab. 3: Frequency of gestures per function. 

    IG MG BG DG Total

Advanced Sota 8 54 0 1 63 
Kazu 0 9 2 0 11

  Total 8 63 2 1 74
Basic Yuri 18 8 0 5 31 

Koji 7 9 0 8 24
  Total 25 17 0 13 55

Note: IG = iconic gesture, MG = metaphoric gesture, BG= beat gesture, DG = deictic gesture 

Fewer occurrences of gestures were observed in the conversation of the basic-
level pair: Yuri uses gestures 31 times in total and Koji 24 times. The advanced- 
and basic-level learners seemed to use gestures for different functions. Meta-
phoric gestures are used most frequently (63 times) in the conversation of the ad-
vanced pair, while in the basic-level pair, iconic gestures (25) are used more than 
metaphoric gestures (17). Another difference is that the use of deictic gestures is 
limited in the advanced-level pair (only once), whereas the basic-level pair con-
versation includes 13 occurrences of deictic gestures. This point will be investi-
gated further in Section 4.2 in relation to repair strategies. 

The number of the occurrences of repairs in the two pairs is shown in Table 
4. To analyse the relationship between the use of the four types of repair strate-
gies and functions of co-occurring gestures, the number of the gestures and their 
functions is indicated in brackets (see Table 4). In most cases, the participants 
repair verbally by speech with support of visual hand gestures. There is, however, 
one instance where a gesture is produced during a silent pause without any ac-
companying speech and at the same time initiates an other-repair1. 

|| 
1 On this point, I would like to thank members of the ICAME35 audience for their valuable feed-
back. 
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Tab. 4: Frequency of repair instances with gestures. 

    SISR SIOR OISR OIOR Total

Advanced Sota 7 (7MG) 0 0 0 7 
Kazu 2 (2MG) 0 0 0 2 
Total 9 0 0 0 9

Basic Yuri 5 (3IG, 2MG) 0 1  
(w/o HG) 

0 6

 
Koji 7 (3DG, 2MG, 2IG) 2 (1IG, 1DG) 0 0 9

  Total 12 2 1 0 15
Total   21 2 1 0 24

Note: Acronyms are used to express the four repair strategies (SISR = self-initiated self-repair, 
SIOR = self-initiate other-repair, OISR = other-initiated self-repair, and OIOR = other-initiated 
other-repair) and the four functions of gestures (MG = metaphoric gesture, IG = iconic gesture, 
BG= beat gesture, DG = deictic gesture). The acronym, w/o HG, indicates an instance of repair 
without any hand gesture. 
 
In the advanced-level pair, nine instances of SISR with metaphoric gestures were 
observed. Sota initiates and self-repairs seven times, which is three times more 
than that of Kazu. All the trouble sources were single lexical items that they had 
some difficulty to produce in English. The conversation of the basic-level pair in-
cludes more occurrences of SISR than the advanced-pair conversation: Koji self-
repaired seven times and Yuri five times. The other difference is the variety of the 
co-produced gestures in the basic-level pair: iconic gestures (five times) are more 
frequently observed in repair sequences than metaphoric gestures (four times) 
and deictic gestures (three times). Koji, the trouble source speaker, also initiates 
other-repair twice, once with an iconic gesture and the other time with a deictic 
gesture, both of which were repaired by Yuri (SIOR). Only one occurrence of OISR 
without hand gestures was observed in the basic-level pair, which was initiated 
by Yuri to repair a repairable that she recognised in Koji’s previous utterance. 
This is the only occurrence of the participants in the basic pair repairing the con-
tent rather than single-word lexical items. 

4.3 Timing of hand gestures in repair sequences 
The temporal relationship between speech and accompanying hand gestures in 
the repair sequences will be investigated further through the qualitative analysis 
in this sub-section. As examined in Section 4.2, metaphoric gestures were ob-
served in the course of SISR in the advanced-level pair conversation. Extract 1 is 
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such an example where hand gestures are co-produced with speech as a repair 
initiation. Extract 1 is the beginning of the conversation, and before this part, Sota 
first asks Kazu about his plans for the summer holidays. Then Kazu starts talking 
about his plan – to study English in order to join a study abroad programme – 
providing some reasons. From 00:00:17 to 00:00:37, Kazu says that he planned 
to study abroad from the next semester but he failed the interview test, and he 
mentions some other alternatives he could take. Sota inserts continuer response 
tokens twice: yeah at 00:00:26 and mhm at 00:00:37. At 00:00:37, Kazu produces 
a metaphoric gesture with the word new before uttering the missing word term, 
which is followed by a request for confirmation by Sota in line 00:00:43: new 
term?  

Extract 1: Kazu’s SISR with metaphoric gesture in the advanced-level pair.2 

00: 00: 17  Kazu  Er but er I could= can’t study abroad in next seme= next semes-
ter (.) <$E> laugh </$E> Er: because I fail the+ 

00: 00: 26 Sota  |Yeah. 
00: 00: 26 Kazu  |interview tests. Erm so er I have many choices now er such as er 

entering another university+ 
00: 00: 37 Sota  Mhm. 
00: 00: 37 Kazu  +or studying abroad in (.) er new (.) |term.  

<$E> MG by Kazu </$E> 
00: 00: 43 Sota                                                                       |New term? 

 
A detailed description of the organisation of Kazu’s gestures and the associated 
words in Extract 1 is provided in Figure 2.1. Kazu starts the gestures during the 
short pause before new, which is indicated as ‘onset’ in Figure 2.1, referring to the 
three phases of a gesture defined by Kendon (1980) and McNeill (1992) (see Sec-
tion 2.1). As shown in Figure 2.2, Kazu lowers his right hand from his neck, where 
he rests the hand, towards the desk in front of him as he looks down, and slides 
his hand quickly from his left to right with his palm open twice while he utters 
new, which is prolonged slightly, similarly to “the activity of searching for a 
word” that M. Goodwin and C. Goodwin (1986: 56) find (see Section 2.2). Then he 

|| 
2 The plus symbol + indicates a continuous sentence and the equal symbol = signals an unfin-
ished sentence. <$G?> indicates inaudible sounds and | indicates overlap between a previous 
speaker and a following speaker. <$E>…</$E> shows extralinguistic information including 
laughter, cough and notes, and <$H>…</$H> appears where the accuracy of the transcription is 
uncertain. (2.0) indicates an interval between utterances (2 seconds in this case) and (.) indicates 
a very short untimed pause. An arrow () at the beginning of a line indicates that the line is 
particularly important for CGCA. 
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stops the movement of the stroke and rests his right hand with his palm open on 
the desk and, after another short pause, he utters term, looking at Sota at the 
same time. I take this as an action of searching for a word and SISR. When Kazu 
cannot say the word term immediately, he takes a pause, produces the hesitation 
marker er, and lengthens the sound of the precedent word new with the sliding 
hand gesture, which seems to function as a repair initiation. After the hand ges-
ture, he utters the missing word term. 

 

Fig. 2.1: Timing of Kazu’s metaphoric gesture. 

 

Fig. 2.2: Kazu’s metaphoric gesture. 

Extract 2 is a second example of metaphoric gestures in particular observed in the 
advanced-level pair. Here, responding to Kazu’s question, Sota starts talking 
about his plans for the summer holidays at 00: 01: 22. Then he explains why he 
has to study hard, referring to his future career and his intention to change his 
course. At 00: 01: 50, while he is listening to Sota, Kazu produces a short and 
shallow head nod, which functions as a continuer response token. 
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Extract 2: Sota’s SISR with metaphoric gesture in the advanced-level pair. 

00: 01: 21 Kazu  And you? 
00: 01: 22 Sota   Erm: so: I will study hard too so: er: so because= this is be-

cause so: actually I want to be a <$E> occupation </$E> in the 
future so er: so: ne= next year so I want to= I want to change 
my course from er: <$E> course name </$E> er: <$E> course 
name </$E> ah? <$E> course name </$E> to erm this <$E> a 
course name </$E> course. So: erm so:+ 

00: 01: 50 Kazu  <$E> Kazu gives a short shallow headnod </$E> 
00: 01: 54 Sota → +the er: so er exam? exam? or er the requirement+ 

<$E> MG by Sota </$E> 
00: 02: 02  Kazu  <$E> Kazu gives a short shallow headnod </$E> 
00: 02: 03  Sota  +is the= er so taking= taking= er: TOEFL iBT scores  

over 48. So er I= so I= I studied= erm so for iBT. 
 

At 00: 01: 54, Sota tries to explain the requirements he needs to meet in order to 
transfer from the current course to the course he wishes to join. Sota, however, 
has some difficulty in uttering the word requirement at first, and initiates a repair 
sequence by uttering the alternative word exam twice with a rising tone, inviting 
a repair from Kazu. The practice of the repetition of the marked word is also re-
ported in Hosoda (2006) in her Japanese conversation data. However, Kazu keeps 
looking away and does not co-operate in Sota’s activity of searching for a word, 
so that Sota then self-repairs, uttering the missing word requirement. This is an-
other example of an activity of searching for a word and SISR. 

 

Fig. 3.1: Timing of Sota’s metaphoric gesture. 
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Fig. 3.2: Sota’s metaphoric gesture. 

Before the repair sequence, Sota has joined his hands in front of him, lifting them 
from the desk at a lower position (Figures 3.1 and 3.2). At 00: 01: 54, he looks 
down and lifts both of his hands slightly with his palms open and circulates them 
several times from the bottom to the top one after another in coordination as if he 
was drawing a small circle with both hands in the air. This hand gesture contin-
ues while he is producing hesitations, such as a prolonged erm and so before he 
utters the word exam. When he utters e= exam twice with the hesitation e=, he 
stops moving his left hand around his chest and rotates only his right hand twice, 
synchronising with the sounds of the two instances of the word e= xam. He then 
stops the movement of his right hand shortly with his palm facing upwards when 
he pronounces the nucleus of the word exam (/igzǽm/) with emphasis, simulta-
neously looking at Kazu briefly. Then he produces the same circular hand ges-
tures now with both hands and utters the missing word requirement, turning to 
Kazu, which is followed by Kazu’s short and shallow head nod to express his 
acknowledgement. During the five-minute conversation, Sota frequently uses 
hand gestures, especially the circulation gesture with both hands.  

As described above, the participants in the conversation of the advanced pair 
produce metaphoric gestures in the sequences of SISR. In some instances, Sota 
attempts to initiate other-repair. In other words, Sota requests language support 
from Kazu, which is similar to the request of recipient collaboration (Taleghani-
Nikazm 2015, see Section 3.2), but it is not taken up by Kazu, who seems to avoid 
the ‘language expert’ role in the interaction. 

In the conversation of the basic-level pair, iconic gestures and deictic ges-
tures are also produced in the course of repair activities. Extract 3 includes an 
occurrence of Yuri’s iconic gestures in SISR. At 00: 02: 52, Yuri started talking 
about her summer holiday plans, saying yeah this summer vacation I will go 
hometown in <$E> city name </$E>, which is followed by Koji’s continuer re-
sponse token un un at 00: 03: 01 with head nods.  
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Extract 3: SISR with iconic gestures in the basic-level pair. 

00: 02: 52 Yuri  Yeah this summer vacation I will go hometown in  
<$E> city name </$E>. 

00: 03: 01 Koji  Un un. <$E> head nods </$E> 
00: 03: 02 Yuri →  So I and my mother go= we will go shopping. Maybe. 

<$E> DG and IG by Yuri </$E> 
 

When Yuri says I and my mother, she produces two deictic gestures, first pointing 
herself on the chest at the timing when she says I and the front with her right 
hand with palm open, synchronously uttering the words my mother. Then she 
first says the verb go without will, but recognises the error and self-repairs imme-
diately. At the same time, she uses iconic gestures, which are depicted in Figures 
4.1 and 4.2.  

 

Fig. 4.1: The timing of Yuri’s iconic gesture. 

 

Fig. 4.2: Yuri’s iconic gesture. 

When Yuri says go=, she joins her hands at a lower position with her index fingers 
up and moves both hands forward to describe the action of her and her mother, 
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expressed by her two index fingers, going to the shopping site together. This 
iconic gesture is an O-VPT gesture since the gesture describes the movement from 
an observer’s view point (McNeill 1992). Yuri repeats the gesture when she self-
repairs. Yuri also produces a different iconic gesture when she utters the word 
shopping: she swings her arms slightly several times as if she was walking, which 
is a C-VPT iconic gesture. As described here, a sequential use of iconic and deictic 
hand gestures was observed in her speaker turns (also see Table 3 in Section 4.2). 
Thus, the basic-level learners use more deictic gestures to refer to themselves or 
others in the conversation. 

Koji also produces hand gestures frequently in the basic-level pair conversa-
tion. An instance of Koji’s deictic gesture is observed in Extract 4. Before this ex-
tract, Koji talks about his plan to go camping in summer with his friends who are 
members of a university club he joined. At 00: 04: 10, Yuri asks whether he is 
going to have a barbecue at the camp. 

Extract 4: SISR with deictic gesture in the basic-level pair. 

00: 04: 10 Yuri  Will (.) you (.) do barbecue?   
00: 04: 15 Koji  Barbecue (.) oh I= (.) | ee: 
00: 04: 18 Yuri                                          | Maybe?  
00: 04: 19   Pause (3.0) 
00: 04: 20 Koji  This cir= I belong circle <$E> DG by Koji </$E> is= ee: 
00: 04: 25   Pause (3.0) 
00: 04: 28 Koji    =Did <$E> MG by Koji </$E>  barbecue in (.) summer camp ee: 

MAITOSHI. <$E> In Japanese (every year) </$E>  <$E> laugh 
</$E> 

00: 04: 33 Pause   (1.0) 
00: 04: 34 Yuri  Every year.  
00: 04: 35 Koji  Every year. 

 
Koji repeats the word barbecue with a soft falling tone for confirmation, and after 
a short pause, he utters oh, which is a change-of-state token (Heritage 1984), and 
tries to start the next turn with I=. After the following short pause, at 00: 04: 18, 
Yuri utters maybe, which is overlapped with Koji’s hesitation ee:. Both of them 
pause for a second to negotiate the next speaker turn due to the overlap. At 00: 
04: 20, Koji takes the floor, initiating a self-repair with a deictic gesture (see Fig-
ures 5.1 and 5.2). 
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Fig. 5.1: The timing of Koji’s deictic gesture. 

 

Fig. 5.2: Koji’s deictic gesture. 

When he says, This cir=, he slightly lifts his right hand and lowers the hand to-
ward the desk pointing to the front with his index finger. He then moves his right 
hand toward his chest with his palm open, providing a self-repair I belong circle 
is=, by which he means “the circle [club] I belong to”.    

After the three seconds pause with his ‘thinking face’, which is the term in M. 
Goodwin and C. Goodwin (1986) (see Section 2.2), at 00: 04: 28, Koji self-repairs 
again and corrects the verb is, which he has wrongly chosen in his previous ut-
terance, uttering did barbeque with a metaphoric gesture, moving his hands from 
his front to the left. Another repair strategy, the use of his first language (L1, Jap-
anese), is also observed, which initiates an other-repair. He utters Maitoshi (every 
year) in Japanese at 00: 04: 28 with laughter, which fills a second pause. Re-
sponding to Koji’s request for other-repair, Yuri offers the missing word every year 
at 00: 04: 34, which is followed by Koji’s repetition to accept Yuri’s repair at 00: 
04: 35. The use of their L1 (Japanese) was limited in both conversations since they 
were encouraged to avoid using L1 during the practice and in the oral exam in the 
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English course. Therefore, the use of the Japanese word Maitoshi by Koji in Ex-
tract 4 was marked with his laughter and the following silence. Here, Yuri takes 
up her ‘language expert’ role through the interaction, while Koji acts the part of 
a ‘dependent language learner’. 

All of the examples of the use of gestures in repair sequences described above 
are accompanied by speech. However, there is one occasion where a gesture with-
out any associated words is used as an other-repair initiator in the basic-level pair 
conversation, which is shown in Extract 5. 

Extract 5: SIOR with iconic gesture during a pause in the basic-level pair. 

00: 01: 08 Yuri  Can I listen this podcast my computer? <$E> IG by Yuri </$E> 
00: 01: 14 Koji  U:n. this podcast title is MINNA NO YUME NEWS  

<$E> In Japanese (News of Everyone’s Dream)</$E>  
<$E> MG by Koji </$E> 

00: 01: 19  Yuri  Okay okay. <$E> Head nods by Yuri </$E> erm (.) 
00: 01: 20 Pause   (3.0)  <$E> IG by Koji </$E> 
00: 01: 23 Yuri  Okay okay | I check I check. <$E> laugh and IG </$E> 
00: 01: 24 Koji                        |<$H> rep= </$H> <$E> laugh </$E> check u:n. 

 
At the beginning of the conversation, Koji talks about a podcast recording that he 
was involved in as an editor recently. At 00: 01: 08, Yuri asks whether she can 
listen to the podcast on her computer, synchronously providing some iconic ges-
tures: pointing her ears with both hands when she says listening and using a pan-
tomime (typing on a computer keyboard with both hands) when she utters com-
puter. Koji answers with a hesitation markers u:n, and at the same time moves his 
right hand onto his left hand which rests on the desk in front of him. Yuri inserts 
an acknowledgement response token okay okay in a soft voice with head nods at 
00: 01:19, which is followed by a three-second pause. At the beginning of the 
pause, Koji wears a ‘thinking face’ while searching for a word, and then smiles, 
simultaneously producing the same iconic hand gesture Yuri just used (typing) 
without words, and turns to Yuri while holding the gesture, which is a C-VPT 
iconic gestures and functions as an other-repair initiator (see Figures 6.1 and 6.2). 
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Fig. 6.1: Timing of Koji’s iconic gesture in a pause. 

 

Fig. 6.2: Koji’s iconic gesture in a pause. 

At 00: 01: 23, Yuri responds okay okay and offers the missing word I check and 
repeats this phrase with laughter, providing the same iconic hand gesture (typ-
ing) again to accommodate Koji’s gesture. Koji utters rep= at 00: 01: 24, which 
forms part of the word report, but he does not finish the word since it overlaps 
with Yuri’s utterance I check. He laughs with Yuri and repeats the word check 
provided by her to accept the repair. He does not use his L1 in Extract 5. However, 
the use of a hand gesture without verbal expressions is also marked with laughter 
by both participants since they are supposed to express themselves verbally in 
the context of the oral examination and the practice. 

Both participants in the basic-level pair conversation produce a variety of 
hand gestures in repair sequences and the use of SIOR is also observed in their 
interaction. Koji tends to initiate other-repair and Yuri takes up the ‘language ex-
pert’ role, responding to his request.  
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5 Discussion 
The discussion consists of two parts: (1) a review of the research methodology of 
CGCA, its practical procedures, feasibility and limitations, and (2) a discussion of 
the preliminary results of the analysis from the perspective of learners’ social 
roles in the interaction.  

5.1 Conversational Gesture Corpus Analysis 
There are two steps in the process of CGCA:  
1. Transcription of the data and capturing of transcriptions in a corpus with 

time-aligned visualisation to identify examples for detailed analysis. 
2. Qualitative analysis of selected examples with the help of Praat. 

Tab. 5: Methodologies for a multimodal analysis. 

 Quantitative Analysis Qualitative Analysis 

Multimodal Cor-
pus  
Linguistics 

The occurrences of hand gestures 
and head movements in interaction 
are quantitatively analysed in rela-
tion to spoken language, using an 
application which aligns multimodal 
elements in interaction. 
 

A qualitative analysis of sequences in 
interaction may be limited or ex-
cluded from the focus. 

Conversation 
Analysis 
 

A quantitative analysis, such as the 
numbers of hand gestures in inter-
action, is excluded. 

Detailed descriptions of sequences 
and structures of interaction are pro-
vided to reveal a social and institu-
tional order. 

Conversational  
Gesture Corpus 
Analysis 

The occurrences of hand gestures in 
interaction are quantitatively ana-
lysed in relation to spoken lan-
guage, using a time-aligned tran-
script. The types of hand gestures 
and repair strategies are also anno-
tated in the transcript. 
 

Interesting phenomena in interaction 
are highlighted and analysed further 
with a conversation analytic ap-
proach. 
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Thus, the CGCA enables researchers to find potentially interesting phenomena 
through a quantitative MCL method, which will be examined further using a qual-
itative CA approach. The method compensates for the weakness of MCL and CA if 
they are used alone. Table 5 illustrates the methodological comparison. 

An area to be improved in future research is the taxonomy of gesture. In this 
study, the typology in Goldin-Meadow and McNeill (iconic, metaphoric and deic-
tic gesture, C-VPT/O-VPT) were annotated for the preliminary research. Consid-
ering semantic features of gestures, i.e. ‘action’, ‘entity’, or ‘shape’ (Bergmann & 
Kopp 2006: 92–93), and interactional gestures, i.e. gestures that express objects, 
perceptual information and action (Alibali & Kita 2010)3, could benefit further 
analysis. 

5.2 Learner repairs and their social roles 
The small-scale case study reported in this chapter reveals that the Japanese 
learners of both pairs employed hand gestures in almost all the instances of re-
pair in the interactions. There are, however, some differences in the way they 
treat the trouble sources and their use of hand gestures when they repair. The 
results from the preliminary case study with the CGCA method are summarised 
below:  
1. In terms of turn-taking structure, fewer but longer turns were observed in the 

advanced-pair conversation compared with the basic-level pair. 
2. The numbers of gestures each participant used vary. Metaphoric gestures 

were produced more frequently in the advanced-level pair conversation, 
while the basic learners used iconic gestures most in addition to metaphoric 
gestures and deictic gestures. 

3. The conversation of the basic-level pair includes more occurrences of repair 
than that of the advanced-level pair. In terms of the relationship between the 
repair practices and the use of hand gestures, all the instances of repair in 
the advanced-level pair conversation were categorised into SISR with meta-
phoric gestures, whereas the basic-level pair conversation included more oc-
currences of SISR with different functions of accompanying gestures and also 
two instances of SIOR. Sota in the advanced-level pair conversation used 
SISR more frequently than his conversation partner Kazu. Only Koji in the 

|| 
3 I thank the reviewers for their insightful comments and the useful references they suggested. 
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basic-level pair initiated other-repairs and his conversation partner Yuri re-
paired, responding to Koji’s repair-initiation.  

The relationship between learners’ use of repair strategies with accompanying 
gestures and their representations of social identities were identified through 
qualitative micro-analysis. Sota in the advanced-level pair, for instance, tried to 
initiate other-repair in Extract 2, uttering the word exam twice in a rising tone 
with MG, which is not the exact word he was searching for at that moment. How-
ever, Kazu did not take up his repair-initiation and Sota self-repaired instead of 
waiting for Kazu’s support. By doing so, Sota and Kazu seem to position them-
selves as ‘independent leaners/language users’ in an equal relationship. Koji in 
the basic-level pair, on the other hand, initiated other-repair twice, both of which 
were taken up by Yuri. Here, the participants oriented to their differential lan-
guage expertise (Hosoda 2006): Koji seems to represent a ‘dependent language 
learner’ identity and Yuri an ‘expert’ identity. 

These practices can be explained from a perspective of social interactional 
theory by referring to the concepts of ‘interactional tension’, which was intro-
duced by Goffman (1961). The oral exam and the practice can be the context 
which involves interactional tension, or ‘dysphoria’, which refers to “a sensed 
discrepancy between the world that spontaneously becomes reality, and the one 
in which he is obliged to dwell” (Goffman, 1961: 40). Goffman (1961: 41) identifies 
two ways to maximise easing of the tension: (1) granting the character of the ac-
tivity; and (2) determining the most effective allocation of internally-generated 
resources. In the case of the basic-level pair conversation, Koji is taking a learner 
role, which is one of the social roles available and accepted in the context of prac-
tising English speaking, where the participants are assumed as learners, as taken 
for granted by the performers and the audience. Accordingly, Koji enacted one of 
his available social roles of a novice or dependent learner by initiating the se-
quences of SIOR, which was co-constructed with Yuri’s acceptance of the “rela-
tively expert” role. This is, however, not the case in the advanced-level pair since 
Kazu refused to take up the “relatively expert” role which is requested by Sota 
through his attempt to initiate an other-repair. 

6 Conclusion 
This study contributes to the development of the methodology of CGCA, which 
integrates the features of MCL and CA. CGCA provides an overview of the distinc-
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tive features of interactions in terms of turn-taking patterns and the use of ges-
tures through a quantitative analysis. A qualitative conversation analytic ap-
proach is also applied to conduct a micro-level analysis for more detailed descrip-
tions of the practice highlighted in the quantitative analysis, such as the 
temporality of the use of hand gestures in repair sequences. 

Applying the method of CGCA, a small-scale multimodal corpus was devel-
oped for the comparative analysis of the use of hand gestures in repair sequences 
in English as L2 conversations between the advanced-level Japanese learner pair 
and the basic-level counterpart for the preliminary study. Some differences were 
observed in the use of gestures between the two pairs, i.e. the advanced learners 
self-repaired with metaphoric gestures, while the basic learners other-repaired 
with iconic gestures. This seems to be related to the learners’ representations of 
different social roles in interaction. Finer descriptions of language learners’ use 
of gestures in relation to practices of repair can be obtained with a larger data set. 
With the methodology developed in this study, it is hoped that future research 
brings a better understanding of the use of hand gestures in learner-learner inter-
action and its relationship with language learners’ communication skills and 
construction of social identities in talk-in-interaction. 
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Ute Römer 
Corpus research for SLA 
The importance of mixing methods 

Abstract: This chapter argues that corpus linguistics has a lot to offer to research 
and practice in Second Language Acquisition (SLA), especially if different meth-
ods and data types are combined in a “methodological pluralism” sense (McEn-
ery & Hardie 2012: 227). The chapter also suggests that progress in corpus-based 
SLA research will depend to some extent on successful collaborations between 
corpus linguists and scholars from related fields. After a brief overview of some 
existing uses of corpora in SLA, the chapter will present findings from two case 
studies that benefited from mixing methods and from the author’s collaboration 
with researchers from neighbouring disciplines. 

1 Introduction: Corpora and SLA 

Over the past few decades, the growing availability of native speaker and learner 
corpora has enabled Second Language Acquisition (SLA) researchers to study 
patterns in the linguistic input of learners, as well as in their language output in 
a more empirical and systematic way than previously possible. Corpus linguists 
have contributed considerably to a better understanding of central aspects of sec-
ond language (L2) learners’ production and of differences between learner and 
native speaker English. I am here particularly thinking of the influential work of 
Sylviane Granger and her team at the Université Catholique de Louvain, Belgium, 
and of research carried out by Stefan Gries and collaborators (see e.g., Granger 
2009; Granger, Gilquin, & Meunier 2013; Granger, Petch-Tyson, & Hung 2002; 
Gries 2008; Gries & Deshors 2014; Gries & Wulff 2005, 2009; Paquot & Granger 
2012). This chapter serves to summarize some recent corpus work with clear im-
plications for SLA, while highlighting the importance that combining research 
methods plays in this context.  

My starting point for this contribution is the claim that the field of SLA needs 
corpora and corpus researchers. Empirical evidence is required to address the 
types of questions SLA researchers are interested in. Some of the core things that 

|| 
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SLA research aims to better understand are (i) the process of second language 
acquisition, (ii) developmental stages in SLA, (iii) the input learners receive and 
the effect it has on them, (iv) the linguistic choices made by learners and how 
they differ from those made by first language (L1) speakers, (v) patterns in learner 
production data, and (vi) potential effects of learner age, L1, other languages, 
motivation, etc. on acquisition. I would argue that corpus research can contribute 
to a better understanding of all these issues and that native speaker and learner 
corpora can be considered an ideal data source for SLA researchers. As Lozano 
and Mendikoetxea (2013: 66) point out, “[m]uch SLA research has traditionally 
relied on elicited experimental data while disfavoring natural language data”. 
Such data types include grammaticality judgment tasks, fill-in-the-blanks exer-
cises, and acceptability tasks. The growing availability of native speaker and 
learner corpora enables us to more systematically study patterns in the linguistic 
input of learners as well as in learner output. Since learner corpora “contain data 
from hundreds (sometimes thousands) of learners,” they can arguably “lay claim 
to greater representativeness than previous SLA studies” (Granger 2009: 16).  

Following the pioneering work by Granger and colleagues based on corpora 
such as ICLE (the International Corpus of Learner English; Granger et al. 2009) 
and LINDSEI (Louvain International Database of Spoken English Interlanguage; 
Gilquin, De Cock, & Granger 2010), recent research in corpus-based SLA has 
demonstrated that applying sophisticated quantitative methods to learner and 
native speaker corpora can result in insights into learner language processing 
and cognition that have not previously been available. In a study of the genitive 
alternation in Chinese and German L2 learners of English, Gries and Wulff (2013: 
352) show how a multi-factorial, contextualized approach involving logistic re-
gression analysis can “help us develop a more precise qualitative understanding 
of how native and learner English differ”. Also using a logistic regression and 
data from learner and native speaker corpora, Wulff, Lester and Martinez-Garcia 
(2014) examine under which conditions L1 German and L1 Spanish learners of 
English tend to produce or omit the complementizer that in their writing. Their 
model suggests “that L2 learners’ and natives’ production is largely governed by 
the same factors” (2014: 271). In a similar vein, Gries and Deshors (2014) suggest 
a new statistical approach to L2 learner language analysis called ‘MuPDAR’ (Mul-
tifactorial Prediction and Deviation Analysis with Regressions) with the goal to 
better understand differences between learner and native speaker corpus data. 
Focusing on English native speakers’ and French and Chinese learners’ use of the 
modals may and can, the authors are able to answer the question ‘What leads 
learners to making choices that are different from those made by native speak-
ers?’ (see also Deshors 2015).  
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In addition to using sophisticated approaches to analysing data from learner 
corpora, other recent corpus studies in SLA have combined corpus evidence and 
evidence collected in experimental settings. Littré (2015), for example, draws on 
data from a longitudinal corpus of written L1 French learner English as well as 
data collected in an interpretation task to better understand beginning learners’ 
perception and use/misuse of the simple present and present progressive. Mollin 
(2014) combines corpus and grammaticality judgment data to test whether bino-
mial reversibility (e.g. day and night vs. night and day) is a salient feature of Eng-
lish language use and also psychologically real in native speakers and learners 
of English. Her observations include that “the intuitions of non-native speakers 
do run parallel to corpus data for many binomials, if not as closely as those of 
native speakers do” (2014: 212). Other relevant mixed-data studies include Gries 
and Wulff (2005, 2009) in which the authors combine data on ditransitives vs. 
prepositional datives and gerundial vs. infinitival complement constructions, 
gathered from a corpus and in sentence completion tasks to show that advanced 
L1 German learners of English have verb-constructional knowledge similar to na-
tive speakers. These studies collectively show that different types of data can pre-
sent converging evidence which in turn helps strengthen research hypotheses. I 
consider the studies summarized in the last two paragraphs methodologically 
particularly interesting and forward-looking, and see one of their main strengths 
in their skilful combination of data from different sources and of quantitative and 
qualitative analytic techniques.  

In the remainder of this chapter, I will provide overviews of and share se-
lected results from two case studies in corpus-based SLA that also combine quan-
titative and qualitative methods in the analysis of learner and/or native speaker 
production data of different types: 
1. A study of attended and unattended this and the factors that influence its dis-

tribution in advanced student writing across disciplines (Wulff, Römer, &
Swales 2012); and

2. A study that examines verb-argument constructions in language use and ac-
quisition, drawing on corpus data and psycholinguistic evidence (Ellis,
O’Donnell & Römer 2013; Ellis, Römer & O’Donnell 2016; Römer, O’Donnell & 
Ellis 2014, 2015; Römer, Roberson et al. 2014).

Both studies have benefited from mixing various analytic methods and data 
types. They have also benefited from my collaboration with researchers from 
neighbouring disciplines, including a psycholinguist, a computational linguist, 
a genre expert, and a cognitive linguist. 
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2 Corpus research for SLA: Two case studies 

The following sections illustrate in what ways corpus methods can be beneficial 
in second language acquisition research. 

2.1 Attended and unattended this in student writing 

While not based on learner output, the first case study examines language that 
can serve as a model to learners and has clear implications for second language 
teaching practice. It combines quantitative and qualitative approaches to the dis-
tribution of attended and unattended this in successful student writing across 
disciplines and determines what learners need to know about this in this partic-
ular writing context. The study was carried out in collaboration with a cognitive 
linguist (Stefanie Wulff) and an academic discourse and genre expert (John 
Swales). A detailed account of the study can be found in Wulff, Römer and Swales 
(2012).  

This first study addresses the question “What governs an academic writer’s 
choice between attended and unattended this?” (Wulff, Römer, & Swales 2012). 
With a focus on methodology, the study also explores how in-depth qualitative 
investigations of this in context can be guided by results from quantitative and 
multifactorial analyses. It exemplifies how combined evidence from quantitative 
and qualitative methods can provide a much more comprehensive picture of a 
linguistic phenomenon than either method could achieve alone. The corpus that 
this case study is based on is a pre-final version of the Michigan Corpus of Upper-
level Student Papers (MICUSP; O’Donnell & Römer 2012; Römer & O’Donnell 
2011). This version of MICUSP has a size of around 2.3 million words and consists 
of 810 student writing samples from 16 different academic disciplines.  

This is one of the most frequent words in academic writing, occupying rank 
11 in a MICUSP word frequency list (see Römer & Wulff 2010). Still, the factors that 
determine whether it is attended by a noun as in (1) or free-standing as in (2) have 
not received much attention in corpus research. 

(1) This finding indicates that our method is consistent.
(2) This indicates that our method is consistent.

Also, style guides and reference works conflict with actual usage when it comes 
to this language point. This has the potential of confusing learners who are work-
ing towards becoming more proficient L2 writers. Markel (2004: 229), for exam-
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ple, suggests that “[i]n almost all cases, demonstrative pronouns should be fol-
lowed by nouns”. As corpus research indicates, expert writers do, however, often 
use demonstrative this without a noun phrase. In a study based on the Hyland 
Corpus of published research articles, Swales (2005) reports that 36% of all oc-
currences of sentence-initial this in this type of expert academic writing were left 
unattended.  

In order to provide clarification on this issue and help better understand 
when this is attended or left unattended, we carried out a systematic analysis of 
all sentence-initial instances of this in 810 texts from MICUSP (5,827 instances 
altogether). 57% (3,328) of these instances of sentence-initial this were attended, 
while 43% (2,499) were not attended by a noun or noun phrase. We carried out 
three types of analyses on the dataset: (i) a logistic regression analysis which 
helped determine the probability of attended versus unattended this on the basis 
of a set of predictor variables; (ii) a Distinctive Collexeme Analysis (DCA) which 
served to measure the level of distinctive association between verbs and (un)at-
tended instances of this; and (iii) a phraseological pattern analysis of the most 
prominent this + verb clusters and their distribution across MICUSP disciplines, 
student levels, and texts.  

According to the logistic regression, the strongest predictor for the distribu-
tion of (un)attended this in MICUSP is the lemma frequency of the verb, with high 
lemma frequency increasing the likelihood of attended this. More details on this 
strong lexical drive were provided by the DCA. This analysis helped us identify 
which items were responsible for the observed verb lemma frequency effect. 
Verbs that are distinctively associated with attended this include USE, EXAMINE, 
FOCUS, FIND, EXPLORE, and BASE. Among the verbs that are most distinctively asso-
ciated with unattended this are BE, MEAN, LEAD, IMPLY, SEEM, and ALLOW – verbs that 
are used in the expression of evaluation, interpretation, or discussion. The latter 
group of verbs form clusters with the determiner (e.g., this is, this means) that 
show a high degree of fixedness. This means that these verbs rarely allow for an 
intervening noun. When the following verb form is is, sentence-initial this is un-
attended 63.5% of the time. With the verb form means, 98.4% of the instances of 
sentence-initial this are unattended (for this verb, the only attended this example 
in MICUSP is This size-selectiveness means...). The results of the DCA on verbs that 
typically appear in unattended contexts were corroborated by an n-gram extrac-
tion which highlighted a large number of fixed this + verb clusters in MICUSP.  

The logistic regression and distinctive collexeme analyses were followed by 
a closer examination of a set of frequent this + verb clusters (this is, this means, 
this leads, this implies, this seems, and this allows). This included an analysis of 
the clusters’ distribution across MICUSP disciplines and student levels, as well as 
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their preferred textual positions (inspired by Hoey’s 2005 work on textual colli-
gation). This more qualitative view on the data pointed to a number of interesting 
distributional trends with respect to the use of the clusters in student papers from 
different disciplines, and their preference (or avoidance) to occur in a particular 
section of a paragraph or text. To give just one example, sentence-initial this 
seems is most frequent in Philosophy papers and, as shown in Figure 1, strongly 
prefers to occur in paragraph- and text-final and -medial positions. Occurrences 
of this seems towards the beginning of a paragraph or text are rare in MICUSP 
texts. Our textual distribution analysis of this + verb clusters nicely supports the 
DCA results on semantic groupings of verbs: combinations of this + verbs which 
are distinctively unattended mark upcoming interpretation or evaluation. The 
positional preferences of these combinations towards the end of paragraphs and 
texts reflect this trend. Correspondingly, combinations of this + nouns + verbs 
which are distinctively attended (according to the DCA) predominantly occur in 
text-initial position (Wulff, Römer, & Swales 2012: 149). MICUSP examples of this 
type of combination include This study focuses on... and This paper explores.... 

 

Fig. 1: Distribution of sentence-initial this seems across paragraphs and texts in MICUSP (fig-
ures normalized per 100,000 words). 

Combining different analytic methods and different points of view on the data – 
a cognitive linguist’s multifactorial analysis, a corpus linguist’s pattern explora-
tion, and a genre expert’s qualitative analysis of this in context – has enabled us 
to identify various hitherto unexamined properties of the attended/unattended 
this alternation in proficient student academic writing. Based on our analysis, it 
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is not just the antecedent (the focus of traditional functional studies on the topic) 
that determines whether this is attended or not, but also the following verb. An-
other observation we made was that sentence-initial this + verb clusters form 
fixed contiguous sequences in MICUSP which can be considered meaningful 
units. On the whole, the results of this case study point towards an ongoing delex-
icalization of this + verb clusters such as this is and this means into textual organ-
ization markers. Our findings are inconsistent with traditional pedagogical de-
scriptions (e.g., Markel 2004) and their claim that unattended this is a mere 
‘vague reference’ which should be avoided if at all possible. For the practice of 
teaching academic writing this means that advice on (un)attended this found in 
textbooks and writing manuals is clearly overgeneralized. Our study suggests 
that instructional materials for second language learners of English, as well as 
for native speakers who are novice academic writers, need to recognize that cer-
tain verb forms following this do not favour attending nouns. For the L2 learner 
or academic writing novice, it will be helpful to know that there are high fre-
quency phrases such as This is because or This means that which need to be noted 
as valid exceptions to any general advice they may find in writing manuals or 
textbooks. 

2.2 Verb-argument constructions in language acquisition and 
use 

The second case study, part of a larger-scale project, examines the role that con-
structions play in second language acquisition. It uses data from a native speaker 
corpus, learner corpora, and psycholinguistic experiments to investigate what in-
fluences L2 learners’ acquisition and processing of English verb-argument con-
structions (VACs; e.g., the ‘V about n’ construction illustrated by he thought about 
her suggestion) and what speakers know about the verbs that are most commonly 
associated with those constructions. The VAC project is a collaboration between 
a psycholinguist and second language researcher (Nick Ellis), a computational 
linguist (Matthew O’Donnell), and a corpus linguist (myself). Detailed accounts 
of different parts of the project can be found in Ellis, O’Donnell and Römer (2013, 
2014a, 2014b), Ellis, Römer and O’Donnell (2016), Römer, O’Donnell and Ellis 
(2014, 2015), and Römer, Roberson et al. (2014).  

The project takes a usage-based approach to VACs, their acquisition and pro-
cessing. It addresses research questions including: ‘How are verbs distributed 
across VACs? How are meanings created in VACs?’, ‘What do language users, in-
cluding both native and non-native English speakers, know about VACs?’ and 
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‘What role do VACs play in first and second language acquisition?’. All collabo-
rators brought specific analytic skills and methods to the project – methods from 
corpus linguistics, computational linguistics (especially natural language pro-
cessing), and psycholinguistics. As a result, the project combines analyses of cor-
pora with different types of psycholinguistic experiments.  

Starting from verb patterns identified in the COBUILD Grammar Patterns 
(Francis, Hunston, & Manning 1996) and using tools from computational and cor-
pus linguistics, we have mined a dependency-parsed version of the British Na-
tional Corpus (BNC) for VACs. We have extracted data for around 50 VACs so far. 
In a team effort and working in an iterative cycle, we have defined, searched for, 
reviewed, and refined search patterns in order to retrieve VACs from the BNC) 
with highest possible precision and recall (for details on the BNC-mining proce-
dure, see Römer, O’Donnell, & Ellis 2015). We have also extracted VAC data from 
corpora of spoken and written learner English, the International Corpus of 
Learner English (ICLE) and the Louvain International Database of Spoken English 
Interlanguage (LINDSEI), to enable comparisons of L1 and L2 speaker use of the 
same VACs (Römer, Roberson et al. 2014).  

Psycholinguistic experiments used in this project include generative free as-
sociation tasks and verbal fluency tasks. In generative free association tasks, we 
asked native English speakers and advanced second language learners of differ-
ent L1 backgrounds (German, Czech, Spanish) to fill 40 bare VAC frames (e.g., 
‘she ____ about the...’ or ‘it ____ off the...’) with the first verb that came to mind. 
In verbal fluency tasks, L1 and L2 speakers of English responded to the same 40 
VAC frames but were asked to produce as many verbs as they could think of in 
one minute. The verbal fluency prompt for one of the VACs, ‘V down n’, is dis-
played in Figure 2. The data collected in these experiments allow for comparisons 
of (i) BNC usage data vs. native speaker responses, (ii) BNC usage data vs. learner 
responses, and (iii) native speaker responses vs. learner responses. The results of 
such comparisons allow us to determine in what ways usage influences native 
speaker and learner VAC production, and whether/how learner VAC knowledge 
differs from native speaker VAC knowledge. 
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Fig. 2: Verbal fluency task prompt for the ‘V down n’ VAC. 

Our large-scale BNC-based corpus analyses allowed us to demonstrate the valid-
ity of VACs in language usage. We found that VACs are Zipfian in their type-token 
distributions, such that a small number of verb types account for the majority of 
all VAC tokens while a large number of verb types only occur in a specific VAC 
once or twice. For instance, in the ‘V about n’ VAC, the verbs THINK and TALK are 
the dominant verbs, each occurring more than 3,000 times in this VAC in the 
BNC, whereas verbs such as QUARREL and THEORIZE, while contributing to the 
meaning of the construction, only have very few occurrences. The corpus anal-
yses also indicated that VACs are selective in their verb form occupancy and co-
herent in their semantics (for details, see Ellis, O’Donnell, & Römer 2013).  

The corpus findings allowed us to make predictions regarding language us-
ers’ knowledge of verbs in constructions. We tested these predictions in psycho-
linguistic experiments. Through those experiments, we demonstrated the valid-
ity of VACs in native speakers’ and second language learners’ minds. We found 
that both L1 and advanced L2 speakers of English have strong constructional 
knowledge and that their VAC processing showed effects of usage frequency, 
contingency, and prototypicality (for details, see Ellis, O’Donnell, & Römer 2014a, 
2014b). Comparisons of experiment data collected from learners of different first 
languages showed that there are also systematic differences across learner 
groups (L1 German vs. L1 Czech vs. L1 Spanish) in the associations of verbs and 
constructions. These differences can be explained on the basis of crosslinguistic 
transfer effects as well as effects of language typology that impact verb semantics 
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(Talmy 1985). Overall, our findings suggest that learners whose first language is, 
like English, satellite-framed (in our study German and Czech) produce more 
verbs that are similar to those produced by native speakers than learners whose 
first language is verb-framed (here Spanish; for details, see Römer, O’Donnell, & 
Ellis 2014). 

Work we have done based on an additional, richer set of data from verbal 
fluency tasks and based on data retrieved from corpora of L2 learner speech and 
writing provides further evidence on learner VAC knowledge and how it com-
pares to that of native English speakers. We asked three groups of participants 
(99 English native speakers, 96 advanced L1 Spanish, and 94 advanced L1 Ger-
man learners of English) to complete VAC frames such as ‘she _____ over the...’ 
with verbs that may fill the blank. All participants produced as many verbs as 
they could think of in one minute and then moved on to the next VAC prompt. 
The VACs we selected for this set of experiments were: ‘V about n’, ‘V across n’, 
‘V after n’, ‘V against n’, ‘V among n’, ‘V around n’, ‘V as n’, ‘V between n’, ‘V for 
n’, ‘V in n’, ‘V into n’, ‘V like n’, ‘V of n’, ‘V off n’, ‘V over n’, ‘V through n’, ‘V 
towards n’, ‘V under n’, and ‘V with n’. For the same 19 VACs, we extracted data 
from the German and Spanish sub-sections of ICLE and LINDSEI. Frequency-
sorted versions of the lemmatized verb lists for each VAC from the experiments 
were compared against each other and against the verb lists that resulted from 
the ICLE (German/Spanish) and LINDSEI (German/Spanish) analyses.  

Our comparison of L2 learner and native speaker production data indicated 
that, while there is some overlap between learners’ and native speakers’ verb-
VAC associations (especially for German but less so for Spanish participants), L2 
learners tend to rely more on general, high-frequency verbs (including BE and DO) 
and produce fewer specific, less frequent verbs (such as SLIP and CRAWL). The 
learner corpora analyses confirmed this observation. In addition to providing us 
access to the verbs that are most entrenched in each VAC in the learners’ minds 
(and which were shared with the experimental data), the datasets from ICLE and 
LINDSEI also highlighted other verbs that did not occur repeatedly in learners’ 
survey responses. These verbs often depended on the types of texts included in 
the learner corpora and on the tasks learners were asked to perform (e.g. ARGUE 
and WORRY in ‘V about n’ in ICLE; see Table 1 for lists of the most frequent verbs 
learners used in this VAC in the two learner corpora). The experimental data on 
the other hand provided us with additional sets of verbs which are semantically 
related to the most frequent verb(s) in a VAC (e.g. SPEAK and ASK for ‘V about n’). 
Both types of data (corpus and experimental) allowed us to identify the lead 
verb(s) in each construction (e.g. TALK for ‘V about n’).  
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Tab. 1: Top ten verb choices for ‘V about n’ across ICLE and LINDSEI datasets (Ger = L1 German 
learners; Spa = L1 Spanish learners). 

Rank ICLE_Ger  LINDSEI_Ger  ICLE_Spa  LINDSEI_Spa 

1 THINK 67 TALK 40 TALK 49 TALK 23
2 TALK 36 THINK 38 THINK 37 THINK 20
3 CARE 17 BE 26 CARE 8 BE 14
4 FORGET 13 COMPLAIN 8 BRING 7 SPEAK 9
5 COMPLAIN 12 KNOW 6 SPEAK 7 COMPLAIN 5
6 KNOW 8 WORRY 6 WORRY 7 ARGUE 3
7 LEARN 7 LIKE 3 FORGET 6 SAY 3
8 BRING 6 SAY 3 KNOW 6 WORRY 3
9 HEAR 6 CARE 2 HEAR 5 CHOOSE 2
10 BE 5 LAUGH 2 BE 4 HEAR 2

One issue that became apparent in this comparative study that combined differ-
ent methods and data types to uncover what L2 learners know about verbs in 
common English VACs was that the learner corpus subsets yielded robust token 
(and hence type) numbers for only a few of the 19 VACs and fairly small numbers 
for all others (for details, see Römer, Roberson et al. 2014). For those VACs, larger 
token numbers would be essential if we wanted to identify semantic patterns or 
even lead verbs. This calls for larger learner corpora that may complement re-
sources such as ICLE and LINDSEI. Large amounts of texts produced by L2 learn-
ers of a range of L1 backgrounds and proficiency levels have recently been made 
available by the Education First (EF) research unit at the University of Cambridge, 
UK in the EF-Cambridge Open Language Database (EFCAMDAT; see Geertzen, 
Alexopoulou, & Korhonen 2013). We have retrieved sets of texts produced by Ger-
man and Spanish learners at CEFR levels A1 through C2 from EFCAMDAT and are 
now extracting VAC usage data from those text collections. The EFCAMDAT sub-
sets we retrieved – over 28,000 texts and 2.8 million words from L1 German learn-
ers, and over 40,000 texts and 3.2 million words from L1 Spanish learners – 
should provide us with more robust token numbers for most VACs and will allow 
us to study learners’ language development.  

The insights into speaker knowledge and use of VACs summarized here, and 
discussed in more detail in the various studies referenced throughout this sec-
tion, have been gained through combining methods and data sources from cor-
pus, computational, and psycholinguistics. These insights would not have been 
possible to achieve with one method or data source alone. 
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3 Conclusion 

The aims of this chapter have been to make a case for more corpus-based research 
activity that has implications for Second Language Acquisition theory and prac-
tice, and to argue that progress in corpus-based SLA will depend to some extent 
on successful combinations of research methods and data types. This was done 
on the basis of a brief overview of recent relevant mixed-methods research and a 
review of two case studies: (1) a study of attended and unattended this in profi-
cient student writing, and (2) a study of the use and acquisition of English verb-
argument constructions. These studies address SLA questions with the help of 
native speaker and learner corpora as well as data from psycholinguistic experi-
ments. The methods that these studies benefited from include logistic regression 
analysis, distinctive collexeme analysis, pattern examination, learner corpora 
and native speaker corpus mining for constructions, generative free association 
tasks, and lexical production tasks.  

Aside from mixing methods, both case studies reported on here have also 
benefited from collaboration with colleagues from neighbouring disciplines: a 
psycholinguist, a computational linguist, a genre expert, and a cognitive linguist. 
In the first case study, the bringing together of quantitative and qualitative meth-
ods that were brought to the table by my collaborators and myself resulted in 
converging findings and aspects of the use of this in academic writing that had 
not been reported in previous publications on the topic. The findings had impli-
cations for second language teaching practice. In the second case study, collab-
oration inspired a mixed-methods approach to investigating what native speak-
ers and learners of English know about verbs in constructions and how usage 
influences construction acquisition. The combination of corpus and experi-
mental methods has produced novel results on the distribution of verbs across 
VACs and on the factors that influence speaker VAC knowledge.  

I hope that this overview has shown that mixed-methods, collaborative work 
has benefits for SLA research and can lead to insights that would be hard to 
achieve without it. I agree with McEnery and Hardie who have argued that, in 
corpus linguistics, “the way ahead is methodological pluralism” (2012: 227), and 
with others who have called for a higher level of methodological inclusivity in 
corpus work (Arppe et al. 2010; Ellis & Simpson-Vlach 2009; Gilquin 2007; 
Gilquin & Gries 2009; Gries 2013; Littré 2015; Wulff 2009; Wulff et al. 2009). I be-
lieve that this methodological inclusivity is particularly important in the context 
of corpus-based SLA work which depends on a better understanding of learners’ 
language input, their output, and on insights into learners’ mental representa-
tions of language. 
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