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Preface

It was in 1993 when Duchessi, O’Keefe, and O’Leary were writing “In recent
years, many companies have deployed Artificial Intelligence (AI), which has
included neural networks, expert systems and voice-recognition systems. Yet
managers and developers understand very little about how management and
organisations affect or are affected by the technology” (Duchessi, O’Keefe,
& O’Leary, 1993).

Inour modern era, society seems more interested in technology and the way
itaffects people’s lives and business. The flourishing of executive programmes
in technology for business, computer science, big data, machine learning
and artificial intelligence, among others, is an example of the new trend in
Business schools and managerial practice around the world. Managers and
professionals alike tend to believe it is paramount for their career to learn how
to code, apply the latest models in artificial intelligence and machine learning,
and so forth. In a word, the key concept should be fast-changing innovation.
Buzz words like disruption, agile organisation, digital transformation, Al,
big data, data science - just to mention a few - seem to be the answer to
all the organisation’s needs, to thrive and innovate. However, they are still
words, and will remain the same if those leading the change do no fully
understand the concept behind the buzzword, rather than the technicality of
it. For this reason, this book has been designed to fill a gap in the modern
skills-demand for managers, professionals and young graduates who want to
update themselves in a fast-changing economy. While presenting hot topics in
technology for business, we will try to deepen our knowledge of the Fourth
Revolution, the Internet of Things and the modern jobs, to contextualise the
rise of artificial intelligence, big data and machine learning in relation to the
way markets and management behave.
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Furthermore, we will embark on a journey to navigate the practical
applications of technology in business, and how these disrupt several aspects
of the organisation and the economy in general. For example, how Industry
4.0 affects the organisation? Which skills the new leader should have? What
does disruption entitle? Answers to these questions are difficult to find, in
particularif we consider most managers are not that tech savvy and are looking
to learn the ropes to better understand transitions in their organisation.

By being able to understand the world we live in and the sociological,
political and economical changes nations are experiencing, as well as becoming
more literate about programming languages and Al and machine learning
algorithms, systems and models, modern managers will achieve a set of skills
that are paramount to the modern organisation. Design thinking approaches,
IT-informed restructuring of departments, comprehensive knowledge of the
digital process, are among those needed skills.

The book is presented in six chapters, each introducing a different topic
related to the implication of technology in business. While the information
provided tend not to be too technical, managers will find them interesting
to the point they will be able to build on this basic knowledge to a more
technical level.

Chapter 1, “The Fourth Industrial Revolution and the Internet of Things”,
introduces the state of art in terms of society and technological revolutions.
History has always been a great indicator of past behaviour, as well as of
future trends, and whilst disruption seems such a new concept nowadays,
disruptive innovations have always been part of our history. Thus, the major
industrial revolutions will be introduced, so to better understand the possible
future paths.

Chapter 2, “The Power of Digital Transformation”, presents the concept of
digital transformation, and offers solutions on how to define it, the theories
behind it and more specifically, the kind of skills required to successfully
master a digital transformation project.

Chapter 3, “Computing, Data Science, and Other Skills for Managers”,
discusses the different skills and mindset, managers are required to have
in order to be successful nowadays. Concepts related to data, such as data
science and big data, have intrigued a huge number of people around the
world, making traditional knowledge not viable anymore. Computing and
data should then be learned in conjunction with other soft skills linked to
emotional intelligence and leadership techniques, to allow modern employees
and leaders to navigate the digital revolution.

Vii
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Chapter 4, “Al and Other Technologies in Business”, discusses the
switch from the traditional business models, towards the modern one. In this
economy, knowledge and data have an important role, that can be compared
to that of technology itself, at a point where some organisations might be so
proficient and knowledgeable that they risk not to see what is coming and
prepare themselves for the disruption in their sector. The use of Al and other
technologies in business will be then introduced, to better understand what
is available to organisations and how to use such technologies efficiently.

Chapter 5, “Artificial Intelligence in Practice”, presents machine learning
techniques and artificial intelligence applications, their role in business as
well as a practical application of it. A list of machine learning systems and
models is offered, to highlight their importance in data-driven organisations,
where the cost and or the advantages to implement such tools are far greater
than having a human - or a team of humans - doing it.

Chapter 6, “The Future of Modern Jobs”, tries to report what experts
think our future will look like. Given the unprecedented disruption of the
economy and our society, new job skills and performance measures will
be introduced and discussed, to make an informed choice on the skills and
knowledge managers and employees alike will need to invest into to make
their job relevant.

REFERENCES

Duchessi, P., O’Keefe, R., & O’Leary, D. (1993). A Research Perspective:
Artificial Intelligence, Management and Organizations. Intelligent
Systems in Accounting, Finance & Management, 2(3), 151-159.
doi:10.1002/.1099-1174.1993.tb00039.x
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Chapter 1

The Fourth Industrial
Revolution and the
Internet of Things

ABSTRACT

History has always been a great indicator of past behaviour as well as of
future trends. However, when you think of what future jobs may look like, you
do not certainly expect to find a plausible response in the past. Technologies
and scientific advancements in general make it almost impossible to predict
what you will be required to know in order to get—or maintain—your job in
the next six months, let alone in the next couple of years. Whilst disruption
seems such anew conceptnowadays, we will learn that disruptive innovations
have always been part of our story. The authors look at the major industrial
revolutions known to humans and discuss patterns to help us prepare for the
forthcoming future.

THE ECONOMY DURING THE INDUSTRIAL REVOLUTIONS

According to the Merriam-Webster dictionary, an industrial revolution
can be defined as “a rapid major change in an economy (as in England in
the late 18th century) marked by the general introduction of power-driven
machinery or by an important change in the prevailing types and methods
of use of such machines” (see https://www.merriam-webster.com/dictionary/
industrial%20revolution). Following this definition, we can say that we are

DOI: 10.4018/978-1-7998-2036-9.ch001
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now experiencing the so called Fourth Industrial Revolution, as a result
of fundamental technological changes, which are derived from fast-paced
ground-breaking scientific and technological advances. To use the concept
of a technology adoption curve introduced by Bohlen, Beal and Rogers
(1957; Rogers, 1962), we will see that new products or solutions usually
follow a predictable trajectory which resembles a bell, with innovators as
the earliest adopters, followed by the early adopters, the masses and finally
the laggards. So, if we are in the middle of a fourth revolution, which ones
have we already conquered?

From an historical perspective, our concept of economy started off with the
agrarian revolution, which happened thousands of years ago, when humans
moved from foraging to farming, through an extensive use of animals for
production, communication and transportation. Although the first revolution
lasted for a very long time, industrial revolutions appear to be much shorter.
In fact, the first one only lasted for eighty years, from 1760 to 1840, while
the following ones were on for less than sixty years.

Ashighlighted before, it was only in 1760 that the first industrial revolution
arrived, bringing with it railroads and the invention of the steam engine as
main innovation. If only you can get your head around the shock people have
felt while looking at the first steam engine, and the wonder of getting on a
train to reach far away destinations that could have meant days of unsafe and
perilous travel for them, then youmight be able to understand the astonishment
such revolution brought with itself. Started in Britain, the First Industrial
revolution spread throughout the Western Europe and to North America.
What triggered it, was a successful agricultural production, which of course
gave people more food to eat, and the opportunity to look for work and earn
money. This meant that building new houses and methods of transportation
for commuting became a priority. Industrial labor opportunities drew people
to the cities from the countryside, in such an explosive way if we think that
in 1750 only 15 percent of the population of Britain lived in towns. By 1850,
over 50 percent of the entire population of Great Britain lived in either a
town or a city, and by 1900 such percentage reached 85, with London having
4.5 million people, Glasgow 760 thousands, Liverpool 685 thousands, and
Manchester and Birmingham 500 thousands inhabitants.

In this era, mechanisation of processes and production is a key factor to
enable mass transportation of goods and people. The availability of better metals
and richer fuel also contributed to industrialisation, through the invention of
the steam engine, as we said earlier. Using coal and iron both as construction
materials and fuel, the steam engine could power factories, locomotives and
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ships. Roads, canals and railways, which allowed goods to be sent over long
distances, changed Britain dramatically. Visually, the revolution was clear in
the new industrial towns, with the skyline dominated by smoking factories
and overcrowded and dirty streets to match strict rules and punishments. The
First Industrial Revolution saw also the mechanisation of the textile industry,
thanks to new inventions, such as the spinning mule and the power loom. At
the same time, Henry Bessemer helped developing an inexpensive process
for mass producing steel, which was a fundamental innovation because iron
and steel were key materials for constructing the tools and machinery, steam
engines and ships needed for the industrial progress.

The Second Industrial Revolution appeared in the late nineteenth century,
which saw the advent of mass production, electricity and assembly lines.
A symbol of this second revolution is Henry Ford, who was a great car
manufacturer; as well as the slaughterhouses in Cincinnati and Chicago,
where the assembly line was first used on a large scale by the meat-packing
industries during the 1870s. The Second Industrial Revolution is also known
as the technological revolution, because it was very much underpinned by
technological inventions and advancements. It happened primarily in Britain,
Germany and United States, followed by France, Italy and Japan, where mass
production grew exponentially, thanks to the invention of electricity and
the exploitation of automation. It is interesting to highlight that with mass
production, cars become far more affordable, even for the average family.
Furthermore, during the Great Depressionin 1892, Andrew Carnegie founded
a steel company - Carnegie Steel Company, that covered and controlled every
phase of business from raw materials to transportation, manufacturing and
distribution of steel. This contributed to the railroad developments of seventy-
five thousand miles of track in the US alone in the 1880s. The enormous
expansion of rail and telegraph lines after 1870 allowed an unprecedented
movement of people and ideas leading to what we could consider a wave of
globalisation. Towards the end of this revolution, we can already consider the
need for specialisation and customisation requested for different products and
services. Faith and technological progress came into the general consciousness,
and monuments like Gustav’s Eiffel Tower still stand as a testament to this
way of thinking. As we said earlier, railroads were expanding, cities were
steadily growing and with them all a rapid increase in new innovations and
technological advancements was brought on by increased competition by other
nations. Furthermore, the Second Industrial Revolution saw the availability
of Aspirin, thanks to the use of willow bark by a buyer chemist who went by
the name of Felix Hoffman. On top of that, in this era, French and German
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inventors developed the airship. As an example, Ferdinand von Zeppelin
patented his lighter-than-air ship in 1895, which used hydrogen. It made
his first flight over Lake Constance in 1900, but it was hard to control and
too big. Then, the Wright brothers came along and invented the three-axis
control that allowed for a pilot to steer an aircraft and maintain equilibrium,
finally solving what it was known as the flying problem. We had to wait until
December 17th, 1903 for the Wright brothers to attempt the first successful
flight with a lightweight gasoline engine powering twin propellers on the
back of wings. At the same time, a great naval race was brewing between
Germany and Britain, while governments from everywhere were looking
into flight with great interest. Ammunition, chemicals and explosives were
mass-produced as well, and by the time World War One started, France,
Russia and Germany had more than 200 planes ready for use. Industrialised
warfare was on its way, with the production of poison gas, tanks, machine
guns and artillery. So, the end of the Second Industrial Revolution can be
seen as the beginning of the modern era we all know. Although economic
history books say it ended in the early twentieth century, data shows that 1.3
billion people, which are roughly 17% of humans in the world, have yet to
experience this second industrial revolution.

For those lucky enough to have exploited its full benefits, the Third Industrial
Revolution came about in the Sixties and brought with it marvellous things
such as the development of semiconductors, which in turn led to mainframe
computing and personal computing, and finally the internet. As it happens
for the second one, the third industrial revolution is still unknown to four
billion people. This era is about computerisation, and it goes beyond the
static concept of automation - which is now at the basis of all manufacturing
processes in plants and factories - to cover more about flexibility, adaptability,
reliability and similar. At this stage, you will not need several people to
accomplish the same amount of the work, and differently from the previous
revolutions, no new skilled or unskilled workers’ position is being created.
The third revolution is also known as the digital revolution, because of the
advancement of technology from analog, electronic and mechanical devices
to digital technologies. The latter enable storage, retrieval, transmission,
comparison, computation, connection, reliability and accuracy, so that there
are plenty of opportunities to design and customise different types of tools and
products. The digital revolution also marks the beginning of the information
era. Information becomes a key player in the organisation, and it is at the core
of the two major innovations, which are the programmable logic controller
(or PLC) and the internet'.
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From 2010 onwards, researchers, practitioners and tech savvy alike have
declared the start of the Fourth Industrial Revolution, also known with the
term ‘Industry 4.0’ coined at the Hannover Fair in 2011, or as Brynjolfsson
and McAfee calleditin 2014, ‘the second machine age’. The current industrial
revolution is based on disruptive innovations such as the mobile internet,
smaller and affordable sensors, machine learning and in general terms artificial
intelligence. A culture of ‘always on, always connected’ have emerged in full
force, thanks also to the advent of the iPhone in 2007 and the iPad in 2010,
which revolutionised the way we interact daily with technology.

The Fourth Industrial Revolution or Industry 4.0

From this revolution, also known as Industry 4.0, the customer is the one that
is gaining the most, considering that new products and services are offered
at virtually no cost to improve our lives. At the same time, there is a huge
mismatch and inequality, because for this new business model to be applied,
there is arising gap in wealth between investors-innovators-those who put the
money versus employees. In other terms, technologies are now much more
integrated (Manyika and Chui, 2014?).

While the previous three industrial revolutions have drastically changed
the way people lived and created major societal changes, we can confidently
say the fourth one is unique in terms of speed and pace of the new ideas.
In particular, we are witnessing an incredible and disruptive change whose
exponential velocity, breadth and depth (for the first time related also to change
who we are), are transforming entire systems, across countries, industries,
societies, governments and similar.

In what the revolution we are experiencing is so different? We might as
well highlight now how the fourth revolution is creating profound shifts
across industries, the society and governmental institutions. We will have the
chance to discuss such disruption in greater detail throughout this book. At
this stage, it is important to highlight that the main drivers of the Industry 4.0
are the information technology - now, thanks to the internet, we have much
more data processing power; and the Internet of Things, which we will be
discussing later on, and is driven by advancements in connectivity, decrease
costs for hardware and physical sensors, as well as a great amount of data - or
Big Data, and accessibility to everything from anywhere.
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At the same time, one of the major points of differentiation is the fusion
of technologies across three dimensions, which are physical, digital and
biological. Companies that can combine such multiple dimensions are those
who often disrupt the market they operate in.

In the physical realm, the Fourth Revolution can count on the creation of
autonomous vehicles, whether these mightbe cars, trucks, drones, aircrafts, or
boats; as well as 3D printing, which is said to be used to customise products,
limiting costs related to the creation of rare or one of a kind produces and
enabling access to perishable things, among other things. In recent years,
while commercial 3D printing has yet to emerge, researchers are rumoured
to be working already on a 4D printer prototype. Again, we can count on
advancements in robotics, through the use and application of biomimicry,
with the intent to mimic complex biological structures that resemble human
ones; and finally, new materials are created, that are stronger, recyclable
and adaptive, with a memory that enable them to return to their initial shape
(Isaiah, 2015; Laslow, 2015)°. We will see later on an example of wearable
tech on clothes.

With regard to the digital realm we were discussing earlier, an important
term that comes to mind is the popular Internet of Things (or IoT), which can
be defined as the relationship between things and people through the use of
connected technologies - using virtual networks and sensors, to cite some - and
platforms (Parker, van Alstyne & Choudary, 2016). Internet of Thingsis a very
fashionable word to highlight the need of interaction between the physical and
the digital, to create an effect of connected and augmented reality among us.
Innovative examples brought by this Fourth Revolution can be summarised
as follows. Firstly, we can mention the blockchain, which is a secure protocol
where a network of computers check collectively a transaction before it is
approved. The implications of the use of this technology in sectors such as
finance, insurance and legal services, are already massive. For example, the
modern investor can now also opt to invest in bitcoins, a digital currency
that is an application of the blockchain. Lastly, we should mention the rise
of the on-demand economy, which is led by new and unprecedented business
models (see McKinsey, 2010,2019; Investopedia, 2019) such as those of Uber.
Thus, Uber capitalises on the use of a platform where supply and demand
are matched in a low-cost way, and feedback among customers is provided
to help building trust of the company, even though it might sound ridiculous
to say Uber does not own a single car. Similar models, where physical assets
are not owned, and social feedback is crucial to the success of the company,
can be found in Alibaba and Facebook (among others, see Goodwin, 2015)*.
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The third and final realm is the so called biological, which can be seen
in IBM’s Watson supercomputer (see Cha, 2015)°, capable in a couple of
minutes of recommending personalised treatments for cancer patients; or
in groundbreaking discoveries of creating genetically modified plants and
animals. Researchers are now working on using 3D printing principles for
the so-called bio-printing, whose main goal is the creation of living tissues.

Implications for Business

Aswe have seen, the Fourth Industrial Revolution has the potentiality to disrupt
our society and the way we live in such profound ways we will never be able
to predict (Haller, Karnouskos & Schroth, 2008). However, in relation to its
impacton businesses, practitioners and managers alike agree on it creating four
major impacts, regardless of industry. These can be summarised as follows.
The first and most important aspect to keep in mind, is the shift that has
been recorded on customer expectation. Whether the business deals with B2B
(Business to Business) or B2C (Business to Customer) operations, customers
are always at the centre of each process, rather than transaction, and expect
to be offered an enjoyable experience. Our modern economy is based more
than ever on peer-to-peer sharing and user-generated content, which in turn
make the customer experience crucial to the business survival. We also assist
to a cultural shift from the need of ownership to a shared access to content,
which can be explained through the rise of on-demand entertainment giants
such as Netflix versus the declining business of DVDs. Although we do not
own the digital content Netflix (or Disney Channel, Apple TV and similar,
for that matter) allows us to watch, the monthly subscription is far cheaper
than a single DVD and the amount of available movies, TV series and so on
is far greater, which make it the perfect solution for the modern customer. All
this available content, which is more and more digital, and the massive use
of peer-to-peer feedback, bring with it also transparency for the customer,
in particular when it comes down to prices. In this perspective, new digital
business models are preferred to deal with the new expectations, which use
purely digital platforms to sell digital products (think for example at how you
buy ebooks now on Amazon’s Kindle Store). At the same time, new business
partnerships are formed, to foster collaborative innovation among multiple
industries, with the aim to provide an integrated customer experience.
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Another innovative product of the Fourth Revolution is the availability of
data-enhanced products, which combine traditional physical objects (such
as a tennis racquet) with sensors, to exploit the power of data to enhance
performance, rather than be used to search for faults.

Among the changes we have seen, there are others that are just waiting to
happen. In September 2015, the World Economic Report issued to the public
presented 21 tipping points of technological shifts in the mainstream society®.
These tipping points were part of a survey conducted by the World Economic
Forum’s Global Agenda Council on the Future of Software and Society, that
involved 800 executives and experts who gave their professional opinions on
the likelihood of new products going mainstream by 2025. Among them, itis
interesting to consider the following ones, which are linked to wearable tech
and augmented life through digital means. The report considers implantable
technologies, such as implantable mobile phone, digital tattoos to unlock
cars or phones, and similar. According to the experts involved in the study,
implantable tech has the chance to be available to consumers before 2025
according to 82% of the interviewed. At the same time, experiments with
the vision (meaning reading glasses connected to the Internet, such as in the
case of Google Glass), will reach quote 10% by 2025 according to 86% the
experts. Similarly, examples of wearable internet will be bought by 10% of
humans globally, as agreed almost unanimously by the interviewed. Products
like the Apple Watch or smart clothes, such as sport t-shirts from Ralph
Lauren which can provide real-time workout data, are about to make their
grand entrance, if they have not done already.

The opportunity to wear connected and augmented products goes hand in
hand with the trend to cultivate our own personal digital presence, which should
reach 80% of the population by 2025; and the use of artificial intelligence in
decision making processes, where 45% of experts believe the first Al machine
will be brought in on a corporate board of directors by 2025. Such deep shifts
are made possible by the ambitious goals of reaching 90% of the population with
regular access to the internet, giving birth to the so called ubiquitous computing
paradigm, through the use of computers, smartphones or any other similar
mean, to allow the presence of computing in its greater definition everywhere.
Lastly, the use of sensors around the world will bounce the Internet of Things
phenomenon and allow for the realisation of smart cities. According to the
survey mentioned above, 89% of those interviewed think that 1 trillion sensors
will be connected to the internet by 2025, which will be crucial to collect data
and create an augmented reality around us, thus giving the basis for the first
city with more than 50,000 inhabitants and no traffic lights to be built.
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The Internet of Things

In this Chapter, we have discussed in several occasions about the importance
of IoT, although we have yet to describe it as a concept. The name itself recalls
a simple definition: it is about things connected to the internet. Which things
then? Apparently any device, from fridges to cars, passing through TVs
and mobile phones, can become highly intelligent - or smart - if connected
securely to an autonomous network. According to Cisco Systems (2013), 1.5
trillion ‘things’ exist in the physical world, and it is expected that 99% of them
will be connected at some point. Through the autonomous network, a huge
amount of devices can connect securely to perform several closed-loop-type
automation tasks, which can consist in collecting information, analysing it,
predict future behaviours, applying logic and finally act. An example of this
innovative process can be seen in the use of sensors (Gubbia et al., 2013) in
smart cities and the agricultural business. When digitalised, farms are able to
collect precious data in relation to humidity, rainfall activity and temperature,
so that once everything has been collected, the appropriate amount of water
can be sprayed at a determined time to maximise efficiency (Seneviratne,
2015). At the same time, street sensors in smart cities are able to collect data
on empty parking spaces, which are in turn sent to autonomous cars which
are then able to identify the best parking locations in the near vicinity’. Of
course, being able to manage such a huge amount of data in this data supply
chain, requires the ability of the IoT ecosystem to manage and process
swiftly and reliably an ever increasing number of information. If we think
for a moment that according to a recent study by IHS Markit® the number of
IoT devices is expected to reach 125 billion in 2030, having grown from 27
billion in 2017, awareness of the Internet of Things phenomenon should grow
exponentially as well. According to Google Trends data, a robust growth of
the popularity of the search of the IoT term in internet by a user can be seen
in the past five years.

In the following figures we can see ‘IoT” picked the highest users’ interest
starting in 2016, and kept it at the highest levels since then.

If we break down this data according to region and cities, we have the
most searching interest coming from China, South Korea, St. Helena, Taiwan
and Singapore, with the United States of America at a surprising thirty place,
and United Kingdom at thirty-two.
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Figure 1. IoT Interest over time from Google Trends data (2019)
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Figure 2. 10T Interest by region from Google Trends data (2019)
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If we look into statistics for single cities, Chiyoda s in first place, followed
by Seoul and Chuo, with San Francisco in thirteenth place and London only
in twenty-second.

With these numbers in mind, it is not so difficult to believe the next
step of the Fourth (or Fifth) Industrial Revolution will be the Internet of
Everything, or IoE (ABI Research, 2014). How will the IoE differ from the
IoT'? There will be an inherent distinction between physical-first or digital-
first products. If we think for a moment at hardcopies of a book, they fitin the
physical-first category, while ebooks are digital-first ones. In this perspective,
we can define physical-first objects as products and processes that do not
generate and communicate data unless they are augmented or manipulated.
On the other end, digital-first objects “are capable of generating data, and
communicating it for further use, inherently and by design.” (ABI Research,
2014). According to the experts in the field, in a decade any device could be
able to interact with any other device without going directly to the Internet.
Sensors from your car should be able to ‘talk’ with the sensors from your
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Figure 3. IoT interest by city from Google Trends data (2019)
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Imagine your home air conditioning system, to adjust the temperature when
you are three miles away from your house. Things like this will be possible
exploiting 125 billion devices interconnected with each other, changing once
again the customer experience and their expectations. So the Internet of
Everything will become the single space where physical and digital worlds
are blended together.

According to the Boston Consulting Group report’, itis expected that Internet
of Things applications will be everywhere and affectall industries'®. Examples
of this can be found in several industry sectors. A good percentage of people
is already wearing body sensors through what we call smart wearables, such
as Fitbit and Apple watches, or the revolutionary Oura ring that celebrities
are seen to sport, which are nothing less than smart watches, fitness trackers
and similar, connected to each others, your smartphones and the cloud. A
San Francisco-based company known as Adamant Technologies is currently
developing a small processor that can digitalise smell and taste, thanks to
roughly two thousands sensors that enable the processor to detect aromas
and flavours (see for example https://slate.com/technology/2013/01/adamant-
technologies-wants-to-give-your-smartphone-a-sense-of-smell.html).
Similarly, the IoT is changing the way we build our homes, using for example
the AT&T Digital Life Smart Home products, such as smart thermostats (Lu
et al., 2010), air sensors and kitchen, child monitoring and home security,
that send data to the cloud through a M2X platform, available to millions of
connected devices!!. Another popular application of the Internet of Things
is the self-driving - or autonomous - car (Brisbourne, 2014). We always look
with interest at the latest model of Tesla or Waymo, the ex-Google car - or
any other company joining in the race for the most secure self-driving car, for
that matter. What we might not realise is that autonomous cars use sensors,
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the same sensors normal cars have to assist us with parking for example. The
main difference is that self-driving cars need a lot more sensors than what
we currently have in commercial models, and the IoT will make it possible
for such sensors to communicate among each others within the car, as well
as with other sensors used in other vehicles, along the road and in general in
smart cities. This approach is already successfully used in airline companies,
which now are able to collect a huge amount of data. We are discussing 500
gigabytes of data per flight, using more than five thousands parameters from
several sensors to check temperature, altitude and general performance data
on the engines, which in turn have exponentially enhanced the reliability of
such data. At the same time, we can see this approach also in oil rigs, where
sensors can detect degradation and to provide visual recognition, which helps
with preventive maintenance and inspection of equipment without the support
of a human team. In more general terms, we can say that a vast network of
sensors is a suitable solution to collect immediate feedback about changing
conditions, whether these are related to temperature, climate, consumer
behaviour or similar.

CONCLUSION

In this Chapter, we talked about the industrial revolutions that are part of our
history, and discussed in particular the main characteristics of the Industry 4.0
and the Internet of Things. After highlighting the importance of connectivity,
automation and augmentation of our physical reality in adigital one, we should
take some time to start considering the challenges that businesses need to
address. Data is one of the first that should come into mind. The authenticity,
the truth or trustworthiness of the data that needs to be ascertained to be
used, is paramount to the rise of artificial intelligence at its full. Managers,
data scientists and any other interested in exploiting trends and parameters
from data collected through connected sensors need to be ready to clean and
filter it before they can use it efficiently. We will have the opportunity to
see how this ‘cleaning’ mechanism works when we will approach artificial
intelligence models from a practical perspective.

There is also customer’s expectation about the advancements in sensor
technologies to take into account, especially in terms of lowering cost and
furtherreduction in size, so that sensors can be embedded into various devices
that are part of our daily life. New advancements in all industry sectors are
expected to disrupt the way we live, we do business and we think about the
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future. While the wave of the Fourth Industrial Revolution is reaching its
tipping point, managers and future businessmen alike are facing a challenge
like never before.
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ENDNOTES

' The PLC and the internet are the key technologies that drive the
advancements in the Third Industrial Revolution. The PLC, or the
programmable logic controller, is an industrial digital computer of a
human interface anditis used to define control, diagnose, rectify problems
in manufacturing processes. On the other end, the internet started as the
ARPANET by the US Department of Defence back in 1969 to 1990.
According to Manyika and Chui, data shows an interesting trend related
to automation in the industry. The Authors suggest to compare the three
biggest companies in Detroit in 1990 with the three biggest companies
in the Silicon Valley in 2014. This compering exercise will show that
the latter had a higher market capitalisation, same revenues but ten
times less employees (we are discussing 1.2 million employees versus
137,000). Manyika, J., & Chui, M. (2014). Digital Era Brings Hyperscale
Challenges. The Financial Times, August 13.

An example of advanced nanomaterial can be the graphene, which is an
excellent conductor of heath and electricity, as well as 200 hundred times
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stronger than steel and thinner than a human hair by a million-times.
It is almost impossible not to be impressed by such advancements, and
the potentiality they bring with them. Now, the only downfall of it is
the price, which is still far from competitive to be used commercially.
You can read more about graphene in the following articles. Isaiah, D.
(2015). Automotive Grade Graphene: the clock is ticking. Automotive
World, August 26. Retrieved online at https://www.automotiveworld.
com/articles/automotive-grade-graphene-clock-ticking/ Laslow, S.
(2014). The Strongest, Most Expensive Material on Earth. The Atlantic,
September 23. Retrieved online at https://www.theatlantic.com/
technology/archive/2014/09/the-strongest-most-expensive-material-on-
earth/380601/

According to Tom Goodwin, “Uber, the world’s largest taxi company,
owns no vehicles. Facebook, the world’s most popular media owner,
creates no content. Alibaba, the most valuable retailer, has no inventory.
And Airbnb, the world’s largest accommodation provider, owns no
real estate.” You can read more about Goodwin’s take on the on-
demand economy in his 2015 article. Goodwin, T. (2015). In the age of
disintermediation the battle is all for the consumer interface. TechCrunch,
March. See also Moazed, A. (2015). Five Things You Can Learn From
One of Airbnb’s Earliest Hustles. Inc. Retrieved online at https:/www.
inc.com/alex-moazed/cereal-obama-denver-the-recipe-these-airbnb-
hustlers-used-to-launch-a-unicorn.html

Applications of artificial intelligence in the healthcare sector are spreading,
leaving customers amazed or sceptic about its potential implications.
Interesting readings from both perspectives are the followings. Bebe, J.
(2019). Artificial Intelligence That Helps Doctors Predict When Patients
Will Die. Forbes,January 3. Retrieved online at https://www.forbes.com/
sites/nextavenue/2019/01/03/artificial-intelligence-that-helps-doctors-
predict-when-patients-will-die/#479466f06c8b Chua, A. E. (2015).
Watson’s next feat? Taking on cancer. The Washington Post, June 27.
Retrieved online at https://cacm.acm.org/news/188902-watsons-next-
feat-taking-on-cancer/fulltext

The World Economic Forum published a survey report in September
2015, which analysed in great details the possible future shifts in
technological advancements. Findings and survey methodology are
available for consultation in the report. World Economic Forum (2015).
Deep Shift - Technology Tipping Points and Societal Impact. Survey
Report - September, Global Agenda Council on the Future of Software
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and Society. Retrieved online at https://www.weforum.org/reports/deep-
shift-technology-tipping-points-and-societal-impact

More information on AT&T projects on smart cities can be found online
at https://www.business.att.com/solutions/Family/internet-of-things/
smart-cities/.

Jenalea Howell quotes IHS Markit, saying that the number of connected
IoT devices will surge to 125 billion by 2030. Howell, J. (2017). Number
of Connected IoT Devices Will Surge to 125 Billion by 2030. /HS Markit
Press Release, October 24. Retrieved online at https://technology.ihs.
com/596542/number-of-connected-iot-devices-will-surge-to-125-
billion-by-2030-1ihs-markit-says IHS Markit (2017). The Internet of
Things: a movement, not a market. Ebook. Retrieved online at https://
cdn.iths.com/www/pdf/IoT_ebook.pdf

Hunke, N., Yusuf, Z., RiiBmann, M., Schmieg, F., Bhatia, A., &
Kalra, N. (2017). Winning in IoT: It’s all about the business processes.
Boston Consulting Group, January 5. Retrieved online at https://www.
bcgperspectives.com/content/articles/hardware-software-energy-
environment-winning-in-iot-all-about-winning-processes/

PWC (2017). Leveraging the upcoming disruptions from Al and IoT:
How Artificial Intelligence will enable the full promise of the Internet-
of-Things. PWC Digital Press. Retrieved online at https://www.pwc.
com/gx/en/industries/communications/assets/pwc-ai-and-iot.pdf
More information on AT&T home products can be found in the following
links. AT&T Digital Life Home, retrieved online from https://my-
digitallife.att.com/learn/home-security-and-automation AT&T M2X
- How smart is your home, retrieved online at https://m2x.att.com/iot//
industry-solutions/iot-data/smart-homes/
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Chapter 2

The Power of Digital
Transformation

ABSTRACT

In the previous chapter, the authors discussed the four industrial revolutions
that are part of our economic history. Although each one of them had different
innovations as driver, we can conclude that change—and the ability to
sustain it—is what makes them successful. In this perspective, managers and
leaders in general are required to embrace change and pursue it in the way
they perceive strategy, goals, and innovative contribution. In this chapter,
they discuss how to define digital transformation, the theories behind it, and
more specifically, the kind of skills required to successfully master a digital
transformation project. They also have the chance to interview a renowned
professional in the field of digital transformation and see what experts suggest.

DIGITAL TRANSFORMATION: THE BASICS

According to IDC, digital transformation can be defined as “a continuous
process by which enterprises adapt to or drive disruptive changes in their
customers and markets (external ecosystem) by leveraging digital competencies
to create new business models, products, and services”".

Therefore, we can say that digital transformation projects have at their core
the enhancement of the customer experience, as well as lowering operational
costs, through the integration of the physical and the digital realms of the
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business. New technologies are key enablers of this process, in particular the
use of artificial intelligence to enhance business performance and efficiency,
as well as prioritise customer experiences.

According to the experts (DeNisco Rayome, 2017), spending for digital
transformation initiatives will hit $1.7 trillion globally by 2019, which will
mean investments will rise up to 42% from 2017. This is in line with Gartner’s
position, whoin 2015 surveyed CEOs and found they were expecting revenues
coming from digital products, marketing and sales to double in 2017 the
average 21% of 2014 (Raskino & Gartner, 2015).

But how exactly does a digital transformation initiative work? The main
objective here is to maximise the use of data, as created, collected and analysed
in relation to customers and organisational operations in order to improve the
processes. In order to achieve such goal, you must understand the business
model you operate within, and avoid the perspective most use that digital
transformation is only about using some technologies or develop an app?.
The process is far more complex than this. Roger Liew perfectly summarised
the feeling of confusion that pervades businessmen around the world when
it comes to such topic. According to Liew, the modern environment “is
brutally competitive. One of the challenges is that you don’t know where the
competitors are going to come from. In a fairly short span of time, Airbnb
is on everybody’s radar. The reason it’s so competitive is because there’s
not a lot of switching costs for online customers. If you don’t satisfy their
demands today, it’s fairly easy for them to switch to a competitor. That’s what
compels us to build something that is world class. If you stop focusing on
that it puts you just a step behind” (as reported in Raskino & Gartner, 2015,
p. 65). Similarly, Levy points out that “everyone is starting to worry about
being ‘Ubered’. It’s the idea that you suddenly wake up to find your legacy
business gone... clients have never been so confused or concerned about
their brands or their business model” (Thompson, 2014).

Before going deeper into the practical aspects of the topic, it might be
interesting to point out that digital disruption occurs at three level. First of
all, there is a need for advancements in technology, without which most of
the newest innovations will not be possible. The second level we need to
take into account is culture, which we can here summarise as the people’s
ability to feel comfortable enough with the innovation to fully embrace it.
Once people are ready for change, then the change needs to be implemented
and go under regulation. We might as well provide an example to better
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understand these three levels, and as such we can mention the not so recent
trend of buying clothes online. From a technological perspective, we needed
Internet to make it work; then we needed women to feel comfortable enough
to consider buying their clothes online, and finally we needed distance selling
regulations to ensure the same consumer’s rights as in traditional shopping
methods, to make it convenient to switch from a brick-and-mortar shop to
a digital one.

Thus, we can now conclude that digital transformation is linked to the
concept of digital business®, which simply refers to “the creation of new
business designs by blurring the digital and physical worlds” (Raskino &
Gartner, 2015). So first we needed the internet, that allowed businesses to
have an online presence. Then businesses started to make their own electronic
transactions (e-commerce), giving the way to different approaches to B2B
(Business to Business) and B2C (Business to Customers). At this stage, digital
marketing became the priority, with search engine advertising, social media,
sharing and generally C2C (Customer to Customer) solutions. The digital
business era is now complete thanks to the potentialities of the Internet of
Things, and we will be moving towards autonomous business. How the advent
of the IoT helped the digital business model? In 2012, Eric Babolat, CEO of
the French tennis equipment company, invited the tennis world champion,
Nadal, to test the company’s ‘Connect’ racquet. The model was revolutionary
because it captured datarelated to the player’s forehands, backhands, smashes
and serves, and sent this data to a tablet or smartphone. In order to achieve
such amazing results, the racquet has been equipped with accelerometer and
gyroscope sensors, a digital microprocessor, a battery and of course bluetooth
wireless communication. Although it might seem impossible to believe, all of
these materials do not change the way a player feels his racquet. The overall
weight of the necessary equipment to collect the data is only 15 grams and
are easily fit inside the handle. What is even more impressive, is that Babolat
sells these racquets to everyone at a price that ranges from $300 to $400. But
can they be legally used? The International Tennis Federation ruled in July
2013 that Babolat’s racquets could be used during match play. This is a clear
example of the successful blending of physical and digital realms to create
innovation®*. Another interesting example is Ford’s experimental autonomous
car that uses four LIDAR sensors to recreate a real-time 3D map of the car’s
surroundings’.

How do these potentialities that modern technology brings affect digital
transformation projects? Barry Libert and Meghan Beck, from AIMatters,
have presented an interesting and integrated practical approach which
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should help organisations tackle digital transformation projects and Al-
empowered changes in general (Libert, Beck & Wind, 2016). They suggest
a five step model that can be used by any manager regardless of the sector
and organisational position, to make sure a digital transformation project is
completed and successful. In particular, the model, also known as PIVOT,
consists of the following five steps. The first one is Pinpoint, which relies on
the team’s ability to find out and/or assess the starting business and mental
models, both in relation to their company as well as the more general industry
sector. In this phase, which can last typically from one day to a month, the
team should gather information such as what the company sells, which market
is targeting and how the business model can be compared with others in the
same market. The next step considers Identify, which is none other than
an exercise of taking a complete inventory of all company assets, meaning
customers, partners, employees and of course all the data that relates to them.
In this phase, it is important to remember that intangible assets (such as,
for example, data related to sentiment or family links among customers and
employees) are as valuable as majestic headquarters or any other physical
asset. During the third step, managers should spend some time addressing
Value, which is more of a planning phase to secure a technology platform
where all the elements taken into account during the Identify step come to
coexist and collaborate. Thus, at this stage, managers and their team should
concentrate on envisioning the business as a digital network, where all aspects
are interconnected through a digital platform, for a centralised experience.
Once the team has conceptualised what they aim to achieve, it is time for
step four, Operate. In this hands-on step, resources need to be invested in
the new digital business model, in the form of time, talent and/or money, to
prepare a pilot to test the concept in the digital world. Adjustments to the
digital business model can then be made, and new ideas may arise during the
test phase. Finally, managers are required to Track on the new model, adding
KPIs to the standard financial performance, in order to measure interactions
(whether these might be sales or other), employee engagement with the new
platform and a sentiment analysis towards it; or things like how many products
or services were created by customers, and how successful they are, in terms
of creation of value and revenues.
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Figure 1. The PIVOT framework
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We have already highlighted how understanding the business model is
paramount to define a successful digital transformation. As an example, we
introduced the PIVOT framework, as a tool that can guide managers and
leaders in delivering successful digital transformation projects. According to
Deloitte (2017), managers are interested in Al-related projects - which can be
inserted in a broader digital business model definition - for reasons different
from what we may think. When we say business model, we refer to a set of
activities for creating and capturing value, using resources to generate, deliver
and bank on new products and services, offered to customers in new ways
(among others, refer to Amit & Zott, 2001; Baden-Fuller & Morgan, 2010;
Johnson, Christensen & Kagermann, 2008; Magretta, 2002; Massa, Tucci &
Afuah,2017; Timmers, 1998; Teece, 2010; Zott & Amit, 2010). Now, Deloitte
(2017) surveyed 250 “cognitive-aware” leaders within “cognitive-aware”
companies, to better understand from these early adopters “what objectives
they had for cognitive and Al technologies, how much they were spending
on them, what benefits they have already achieved, and what challenges they
have already encountered [ ...] their attitudes toward the technologies, and their
feelings about the prospects of job loss from automation.” (p. 2). Looking at
the survey results, we can appreciate that the three reasons indicated as first
choice by managers for their use of Al-related business models are to “‘enhance
the features, functions and/or performance of our products and services”
(19%), to “make better decisions” (14%), and to “create new products” (12%).
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Figure 2. Reasons to deploy Al-related business models
(Source: adapted from Deloitte’s 2017 State of Cognitive Survey)
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In this perspective, we can agree on the importance of network effects and
multisided platforms® as core elements of a business model. This approach
seems to be shared among companies such as Apple, Google, Uber, Airbnb,
CNN, Alibaba, Microsoft, and Facebook’, where the product or service offered
become more valuable the more people use it (Mclntyre & Srinivasan, 2017).

Before moving into deciding when a new product, service or technology is
bound to be disruptive, we will need to define whatis innovation. Peter Drucker
(1985) states that “Innovation is the specific function of entrepreneurship.
[. . .] It is the means by which the entrepreneur either creates new wealth-
producing resources or endows existing resources with enhanced potential for
creating wealth” (p. 20). Such concept can be then converted in something
more practical, using the words of O’Sullivan and Dooley (2009), who see
innovation as “the process of making changes, large and small, radical and
incremental, to products, processes, and services thatresults in the introduction
of something new for the organization that adds value to customers and
contributes to the knowledge store of the organization.” In such perspective,
we can argue that innovating entitles transforming ideas into outputs, which
are usually related to products, services and processes. In particular, these
may be marketable products, whether these are physical objects, processes
to make these products, services to deliver them or services for intangible
products.

Businesses rarely come up with innovations in the true sense of the
word, meaning a product, service or process that is novel and untried. More
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often, we come across extensions of an established product, which consist
of proposing a different use for it; or a duplication of the same item, with a
different creative touch that gives the company a chance to beat the competition.
Finally, entrepreneurs might try the way of synthesising existing concepts
into a new application.

Now we should have a better understanding of how new products should
look like. Thus our next step would be looking into the reasons behind a
new product, service or technology is regarded as to disrupt the market. Dr.
Hwang refers to the theoretical background we discussed in the previous
section, to present a model where technology (whether its existence, or its
usage rate), regulation and culture are tipping points to assess whether a
business is in the premature period (in which failure of a new innovation is
probable) or in the mature period of success. It is not as easy as you might
think to make an innovation take off. The fact that you have a great idea
does not mean by default that it will also be successful. Think for example
at Google’s Glass augmented-reality eyewear, that was sold in 2013 and
retired from the market in 2014 after the public complained about battery
life, bugs and privacy. Google is a very well-known company, so why did
its glasses not work out? We were simply not ready. This is also proved by
the circumstance that, regardless of its failure, Google is still working on
this project, in collaboration with Luxottica - whose Oakley brand sells
augmented-reality ski goggles Airwave that are connected to smartphones.
Another example related to the importance of culture is offered by the UK’s
GDS initiative (where GDS stands for Government Digital Service), lead by
Mike Bracken under a political favour when people demanded for a better
and quicker service in 2010, which was pushed on at the time after internet
use had previously reached a tipping point in 2006.

Dr. Hwang did not theorised anything new. In fact, we can backdate the
efforts of predicting when new products are likely to disrupt the market to
1986, when McKinsey’s Dr. Richard Foster presented his work on S-Curves
(Foster, 1986; Foster & Kaplan, 2001), even though we have to waituntil 1991
to benefit from the more famous disruptive innovation model, as presented
by Professor Clayton Christensen (1996, 1997). In the disruptive innovation
model, we see incumbents presenting a new product in a mainstream market,
which is where established products can be found. In order to be disruptive,
the new product will need to present certain characteristics, which can be
summarised as follows. The new product will need to cost less than established
products serving the established market. It will also need to address a
new market and perform worse than the established products, although its
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performance keeps improving. Strangely enough, according to Christensen, if
the answer to all three questions is yes, then the new product is highly likely
to be disruptive. At the same time, each company must understand if, after
this exercise, the new product is bound to be disruptive only in the market,
or it will be disruptive also for the company itself. In order to establish if the
company’s established products are susceptible to be replaced by disruptive
innovations®, there are specific characteristics managers should look for. In
the first instance, the established product should have a performance that is
higher than what the market expects, and for which customers are expected to
pay a great deal of money. At the same time, when switching costs are found
to be low, it is easier for the new product to substitute the established one.
Another interesting theoretical model is the so called Teece model, which
gives managers the chance to analyse when a new innovation can disrupt
the market, taking into account whether it can be easily imitated and at
what extent, complimentary assets used to commercialised the invention
are scarce and important. It might be not difficult to believe that in case an
invention is easy to replicate and does not require important nor difficult to
find complimentary assets, then it will not be able to make money out of it in
the long term - or any at all, for that matter, considering that everybody will
try to copy the idea. When the product is easy to imitate but complimentary
assets are scarce and important, who owns such assets will make money.

The Digital Transformation Experience and Technology

One of the first questions managers should ask themselves before planning
to implement a digital transformation initiative in their organisation, is the
following: are we ready for it? It is not only about the cultural environment
we are navigating, even though this is of the outmost importance. Sometimes
managers forget to consider if their company is technology ready for the
change. Without getting too technical, we can affirm that an organisation
needs to transform its network and architecture in order to facilitate digital
transformation, making sure its structure is capable of handling new digital
processes and intensive workflows of data in a flexible and secure way.
Organisational locations can now connect to regional networks using
fixed or wireless access, which will host local and regional data centres with
network functions; while the core network will provide high-speed transport,
and at the same time will host for large private and third-party clouds. If we
are looking for a practical example, all datacenter solution providers (among
others, Cisco, Aruba and HP) are powerful enough to use Al and related
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tools such as machine learning, to improve reliability of their services, while
enhancing the proportion of cost and effectiveness. Companies that do not
operate as datacenter can benefit from their services, to combine organisation-
collected private data and network-collected data, which will give a clearer
understanding of the trends within the organisation.

These solutions are possible thanks to the cloud and the virtualisation
of physical tools (see for example Donovan & Prabhu, 2017), as well as the
impressive developments in artificial intelligence and related technologies
(among others, machine learning, deep learning, and chatbots), that allow us
to easily collect and integrate a huge amount of data across several software
components. One of the most recognisable and popular tool is the so called
LAN network (which stands for Local Area Network), which is what creates
the connectivity to end-users and/or the devices where data is created and
consumed.

Once the organisational network structure is created and is fully functional,
managers should concentrate on what they want to achieve with their digital
transformation project. This passage will help them realise which tech tools
might be better suited for the company, and which customer strategy can
deliver the best results. In particular, we should consider how our customers
are willing to interact and engage with the company, whether this can be
achieved through the mobile, web, phone, or kiosks. Some organisations are
far more advanced of others in their use of artificial intelligence technologies
to gather customers’ data related to, for example, how they give feedback
(this may be linked to the keywords they use, the tone of their speech, or
the sentiments they express). Interestingly, nowadays a large number of
companies are switching from the customer care call centre we were all used
to contact, to a chatbot service, which is nothing more than an automated
system trained by experts to come up with very specific responses to customer
complaints and issues. Chatbots should be able to formulate clear responses
based on natural language questions, and can be embedded in mobile phone
chats, Facebook messenger, website chats and so on - think for example at
Telco chatbot, which is trained to check-in at a hotel, close a window in a
car, provide information about train tables and much more. Because chatbots
are meant to work alongside humans, not to steal their job, they are usually
used to respond to customer’s queries and if they are not trained to reply to
a specific question, they will then pass along the query to a human.

Another great tool we can use to enhance the customer experience, is the
voice interface. Each one of us has at least being part of a phone call where
we were asked to press multiple number options, or reply via voice to be
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put in contact with the right department. Now, artificial intelligence tools
are trained to understand the context and the intent behind our words and
speech construction, as it happens at Verizon, where a system transcribes
incoming calls, identifies the intent behind it and categorises accordingly
the call in real time, to enhance the effectiveness of their customer centre.
A more advanced use of Al functionalities allows us to reply to customers’
queries using text-to-speech or speech synthesis technologies to speak with
them. Furthermore, the customer experience is central to each business and its
longevity. In this perspective, Al-trained systems are fundamental to analyse
customers’ emotions on the spot’.

Whichever tech tool we might identify as the best one to answer our
organisational needs, we have to recognise we live in a world that is over-
connected. Modern disruptive technologies (you may think of mobile
computing and virtual reality, to cite a few) are designed to create large-
scale networks between people, computers and physical objects. This can be
seen in the large use of virtual teams (Gilson, Maynard, Young, Vartiainen,
& Hakonen, 2015), as well as smart working solutions'’. In particular,
employees can connect to their workplace using mobile devices and cloud
services, which might be extremely convenient in terms of mobility (see
for example Serban et al., 2015, in relation to leaders’ new skills to cope
with employees working from home or remotely) and knowledge sharing
(Oldham & Da Silva, 2015; Pfeffer, 2013), but it deeply affects the work-life
balance (Mazmanian, 2013). It appears evident technological advancements
have changed the way we interact with customers, colleagues, and people in
general, demonstrating the importance of new leadership skills and behaviours
to accommodate different needs. While managers - or leaders - can count on
augmented decision making capabilities thanks to Al-supported analysis of
big data (Van Knippenberg, Dahlander, Haas, & George, 2015) rather than
their own experience and intuition (McAfee & Brynjolfsson, 2012), humans
will be assisted by technologies in performing their tasks (see, for example,
Bresnahan, Brynjolfsson, & Hitt, 2000; Campion, Campion, Camion & Reider,
2016; Orlikowski & Robey, 1991; Shim, Warkentin, Courtney, Power, Sharda,
& Carlsson, 2002). We have already seen how chatbots are used alongside
human customer call centre operators, and we will discuss the future of jobs
by the hand of artificial intelligence and new technologies at the end of this
book!!. In this perspective, we can say that companies try intensely to hire
and retain talent, or they ‘acqui-hire’, which means they buy a company to
acquire their talents as well as their products and customers.
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The Innovator’s Skills

Being aninnovatoris something the most acclaimed companies aspire to be, to
imitate giants as Apple, Google, Samsung and Amazon, which have adopted
an organisation-wide commitment towards corporate innovative strategy'2.
Well established organisations are finally realising how important it is to
go back to their corporate strategy, now that they are intensively competing
with start-ups. This means they are investing in development activities to
encourage managers’ innovative thinking (for example through corporate
innovation training programs, such as that described in Kuratko, Covin, &
Hornsby, 2014), as well as changing the work environment to better suit their
modern needs.

Using this perspective, change management initiatives need to be taken
into account, when they are a result of changing technologies rather than
the use of different management styles. It is important here to highlight that
there are several types of organisation, and several types of management as
well. In the case of bottom-up management for example, we can cite kaizen
and lean management styles. Kaizen (from the Japanese “change for the
better””) states that no actual status of processes or organisations is good
enough to be kept as it is, which in turn requires continuous improvement
of all organisational functions as well as all employees, from assembly line
workers to top managers. On the other end, lean management is used in
customer-oriented companies that value all stakeholders, from suppliers to
customers, to employees. In this sense, using tools such as constant feedback
and ownership, a lean organisation tries to balance the advances of batch-
producing organisations (which consist of speed and low unit cost) with the
benefits of a customer-oriented organisation (also known as quality, high
flexibility and customisation). Although it is not the intent of this Chapter
to review change management styles and models', it is important managers
keep in mind the aftermath of change within the organisation.

When dealing with innovation, modern managers and leaders are required
a great deal of skills. Among them, we can definitely count creativity and
design thinking. While the word creativity'* seems to be surrounded by a
halo of scepticism when linked to important skills for managers to have,
“Creativity occurs when a person, using the systems of a given domain such
as music, engineering, business, or mathematics, has a new idea or sees
a new pattern, and when this novelty is selected by the appropriate field
for inclusion into the relevant domain.” (Csikszentmihalyi, 1996). In this
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perspective, “a person isn’t creative in general—you can’t just say a person
is “creative.” You have to say a person is creative in X, whether it’s writing,
being a teacher, or running an organization. People are creative in something
[...]. People who are creative are always thinking about the domains in which
they work. They’re always tinkering. They’re always saying, “What makes
sense here, what doesn’t make sense?” And if it doesn’t make sense, “Can I
do something about it?”” (Gardner, as quoted in Goleman, Kaufman & Ray,
1993, p. 26). Furthermore, it should appear more clear now that creativity
does not entitle the ability to draw or paint like Michelangelo, nor it involves
complicated arts and crafts projects. Being creative has more to do with the
opportunity to think outside the box, to see processes and patterns that are
not defined, is to believe that everything is possible and there might be more
than one answer to even the most logical approach or theory. Using E. Paul
Torrance’s words, “creativity defies precise definition. This conclusion does
not bother me at all. In fact, I am quite happy with it. Creativity is almost
infinite. Itinvolves every sense—sight, smell, hearing, feeling, taste, and even
perhaps the extrasensory. Much of it is unseen, nonverbal, and unconscious.
Therefore, even if we had a precise conception of creativity, I am certain we
would have difficulty putting it into words. However, if we are to study it
scientifically, we must have some approximate definition.” (Torrance, 1998).

Creativity alone cannot form the modern manager. Someone once compared
the melting pot of skills leaders need to cooking a stew'>. Among them, design
thinking is crucial. We should define design as the process that allows us to
shape an idea into something real that others can understand and embrace,
and which can be observed and manipulated (this might be a process, a
product, a business model, or something different). As described in this way,
design seems to be something magical, and once again too creative and out
of reach for managers. However, this is not the case, or at least it shouldn’t
be. Design thinking enhances the individual’s ability to accept that there are
constraints to the way we live, think and act, as well as we design a product.
Choices around the way we want it to look and feel, or the materials to use,
or which features to introduce, are examples of the constraints designers -
and managers - face everyday. Design thinking skills also rely on the logical
process of determining which solution is the optimal one, while balancing it
out with the creativity inspiration and the flexibility of the targeted market.
Again, design thinkers have to cope well and embrace failure, as well as not
get frustrated when the process needs several iteration steps, to finally reach
the final product.
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According to Nicola Rosa, a leading expert in extended reality from
Accenture, “Digital transformation is an iterative innovation process, it’s
not a one-off event. I like to think about digital transformation like a form
of art. Art is never finished, it’s always evolving. Digital transformation is
the art of innovating to create better processes and services, to increase the
customer satisfaction, to reduce production cost, to increase employee’s
satisfaction which is extremely important as well, and to create new streams
of business. Usually this kind of digital transformation is directly related to
not only the iterative innovation that we were talking about before, but also
to the creation of ecosystems from one or more points of the value chain.
How can you create something that will enable customers to enter in any of
those entry points? To expand your customer base, using the other elements
of your ecosystem of services? This is what Apple has been doing in the
past 15 years, differentiating their products, their offerings and creating an
ecosystem. You have a service to download and stream music and movies,
you have the iPhone which is a product, and you have the AppStore which is
a software platform, and you have the MacBook which again is a hardware
product, and you can use them more or less separately but at the end of the
day they form an ecosystem. Whenever you are hooked with one of those
products, for example you really like streaming from Apple Music or maybe
you really like Macs laptops, once you are using any of those products
you are hooked and gently pushed towards using the other products of this
ecosystem. There are many companies right now going towards the same
kind of approach, creating ecosystems of products and services rather than
a single product or multiple parallel product offering.”*®.

CONCLUSION

In this Chapter, we have discussed the basics of a digital transformation
initiative, what managers need in order to be successful in their new digital
business model, and which skills will be fundamental for the new manager. If
there is something to remember about this Chapter, is probably the underlying
principle according to which digital transformation is not about the use of
a specific technology. On the contrary, it is more about an interconnected
approach among employees, customers, suppliers and similar, through a digital
platform that connects them and their data, in order to create an engaging
and comprehensive customer experience. The role of Al and technology
in general is changing the traditional business model (think for example at
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Facebook and Uber), as well as the skills managers are required to master in
order to lead successful digital projects.
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ENDNOTES

1

IDC is a research company that offers insights on the digital and
technological landscape to businessmen. Their IDC MaturityScape:
Digital Transformation (DX) tool, “provides a view of the breadth
of business and IT management issues that encompass the challenge
facing leaders who hope to transform how their enterprises leverage
digital technologies for competitive advantage. According to the new
report, IDC believes that enterprises will either become adept at digital
transformation and thrive or fail to master the disciplines and struggle to
survive. Moreover, IDC asserts that business leaders need to master not
only the disciplines but also the alchemy of combining and managing
their interactions to create digital gold”. See more at https://www.
idc.com/downloads/DX_UBER.pdf and https://www.idc.com/getdoc.
jsp?containerld=US43220117.

Animportant aspect of a successful digital transformation has to do with
businesses being equipped with a specific network architecture, where
data and data-driven decision-making are at the core of the business
processes and operations. Network functions that usually sit in the
company’s location are now virtualised, with only “white boxes” left in
the physical place. These can be defined as commodity hardwares - also
known as UCPEs, or Universal Customer Premises Equipment - used
to host virtual applications, such as routers, firewalls, IoT gateways and
Al functions.

Gartner defines digital as “signal transmission that conveys information
through a series of coded pulses representing 1s and Os (binary code)”
(from https://www.gartner.com/it-glossary/digital), even though from a
business perspective it is better a broader definition (see https://www.
gartner.com/imagesrv/research/iot/pdf/iot-275309.pdf).

When discussing innovation, we are referring to a process, as well as
an outcome based on change. Using Donald Marquis’ words, “when
an enterprise produces a good or service or uses a method or input
that is new to it, it makes a technical change. The first enterprise to
make a given technical change is an innovator. [...] Another enterprise
making the same technical change is presumably an imitator. [...] Thus,
an innovation can be thought of as the unit of technical change.” See
Marquis, D. (1972). Innovation. In E. Mansfield (Ed.), Research and
Innovation in the Modern Corporation. New York, NY: Norton.
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The LIDAR is a laser remote sensing system that scans the direct
environment of the car up to sixty meters and from a 360° perspective.
While scanning this portion of environment, it produces a 3D map of the
surroundings, which in turn allows the car to be located, and the driver is
made aware of road signs as well as obstacles along the route. This level
of detailed data can be collected also through motion sensors integrated
in the front and rear bumpers, so that information like the speed of cars
behind or in front can be calculated to understand if the car needs to
accelerate or slow down. On top of that, there is a camera placed by the
interior rear-view mirror, to get data related to traffic lights, traffic signs
and eventually, cyclists and pedestrians. To summarise, the LIDARs
work in conjunction with the sensors and cameras to transmit data to
a central system, which is independent. So, if you are wondering how
an autonomous car works, the driver of a full autonomous one will just
need to give a voice command to the car with a destination to reach, and
enjoy the ride while the car assesses what to do and takes control of the
car’s steering wheel, accelerator and brakes. See for example Urmson, C.
(2015). How a Driverless Car Sees the Road. TED Talk, June. Retrieved
online at https://www.ted.com/talks/chris_urmson_how_a_driverless_
car_sees_the_road?language=en [Accessed May 30, 2019].

A multisided platform is a technology, product or services that allows
two or more groups of users with distinctive functions, to interact with
each other. See Mclntyre, D. P., & Srinivasan, A. (2017). Networks,
platforms, and strategy: Emerging views and next steps. Strategic
Management Journal,38(1), 141-160. Parker, G. G., & Van Alstyne, M.
W. (2005). Two-sided network effects: A theory of information product
design. Management Science, 51(10), 1494-1504.

In 2018, data showed more than 60% of the world’s most valuable
companies were depending on network effects and/or multisided platforms
to engage their customers.

There are several managerial and organisational approaches to innovation.
Among them, an interesting one is the so called ‘closed approach’,
whose aim is to generate new business breakthroughs using fully the
people, knowledge, and technology the company has. In order to reach
its objectives, the organisation is required to follow a simple list of rules,
which entitle to hire the best and brightest people; be attentive of make
discoveries in secret; go big on marketing, using the launch events as a
platform to generate curiosity; be ready to invest great amounts in R&D,
in order to ensure that your company generates the best ideas and stays
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ahead of the competition; and finally, have a tight control of intellectual
property. This and other approaches to innovation can be found in the
following readings. Chesbrough, H. (2003). Open Innovation: The New
Imperative for Creating and Profiting from Technology. Boston, MA:
Harvard Business School Press. Laffley, A.G. & Charan, R. (2008).
The Game-Changer: How You Can Drive Revenue and Profit Growth
with Innovation. New York, NY: Crown Business. Sawyer, K. (2007).
Group Genius: The Creative Power of Collaboration. New York, NY:
Basic Books.

An example of this feature can be found in Watson Tone Analyser, a
pre-trained service that can distinguish the tone used by a customer in
their spoken or written language.

Technological innovations are bound to change the way we work. See,
for example the followings. Barley, S. R. (2015). Why the internet
makes buying a car less loathsome: How technologies change role
relations. Academy of Management Discoveries, 1, 5-35. Colbert, A.,
Yee, N., & George, G. (2016). The digital workforce and the workplace
of the Future. Academy of Management Journal, 59, 731-739. Haas,
M. R., Criscuolo, P., & George, G. (2015). Which problems to solve?
Online knowledge sharing and attention allocation in organizations.
Academy of Management Journal, 58, 680-711. Parker, S. K., Wall, T.
D., & Cordery, J. L. (2001). Future work design research and practice:
Towards an elaborated model of work design. Journal of Occupational
and Organizational Psychology, 74, 413-440.

We can pre-announce that a good majority of researchers and practitioners
convened that middle-skilled jobs such as accountants and bank cashiers,
would be the first ones to be automated (Autor, Katz, & Kearney, 2006;
Bresnahan, 1999), together with white-collar workers (Frey & Osborne,
2017). On the other end, skilled employees will become more important
(Brynjolfsson & Hitt, 2000), and this is linked to a series of new required
competencies such as problem solving (Parker et al., 2001), social skills
(see among others, Cascio & Montealegre, 2016; Frey & Osborne,
2017), quick decision making (Perlow, Okhuysen, & Repenning, 2002),
creativity (Frenkel, Korczynski, Donoghue, & Shire, 1995), and an
efficient use of large amounts of information (Van Knippenberg et al.,
2015). For further references, see the following literature. Autor, D.
H., Katz, H. L., & Kearney, M. S. (2006). The polarization of the U.S.
labor market. American Economic Review, 95, 189-194. Bresnahan,
T. F. (1999). Computerization and wage dispersion: An analytical

41

printed on 2/8/2023 7:20 PMvia . All use subject to https://ww. ebsco.coniterns-of -use



EBSCChost -

42

The Power of Digital Transformation

reinterpretation. Economic Journal, 109, 390-415. Brynjolfsson, E.,
& Hitt, L. (2000). Beyond computation: Information technology,
organizational transformation and business performance. Journal of
Economic Perspectives, 14, 23-48. Cascio, W. F., & Montealegre, R.
(2016). How technology is changing work and organizations. Annual
Review of Organizational Psychology and Organizational Behavior,
3, 349-375. Frenkel, S., Korczynski, M., Donoghue, L., & Shire, K.
(1995). Re-constituting work: Trends towards knowledge work and
info-normative control. Work, Employment and Society, 9, 773-796.
Frey, C. B., & Osborne, M. A. (2017). The future of employment: How
susceptible are jobs to computerization? Technological Forecasting and
Social Change, 114,254-280. Parker, S. K., Wall, T. D., & Cordery, J. L.
(2001). Future work design research and practice: Towards an elaborated
model of work design. Journal of Occupational and Organizational
Psychology,74,413-440. Perlow, L. A., Okhuysen, G. A., & Repenning,
N.P.(2002). The speed trap: Exploring the relationship between decision
making and temporal context. Academy of Management Journal, 45,
931-955. Van Knippenberg, D., Dahlander, L., Haas, M. R., & George,
G. (2015). Information, attention, and decision making. Academy of
Management Journal, 58, 649-657.

According to Ireland, Covin, and Kuratko, a corporate entrepreneurial
(innovative) strategy is “a vision-directed, organization-wide reliance on
entrepreneurial behavior that purposefully and continuously rejuvenates
the organization and shapes the scope of its operations through the
recognition and exploitation of entrepreneurial opportunity.” See Ireland,
R.D., Covin,J. G., & Kuratko, D. F. (2009). Conceptualizing corporate
entrepreneurship strategy. Entrepreneurship Theory and Practice,33(1),
19-46.

Among the noteworthy theories in change management, we can mention
the three-stage model of change as proposed by Lewin, also known as
the unfreezing-change- refreeze model which is based on the idea that
prior learning needs to be rejected and replaced. Furthermore, we can
mention Chin and Benne’s “Effecting Changes in Human System” (1969)
and Havelock (1973). These models either propose an empirical-rational
approach, according to which if a proposed change is considered ‘good’
by the individual, it is likely to be implemented; or a power-coercive
approach, which makes leverage on the power legislation and other
actors may have (think for example at moral or political sanctions). A
third approach, also known as the normative-re-educative approach,
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is proposed, in which the individual is actively searching for ways to
satisfy their own needs and interests, which in turn prompt a change.
Another interesting theory is the one presented by Bullock and Batten,
which uses the four phases of planned change as it occurs in project
management. These phases are exploration, planning, action, and
integration. Also, Beckhard and Harris propose the change formula,
which is amathematical representation of the change process. This states
that, in order for change to occur, the dissatisfaction of the status quo
(D), the desirability of the vision of change (V) as well as the practicality
of it (F) need to outweigh the resistance (R) to the change itself. The
basic notion is that, for change to occur, the costs of change must be
outweighed by dissatisfaction with the status quo, the desirability of the
proposed change, and the practicality of the change. In other words, (D
X V X F) > R. It goes by itself that if any variable is zero or near zero,
there is no chance to overcome the resistance to change. Finally, the
7-S Model proposed by McKinsey & Company’s consultants in the late
1970s (Waterman Jr & Peters, 1980) is based on the belief managers
have to address several variables that impact change all at the same time.
For further readings, refer to the following literature. Beckhard, R., &
Harris, R. T. (1987). Organizational Transitions: Managing Complex
Change: Understanding Complex Change. Boston, MA: Addison-Wesley
Series on Organization Development. Bennis, W. G., Benne, K. D., &
Chin, R. (1969). The Planning of Change (2nd Edition). New York,
NY: Holt, Rinehart and Winston. Havelock, R. G. (1973). The Change
Agent’s Guide to Innovation in Education. Educational Technology
Publications. Waterman Jr, R. H., & Peters, T. (1980). In Search Of
Excellence: Lessons from America’s Best-Run Companies. New York,
NY: Harper & Row.

Creativity is a not a state, it is a process that can be developed and
improved, following four phases. During the first phase, there is a
preparation period of investigation and information-gathering, also in
fields different to the one directly involved. While the second phase -
or incubation process - is more static and dictates to get away from the
project for a while to allow the subconscious to do its part; the third
phase revolves around the discovery of the idea. The last phase considers
evaluation and implementation of the idea itself, through activities like
prototyping and similar. See de Bono, E. (1992). Serious Creativity:
Using the Power of Creativity to Create New Ideas. New York, NY:
HarperBusiness.
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According to Teresa Amabile, managers need to focus on domain skills,
creative thinking skills and intrinsic motivation. In her own words, “the
essential ingredient, something like vegetables or the meat in a stew, is
expertise in a specific area: domain skills. These skills represent your
basic mastery of a field . . . Creative thinking skills are like spices and
herbs you use to bring out the flavor of the basic ingredients in a stew.
They make the flavors unique, help the basic ingredients to blend and
bring out something different . . . Finally, the element that really cooks
the creative stew is passion. Creativity begins to cook when people are
motivated by the pure enjoyment of what they are doing.” (Amabile,
as quoted in Goleman, Kaufman & Ray, 1993). In this perspective, we
can define intrinsic motivation as being passionate about what you do,
and who you do it with, among other things. Within the domain skills
leaders have, divergent thinking might be the least explored in business,
considering itis fundamentally linked to the ability of generating as many
possible options, without being limited or biased from past experiences
and/or prior knowledge. This approach does not entitle a flight of fancy,
where managers are allowed big ideas and no constraints in making
them become true. Disney is a good example of the discipline linked
to one of these famous approaches - also known as blue sky thinking,
which can be summarised in the following words. “Get a good idea,
and stay with it. Dog it, and work at it until it’s done, and done right.”
(Walt Disney, as quoted in Smith, 2001). Goleman, D., Kaufman, P., &
Ray, M. (1993). The Creative Spirit. New York, NY: Plume. Smith, D.
(2001). The Quotable Walt Disney. New York, NY: Disney.

Nicola “Nick” Rosa is Leading the Extended Reality team in Accenture
Europe, as well as the Head for Immersive Learning for Accenture
Global. Twitter: @nicolarosa LinkedIn: http://bit.ly/nicolarosa
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Chapter 3

Computing, Data Science and
Other Skills For Managers

ABSTRACT

Managers are required to have different skills and mindset in order to be
successful nowadays. Business schools around the world contributed to the
standardisation of knowledge and practices in the managerial environment,
with MBA programmes being a must in every leader’s curriculum. However,
times are changing rapidly, and traditional knowledge around accounting
or strategy models and tools need to be updated to consider the innovation
brought in by technology. Concepts related to data, such as data science and
big data, have intrigued a huge number of people around the world. Numbers
are said to be an extensive source of knowledge, invaluable to those who want
to improve processes, experiences, and efficiency in general. In this chapter,
the authors discuss the new skills managers should learn to try have a better
understanding of the subjects, fields, or abilities recruiters are looking for.
Thus, we should still read this required expertise in conjunction with other
soft skills linked to emotional intelligence and leadership techniques.

Computational Thinking or Being Logical

You might have heard of the phrase “computational thinking” in one of the
fancy conventions for entrepreneurs and start-ups, maybe. Well, computational
thinking defines the art of thinking computationally, or logically, in a way that
each problem can be defined as a series of steps, with an input that generates
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an output through the use of algorithms for example?. When trying to figure
out how computers work, we need to remind ourselves we are dealing with
the binary system, rather than in scale 10. Computers understand 0 and 1
in a specific series. So for example, we have learned in school that we can
separate numbers in units, tens, hundreds and so on, which means that we
have 100 first (10 to the 2), then 10 (10 to the 1), and finally 1 (10 to the 0).
Furthermore, if we use the binary system, we will have 4 (2 to the 2), then 2
(2 to the 1), and 1 (2 to the 0). If we wanted more numbers, we could move
on after 4 to 8 (2 to the 3), 16 (2 to the 4), 32 (2 to the 5), and we could keep
going. It seems easy enough, thus we will try to calculate how a computer
would understand number 1. Using three digits, the number 1 will be written
as 001 in the binary code, where the first O from the left equals to 4 times 0,
the one in the middle is calculated as 2 times O, and 1 is the result of 1 times 1.
If that is correct, number 2 will be represented as 010 (4 times O, plus 2 times
1, and 1 times 0). Number 3 will become 011 (again, 4 times 0, plus 2 times
1, plus 1 times 1). If we keep going on with this system and three digits, we
can reach number 7 as a maximum, which will be represented as 111. How
can we move on and write number 8?7 We will need to add another value, so
that the computer reads 1000 (8 times 1, plus 4 times 0, plus 2 times 0, plus
1 times 0) and so on. Because the binary system implies the use of only two
states (0 and 1), we can conventionally say that 0 corresponds to a switched
off situation, while 1 represents a switched-on state. A very clear example of
this concept can be found in lightbulbs or lamps, when our O will correspond
to no light, and 1 to having light turned on in the room. Such switches are
better known as transistors inside a computer’s CPU (central processing unit).

Now that we should roughly understand how convert numbers using the
binary code, what about letters? Surely we do use an absurd amount of letters
everyday when we compute, whether it is with our laptop or through other
means. So, what does the letter A corresponds to? Following the Unicode

Table 1. Example of numbers in binary code

Binary
16 8 4 2 1
Example 1 6 1 1 0
Example 2 12 1 1 0 0
Example 3 18 1 0 0 1 0
Example 4 25 1 1 0 0 1
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or ASCII - also known as the American Standard Code for Information
Interchange - our letter A will correspond to the decimal number 65, which
will then need to be converted in the binary 01000001. In other words, if
I want to say “Hi Sara!”, my computer will need to receive the following
binary string:

01001000 01101001 01010011 01100001 01110010 01100001 00100001

You should be aware that you can add as many zeros you want from the
left, and the code will not be affected.

Ok, so that was for numbers and letters. What about images? When we
log in our Facebook account, or we add a picture to an email, the computer
needs to translate that image in a binary code it can understand. In this
case, the range we can use goes between 0 and 255, which represent the
amount of red, green and blue of each pixel in the image. The binary code
will be able to describe up to 256 when using a trio of eight bits in different
combinations of Os and 1s. Therefore, in a graphic program, the number 85
can be represented as a medium amount of red, a medium amount of green
and not too much blue, because 85 is way below half of 256, that will then
result in a murky yellow.

Although these examples might be very interesting, we cannot expect
everyone to start programming in binary code, and for so many basic things like
each colour of animage, or a simple phrase. Computer scientists, programmers,
engineers and the like do prepare this background information for those who
are not skilled enough - or do not want to waste such a tremendous amount
of time every time they encounter a basic function - in what is also known
as library, which contains the most basic of instructions to reuse whenever
we need them. Because computers, smartphones and similar have what we
call RAM - their internal memory, which can nowadays consist of billions
of bites - our device will contain tons of information and the way we can
retrieve it is fascinating. If we think that our RAM gives us 4 gigabytes of
space, we can easily assume that we have roughly four billions of bites at
our disposal. Thus, how do we access them? If the information we want to
retrieve is stored at byte number 1,002,345 rather than at number 76, would
that mean that we have to add several steps the farther away we get from
the first byte? Fortunately, this is not the case. Computing storage does not
work in a linear way, so the position of the byte we are interesting in does

47

printed on 2/8/2023 7:20 PMvia . All use subject to https://ww. ebsco.coniterns-of -use



EBSCChost -

Computing, Data Science and Other Skills For Managers

not really count. We use what experts call a “load” function, where we ask
the computer to load a specific byte or set of bytes from memory, and that
will appear to us in a so called register, regardless of their numerical position.

Furthermore, we might want to investigate what happens when computers
need to gather information from outside, let’s say for example from the Internet.
In this perspective, computers use protocols such as IP, DHC, DNS and so
on, to intercommunicate with other computers or computer programmes, to
get data from one place to another. Think for example at what happens when
you log in to your Facebook account. You type www.facebook.com, which is
your input, and you get your personal page on screen as output. But how did
my computer know where to gather my data? My computer or smartphone
will send a message to Facebook’s servers via Internet once it is connected to
a wi-fi or to the ethernet through a wired cable in the room, using a protocol
known as DHCP - Dynamic Host Configuration Protocol. Once logged, you
can type in what you want to search, and the computer will give you an IP
address, which corresponds to a physical address in the computing world,
in form of numbers dot numbers dot numbers dot numbers. You would not
need to know the IP address of each website you want to visit, luckily your
computer will automatically use a DNS protocol to transform what you type
into the right numbers that are associated with the IP address you wanted.
At that point, the IP address will communicate with the Internet my request,
making sure that the data I am looking for gets from point A (my typing
Facebook) to point B (accessing my Facebook personal page) using routers or
gateways? to adopt a TCP protocol to send such data reliably, so to be sure they
reach their destination®. At this point, we might appreciate that computers do
have finite resources in relation to CPUs, RAMs and the likes. Nowadays, to
surpass computers’ physical constraints we revert to cloud solutions, offered
by several tech companies like Amazon, Google and Microsoft. For example,
you might be familiar with virtual servers, which are physical servers that you
won’t have in your office, because you will rent them and they will be stored
at Microsoft’s, or Google’s, or any other provider you have chosen, which in
turn will take care of your servers, in case of issues of power, cooling and
malfunctioning hardwares, and provide you with backup services to avoid
disruption in your business. At the same time, cloud computing services offer
you the opportunity to auto scale, which relies on the automatic switch on or
off of additional servers in case you need them. Upgrading to cloud solutions
is of course optional, and it is linked basically to how much money you have
to spend in your digital experience, and how prone you are to incur in risks
related to service malfunction.
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What Managers Need to Know When it Comes to IT

While we have discussed the binary code as the language computers understand,
it might be useful now to deepen our knowledge of programming languages
and web developments. These are definitely linked to the most common
challenges managers will need to face in order to successful implement
digital strategies within the organisation. In particular, there is no right and
wrong programming language to choose, it all depends on the budget your
company has, the type of server platform used, the programs needed, the
prior knowledge in programming that your team has and so on.

Programming languages can be defined as a vocabulary and set of syntax
rules used to instruct a computer to perform specific tasks, using variables
and statements - which will tell the computer how to use the variables. They
are important because without programming languages we cannot have
computing, which can be intended here as the process of writing, testing,
troubleshooting, and maintaining the source code of computer programs.
There are several famous high-level programming languages, among which
we can cite C, C++, and Pascal, that will need to be transformed - it can
either be compiled or interpreted - into program language that the computer
can understand. Compile a program means that the source code, written in a
program language such as C++ or JAVA, is translated into a machine code
through a compiler, so that the computer can perform tasks, which are output
in form of a new file. Interpreting a program is slightly different, because a
tool known as interpreter reads lines of source code one at the time, converts
them into machine code and executes it. At this stage, we can say that there
are three types of programming languages, that can be summarised as follows.
Machine languages and assembly languages are so called low-level languages,
because they are closer to the language understood by a computer. In fact,
machine languages are made of binary digits that the computer reads and
understand by itself, and it is almost impossible for humans to write. Similarly,
assembly languages can be thought of as a string of executable instructions,
whichneed to be translated by an assembler loaded into memory and executed.
On the other hand, high-level languages (BASIC, C++, JAVA, Python and
so forth) are more similar to what humans understand. So programmers will
be able to use common words like “print”, “if”, “move”, which will need to
be translated into machine language either using a compiler or an interpreter,
as we saw earlier. For example, BASIC (or Beginner’s All-purpose Symbolic
Instruction Code) was the first programming language to be developed, in
1950s, and it looks like this.
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PRINT “Hello world!”

Later on, Microsoft implemented BASIC to develop what we know as Visual
Basic, which provided a graphical environment, and looked slightly different
from its predecessor (if we maintain the same example, Visual Basic looks
more more like MsgBox “Hello, World!”).

Furthermore, C++ as developed at Bell Labs, is one of the most famous
programming language for graphical applications both in Windows and
Macintosh environments. It appears more structured, as you can appreciate
in the example below.

#include <iostream>
int main() { std::cout << “Hello World!” <<
std::endl; return 0; }

Interestingly, JAVA is a general purpose language which is predominantly
used in the World Wide Web to build Android apps, desktop apps and games,
that has specific syntax rules as follows:

/* * Outputs “Hello, World!” and then exits */

public class HelloWorld { public static wvoid
main (String[] args) { System.out.
println (“Hello, World!”); }o}

If you are interested in learning how to code, probably Python is your first
step when it comes to programming languages. Used to build desktop and
web apps as well as data mining (if you think that Google, Instagram and
Pinterest have been written with Python you might understand the potential
of this language), it is very straightforward and looks like this:

print (“Hello, World!”)

If you used Ruby, on the other end, you would have to write:

put ‘Hello, World!’

If you are still not convinced that you have what it takes to learn how to
code, then you might start exploring the graphical world of Scratch. Developed
by MIT researchers, Scratch is a graphical language available for free at
https://scratch.mit.edu, which is usually used to develop kids’ coding and
critical skills. The program revolves around Scratch, a sprite as programmers
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Figure 1. Scratch

Spritel

Hello World!

would call it>, that we can make do things through simple commands which
look like puzzle pieces®. It is very intuitive and applies concepts of logic’, so
if we wanted Scratch to say “Hello World!” as we looked at in the previous
examples, we would see the following screen.

When thinking of the World Wide Web, you might not necessarily need a
programming language. Forexample, HTML (HyperText Markup Language)
is a mark-up language rather than a programming one, and it is used to write
web pages. In particular, rather than loops, conditions, functions and so on,
HTML has tags which tell a browser how to format and display information
in the form of a web page, using as environment a web-based IDE (Integrated
Development Environment), such as Cloud9 (see https://c9.i0/login). Using
HTML, our example will look like this:

<!DOCTYPE html>

<html>
<head>
<title>Example</title>
</head>
<body>
<p>Hello, World!</p>
</body>
</html>
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In HTML, we can also embed pictures, which will be formatted as
HelloWorld.jpg (this would look like the following: <img src=*“images/
HelloWorld.jpg”>), or weblink (such as: <a href="https://www.example.
com/“>Hello, World!</a>).

Programming languages and the rules that make them logical are
fundamental to managers and leaders alike to understand if and how what
they want to achieve is feasible. Non technical people might have a brilliant
idea on how to improve the customer experience, or on how to make things
look better, however it might not be as viable as they think. Being IT and
coding literate, will help them realise beforehand what can and what cannot
be achieved, and definitely improve communication among departments. In
the same perspective, while managers are not required nor expected to be
know-it-alls, other additional skills and knowledge can make the difference in
the success of organisational projects. In the next sections, we will have the
opportunity to reflect on the importance of data and data-driven approaches.

The Concept of Data

The Oxford Dictionary describes data as “facts and statistics collected together
for reference or analysis” (see https://en.oxforddictionaries.com/definition/
data). The given definition is limitless in these terms, and does not seem to
provide a clear idea of what we should include. To prove the point, Inside
Big Data (2017) provides an interesting calculation related to the size of the
digital universe, which is doubling every two years. In particular, experts
say that human-to-machine data is growing at 10x faster than business data,
while machine-to-machine data at 50x. What does that mean? Such statistics
surely indicates that data is a flourishing business, based on different sources
and which can count on several types of data itself. While the amount of
data available is now massive?, it is important to understand how to properly
collect, manage, store and interpret it. Businesses that control data control also
technologies like Al tools. Before moving on to discuss big data, we might
want to introduce the distinction between structured and unstructured data.

Structured data refers to data that is highly structured and can be organised
in relational databases and spreadsheets, so that it is easily searchable. This
happens, for example, with supply chains systems, credit card numbers,
address or number of sales. On the other end, unstructured data refers to data
that is difficult to collect, process and analyse, because being qualitative, it
does not have a clear structure. Examples of this type of data can be found
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in text, videos, and social media activity. Thanks to the Internet of Things,
unstructured data are predominant, and at the moment make up for 80% of
the total data’. Unstructured data comes mostly from internet, which saw
different phases that are linked to the collection of data itself. So for example,
before the year 2000, content was mostly written and produced by companies
and institutional stakeholders (i.e., news agencies), and the Internet user was
expected to use it passively, in a sort of “encyclopaedia” way. That idea of
Internet, also known as Web 1.0, changed dramatically after the 2000s when
blogs appeared, starting a revolution of sharing content among users even
without the interposition of official stakeholders. In this perspective, we can
say that each one of us also has a digital identity, which is linked to all the
things we do, say, look at, share and so on in the Internet. These consider
both the information we - or a third party - provide voluntarily, as well as
what we download, cookie preferences, websites we browse and so on. Once
the Internet of Things is fully implemented, we will be able to collect even
more data through connected devices and sensors, so that companies and
Artificial Intelligence systems in particular can access data collections and
repositories, to implement products and services in several sectors, such as
health, transport and home automation. At this point, we might be able to
realise how important is to have the right type and amount of data'®.

So whatis the difference between data and big data? Big data can be defined
as a large collection of data - or data sets - which are mainly unstructured"!
and difficult to manage with normal databases or statistical tools, because
they are expected to grow exponentially and at a quick pace. This is a very
practical definition of big data'>. What are then the main characteristics of big
data? Traditionally, experts have identify four or five characteristics that can
help identifying which data falls under the definition of big data. These are
also known as the four Vs, meaning Volume, Variety, Velocity, and Veracity,
while the fifth one would be Value and it is linked to Smart Data.

Volume takes into account how much data is available to storage, filter,
organise and finally analyse. If we consider that there are more than 4 billion
Internet users right now (in 2014, for example, there were only 3 billion),
connected through whathas been estimated in 2018 as 18 billion devices (such
as for example, computers, tablets, smartphones and video game platforms),
information is digitalised in such a profound and massive way that billions of
data are generated daily (Kemp, 2018; Knoll, 2018). These figures are expected
to grow exponentially, in line with the number of connected devices - such as
cameras, televisions, fridges and other devices used daily - so to reach more
than 50,000 billion bytes of information per year. Of course, not all of this data
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will be valuable or pertinent to a specific company, so the phase of ‘reducing’
it, or carefully choosing which ones to consider, is fundamental. The second
characteristic is the so called Variety, which refers to the use of several types
of data. As we have said before, initially only highly structured data were
used in decision-making databases, which could be designed according to
different models'®. The third V stands for velocity of data generated by users
in the Internet, which companies need to process in real time, to enhance
customers’ engagement as well as their expectations. finally, veracity refers to
the reliability and trustworthiness of the collected data, as well as its source,
type and process used to optimise it. Without a reliable data set, results and
insights will be biased and deviate the decision-making process for those
who use it. This is linked to the potential fifth V, which represents value.
Big Data allows companies to get information applicable to them, and able
to inform their decision-making to enhance for example efficiency. This is
possible when data from different sources, regardless of the model used to
analyse and correlate them, become smart, meaning they are valuable to the
company. Through business intelligence systems, data are treated to extract
real value from them'.

Data in Business: Business Intelligence and Other Tools

Now that we have somehow introduced the concept of data, we should have a
look at what constitutes Business Intelligence, here intended as a technology-
driven process and strategies to analyse data to make them of value to executives
and managers alike. In particular, Business Intelligence (also known as BI)
makes use of both computer tools and know-how to inform organisational
decision-makers in a timely manner. When BI was first used in the late 1990s
until early 2000s, data were still organised in terms of subject, whether this
could be marketing, HR, finance, and so on". The methodology used to achieve
such result has been designed to link different rows in a table to other tables
through a common attribute, also known as primary key, which is unique to a
specificrow or tuple (for example, driver’s license number, national insurance
number, and similar). As it might appear, relational databases are not meant
to be use with data that are inconsistently formatted or unstructured. In this
perspective, companies that do use relational databases will need to implement
internally a strong data governance to keep data organised and in a normal
form through specific processes, rules and systems. In particular, we can
define data governance as “a system of decision rights and accountabilities
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forinformation-related processes, executed according to agreed-upon models
which describe who can take what actions with what information, and when,
under what circumstances, using what methods” (from The Data Governance
Institute, http://www.datagovernance.com/adg_data_governance_definition/).
A more complex version of relational database can be seen in the so called
relational-object database, which merges a simpler object-oriented database
with the relational structure.).

In this perspective, companies used to organise themselves around BI
tools, so that they could get efficient reports. There was no possibility to
adjust data in real time, or at least within the specific framework given by
the customer’s transaction. This is in line with the main goal of the early BI
tools, which was to manage, monitor, classify and store data, without given
information on future trends. After that, with more operational needs arising
in the mid-2000s, new Bl tools finally emerged, to allow the management and
optimisation of the operational processes in real time. The new tools consist
of BI platforms which integrate a consistent number of prediction functions,
that can be accessed anytime and anywhere. We have already seen how much
more data we have at our disposal since the advent of Internet and the Internet
of Things, with so many connected devices. Thus, data to be integrated in
BI tools and platforms are now massive and represent a real challenge in
terms of data management, with unstructured and raw data produced on the
Internet yet not well-implemented in such tools. To avoid this issue, Google
launched Hadoop in 2004, which are platforms capable of processing huge
volumes of data. We will discuss about them later on.

The process of gaining insights from data through the use of computing
is also known as business analytics. This can be applied to several sectors,
such as customer analytics, supply chain, fraud and risk analytics, and finally
analytics in public domain'®. However, several methods can be used in order
to apply business analytics in a company. The first approach is usually related
to the need of understanding what happened in the past, highlighting trends
and patterns that can be helpful to better analyse the company in the present.
This approach is also known as descriptive analytics, and uses several types of
analysis such as datamodelling, visualisation and regression, to try answering
questions related to standard reporting and dashboards, ad hoc reporting and
general query'’. On the other end, we might want to understand what might
happen in the future, and to achieve such result, we will need to revert to
predictive analytics. As the name suggests, it has to do with the prediction
of future probabilities and trends, while looking at relationships among data
with a more mathematical approach'®. Business performance is in this case

55

printed on 2/8/2023 7:20 PMvia . All use subject to https://ww. ebsco.coniterns-of -use



EBSCChost -

Computing, Data Science and Other Skills For Managers

the result of inherit relationship between data inputs and outputs, which take
into account the past to make plausible prediction about the future. Predictive
analytics can be used both in real time (think for example at the detection
of suspicious transactions) as well as in batch, through the use of different
categories of approaches'. A third approach, also known as prescriptive
analytics, is concerned with identifying the best course of action to increase
the chances of reaching the best outcome. Prescriptive analytics is more
proactive, because it suggests new ways to operate and analyses business
objectives to maximise the results, through the use of techniques such as
simulation and optimisation - which aims to find out ways to achieve the best
outcomes, even considering how to supersede uncertainty in data to better
inform decision-making.

Again, we might want to consider other additional statistical approaches to
use, such as data exploration, as presented by John Tukey (1977) as areliable
method to investigate anomalous data when we do not know precisely what
we are looking for. Using specific tools, such as for example GGobi (http://
ggobi.org), we can look at data to discover relationships not considered
before. Furthermore, we might want to score data that we have - whether
equations, documents, numbers, words, or Google searches - according to
its importance. This is possible when using ranking techniques, which are
different from text regression analysis that allows to transform qualitative
data into quantitative ones after a period of training for the data set (see for
example, Joshi, Das, & Smith, 2010). Finally, another interesting method
to consider is the so called social graphing or networking, which produces
visual graphs to show relationships within a network.

Whichever statistical analysis or approach your company decides to
implement, data are fundamental to reach organisational goals, maximise
efficiency and strategise every phase of the business. Some companies will have
their own additional tools® to deal with massive amount of information, and
consequently data, which are handled by a team of data analysts or scientists
across departments. There are some open-source solutions that can actually
be a good starting point for companies interested in exploiting data, such as
Hadoop?!, a data-intensive software framework commercialised by Apache
Foundation. Because it is open-source, several companies contribute to its
development, like IBM and Facebook. In particular, Facebook’s Hadoop
cluster is believed to be the world’s largest data farm (Yang, 2011).

While assessing which tool or statistical method is the most efficient to
use, we always need to look at which data we have. These might be streaming
or static, as we have seen when discussing the importance of real-time data in
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a specific analysis. Advancements in algorithms made it possible to require
minimal intervention from humans, especially in the financial sector, where
data related to trades of stocks, bonds, futures and other forms of investment
need to be available to traders and brokers in real time. From this need, the so
called algorithmic trading (Chan, 2013) came tolife, to allow the understanding
of movements in the market as they occur, while also taking into account
static data about the past. From an opposite perspective, static data refer to
information that we do not use immediately, rather we store it as a resource for
a later analysis (think for example at archives of taxes or family photos, they
are there and you might use them in the future if needed). We will have the
opportunity to discuss algorithms and training data sets in the next Chapters,
however for our purpose we might want to discuss further classifications of
data, which are linked to specific types of analysis. For example, attribute
data can be defined as data represented by identity or category, which we
want to analyse in order to better understand how many units of the same
attribute there are. Then again, ordinal data refer to numerical ratings (as it
happens on Amazon for example), while continuous data are numbers on a
scale with no jumps from one possible value to the next possible one.

CONCLUSION

Managers and entrepreneurs do not need to be programmers, engineers,
statisticians, nor data scientists to understand the importance of IT skills,
data and their analysis. The purpose of the Chapter was to briefly introduce
you to the marvellous world of skills and knowledge managers are required to
be aware of, such as programming languages, statistics and data analysis, in
order for them to appreciate different ways of implementing the digital aspect
of the business, as well as informing decision-making in the organisation.
While there is a tremendous amount of programming languages and statistical
softwares and tools that can be used in order to get the job done, we need
to properly understand how to use them and for which purposes. Wanting
to build an app, or a new website in JavaScript (just because it is the only
name that stuck in our head) might be cool, but not necessarily what we are
looking for to enhance the customer experience. At the same level, data,
big data, data science are popular buzz words in the business community,
and many managers have treated them as the solution to all their problems.
Unfortunately, dealing with data does not necessarily guarantee an improvement
in efficiency, or gaining more profits. Giants like Google??, Facebook and
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Amazon® rely on data in every aspect of their business, that is true. However,
what makes them successful in their approach, is their knowledge of the
data they need. Programming languages, as well as data per se are not all
equal. Your company might recruit the best programmers in C++ and hold
thousands of data, knowledge and information that it may seem impossible
not to become the new Amazon. However, you might find out that you do
not need C++ because everything else in your company speaks Java, and that
all the data you collected are not relevant at all for what you need to achieve.

We have tried to highlight how data need to be classified, and be relevant
to make a difference in data-driven companies. With the IoT and the advent
of artificial intelligence programs, it will be paramount to be able to separate
useful data from the remaining ‘noise’, as well as to find innovative ways to
apply them to enhance customer expectations and experience. In the next
Chapters, we will see why and how to use some of these data to apply artificial
intelligence systems to your business.
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ENDNOTES

' In the same years, searches for artificial intelligence were a lot than

what we would expect them to be. Google Trends for the word
searches “data science” (in blue), “big data” (in red) and “artificial
intelligence” (in yellow) from 2004 show that interest in data science
picked in 2016 and grew proportionally to reach its pick in early 2019,
while big data is somewhat a hot topic since 2011. Interestingly,
artificial intelligence saw a significative decline from 2005 to 2016.

Interest over time LRI -

Ry
I W Note

(Source: Google Trends)

2 We should intend algorithms as step by step instructions on how to solve
a problem, in which the instructions might be written in English, Java,
C, C++, or any other programming language.

3 Routers have a specific function, which is basically to route data.
They rely on multiple cables or have multiple virtual network/wireless
connections to other routers as well, so that they make up an incredibly
interconnected system. Historically, they tend to be named after the
closest airport code to them.

4 Because routers can get very busy, it might happen that some data gets
lost. The TCP protocol makes sure that lost data, independently from
their type - it might be email services, chat services, web services on the
server and so on - gets automatically resent. On the contrary, UDP is a

61

printed on 2/8/2023 7:20 PMvia . All use subject to https://ww. ebsco.coniterns-of -use



EBSCChost -

62

Computing, Data Science and Other Skills For Managers

protocol that is trained not to resend data in case it is lost, for whatever
reason, might this be malfunction, overloaded routers or technical
problems.

A sprite is a sort of character capable of doing something within a
program, such as for example move up or down, jump and talk.

In Scratch, there are different puzzle pieces that you might want to use.
Some relate to motion, others to sound, and so forth. What you will
probably find very interesting, is that pieces are somehow magnetically
attracted to one another, and if the action I wanted Scratch or another
sprite to perform sounds logical, then the two pieces will snap in place.
You can also use logical constructs like “if then”, “forever” and “repeat”,
as well as the opportunity to change a piece so that it asks for a Boolean
question, to which we can reply with an action that reflects for example
yes or no.

Whichever programming language you might end up choosing, there
are always ground rules that resemble what we know as grammar. In
particular, in Al projects programmers end up using production rules
to represent knowledge. These can be represented using general forms,
such as IF (Condition), THEN Action; or IF (Condition), THEN Fact. In
line with this perspective, we can mention propositional logic, which is
related to statements we assume to be true or false by deductive inference
of arecognised truth of specific premises. If this seems complicated, we
might want to go back to Socrates’ deductive reasoning, according to
which we say that Socrates is a man. If Socrates is a man, then Socrates
is mortal. Therefore, Socrates is mortal. Propositional logic implies that
we believe statement A (Socrates is a man) and statement B (If Socrates
is a man, then Socrates is mortal) to be true, which in turn will make so
that our deduction or statement C (Therefore, Socrates is mortal) is true.
Unfortunately, it is not fundamental to make sure that the proposed line
of reasoning makes sense. For our purposes, we only need to remember
that propositional logic consists of a formal language and semantics which
will give meaning to propositions, that can be either true or false. Every
other atomic proposition is assigned a value T or F. In this perspective,
we have a tautology if and only if the proposition is true in all possible
worlds. Otherwise, if and only if it is false in all possible worlds, the
proposition is known as contradiction. Through propositions, we can
propose an argument, here intended as a set of propositions that can
constitute the premises and the conclusion. The argument is sound if the
premises are true and the conclusion is once again true, otherwise there
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is a fallacy in our argument. At the same time, logical deduction is used
also in artificial intelligence systems, when for example programmers
try to solve puzzles like the following one: “There are two people named
Charles and Luke. They each have one job, which are bank clerk and
Spanish professor. Charles speaks only one language, while Luke holds
a PhD in Spanish. Who holds which job?”. Even though it might seem
easy to reply, machines need to be properly written to understand such
information in an automated reasoning program, which will still be
missing common sense and knowledge.

Dataare now collected everywhere, at any moment. To better understand
the amount of data each of us produces, Fernando lafrate offers an
interesting recap of a fictional - not that much! - day. “Imagine what the
typical day of an entrepreneur could look like in the not too distant future,
where most of our everyday objects will be “smart” and connected... In the
morning, I am woken up by my “smart bed”, which calculated the ideal
time (in my sleep cycle) to wake me up. My “smart bed” communicated
with my “smart media hub” (Hi-Fi, video, Internet, etc.), which links me
up to my favorite web radio station and also to my centralized controller,
which controls my bathroom heating and water for a shower. After that,
I put on my “smart glasses or lenses”, and I am connected to the rest of
the world. While I am having breakfast (suggested by my virtual sports
coach via my smart glasses), I get a summary of what has happened
in the world while I was asleep (I flick from content to content with a
simple gesture of my eyes). I take a look at my diary for the day and
simultaneously, my “smart fridge” asks me if I would like to place an
order for certain products, and suggests some associated products and
current promotions, which I validate with the blink of an eye. And then
the day truly begins. I get in my smart car (which runs on renewable
energy), and I confirm the autopilot to take me to my first meeting. In
the meantime, I connect to a videoconference to take stock with my team,
and finalize the preparations for this first meeting. I arrive at the location,
my car parks itself in a power-charging space (charged by induction),
my smart glasses guide me to my meeting (using augmented reality)
and announce my imminent arrival to the person I am to meet with. All
morning, we work on an urbanization file (I am an architect), with 3D
projections of different prototypes, documents are exchanged via the
“cloud”, even my computer does not serve much purpose — I control all
the actions via my “smart glasses” and/or a “‘smart table” (which serves
as Human-Machine Interface). In the meantime, my virtual assistant
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reminds me that she has to organize a certain number of appointments
for the next two days, and asks me to validate them, which I do with a
gesture on the “smart table” (though I could also have done it through
my smart glasses). The meeting ends, and I video call a friend whom
I see is available on the social network to organize a lunch with him.
I suggest a restaurant and as we have access to the menu, we choose
what we would like to eat while we talk, validate our reservation and
the coordinates are sent to my smart car. The smart car takes me to the
restaurant, where our table awaits, and the first dish is served within a
few minutes of our arrival. The afternoon will be spent working on a
joint project (in connected mode) with my collaborators (who are spread
across multiple continents) and on the urbanization file for which we
will validate a prototype so that we can materialize it on our 3D printer
in order to present it the next day. The work day ends, I read over some
messages that were pending, including an invitation (from my local
sports club) to play an hour of tennis tonight (with a player I have never
met but who has a similar level to me), which I accept. I then go to the
tennis club via home, and my smart car chooses the optimal route. In the
meantime, a drone has delivered my new racket that I ordered the day
before. At the beginning of the evening, I arrive home for dinner with
my family (it is now 8:30 pm), then I watch a sporting event (with a few
connected friends, where everyone can see and review the action through
their own smart glasses and from any angle they wish by connecting to
one of the 50 cameras that broadcast the event). Itis 11 pm and I receive
amessage from my smart bed suggesting a sleep duration of 6 h (having
taken the next day’s agenda into account). I decide to follow this advice
and disconnect from the virtual world to enter a dream world.” (Iafrate,
2018). Iafrate, F. (2018). Artificial Intelligence and Big Data: The Birth
of a New Intelligence. Volume 8 — Advances in Information Systems
SET. New York, NY: John Wiley & Sons.

This percentage is most definitely going to change, considering the
huge amount of data that sensors and other smart tech are capable of
collecting.

Research from IDC (2016) states as prediction no. 5, that companies
with the right data will see an additional $430 billion in productivity
gains by 2020. IDC (2016). IDC FutureScape: Worldwide Big Data
and Analytics 2016 Predictions. Retrieved online at http://www.dbta.
com/Readers/Subscriber.aspx ?Redirect=http://www.dbta.com/DBTA-
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Downloads/WhitePapers/IDC-FutureScape-Worldwide-Big-Data-and-
Analytics-2016-Predictions-6492.pdf

An IBM team has estimated that roughly 80% of data are unstructured
and unused. As an example of the type of data they refer to, they have
included social media feeds, web searches, research papers and other
things with nothing or very few in common when it comes to formatting.
On top of that, they also require greater computing power to be part of a
data management system, in particular if we consider that unstructured
data grow at 15 times the rate structured data do. In this perspective,
unstructured data can be used to analyse useful insights for companies and
sectors, using data that would have never been used otherwise because
of its form. See among others, Eaton, C., DeRoos, D., Deutch, T., Lapis,
G., & Zikopoulos, P. (2012). Understanding Big Data: Analytics for
Enterprise Class Hadoop and Streaming Data. New York, NY: McGraw
Hill.

According to the McKinsey Global Institute (2011), “Big data refers to
datasets whose size is beyond the ability of typical database software tools
to capture, store, manage, and analyze. This definition is intentionally
subjective and incorporates amoving definition of how big a dataset needs
to be in order to be considered big data - i.e., we don’t define big data in
terms of being larger than a certain number of terabytes (thou- sands of
gigabytes). We assume that, as technology advances over time, the size
of datasets that qualify as big data will also increase. Also Endnote that
the definition can vary by sector, depending on what type of software
tools are commonly available and what sizes of datasets are common in
a particular industry. With those caveats, big data in many sectors today
will range from a few dozen terabytes to multiple petabytes (thousands
of terabytes).” (Manyika, Chui, Brown, Bughin, Dobbs, Roxburgh, &
Hung Byers, 2011). From a different perspective, IBM defines big data
analysing its sources. So, “Every day, we create 2.5 quintillion bytes of
data—so much that 90% of the data in the world today has been created in
the last two years alone. This data comes from everywhere: sensors used
to gather climate information, posts to social media sites, digital pictures
and videos, purchase transaction records, and cell phone GPS signals to
name a few. This data is big data.”. Jacobson, R. (2013). 2.5 quintillion
bytes of data created every day. How does CPG & Retail manage it? IBM
Industry Insights, April 24. Retrieved online at https://www.ibm.com/
blogs/insights-on-business/consumer-products/2-5-quintillion-bytes-
of-data-created-every-day-how-does-cpg-retail-manage-it/; Manyika,
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J., Chui, M., Brown, B., Bughin, J., Dobbs, R., Roxburgh, C., & Hung
Byers, A.(2011). Bigdata: The next frontier for innovation, competition,
and productivity. McKinsey Global Institute, May. Retrieved online at
https://www.mckinsey.com/business-functions/digital-mckinsey/our-
insights/big-data-the-next-frontier-for-innovation

Furthermore, in the transactional data model, also known as standardised
data model, the main goal is to minimise the duration of a transaction
while maximising the numbers of actions that can be carried out
simultaneously. If we think of Ebay for example, it is paramount to
be able to support thousands of online customers that are browsing its
catalogue and prices. This can be possible if the model does require
only minimal - or not at all - access to historical data, which is avoidable
when customers’ data are divided into products, invoices and so on. In
this perspective, there is no redundancy of data, however the way these
are linked together needs to be handle properly by the internal solutions
or applications of the system, which implies there is no possibility to
apply analytics to this lot of data. Another type of model is the so called
decision data model, which is used in particular to process a great
amount of historical information. To reach this goal, stars models are
used, where all information is stored in facts table - which will comprise
data on customer, price, invoice, product and so on, and linked through
analysis. Using this system, data will be redundant but less structured
and unstructured data will have the chance to be integrated.

Among others, in recent years there has been a growth in the use of
data lake. A data lake is a different way of organising and storing data,
where all kind of data is stored (whether raw or transformed), alloying
analysts to see the source data without filters.

Before moving on more technical approaches and tools, we should start
from the easiest method to collect data, also known as flat file, which
is a two-dimensional table arranged in a grid format. If this still seems
strange to you, then we might as well referring to it as the common
spreadsheet used to track data. Of course, when you think of an Excel
spreadsheet you might have prepared with names, addresses, phone
numbers and similar variables, you realise that this method will not
work with large numbers of data, especially if we have to insert the
majority of them manually. However, understanding a flat file is easy
and immediate, and does not require the use of external tools. Flat files
can be assembled to form a more complex database, which can be for
example hierarchical (when there are series of parent/child relationships
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like in an organisational chart, where the parent might have more than one
child, but each child can only have one parent); or a network database,
where there are pointers to other information in the database; or it might
be relational, so that a large data file can be broken in smaller tables.
Invented by Codd, it had the specific aim to protect “future users of
large data banks from having to know how the data is organized in the
machine (the internal representation)” (Codd, 1970). Codd, E. F. (1970).
A Relational Model of Data for Large Shared Data Banks. Commun.
ACM 13, 6 (June), 377-387. DOI=10.1145/362384.362685 http://doi.
acm.org/10.1145/362384.362685.

Among the most common categories of business analytics, we can
mention for example: 1. Customer analytics: this includes applications
to marketing (customer profiling, segmentation, social network
analysis, brand reputation analysis, marketing mix optimisation) and
customer experience. Good examples of this category can be: SNAzzy
(Social Network Analysis in Telecom) and VOCA (Voice-of-Customer
Analytics); 2. Supply chain analytics: demand forecasting, optimisation
of inventory, pricing, scheduling, transportation and storage, while
mitigating and risk. Workforce Analytics - or Human Capital Analytics
- applies to companies where human resources are the main means of
production. 3. Fraud and risk analytics: assessment of several types of
risk (market, operational, credit) especially for the financial sector; 4.
Analytics in public domain: these are used by governments to track for
example water leakages in distribution systems, develop smarter energy
grids or traffic systems to improve public security.

In the standard reporting area, we try to answer to questions such as
what happened, how the event compares to our planning and/or strategy,
and what is happening now. Ad hoc reporting is more concerned with
establishing the number, frequency and origin of specific events. Finally,
general query tries to pin the exact origin and definition of the problem,
as well as its causes.

To perform forecasting in the short-term when we have a substantial
amount of data, we use predictive regression techniques, which rely
heavily on maths to reduce error, particularly if adopted in the financial
industry.

Six different categories of analysis can be used in the predictive approach.
The first one is data mining, which is usually used to find correlation
among data. When we need to have a cleareridea of deadlines or thresholds
to correct a process or mend a piece of equipment, we should perform
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a patter recognition and alert analysis. If we are concerned with what
could happen, analysts might start a Monte-Carlo simulation, or a root
cause analysis if the goal is to understand why a specific thing happened.
Finally, forecasting models will give you an idea of what could happen
in case the identified trends continue.

Interesting examples can be found in Google File System, which is
presented as “a scalable distributed file system for large distributed
data-intensive applications. It provides fault tolerance while running
on inexpensive commodity hardware, and it delivers high aggregate
performance to a large number of clients”. Similarly, IBM proposes
Apache MapReduce, “a programming paradigm that enables massive
scalability across hundreds or thousands of servers in a Hadoop cluster”.
See https://ai.google/research/pubs/pub51; and https://www.ibm.com/
analytics/hadoop/mapreduce.

Hadoop is a project based on two papers published by researchers at
Google, which relate to Bigtable and MapReduce. According to the
articles’ abstract, “Bigtable is a distributed storage system for managing
structured data that is designed to scale to a very large size: petabytes of
data across thousands of commodity servers. Many projects at Google
store data in Bigtable, including web indexing, Google Earth, and
Google Finance. These applications place very different demands on
Bigtable, both in terms of data size (from URLSs to web pages to satellite
imagery) and latency requirements (from backend bulk processing to
real-time data serving). Despite these varied demands, Bigtable has
successfully provided a flexible, high-performance solution for all of
these Google products. In this article, we describe the simple data model
provided by Bigtable, which gives clients dynamic control over data
layout and format, and we describe the design and implementation of
Bigtable”. Furthermore, “MapReduce is a programming model and an
associated implementation for processing and generating large datasets
that is amenable to a broad variety of real-world tasks. Users specify
the computation in terms of a map and a reduce function, and the
underlying runtime system automatically parallelizes the computation
across large-scale clusters of machines, handles machine failures, and
schedules inter-machine communication to make efficient use of the
network and disks. Programmers find the system easy to use: more than
ten thousand distinct MapReduce programs have been implemented
internally at Google over the past four years, and an average of one
hundred thousand MapReduce jobs are executed on Google’s clusters
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every day, processing a total of more than twenty petabytes of data
per day”. Hadoop is considered the primary standard for distributed
computing not only because it is free, also because it has both the power
and the tools to deal with distributed nodes and clusters. In particular,
Hadoop is based on MapReduce and Hadoop Distributed File System
(HDFS), which are only a small example of interconnected projects
related to Hadoop, such as Ambari, Cassandra, Chuwka, HBase, Mahout
and ZooKeeper. For our purpose, we can say that Ambari is a web-based
tool for provisioning, managing, and monitoring Apache Hadoop clusters
(see https://ambari.apache.org); Cassandra is a scalable multi-master
database (http://cassandra.apache.org); Chukwa can be defined as a
data collection system for managing large distributed systems (http://
chukwa.apache.org). On the other end, HBase is a scalable, distributed
database that supports structured data storage for large tables (https://
hbase.apache.org); Mahout represents a scalable machine learning and
data mining library (http://mahout.apache.org); and finally, ZooKeeper
has been developed as a high-performance coordination service for
distributed applications (https://zookeeper.apache.org). Chang, F.,
Ghemawat, S., Hsieh, W. C., Wallach, D. A., Burrows, M., Chandra, T.,
Fikes, A., & Gruber, R. E. (2006-08). Bigtable: A distributed storage
system for structured data. ACM Trans. Comput. Syst., 26, 2, Article
4 (June). http://doi.acm.org/10.1145/1365815.1365816. Dean, J., &
Ghemawat, S. (2004). MapReduce: Simplified data processing on large
clusters. Proceedings of the 6th conference on Symposium on Operating
Systems Design & Implementation, Volume 6. Retrieved online at https://
static.googleusercontent.com/media/research.google.com/en//archive/
mapreduce-osdiO4.pdf
https://www.google.com/about/philosophy.html
https://ir.aboutamazon.com/corporate-governance
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Chapter 4

Al and Other Technologies
In Business

ABSTRACT

In the previous chapters, the authors discussed a switch from a traditional
business model towards the modern digital business model, which seems to
follow a specific pattern, as highlighted by strategist Tom Goodwin. In this
economy, knowledge and data have an important role that can be compared
to that of technology itself. Among other things, the authors discuss how
companies need to overcome Polanyi’s paradox as well as the so-called
curse of knowledge—or status quo bias—according to which they might not
understand how to innovate themselves because of it. In particular, some
organisations might be so proficient and knowledgeable that they risk not
seeing what is coming and preparing themselves for the disruption in their
sector. The authors also discuss the use of Al and other technologies in
business and how to use them efficiently.

AN INTRODUCTION TO THE ROLE OF
KNOWLEDGE IN THE DIGITAL BUSINESS

Knowledge is a key component of an organisation. Whether we are discussing
knowledge gathered from its employees, or the historical knowledge that
is part of the organisation itself, knowledge has a fundamental role in the
success of any business. Data represents one of the most concrete forms of
knowledge we can find. We will see in the next Chapter which approaches
to data can be used by managers.
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At this stage, we can affirm that the modern economy is based on three
major trends. These can be seen as counterparts of the more traditional trilogy
given by the human mind, products and the core. The first trend we should
take into account is the circumstance that machines are more capable than
ever. This is the case of AlphaGo, for example, which aims to replicate how
the human brain works, adding speed, velocity and the ability to ‘ingest’ a
great amount of data. The second trend that can be spotted relates to the use
of platforms to sell products or physical goods that firms might not have. We
have already mentioned how companies like Uber, Facebook, and Airbnb are
offering products that they do not own, disrupting the traditional business
model. At the same time, the crowd is involved in the designing process,
to add expertise, needs and other information to the mix. So in the modern
era, the so called core - meaning knowledge, processes and expertise that
companies have internally - is substituted with external fonts of knowledge, as
in the cases of GE and Indiegogo (Hurst, 2015; Shieber, 2015). Furthermore,
Indiegogo can be described as an online crowdfunding community, where
people provide financial support to ideas in exchange of rewards, not ownership
of new products. In other terms, a reward can mean they will be the first to
receive a product, that does not exist yet and might never exist.

To prove such point, according to Karim Lakhani for example, managers
and in general businesses that want to innovate should not go to experts, they
should go to externals. “In more than 700 challenges we have run on crowds
for NASA, for the medical school, for companies - you name it - over the
past five years, we’ve only had one failure [where] the crowd did not show
up or did not work on the problem. In all other circumstances, we either met
or vastly exceeded the internal solutions that existed” (as quoted in McAfee
& Brynjolfsson, 2017, p. 255). If anyone is interested in involving the crowd,
Topcoder, an online platform for computationally intensive problems, might
be a useful tool to look at.

When previously discussing the abilities new machines have, we have
mentioned AlphaGo. This is particular important in relation to the role of
knowledge, and we will soon understand why. While trying to program an Al
machine to play Go, researchers have to deal with Polanyi’s Paradox - which
basically states that we know more than we can tell - and in general terms,
the fact that humans use tacit knowledge to deal with tasks. To avoid such
paradox, a team at Google DeepMind built AlphaGo, which learnt to play
studying millions of positions and simulate only the moves that it thought
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lead to victory. When the team thought AlphaGo was ready, it challenged
the European Go Champion Fan Hui in 2015, winning 5 matches against 0.
Critics were not that impressed, so the team challenged Lee Sedol, considered
the best human Go player on the planet in 2016. Sedol thought it would be
easy to win, however AlphaGo won the four matches in total, thus beating
Sedol during the first three matches as well as the last one.

Such an accomplishment was already a great victory in itself, however
it is important to highlight that it happened even though Al programs built
for games do not learn very fast, because they require a huge amount of data
to be trained. This is perfectly expressed by Kasparov, after he was beaten
in 1997 by IBM’s Deep Blue computer in a world-changing game of chess.
Kasparov himself is recorded to have said “I had played a lot of computers
but had never experienced anything like this. I could feel - I could smell - a
new kind of intelligence across the table. While I played through the rest of
the game as best I could, I was lost; it played beautiful, flawless chess the
rest of the way and won easily” (Kasparov, 1996). What does this leave us
with? After such a historical moment, now chess computers offer professional
coaching to human amateurs.

In this perspective, experts concord that the Homo sapiens will be replaced
by the Homo Digitalis (in part or totally digital), as part of the next evolutionary
step. This evolution starts with co-learning, which is not the learning of a
group, rather the learning of each individual of the group so that everyone
in the group shares the same knowledge and becomes more intelligent. This
way of learning uses computer code rather than traditional language and is
already used by Apple (to improve speech-recognition software) and Tesla
for autonomous driving projects.

Among other things, we should always consider that computers have
an intrinsic advantage on us because they can change their own data and
consequently change their behaviour to perform better. They also have more
speed, memory capacity, power supply, they do not need sleep and rest, nor
do they forget, and are not biased by emotions, which in turn makes them
optimal and efficient decision-makers, that can share their knowledge without
barriers. So, rather than trying to beat them or at least compete with them at
a similar level, we should consider Michael Hammer and James Champy’s
approach (1993), according to which computers can handle the routines while
humans should be empowered to use their judgement. However, there are
opposite conclusions to such a view. In particular, we can quote Kahneman
and Klein, who explained their position in the famous American Psychology
article titled “Conditions for intuitive expertise: A failure to disagree” (2009).
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Furthermore, they are firmly believers that ““You should never trust your gut.
You need to take your gut feeling as an important data point, but then you
have to consciously and deliberately evaluate it, to see if it makes sense in
the context.” This attitude will also help to avoid bias in the algorithms as
well, whether this was used to decide who to hire or to whom offer specific
products with a discount®.

A HISTORY OF Al AND OTHER TECHNOLOGIES

According to McAfee (in Walsh, 2017), “Anyone making confident predictions
about anything having to do with the future of Artificial Intelligence is either
kidding you or kidding themselves” (also quoted in Metz, 2017). Whether
this affirmation will be proved to be correct or not, experts have predicted a
Cambrian explosion® when it comes to Al and its implications.

Before diving into the history of Artificial Intelligence, it might be
worth it to point out that the Al community split in two separated groups
or philosophies. This will help to better understand how Al operates, and
why certain applications of Al are more congenial than others. Now, the
first group pursued the symbolic or rule-based artificial intelligence, which
is the one that recalls the way adults learn a language. How is that? Adults
tend to study the rules and grammar patterns first, and are more concerned
with those rather than the ability to apprehend a subject through osmosis. On
the other end, the second approach is based on statistical pattern recognition
systems, that resemble the way children listen to others and then copy the
recognised patterns. Whichever approach is used, we do seem to have reached
such advancements thanks to neural networks. In particular, neural networks
help because they can be trained using as much detailed historical data as
possible, to the point that in 2016 a team from Microsoft Research stated one
of the neural network they built had achieved human parity in conversational
speech recognition.

Furthermore, experts tend to differentiate between weak Al and strong Al
While weak Al can be defined as the computer’s ability to behave intelligently
but not understanding, strong Al is somewhat close to human intelligence.
According to Searle (1980), “the appropriately programmed computer really
is amind, in the sense that computers given the right programs can be literally
said to understand and have other cognitive states”. However, some of you
may point out at this stage that human intelligence is created naturally and
biologically, while artificial intelligence is not, and for that reason only they will
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never be the same*. To support such view, experts from several disciplines tend
to reiterate the dominance that Al will always have over natural intelligence.
For example, an artificially created intelligence will have more speed and
require less ‘down time’ than natural intelligence. On the other end, machines
are usually designed to handle few tasks, while humans are generally better
at multitasking and be in charge of more complex activities. The same can be
said about the machine’s inability to perform complex movements, which is
contrasted by its capability to avoid pre-conceived biases in decision-making,
while being more precise and accurate in the tasks. Other two aspects can
represent somehow a tie between computers and humans, in relation to their
ability to adapt to changes in the environment (you might think humans
should be naturally better at it, but machines are rapidly improving), and the
cost linked to their intelligence®.

Now that we have somehow listed similarities and differences between
humans and machines, it might be worth it to further specify that Al is not
equivalent to computational device - or computer. A computer is acomputation
machine that transforms ‘Os’ and ‘1s’ into manageable, smaller tasks. At
this stage, we should all be familiar with the binary code, as introduced in
Chapter 3, which is the numerical representation of the two states ‘on’ and
‘off’, converted into 0 and 1, to form text that a machine can convert®. So,
for example, to say ‘hello’ in the binary code, we should write 01001000
01100101 01101100 01101100 01101111.

Of course, this has nothing to do with Al and what we are trying to achieve
with it. Artificial Intelligence machines are designed to be more human-like,
in the sense that an Al should be able to work around the ‘on-off’ situations,
to come up with probabilistic decision-making and handle complex issues
as well as humans can. In this perspective, we can say that a robot’, an
algorithm or a machine show AI when they can think and take decisions
independently, whether the situation might be objective or subjective, with
no help or guidance from humans.

The race towards proving that an Al solution can fool a human into
thinking they are not dealing with a machine, started with Alan Turing and
its Imitation Game®. At that point, interest in Al has risen among academics
and scientists, who met in the summer of 1956 at the famous Dartmouth
workshop also known as Dartmouth Summer Research Project on Artificial
Intelligence, organised by John McCarthy, together with Marvin Minsky,
Nathaniel Rochester and Claude Shannon (McCarthy, Minsky, Rochester,
& Shannon, 1955).

74

printed on 2/8/2023 7:20 PMvia . All use subject to https://ww. ebsco.coniterns-of -use



EBSCChost -

Al and Other Technologies in Business

In the 1960s, research developed in several areas, although we might
just remember the attempt to develop chess and checkers-playing machines,
even though we will need to wait several years before a machine will be able
to beat a human. That would have been the case of Luigi Villa, who was
beaten at backgammon by Hans Berliner’s BKG 9.8 program in July 1979.
At the same time, two important computer languages went on their quest to
become popular, these being Fortran and LISP (for more info, see for example
www.thocp.net/software/languages/fortran.htm and www.britannica.com/
technology/LISP-computer-language), along with the study of the interaction
between Al and human language - also known as natural language processing.
At the same time, Unimation’, the world’s first robotics company, started
supplying robotic arms to car manufacturers, in what is recalled as the
beginning of the automation of tasks at scale. While the buzz around Al was
intense and filled with big promises of rapid change ahead, a very negative
report on machine translation signed by the Automatic Language Processing
Advisory Committee in 1966, had the effect to completely stop research on
natural language programming (Automatic Language Processing Advisory
Committee, 1966). A similar sort happened to neural nets, thanks to the
skepticism of Marvin Minsky and Seymour Papert (Minsky & Papert, 1972).

Moving on to the 1970s and 1980s'’, we can count on advancements in
computing, thanks to the now less prohibited costs of machines, especially
in terms of maintenance, and more powerful hardwares. Universities started
to invest in computing programmes, retaining the talent to develop new and
more interesting algorithms. At the same time, companies started realising
they might be able to profit from such field, and invested lots of money in
R&D (research and development) activities. Although this sounds really
promising, advancements - if any - were still confined to research labs. Many
historians remember this period as in between the first and second winter
of Al, which happened around 1974-1980, and then from 1987 to 1993'".
One of the main reasons behind the skepticism towards Al was linked to
the timing of its developments. Spectacular breakthroughs were expected
at any given moment, even though research required a huge amount of time
and funds. Probably the most significant result achieved in those decades
was the victory of IBM’s Deep Blue against the chess world champion Gary
Kasparov in 1996".

Once the new millennium came into view, Al had already found its way
in business, which is in line with a general benevolent approach towards a
massive digitalisation of services and products, that we have discussed in the
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previous Chapters. This new era was also linked to companies such as Google,
Amazon and Netflix relying heavily on Al, thanks to some advancements
in the hardware components. As an example, we can think of the use of the
Graphic Processing Unit (GPU) instead of the Central Processing Unit, where
each GPU represents a neuron. Using tons of structured and unstructured data
from IoT applications, Al can now work on complicated algorithms in almost
all sectors, such as medicine and health care, transport, home automation,
gaming, personal assistants and consumer behaviour'®. Applications of
Artificial Intelligence can now spread at an incredible rate and innovate the
business environment. Among them, we can certainly mention the blockchain.
A technology recently invented by Satoshi Nakamoto (2008), it came to be
as a response to avoid the involvement of banks, credit card companies and
other financial intermediaries in online payments'*.
We will now discuss properties of Al and other topics related to it.

What Al is Exactly and its Links to Other Disciplines

For those who believe Al machines will take over a good amount of tasks
that now only humans can do due to their need for natural intelligence,
researchers agree that certain characteristics Al can achieve, differently
from other technologies, could actually allow for such a view. (Zarkadakis,
2017). In particular, AI will have the so called ‘prescience’, which consists
in the ability to predict and modify its behaviour according to the changes
in the environment. At the same time, scientists are working on its ability
to be autonomous, using sensory data to inform it of changes in its internal
states and allowing it to take action independently. In this perspective, deep
machine learning can give Al the opportunity to self-improve over time, at
least at every occasion it comes in contact with a new set of data.

In order to reach the point of Artificial General Intelligence, which should
imitate the human mind while exploiting the perks of being a sophisticated
machine, Al projects are driven by four basic characteristics that we will list
below. The machine will need to use complex algorithms to mimic the human
decision-making process, using multiple inputs and optimisation variables,
that can be either tangible or intangible factors. This is possible thanks to
the huge amount of data that machines can collect from around the world - a
phenomenon also known as Big Data. Then, of course, the Al machine need to
be able to handle such algorithms and process the data, based on an advanced
computing ability. It is well known that advancements in the field are linked
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to smaller and faster processors, for example. If the machine has these three
things sorted, then the only problem it might encounter at this point is to find
the right problem question to solve. So, scientists that develop Al solutions
first need to define a problem that they have identified, and only then they
can start building an AI which should be the right mix of complex algorithms,
assessing and processing of data and finally, the required computing power
in order to solve the problem.

In this perspective, we might find that the term Artificial Intelligence is
yet too broad and generic. There are several different types of Al, which are
specific for each problem you might need to solve. So, for example, you will
look for a language-based Al whenever you need it to speak and recognise
a set language. This particular type of Al is built to understand accents and
vocabulary, to allow you to use them as customer service agents, telephone
callers or even language teacher in some advanced digital course. At the
same time, if you need someone capable of performing difficult, iterative and
lengthy calculations, you will choose an Al trained with a special mathematical
ability to do so.

Other Al projects focus on reasoning and problem solving, based on the
cause and effect link, to make judgements and decisions based on given
information. This type of reasoning is particularly helpful when you have
multiple inputs and optimisation variables, and your goal is to find the most
preferable solution. At the same time, researchers are also focusing on the
ability of certain Als to self-improve and learn from their own pastexperiences,
which is at the basis of the reward technique used by programmers while
developing amachine capable to beat human professionals at games like chess
or Go. An interesting area of development is the one linked to the machine
being able to show emotional intelligence, defined here as the ability of the
Al to empathise with others and understand their feelings. Skepticism is the
predominant feeling at the moment in this realm, with scientists trying to
demonstrate that Al can actually read between the lines and grasp the meaning
of the unsaid. On a similar note, Al has shown potential in dimensions linked
to creativity. We might have read in the news of some pieces of art produced
by Al and sold for a small fortune (see for example, http://www.bbc.com/
culture/story/20181210-art-made-by-ai-is-selling-for-thousands-is-it-any-
good; https://futurism.com/ai-now-produce-better-art-humans-heres-how/;
https://www.iflscience.com/technology/ai-creates-rather-wonderful-art-that-
fools-critics-its-not-humanmade/). What we might not be informed of, is the
DeepDream experiment by Google, which proved Al can daydream similarly
to children when asked what they actually see in a picture shown to them (see
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some results of the experiment at https://www.telegraph.co.uk/technology/
google/11730050/deep-dream-best-images.html).

A productive area of development is related to systems that can reply to
unstructured and generic questions which may not have been considered
once the machine has been programmed. The best example of such advanced
cognitive system is the world-famous Watson, developed by IBM’s DeepQA
project team lead by David Ferrucci. Watson was initially programmed to
compete on the quiz show Jeopardy, that focuses on general knowledge. In
2011, the computer was able to defeat two former winners, Brad Rutter and
Ken Jennings, thanks to its ability to access 200 million pages of structured
and unstructured content in its 4 terabytes of disk storage. From this success,
IBM decided to launch the first Watson’s commercial application in February
2013, whichrevolved around a partnership with the health insurance company
WellPoint and the Memorial Sloan Kettering Cancer Center in New York, to
study lung cancer treatment.

Furthermore, a typical and accepted distinction among Al types is the one
that differentiates between Narrow Al, which is an application that behaves
intelligently in a well-defined area of expertise, and General Al here intended
as a system that can learn and act intelligently in different environments and
problems in the same way a human does. We will see in the next Chapter how
Al systems work in more detail, and deepen our understanding of machine
learning and predictive analytics, as well as distinguishing between supervised,
unsupervised and reinforcement learning. At this stage, it is important to
understand that supervised learning happens when the machine deals with
labeled data, and its training set has both observation and outcome data.
Differently, in an unsupervised learning approach, the data set will not have
outcome data. This means, for example, that we can use it to identify and
group things based on similarities between them, but the machine will not
be able to predict when a certain thing will be part of a group or not (you
might know this process as clustering). Similarly to supervised learning,
reinforcement learning is a process that adjusts itself based on outcome data.
However, the machine is not fed with initial data - meaning no training set
to train the model against, and the training is based on a reward approach,
according to which the algorithm knows that if it behaves in a certain way,
it will be rewarded something. This is particularly used to train programs
for games, where the machine understands that the reward is victory (or any
other intermediate passage), and adopts specific steps in order to win.

Machine learning, which can be here defined as the use of algorithms (or
mathematical procedures) to analyse data, works through scorecards, decision
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trees and neural networks. Scorecards are simpler linear models, while
decision trees are yet another form of predictive model, which represent a set
of sequential and hierarchical decisions in a way that is easy to understand
also for non-experts. Furthermore, we can say that deep neural networks are
a complex net of tens of thousands of interconnected mathematical functions,
which resemble the way neurons and their synapses look (Byrne, 2017).
These are organised in successive layers (at the moment, these can reach to
over 100 layers), where every single neuron processes information as taken
from the previous layer, and proceeds to communicate the results to the next
one, where information gets increasingly complex at each passage. This type
of network works pretty well with classification, a technique that allows the
network to learn from example through classification of a set of elements
in a class (or category) which will then be put among several classes as per
previous rules and instructions. So, for example, the network will be trained
to learn which pictures have a cat in them, and it will know that any picture
with a cat will be put under the class ‘cat’. The classification technique is
not necessarily used to produce a ‘yes or not’ answer, such as belonging
or not to the ‘cat’ class. It can be also used to determine the probability of
belonging to a particular class. Once the training set is finalised, we can say
that the machine has learned the classification - or structure - of the data
automatically. This, in conjunction with the fact that you do not need a huge
amount of specialised knowledge to collect and analyse the data, makes neural
networks perfect to be applied in several sectors, like for example process
management, robotics, image analysis and speech synthesis, requests for
loans, and many more.

The potential disruption that Artificial Intelligence can cause in a variety
of sectors is due to raise issues and concerns around hot topics'®, such as
privacy, regulations and human rights. We have already discussed the fact that
unfortunately, Alis notimmune to bias. This happens because, whether we like
itor not, Al machines use data collected by humans, and analyse them through
algorithms and codes written and developed by humans. Us humans are not
immune to biases, as we have demonstrated many times in many occasions.
If we recall the inner biases found based on gender and race, for example,
in loan-approval algorithms (Waddell, 2016) or predictive policing'®, or the
potential problems that could be raised if Al profiled a specific population,
then we might understand better the risks. So who will then be responsible
if something goes wrong? Will it be the machines, or the developers, or the
owners of the program? Would we be able to realise when the Al changed its
own algorithms as a form of self-improvement, and if yes, can we how the
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changes might have affected the purpose of the AI machine itself? Thus, in
2017 Saudi Arabia was the first country to give citizenship to a robot, also
known as Sophia (Hart, 2018). It might seem ironic that in a country where
women have still to fight to conquer some fundamental rights, a robot seems
to be allowed to do more than them. In this perspective, the Saudi Arabia’s
approach is in contrast with those who assume computers are somewhat less
than humans, or are scared they will end us'’.

Al and its Applications in Business

According to Bughin (Bughin, J. et al., 2017), Artificial Intelligence can
build business value in four major P areas. First of all, we should think of
‘Project’, which relates to the way organisations can better forecast and source
inventory and consumers’ needs in general. Secondly, Al applications can
enhance the way companies ‘Produce’ goods and services at lower cost and
higher quality, while improving productivity and diminishing maintenance
costs. We have cited before the revenue management approach, which is an
effective way to ‘Promote’ products at the right price, conveying the right
message to specific target customers, through the use of in-store analytics
and insights, personalised engagement and promotional initiatives, thanks
to a customer-driven experience. Finally, Al can ‘Provide’ an intensive and
personalised user experience.

Experts usually agree on the importance of Artificial Intelligence applied
to business, to the extent of saying Al applications are and will disrupt the
market. So, of course, organisations are rushing to find a way to incorporate
Al tools wherever they can, regardless of the company’s sector and of the
digital project they embark on. Giants like Google, Apple and Amazon do
know how to properly use Al, and which type of Al to get the best results as
well. Now, the issue lies ahead for smaller or less tech-savvy ones. Digital
transformation consultants, Al experts and so on, all agree that companies
new to Al should start with a small project with low-impact business value.
We all would like to start big and achieve huge results, however this is not
recommendable. Typically, managers would say on top of their head that the
right approach to adopt Al within their organisation consists of the following
steps. First, you should embark on a data ingestion, which is closely followed
by data cleaning and transformation. At that point, you would start a phase of
model training, followed by testing and validation, which could bring back to
the previous phase in case of the need to a different model selection. Finally,
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once the model training proves to be reasonably working, we should see the
final phase of deployment. Unfortunately, this process rarely works. According
to Alyssa Sympson-Rochwerger, managers have a business problem that can
be solved using Al if there are lots of unstructured and messy data, which
can be for example photos, media, audio, social media text and so on. Her
suggestions are pretty simple and practical, and require to start looking at
the business value that can be achieved if the organisation breaks down into
small and specific components the process we want to achieve. On top of that,
the quality of production data should be significant and consistent so that
the trained model is effective. In order to use unstructured data for example,
managers need to be transparent in the way they use it, where it comes from
and how the trained model that has been selected works. At the same time,
managers that want to implement successful digital initiatives, need to learn
through feedback loops that arise in the deployment of the trained model.

To summarise, we can say that a successful Al application should consist
of five phases. Everything starts from the business problem we want to solve,
and this can be done only interviewing those that claim to have such problem.
In particular, we should identify priorities, value, stakeholders and resources
that make up the business problem. The second phase consists of finding
the right data, which will need to consider its availability and security, the
cleaning of it, and similar. Once our data is cleaned and polished, we can
move on to the next phase, which is model building, a process that will allow
us to select the best one and benchmark our provisional results. Now it is time
to deploy and measure the selected trained model, to then be able to learn
actively from its tuning with a success monitoring phase.

This model should apply to every business sector. For example, agriculture
technology helps increasing crop yield, efficiency and productivity, as well
as reducing labour costs (Alltech, 2017; Sato, 2016). Companies in the
agricultural field are using Al extensively. Resson deals with data-driven
farming, and is able now to find out which grapes need pesticides and for
which bugs. We can also mention OmniEarth Inc., that used IBM’s Watson
Virtual Recognition service to analyse massive amounts of satellite and aerial
imagery, based on the idea they needed to evaluate and address the drought
problem they had through a water usage approach on a parcel-by-parcel basis.
In the education sector, companies want to scale quality of instruction and
feedback, as well as reducing costs, and they apply Al to reach that goal (an
example can be Blue Canoe and the revolutionary way it uses to learn new
languages). Companies in the e-commerce sector want to improve search
results and increase site conversion, which can be seen in Ebay and the
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opportunity it gives to its customers to take a picture of something they like,
and then the app will perform a visual search in its billion products. Again,
robotics and IoT are used to help the business automation, as in the case of
Walmart, that went to Bossanova to put robots around its supermarket, to
take pictures and identify products that are low in the shelves. These are all
great examples of how Al is used to optimise the business processes and the

Figure 1. How Companies around the world are using Al solutions
(Source: Adapted from Oana, Cosmin, & Valentin, 2017)
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customer experience, minimise the costs and maximise wherever possible
the revenues.

CONCLUSION

In this Chapter, we introduced the concept of Artificial Intelligence and its
ramifications in several aspects of our everyday life, such as privacy, ethics
and of course, business. Looking at how Al systems were initially thought
of, and the developments ever since, it is easier now to say that researchers’
aim to build an artificial intelligence machine similar to how the human brain
works is not such a far-fetched goal to reach. Although Al applications can
have different forms and have invaded several different areas (from robotics
to speech recognition, to self-driving cars and IoT devices), what makes Al
possible is mainly a big chunk of reliable data to train Al algorithms with.
If we look at the history of Al, its success came when researchers developed
an algorithm complex enough to absorb a tremendous amount of structured
and unstructured data, faster than a human could ever do, and from reliable
sources to allow the machine to intelligently surpass or beat the human
opponent. This was the case with AlphaGo, Watson and so on.

When it comes to business, Al can be used to improve efficiency and lower
costsin areas such as finance and accounting, customer service, marketing and
information technology. Artificial Intelligence is much more than automation,
for example with its ability to credit consumer behaviour, tailor suggestions
and marketing strategies (Johnson, 2015; Moorman, 2013), or support people
on a daily basis through smart assistant. With the concept of blockchain
and smart contracts, we wanted to point out one of the consequences of the
Industry 4.0 and the Internet of Things, where experts are put somehow on
the side and peer-to-peer advice is preferred. Reliability of feedback from
private sources is an important part of what makes Al successful in a global
environment, as well as advancements in complexity of algorithms, hardware
and connection among devices to collect data.

In the next Chapter, we will learn more about the technical aspects of Al
systems and will have the chance to see how Al can be implemented in a
business-related context with practical examples.
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