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Preface

The subject of this book is convergence of sequences in Banach spaces without a
given compact embedding, or more specifically, structural representation of such
sequences, known in applications as concentration compactness, addressed on the
functional-analytic level.

Concentration compactness became a standard tool of analysis of partial differ-
ential equations since the publication of celebrated papers [83, 84] by P.-L. Lions, fol-
lowed by the profile decomposition approach introduced by Struwe [119], generalized
to general sequences in Sobolev spaces by Solimini [112], and further generalized to
sequences in Hilbert and Banach spaces, respectively, in [104] and [113].

This book is a sequel to an earlier monograph [127], whose purpose was to give
a functional-analytic theory of concentration compactness in general Hilbert spaces,
and to illustrate this abstract approach by applications to calculus of variations,
mostly in the settings of Lions. In the present book, the focus is shifted from sampling
the known applications to a broader presentation of the method, based on the cur-
rent state of art. The book extends analysis of concentration from Hilbert to Banach
spaces, and presents realizations of concentration compactness in a variety of func-
tional spaces,while [127] dealt onlywith Sobolev spaces.Now into consideration come
Besov and Triebel–Lizorkin spaces, embeddings into spaces of continuous functions,
embeddings associated with the Moser–Trudinger inequality, Strichartz embedding
for the nonlinear Schrödinger equation, and the affine Sobolev inequality. The book
also extends the notion of profile decomposition to functional spaces that do not have
a nontrivial group of invariance.

Central to this book is the notion of cocompact embedding, which in [127] ap-
pears only implicitly. Cocompactness of an embedding of twoBanach spaces is a prop-
erty similar to but weaker than compactness, and it plays central role in having well-
structured profile decompositions for bounded sequences – sumof asymptotically de-
coupled “blowups.”

Chapter 1 gives a brief introduction to the basic notions of the theory and exam-
ples of an “orderly loss” of compactness (profile decomposition) in presence of co-
compact embeddings. Chapter 2 contains technical preliminaries concerning Delta-
convergence, a less-known cousin of weak convergence, involved in the profile de-
composition for Banach spaces, which are considered in Chapter 4 together with its
realization in Sobolev and other scale-invariant function spaces. Chapter 3 sums up
known results on cocompactness relative to the rescaling group (actions of transla-
tions and dilations), in Besov and Triebel–Lizorkin spaces (with Sobolev and frac-
tional Sobolev spaces as a particular case), aswell as cocompactness of an embedding
of the Moser–Trudinger-type relative to a different group of logarithmic dilations.

Chapters 5 through 9 can be read independently one of the other. Chapter 5
presents further cocompact embeddings and profile decompositions. Chapter 6 dis-

https://doi.org/10.1515/9783110532432-201
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VIII | Preface

cusses defect of compactness for sequences restricted to different subspaces. Chap-
ters 7 and 8 deal with profile decompositions that do not follow from the general
framework of Chapter 4 – for nonreflexive spaces and for Sobolev spaces without
invariance. Chapter 9 presents a small selection of applications of concentration
methods to semilinear elliptic equations.

Corrections, supporting materials, etc. related to this book, will appear on the au-
thor’s personal website, http://sites/google.com/site/tintarev.

The bookwaswritten in difficult circumstances, as since 2016 the author was sub-
jectedbyhis former employer to a complete travel ban (includinghost- and self-funded
travel), together with further restrictions, which brought the author to leave his job
at Uppsala University. The author expresses his warm gratitude to Academic Rights
Watch and his colleagues and collaborators at Technion, University of Toulouse –
La Capitole, Tata Institute for fundamental research, University of Bari and Politec-
nic University of Bari, for their unwavering support of his academic rights. He thanks
Torbjörn Ohlsson, attorney at law, who negotiated author’s continued access to the
library resources of his former employer.

The work on this book was completed during the author’s stay as Lady Davis Vis-
iting Professor at Technion – Israel Institute of Technology.

Haifa, December 2019
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1 Profile decomposition: a structured defect of
compactness

Let E be a reflexive Banach space continuously embedded into another Banach
space F. If (uk)k∈ℕ is a sequence in E, then by the Banach–Alaoglu theorem, it has
a (renamed) weakly convergent subsequence, uk ⇀ u ∈ E. If the embedding E 󳨅→ F
is compact, this gives uk → u in F. Otherwise, one regards the sequence (uk − u)k∈ℕ,
taken up to a remainder vanishing in F, as a defect of compactness of the sequence
(uk)k∈ℕ.

This book studies how the defect of compactness is structured. The famous series
of four papers by Pierre-Louis Lions [82, 83] described defect of compactness for se-
quences of functions in Sobolev spaces in terms of concentration phenomena. This
book studies profile decompositions which are a more detailed structure of the defect
of compactness. They not only elaborate concentration in functional spaces, but oc-
cur in general Banach spaces aswell. Themore traditional approach to concentration,
based on Lions’ version, is outlined in the Appendix, Section 10.4.

In this chapter, we provide definitions, elementary examples, and some quantita-
tive ramifications for this structure.

1.1 Cocompact embeddings: definition and examples

Cocompactness is a property of embedding of two Banach spaces which is similar to
(but is generally weaker) than compactness. Cocompactness is defined via the notion
of 𝒢-weak convergence.

Definition 1.1.1 (𝒢-weak convergence). Let E be a Banach space and let 𝒢 be a set of
homeomorphisms E → E. One says that a sequence (un)n∈ℕ in E is 𝒢-weakly conver-
gent to a point u ∈ E relative to the set 𝒢, if for any sequence (gn)n∈ℕ in 𝒢, gn(un − u) is
weakly convergent to zero in E. In this case, we use the notation un

𝒢
⇀ u.

Obviously, if𝒢 = {id}, then𝒢-weak convergence coincideswithweak convergence.
This is also the case if the set 𝒢 is small enough, for example, if 𝒢 = {u 󳨃→ u ∘ η}η∈O(N)
on L2(ℝN ), which is a particular case of the following.

Proposition 1.1.2. Let𝒢 bea set of bounded linear operators in a reflexiveBanach space
E such that its set of adjoints 𝒢∗ = {g∗ : g ∈ 𝒢} is sequentially compact with respect to
the strong [i. e., pointwise] operator convergence, that is, any sequence (gk)k∈ℕ in 𝒢 has
a subsequence (gkj ) and there exists g ∈ 𝒢 for which g∗kjv → g∗v for every v ∈ E∗. Then
every weakly convergent sequence in E is 𝒢-weakly convergent.

Proof. Assume that un ⇀ u, but for some sequence (gn)n∈ℕ in 𝒢 the sequence gn(un −
u) is not convergent weakly to zero. By the uniform boundedness principle the set

https://doi.org/10.1515/9783110532432-001
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2 | 1 Profile decomposition: a structured defect of compactness

𝒢∗ and the weakly convergent sequence (un − u)n∈ℕ are bounded, and since norms
of an operator and of its adjoint coincide, the set 𝒢 is bounded as well. Therefore,
(gn(un−u))n∈ℕ is a bounded sequence, and there exists v ∈ E∗ such that, on a renamed
subsequence, ⟨v, gn(un − u)⟩ → 1, and thus, ⟨g∗n v, (un − u)⟩ → 1. By the compactness
assumption of the proposition, a renamed subsequence of (g∗n v)n∈ℕ converges in E

∗ to
some point w ∈ E∗. This ⟨w, (un − u)⟩ → 1, which contradicts the assumption un ⇀ u.

Corollary 1.1.3. Let E be a uniformly convex Banach space and let a set 𝒢 of linear
isometries onE be sequentially compactwith respect to the strong operator convergence.
Then if a sequence (un)n∈ℕ in E is weakly convergent, it is 𝒢-weakly convergent.

Proof. The assertion will follow from Proposition 1.1.2 once we show that the set of
adjoints 𝒢∗ is compact with respect to strong convergence. Indeed, if a sequence (g∗k )
in 𝒢∗ converges strongly to g∗, then it converges weakly in E, and from the definition
of weak convergence one has gkx ⇀ gx for any x ∈ E. At the same time, since g∗k
are isometries, so are g∗, gk, and g. In particular, lim ‖gkx‖ = ‖x‖ = ‖gx‖. Then, by
Proposition 10.1.5, gkx → gx for any x ∈ E.

Definition 1.1.4 (Cocompact embedding). One says that a continuous embedding
E 󳨅→ F of two Banach spaces is cocompact relative to a set 𝒢 of homeomorphisms
E → E if for any sequence (un)n∈ℕ in E,

un
𝒢
⇀ 0 in E 󳨐⇒ ‖un‖F → 0.

Remark 1.1.5. Obviously, if 𝒢 ⊂ 𝒢󸀠, then a 𝒢-cocompact embedding is also 𝒢󸀠-
cocompact.

Example 1.1.6 (Stephane Jaffard, [68]). The embedding ℓp(ℤ) 󳨅→ ℓr(ℤ), 1 ≤ p < r ≤
∞, is not compact, since any sequence of the form un = u(⋅ + n), n ∈ ℕ, u ∈ ℓp, con-
verges to zero weakly in ℓp, while the ℓp-norm on the sequence is constant. On the
other hand, this embedding is cocompact relative to the group 𝒢ℤ = {u 󳨃→ u(⋅ − j)}j∈ℤ.
Indeed, consider a sequence (un)n∈ℕ in ℓp that converges to zero 𝒢ℤ-weakly, that is,
such that un(⋅ + jn)⇀ 0 in ℓp for any sequence jn ∈ ℤ. Then un(jn)→ 0 inℝ for any se-
quence (jn) inℤ, which implies un → 0 in ℓ∞. Since ‖u‖rr ≤ ‖u‖

r−p
∞ ‖u‖

p
p, one has un → 0

in ℓr for all r > p. We conclude that the embedding ℓp(ℤ) 󳨅→ ℓr(ℤ), 1 ≤ p < r ≤ ∞,
is 𝒢ℤ-cocompact. Furthermore, the same argument shows that ℓ∞ is 𝒢ℤ-cocompactly
embedded into itself.

Example 1.1.7 (Cocompactness in the Strauss estimate). Let Ḣ1,2(ℝN ), N > 2, be the
space of measurable functions whose weak derivative lies in L2(ℝN ) and let Ḣ1,2

rad(ℝ
N )

be its subspace of all radial functions. Let Crad(ℝN , r
N−2
2 ) be the space of radial contin-

uous functions onℝN \ {0}with the norm ‖u‖ = supr>0 r
N−2
2 |u(r)|. Then the continuous
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1.1 Cocompact embeddings: definition and examples | 3

embedding Ḣ1,2
rad(ℝ

N ) 󳨅→ Crad(ℝN , r
N−2
2 ) (see [115]) is cocompact relative to the group

𝒢 = {gt : u 󳨃→ t
N−2
2 u(t⋅)}t>0. (1.1)

Indeed, let un
𝒢
⇀ 0 and assume that rn > 0, n ∈ ℕ, are such that

r
N−2
2

n
󵄨󵄨󵄨󵄨u(rn)
󵄨󵄨󵄨󵄨 ≥

1
2
sup
r>0

r
N−2
2 󵄨󵄨󵄨󵄨un(r)
󵄨󵄨󵄨󵄨.

This can be rewritten as

sup
r>0

r
N−2
2 󵄨󵄨󵄨󵄨un(r)
󵄨󵄨󵄨󵄨 ≤ 2
󵄨󵄨󵄨󵄨grnun(1)

󵄨󵄨󵄨󵄨.

Since the map u 󳨃→ u(1) is a continuous linear functional on Ḣ1,2
rad(ℝ

N ), the right- hand
side in the inequality above is going to zero, which implies that un vanishes in the
norm of C(ℝN , r

N−2
2 ), and thus embedding Ḣ1,2

rad(ℝ
N ) 󳨅→ C(ℝN , r

N−2
2 ) is cocompact.

Let us illustrate how cocompactness of an embedding allows to prove existence
of minimizers in isoperimetric problems.

Example 1.1.8 (Minimizer in the Strauss estimate). Consider a minimizing problem
for the embedding of Example 1.1.7, that is,

cN = inf
supr>0 r

N−2
2 |u(r)|=1

‖∇u‖22. (1.2)

Using the scaling operators (1.1), we may rewrite this as

cN = inf
supr>0 |[gru](1)|=1

‖∇u‖22. (1.3)

Let (un)n∈ℕ be a minimizing sequence for (1.3), namely, ‖∇un‖22 → cN , |[gtun](1)| ≤ 1
for all t > 0 and [gtnun](1) → 1 with some sequence (tn)n∈ℕ of positive numbers. Let
wn = gtnun/[gtnun](1). Then we have ‖∇wn‖

2
2 → cN , |[gtwn](1)| ≤ 1+o(1) for all t > 0 and

wn(1) = 1. Then there is a w ∈ Ḣ1,2
rad(ℝ

N ) such that, on a renamed weakly convergent
subsequence, wn ⇀ w. Then w(1) = limwn(1) = 1, while |[gtw](1)| ≤ 1 for all t > 0. By
weak semicontinuity of the norm, ‖∇w‖22 ≤ lim inf ‖∇wn‖

2
2 = cN . Thus w is a minimizer

for (1.3) (and then for (1.2) as well), ‖∇wn‖2 → ‖∇w‖2, and, consequently, wn → w
and gtnun → w in the norm of Ḣ1,2

rad(ℝ
N ). Furthermore, by the scaling invariance of the

gradient norm we have

cN = inf
supr>0 |[gru](1)|=1

‖∇u‖22

= inf
u(1)=1
‖∇u‖22 ≤ ‖∇w‖

2
2 = cN ,
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4 | 1 Profile decomposition: a structured defect of compactness

which gives

cN = inf
u(1)=1
‖∇u‖22. (1.4)

The infimum in (1.4) is necessarily attained on a continuous function which is har-
monic on open intervals (0, 1) and (1,∞), which by the requirement of being an ele-
ment of Ḣ1,2(ℝN ) defines it uniquely as

ψN (r) = {
1, r ≤ 1;
r2−N , r ≥ 1.

(1.5)

Since ψN (r)r
N−2
2 ≤ 1 for any r > 0, by (1.4) it is also a minimizer for (1.3) (as well as for

(1.2)), and by an elementary evaluation of ‖∇ψN‖
2
2 we have cN = (N − 2)ωN where ωN

denotes the measure of the N − 1-dimensional unit sphere.
We conclude that any minimizing sequence for (1.2) admits a renamed subse-

quence and a sequence of positive numbers (tn) such that gtnun → ψN in the norm
of Ḣ1,2

rad(ℝ
N ).

Furthermore, if w is any minimizer for (1.2), the constant minimizing sequence
(w)n∈ℕ admits a sequence of positive numbers (tn)n∈ℕ such that gtnw → ψN in the
Ḣ1,2(ℝN )-norm to ψN . Then necessarily tn → t with some t > 0 and w = g 1

t
ψN .

The next example is cocompactness of the embedding Hm,p(ℝN ) 󳨅→ Lq(ℝN ) rela-
tive to the group of lattice shifts on ℝN :

𝒢ℤN
def
= {u 󳨃→ u(⋅ − y)}y∈ℤN . (1.6)

Theorem 1.1.9. Let m ∈ ℕ, 1 < p <∞ and let

p∗m = {
pN

N−mp , N > pm,
∞ , N ≤ pm.

For any q ∈ (p, p∗m), the embedding H
m,p(ℝN ) 󳨅→ Lq(ℝN ) is cocompact relative to the

group 𝒢ℤN .

Proof. Indeed, let (uk)k∈ℕ be a sequence in Hm,p(ℝN ), such that uk(⋅ − yk)⇀ 0 for any
sequence (yk) in ℤN . By continuity of the embedding Hm,p((0, 1)N ) 󳨅→ Lq((0, 1)N ), we
have for every y ∈ ℤN ,

∫

(0,1)N+y

|uk |
q ≤ C ∫
(0,1)N+y

(󵄨󵄨󵄨󵄨∇
muk
󵄨󵄨󵄨󵄨
p
+ |uk |

p)( ∫

(0,1)N+y

|uk |
q)

1−p/q
.

Adding the above inequalities over y ∈ ℤN and taking into account that (uk) is
bounded in Hm,p(ℝN ), we have

∫

ℝN

|uk |
q ≤ C sup

y∈ℤN
( ∫

(0,1)N+y

|uk |
q)

1−p/q
. (1.7)
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1.2 Profile decomposition | 5

Let now yk ∈ ℤN be such that

sup
y∈ℤN
∫

(0,1)N+y

|uk |
q ≤ 2 ∫
(0,1)N+yk

|uk |
q = ∫

(0,1)N

󵄨󵄨󵄨󵄨uk(⋅ − yk)
󵄨󵄨󵄨󵄨
q
.

Note that the right-hand side here converges to zero since uk(⋅ − yk) ⇀ 0 and the em-
bedding Hm,p(ℝN ) 󳨅→ Lq((0, 1)N ) is compact. Thus, by (1.7), uk → 0 in Lq(ℝN ).

Example 1.1.10. Let N > 2, and let

𝒢r = {u 󳨃→ 2rju(2j(⋅ − y))}y∈ℝN ,j∈ℤ, r = N − 2
2
. (1.8)

Elements of 𝒢r are isometries on Ḣ1,2(ℝN ) and on L
2N
N−2 (ℝN ). With this choice of 𝒢 the

limiting Sobolev embedding Ḣ1,2(ℝN ) 󳨅→ L
2N
N−2 (ℝN ) is 𝒢r-cocompact. This is a particu-

lar case of Theorem 3.2.1 presented later in the book.

1.2 Profile decomposition

We give here a definition of profile decomposition in Hilbert space. The Banach space
version, presented in Chapter 4, requires to define additional notions, which are the
subject of Chapter 2.

Definition 1.2.1 (Concentration family). Let H be a Hilbert space and let 𝒢 be a group
of linear isometries of H. One says that a countable set of pairs

{w(n), (g(n)k )k∈ℕ}n∈ℕ ⊂ H × 𝒢
ℕ

is a concentration family for a bounded sequence (un)n∈ℕ in H, if g
(1)
k = id,

g(n)
−1

k uk ⇀ w(n), (1.9)

and

g(n)
−1

k g(m)k ⇀ 0 wheneverm ̸= n. (1.10)

The functions w(n) are called concentration profiles of (uk)k∈ℕ, associated with scal-
ing sequences (g(n)k )k∈ℕ, and sequences (g

(n)
k w(n))k∈ℕ ⊂ H are called elementary con-

centrations (or blowups, or cores) for the sequence (uk)k∈ℕ. Property (1.10) is called
(asymptotic) decoupling.

Remark 1.2.2. Note that, since 𝒢 consists of isometries of H, g−1 = g∗ for each g ∈ 𝒢
and, therefore, g(n)

−1

k g(m)k ⇀ 0 if and only if (g(m)k v, g(n)k w) → 0 for any v,w ∈ H. Thus,
in the context of Hilbert space, decoupling property may be also called asymptotic
orthogonality.
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6 | 1 Profile decomposition: a structured defect of compactness

Example 1.2.3. Let H = L2(ℝN ). If 𝒢 is a group of shifts

𝒢ℝN
def
= {gy : u 󳨃→ u(⋅ − y)}y∈ℝN (1.11)

relation (1.10) is equivalent to |y(n)k − y
(m)
k |→∞, since gyk ⇀ 0 if and only if |yk |→∞.

If 𝒢 is a group of rescalings {gs,yu 󳨃→ 2rsu(2s(⋅−y))}y∈ℝN ,s∈ℝ on L
2(ℝN ), with r = N/2

so that it preserves the L2-norm, asymptotic orthogonality (1.10) is expressed by

󵄨󵄨󵄨󵄨s
(n)
k − s

(m)
k
󵄨󵄨󵄨󵄨 + (2

s(n)k + 2s
(m)
k )󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k
󵄨󵄨󵄨󵄨→∞, m ̸= n, (1.12)

since gsk ,yk ⇀ 0 in L2(ℝN ) if and only if |sk |→∞ or |yk |→∞.

Definition 1.2.4 (Profile decomposition). Let (un)n∈ℕ be a bounded sequence in a
Hilbert space H. One says that (un) admits a profile decomposition if it has a concen-
tration family {w(n), (g(n)k )k∈ℕ}n∈ℕ ⊂ H × 𝒢

ℕ such that the series

Sk
def
= ∑

n
g(n)k w(n) (1.13)

called defect of compactness converges inH unconditionally (in n) and uniformlywith
respect to k, and

uk − Sk
𝒢
⇀ 0. (1.14)

Such concentration family is called complete.

Remark 1.2.5. IfH is𝒢-cocompactly embedded into aBanach spaceF, then from (1.14)
it follows that uk − Sk → 0 in the norm of F.

The following statement is an analog of Parseval identity in presence of asymp-
totic orthogonality.

Proposition 1.2.6. Let {wn, (g(n)k )k ∈ ℕ}n∈ℕ ⊂ H × 𝒢ℕ be a complete concentration
family for a bounded sequence (uk)k∈ℕ ⊂ H. Then

‖uk‖
2 =∑

n

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
+ ‖uk − Sk‖

2 + o(1), (1.15)

Proof. By convergence properties of the series (1.13), we may without loss of general-
ity assume that the concentration family for (uk) has finitely many, say M, nonzero
concentration profiles w(n). Then

‖uk‖
2 =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
uk − Sk +

M
∑
n=1

g(n)k w(n)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

= ‖uk − Sk‖
2 + 2(uk − Sk ,

M
∑
n=1

g(n)k w(n)) +
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

M
∑
n=1

g(n)k w(n)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2
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1.3 Brezis–Lieb lemma | 7

= ‖uk − Sk‖
2 + 2

M
∑
n=1
([g(n)k ]

−1
(uk − Sk),w

(n))

+
M
∑
n=1

󵄩󵄩󵄩󵄩g
(n)
k w(n)󵄩󵄩󵄩󵄩

2
+ ∑
m ̸=n
(g(n)k w(n), g(n)k w(n))

= ‖uk − Sk‖
2 + o(1) +

M
∑
n=1

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
+ o(1).

In the transition to the last line we used the following properties: [g(n)k ]
−1uk ⇀ w(n)

and [g(n)k ]
−1Sk ⇀ w(n) (with (1.10) involved) in the second term, isometry of g(n)k in the

third term, and (1.10) in the last term.

Example 1.2.7. Any bounded sequence in Ḣ1,2(ℝN ), N ≥ 3, has a renamed subse-
quence that admits a profile decomposition relative to the group (1.8), that takes the
form

uk −
∞
∑
n=1

2
N−2
2 s(n)k w(n)(2s

(n)
k (⋅ − y(n)k ))→ 0 in L

2N
N−2 (ℝN), (1.16)

with

2−
N−2
2 s(n)k uk(2

−s(n)k ⋅ +y(n)k )⇀ w(n) as k →∞, n ∈ ℕ,

with the asymptotic orthogonality expressedby (1.12), andwith (1.15) satisfied. Indeed,
(1.16) follows from (1.13), (1.14), and cocompactness of the Sobolev embedding fromEx-
ample 1.1.10. This example is a particular case of the profile decomposition of Solimini
[112].

1.3 Brezis–Lieb lemma

We now address effects of asymptotic orthogonality on values of functionals in the
Hilbert space, including the norm. We start with the asymptotic orthogonality pro-
duced by weak convergence in a Hilbert space: if uk ⇀ u, then (u, uk − u) ⇀ 0, and
thus (uk) has an asymptotically orthogonal decomposition into u and uk−u. This leads
to an “asymptotic Pythagoras theorem”:

‖uk‖
2 = ‖u‖2 + ‖uk − u‖

2 + o(1), (1.17)

which follows from the asymptotic orthogonality in the obvious identity

‖uk‖
2 = ‖u‖2 + ‖uk − u‖

2 + 2(uk − u, u).

The Brezis–Lieb lemma gives a similar property for the quantity ‖u‖pp, defined for
a measure space, under assumption of convergence almost everywhere, which is a
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8 | 1 Profile decomposition: a structured defect of compactness

stronger assumption than weak convergence (cf. Lemma 1.3.1 below). Further in this
section, we illustrate how the Brezis–Lieb lemma and relation (1.17), together with
cocompactness, yield existence of minimizers in the Sobolev inequality.

Lemma 1.3.1. Assume that (un)n∈ℕ is a bounded sequence in Lp(Ω, μ), p ∈ (1,∞), where
(Ω, μ) is a measure space. If un → u almost everywhere, then |un − u| ⇀ 0, and, conse-
quently, un ⇀ u.

Proof. Without loss of generality,wemay assume thatu = 0. Let v ∈ Lp
󸀠
(Ω, μ),p󸀠 = p

p−1 ,
and let

An = {x ∈ Ω;
󵄨󵄨󵄨󵄨un(x)
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨v(x)
󵄨󵄨󵄨󵄨
p󸀠−1
}, Bn = Ω \ An.

By the Hölder inequality, we have

∫
Ω

|un||v|dμ ≤ ∫
An

|un||v|dμ + ‖un‖p(∫
Bn

|v|p
󸀠
dμ)

1/p󸀠

≤ ∫
Ω

1An
|un||v|dμ + C(∫

Ω

1Bn |v|
p󸀠dμ)

1/p󸀠

.

Both integrands are bounded by an integrable function |v|p
󸀠
and converge to zero

a. e., so the right-hand side vanishes by the Lebesgue dominated convergence theo-
rem.

Theorem 1.3.2 (Brezis–Lieb lemma – general nonlinearity). Let 1 ≤ q < ∞ and let
(Ω, μ) be a measure space. Let F : Ω→ ℝ be a continuous function satisfying

󵄨󵄨󵄨󵄨F(a + b) − F(a)
󵄨󵄨󵄨󵄨 ≤ ε|a|

q + Cε|b|
q, a, b ∈ ℝ, ε > 0. (1.18)

If (un)n∈ℕ is a sequence bounded in Lq(Ω, μ) and convergent almost everywhere in Ω to
a function u, then

∫
Ω

F(un)dx = ∫
Ω

F(u)dx + ∫
Ω

F(un − u)dx + o(1). (1.19)

Proof. Note that (1.18) with a = 0 gives that |F(s)| ≤ infε Cε |s|q. Let ε > 0 and

vεk
def
= (󵄨󵄨󵄨󵄨F(un) − F(un − u) − F(u)

󵄨󵄨󵄨󵄨 − ε|uk − u|
q)+, (1.20)

so that vεk → 0 almost everywhere in Ω. Combining (1.18) for a = uk − u, b = uk with
the estimate on F(u) by |u|q, we have

vεk = (
󵄨󵄨󵄨󵄨F(un) − F(un − u) − F(u)

󵄨󵄨󵄨󵄨 − ε|uk − u|
q)+ ≤ C

󸀠
ε|u|

q. (1.21)
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1.3 Brezis–Lieb lemma | 9

Then by the Lebesgue dominated convergence theorem, ∫Ω v
ε
kdμ→ 0. This implies

lim sup∫
Ω

󵄨󵄨󵄨󵄨F(uk) − F(uk − u) − F(u)
󵄨󵄨󵄨󵄨dμ ≤ ε lim sup∫

Ω

|uk − u|
qdμ.

Since ε in the right-hand side above can be arbitrarily small, (1.19) follows.

Most often the nameBrezis–Lieb lemma is applied to the following particular case
of Theorem 1.3.2.

Corollary 1.3.3 (Brezis–Lieb lemma). Let q ∈ [1,∞) and let (Ω, μ) be a measure space.
Assume that (uk)k∈ℕ is a bounded sequence Lq(Ω, μ), convergent to w almost every-
where. Then

∫
Ω

|uk |
qdμ − ∫

Ω

|uk − w|
qdμ − ∫

Ω

|w|qdμ→ 0. (1.22)

Remark 1.3.4. Since limq→∞(aq + bq)
1
q = max{a, b} whenever a, b > 0, it is natural to

ask if the following analog of the Brezis–Lieb lemma for q =∞ is true:

uk ⇀ w a. e. 󳨐⇒ ‖uk‖∞ = max{‖w‖∞, ‖uk − w‖∞} + o(1).

The answer is, without additional conditions, negative. Consider w(x) = sin 1
x , x ∈

(0, 1π ), and let uk(x) = w(x) + φ(k2(x − 1
2kπ+π/2 )), where φ is a nonnegative smooth

function, supported in (− 1
4π ,

1
4π ) with φ(x) ≤ φ(0) = 1. Then uk → w pointwise in

(0, 1π ), ‖uk‖∞ = 2 while ‖uk − w‖∞ = ‖w‖∞ = 1 ̸= 2.

If we heuristically understand the Brezis–Lieb lemma as a consequence of asymp-
totic separation of supports of w and (uk − w), then the counterexample above is the
consequence ofw and (uk −w) having their peak values at the same point. The follow-
ing statement imposes a condition of local uniform convergence that separates the
maximal values.

Lemma 1.3.5 (Brezis–Lieb lemma for q =∞). Let (uk)k∈ℕ be a bounded sequence in
L∞(Ω, μ), where (Ω, μ) is a measure space. Assume that for every ε > 0,

uk converges to w uniformly on the set Ωε = {x ∈ Ω :
󵄨󵄨󵄨󵄨w(x)
󵄨󵄨󵄨󵄨 ≥ ε}. (1.23)

Then

‖uk‖∞ = max{‖w‖∞,Ω, ‖uk − w‖∞} + o(1). (1.24)

Proof. In two cases, when w = 0 a. e. or when uk → w uniformly in Ω, the assertion
is trivial. It suffices then to prove the lemma when w ̸= 0 on a set of positive measure
and that δ = limk→∞ ‖uk − w‖∞,Ω > 0. By (1.23), for every ε > 0, ‖uk − w‖∞,Ω\Ωε

→ δ.
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10 | 1 Profile decomposition: a structured defect of compactness

Fix ε > 0, ε < min{‖w‖∞,Ω,
1
2δ}. Then we will have ‖uk − w‖∞,Ωε

< ε and |‖uk −
w‖∞,Ω − ‖uk‖∞,Ω\Ωε

| ≤ ε for all k sufficiently large, and thus

‖uk‖∞,Ω = max{‖uk‖∞,Ωε
, ‖uk‖∞,Ω\Ωε

}

≤ max{‖w‖∞,Ω, ‖uk − w‖∞,Ω} + 2ε.

At the same time,

‖uk‖∞,Ω = max{‖uk‖∞,Ωε
, ‖uk‖∞,Ω\Ωε

}

≥ max{‖w‖∞,Ωε
, ‖uk‖∞,Ω\Ωε

} − ε ≥ max{‖w‖∞,Ω, ‖uk − w‖∞,Ω} − 2ε.

Since ε is arbitrary, (1.24) follows.

Remark 1.3.6. The Brezis–Lieb lemma, as well as its generalizations, Theorem 1.3.2
and later Theorem 4.7.1, remain valid also in the case when uk, k ∈ ℕ, are functions
with values in ℝm, m ∈ ℕ. The proof remains verbally the same provided that one
reads the notation | ⋅ | as a norm in ℝm.

Example 1.3.7. Let N ≥ 3 and let 2∗ = 2N
N−2 . The minimum in

S = inf
u∈Ḣ1,2(ℝN ), ‖u‖2∗=1

∫

ℝN

|∇u|2dx (1.25)

is attained. Moreover, for every minimizing sequence (un)n∈ℕ in Ḣ1,2(ℝN ) (i. e., such
that ‖un‖2∗ = 1 and ‖∇un‖22 → S) there exists a renamed subsequence and sequences
(yn)n∈ℕ in ℝN and (sn)n∈ℕ in ℝ, such that sequence

vn
def
= 2

N−2
2 snun(2

sn (⋅ − yn)), n ∈ ℕ, (1.26)

converges to a minimizer in the norm of Ḣ1,2(ℝN ). Indeed, if (un)n∈ℕ is a minimizing
sequence, then for any choice of sequences (yn) in ℝN and (sn) in ℝ, the correspond-
ing rescaled sequence (1.26) will be also a minimizing sequence. It may not occur,
however, that the corresponding rescaled sequence (vn) will weakly converge to zero
for all choices of (yn) and (sn), since by cocompactness of the embedding Ḣ1,2(ℝN ) 󳨅→
L2
∗
(ℝN ) (Example 1.1.10), onewould have uk → 0 in L2

∗
(ℝN ), which is a contradiction.

Let us therefore fix a renamed subsequence of (yn), (sn) and (un) such that correspond-
ing rescaled sequence (vn) converges weakly to some v ̸= 0. It is easy to show that v is
a minimizer. Indeed, by (1.22) and (1.17) we have

1 = ‖vn‖
2∗
2∗ = ‖v‖

2∗
2∗ + ‖vn − v‖

2∗
2∗ + o(1), (1.27)

S = ‖∇vn‖
2
2 = ‖∇v‖

2
2 + ‖∇vn − v‖

2
2 + o(1). (1.28)

Let t = ‖v‖2
∗

2∗ . Then by (1.27) we have ‖vn − v‖2
∗

2∗ → 1 − t, and by (1.28) we have S ≥
St

N−2
N + S(1− t)

N−2
N , which can hold, given that t ̸= 0, only if t = 1. Consequently, vn → v
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1.4 Lions’ lemma for the Moser–Trudinger functional | 11

in L2
∗
(ℝN ) and thus ‖v‖2∗ = 1. From the weak semicontinuity of the Ḣ1,2(ℝN )-norm, it

follows that v is aminimizer, and, since vn ⇀ v and ‖∇vn‖2 → ‖∇v‖2, we have vn → v in
Ḣ1,2(ℝN ). By the Polia–Szegö inequality (or the symmetry argument in [60]), the mini-
mizer is necessarily decreasing radial with respect to some point, and thus it satisfies
anordinary differential equation of secondorder. Condition v ∈ Ḣ1,2(ℝN ) togetherwith
normalization selects a unique, up to a scaling (1.1), nonsingular radial solution

v = [N(N − 2)]
N−2
4

(1 + r2)
N−2
2

. (1.29)

1.4 Lions’ lemma for the Moser–Trudinger functional

Let Ω ⊂ ℝN , N ≥ 2, be a bounded domain and let αN = Nω
1/(N−1)
N where ωN =

2πN/2

Γ( N2 )
is

the area of the unit N − 1-dimensional sphere. In particular, α2 = 4π. The following
inequality is known as the Moser–Trudinger inequality:

sup
u∈H1,N

0 (Ω), ‖∇u‖N≤1
∫
Ω

eα|u|
N
N−1 dx <∞, α ≤ αN . (1.30)

It is known that, despite that the functional may lack a uniform bound on a bounded
set,

∫
Ω

eλ|u|
N
N−1 dx <∞ for any u ∈ H1,N

0 (Ω) and λ > 0. (1.31)

Indeed, for any ε > 0 there existsMε > 0 such that ‖∇(|u| −Mε)+‖N < ε, so that, using
the inequality |a + b|q ≤ 2q−1(aq + bq) for a, b ≥ 0, q = N

N−1 , we have

∫
Ω

eλ|u|
N
N−1 dx ≤ ∫

Ω

eλ|Mε+(|u|−Mε)+|
N
N−1 dx

≤ eλ2
1

N−1 M
N
N−1
ε ∫

Ω

eλ2
1

N−1 (|u|−Mε)
N
N−1
+ dx.

We fix now ε > 0 small enough so that the integral in the right-hand side is bounded
by (1.30).

Lemma 1.4.1 (Lions, [84]). Let Ω ⊂ ℝN , N ≥ 2, be a bounded domain and let sequence
(un)n∈ℕ in H1,N

0 (Ω), ‖∇un‖N ≤ 1, converge weakly to a function u. Then for any

α < αN
lim sup ‖∇(un − u)‖

N
N−1
N

,
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12 | 1 Profile decomposition: a structured defect of compactness

one has

lim sup∫
Ω

eα|un|
N
N−1 dx <∞. (1.32)

Proof. We give the proof for N = 2. For the general case see [84]. Let us use the follow-
ing obvious inequality: for every ε > 0 and t ∈ ℝ,

(1 + t)2 − (1 + ε)t2 ≤ 1 + 1/ε. (1.33)

Set vn
def
= un − u. Note that lim sup ‖∇vn‖22 ≤ 1 − ‖∇u‖

2
2 by (1.17). Then, with any ε > 0

such that α(1 − ε)(1 − ‖∇u‖22)
2 < α2 we have by (1.33),

|un|
2 = |u + vn|

2 ≤ (1 + ε)|vn|
2 + (1 + 1/ε)|u|2.

Applying Hölder inequality to eα|un|
2
and taking into account the estimate above, we

get, with any r ∈ (1,∞),

∫
Ω

eα|un|
2
dx ≤ (∫

Ω

eα(1+ε)r|vn|
2
dx)

1/r
(∫
Ω

eα(1+1/ε)r
󸀠|u|2dx)

1/r󸀠

.

Set r close enough to 1 and ε small enough so thatα(1+ε)r lim sup ‖∇vn‖22 < α2. Then the
first integral in the right-hand sidewill be boundedby theMoser–Trudinger inequality.
The second integral will be bounded by inequality (1.31). This proves the lemma.

Corollary 1.4.2. The functional ∫Ω e
α|u|

N
N−1 dx, α ≤ αN , is weakly continuous at any point

of {u ∈ H1,N
0 (Ω), ‖∇u‖N ≤ 1}, unless α = αN and u = 0.

Proof. Like in Lemma 1.4.1 we give the proof for the case N = 2, with α2 = 4π. Let
un ⇀ u, ‖∇un‖2 ≤ 1. Let p ∈ (1,

4π/α
1−‖∇u‖22
), noting that the interval is nonempty whenever

α < 4π or u ̸= 0. By (1.17) lim sup ‖∇(un − u)‖22 ≤ 1 − ‖∇u‖
2
2, so we have

p < 4π/α
lim sup ‖∇(un − u)‖22

. (1.34)

We have, using the derivative of eα(tun+(1−t)u)
2
with respect to t ∈ (0, 1), and applying

Hölder inequality with exponent p,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
Ω

eαu
2
ndx − ∫

Ω

eαu
2
dx
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
2α

1

∫
0

∫
Ω

eα(tun+(1−t)u)
2
(tun + (1 − t)u)(un − u)dxdt

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
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≤ 8π sup
t∈[0,1]
(∫
Ω

eαp(tun+(1−t)u)
2
dx)

1
p

(∫
Ω

󵄨󵄨󵄨󵄨tun + (1 − t)u
󵄨󵄨󵄨󵄨
p󸀠
|un − u|

p󸀠 dx)
1
p󸀠

.

Let us apply Lemma 1.4.1, taking into account (1.34). It is easy to see, following the
proof of Lemma 1.4.1, that the bound in (1.32) for the family of sequences tun+(1−t)u⇀
u, t ∈ [0, 1], is uniform in t, so the first multiple in the right- hand side is bounded,
while by compactness of Sobolev embedding for 2-dimensional bounded domains the
second multiple converges to zero.

In Section 3.11, we address further weak continuity properties of the Moser–
Trudinger functional.

1.5 Bibliographic notes

Example 1.1.6 is based on Proposition 1 of [68]. The term profile decomposition is due
to Gallagher [53], and the term cocompact embedding was introduced by the author in
[125]. The notions themselves have been in use well before the adopted terminology.
An early proof of cocompactness for subcritical Sobolev embeddings, Theorem 1.1.9,
can traced to a lemma by Lieb in [76]. The earliest proof of cocompactness of Sobolev
embeddings on ℝN relative to the group rescalings 𝒢r (Example 1.1.10), known to the
author, is due to Solimini [112].

Lemma 1.3.1 is quoted from [134, Proposition 5.4.7]. The Brezis–Lieb lemma is a
simplified version of [25, Theorem 2], and Corollary (1.3.3) is [25, Theorem 1]. Existence
of minimizer in the limiting Sobolev embedding was proved by Talenti [121], while the
proof given in Example 1.3.7 follows [18] (a textbook version is [120, Theorem 4.2]).
The same paper gives a profile decomposition (restricted to critical sequences of the
semilinear elliptic functional) for the embedding Ḣ1,2(ℝN ) 󳨅→ L2

∗
(ℝN ), which was ex-

tended to general sequences by [112].
The Moser–Trudinger inequality has been first proved, without the optimal con-

stant αN , by Yudovich [135], and independently reproduced by Pohozhaev, Peetre,
and, finally, Trudinger [130]. The version with the optimal constant is due to Moser
[94], who also introduced Moser functions as test functions for the optimality of the
constant. Similar borderline embeddings for Hs,p

0 (Ω) with sp = N are known as well;
see [1, 88, 97]. Lions lemma was proved in [84].

We make a brief mention of another weak convergence method, which like con-
centration compactness, is also applied to finding solutions to PDE. The method orig-
inates in works of F. Murat and L. Tartar who gave it a similarly sounding name com-
pensated compactness. We will exemplify it by a modified version of Murat’s lemma
[124, p. 278]. Let Ω ⊂ ℝN , N > 2, be a bounded domain. If uk ⇀ u in H2,1(Ω), then
∇uk → ∇u in L1(Ω) is generally false. A correct counterpart of this statement, based on
themodified Calderón–Zygmund theorem, says that the assertion becomes true if one
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14 | 1 Profile decomposition: a structured defect of compactness

assumes in addition that ∇2uk is bounded in the Hardy space ℋ1(Ω) ⊂ L1(Ω) instead
of being bounded only in L1(Ω).

In other words, a missing compactness property of a Sobolev space is recovered
in a suitably chosen large subspace.

The spaceℋ1(ℝN ) is characterized by equivalent norms

max
i=1,...N

󵄩󵄩󵄩󵄩𝜕i(−Δ)
− 12 u󵄩󵄩󵄩󵄩1 and

󵄩󵄩󵄩󵄩󵄩󵄩supt>0
|ht ∗ u|
󵄩󵄩󵄩󵄩󵄩󵄩1
,

where ht = t−Nh(t−1⋅) and h ∈ C∞0 (ℝ
N ) is a nonnegative function with ∫ℝN h(x)dx = 1.

In a heuristic sense, functions in ℋ1 have a less oscillatory character than functions
in L1 \ℋ1. Furthermore, nonnegative functions inℋ1

loc are characterized by improved
integrability u log u ∈ L1loc (a result by Elias Stein). The dual of ℋ

1 is the space BMO
(see the Appendix, Section 10.2) andℋ1 = VMO∗, where VMO(ℝN ) is the closure of the
Schwarz class of rapidly vanishing functions in the BMO-norm. An important property
of ℋ1, extending Lemma 1.3.1 where p ∈ (1,∞), is that a bounded sequence in ℋ1

convergent almost everywhere is weakly*-convergent to the same limit; see [70].
An important paper [32] of Coifman, Lions, Meyer, and Semmes presents a range

of cases, where functions inℋ1 emerge naturally (a local version of this statements is
also true):
1. If ui ∈ H1,pi (ℝN ,ℝN ), pi ∈ (1,∞),∑

N
i=1

1
pi
= 1, i = 1, . . .N,N ≥ 2, and u = (u1, . . . , uN ),

then Jacobian det∇u is inℋ1(RN ) and not just in L1(ℝN ).
2. If u ∈ H1,2(ℝN ,ℝN ), N ≥ 2, and div u = 0, then

N
∑
i,j=1

𝜕ui
𝜕xj

𝜕uj
𝜕xi
∈ ℋ1(ℝN).

3. If E ∈ Lp(ℝN ,ℝN ), B ∈ Lp
󸀠
(ℝN ,ℝN ), p ∈ (1,∞), N ≥ 2, divE = 0, and curlB = 0,

then E ⋅ B ∈ ℋ1(ℝN ).
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2 Delta-convergence and weak convergence
Delta-convergence was originally studied in the context of the fixed-point theory, but
it has recently emerged as a technical tool for dealing with profile decompositions in
Banach spaces.

Delta-convergence is a mode of convergence inmetric spaces similar to weak con-
vergence, and in Hilbert spaces it coincides with weak convergence. As it follows from
Theorem 2.1.3 below, in Lp-spaces, 1 < p < ∞, Delta-convergence of un to u is equiv-
alent to |un − u|(p−2)(un − u) ⇀ 0 in Lp

󸀠
, which is generally different from weak con-

vergence unless p = 2. Note also that from Lemma 1.3.1 it follows that if un → u a. e.
and is bounded in Lp; then un is both weakly and Delta-convergent to u. Similarly to
the Banach–Alaoglu theorem (Theorem 10.1.1), every bounded sequence in a metric
space (satisfying certain convexity conditions) has a Delta-convergent subsequence.
Unlikeweak convergence,which is a topological property,Delta-convergencedepends
on the norm, but weak and Delta-convergence may coincide under a suitable choice
of an equivalent norm.

2.1 Definition of Delta-convergence

Definition 2.1.1. Let (E, d) be a metric space. One says that a sequence (xn)n∈ℕ in E is
Delta-convergent to a point x (to be written xn ⇁ x), if for any y ∈ E,

d(xn, x) ≤ d(xn, y) + on→∞(1). (2.1)

(The remainder in (2.1) is not supposed to be uniform with respect to y.) Heuristi-
cally, a Delta-limit of a sequence can be understood as a point closest to the tail of the
sequence, in the asymptotic sense. Delta-limit is not necessarily unique.

In Hilbert spaces, Delta-convergence and weak convergence coincide.

Theorem 2.1.2. Let (xn)n∈ℕ be a sequence in a Hilbert space H and let x ∈ H. Then
xn ⇁ x if and only if xn ⇀ x.

Proof. Consider the following identity, which is immediate by expansion of the scalar
product:

‖xn − x‖
2 = ‖xn − y‖

2 − ‖x − y‖2 − 2(xn − x, x − y), y ∈ H . (2.2)

Assume first that xn ⇀ x. Then from (2.2), it follows that ‖xn − x‖2 = ‖xn − y‖2 − ‖x −
y‖2 + o(1), which immediately implies xn ⇁ x.

Assume now that xn ⇁ x. Let z ∈ H be a unit vector and set y = x − tz, t > 0.
Applying the definition of Delta-convergence to (2.2), we have

−‖x − y‖2 − 2(xn − x, x − y) = ‖xn − x‖
2 − ‖xn − y‖

2 ≤ o(1),

https://doi.org/10.1515/9783110532432-002
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16 | 2 Delta-convergence and weak convergence

which gives 2t(xn − x, z) ≤ o(1) + t2 and, therefore, lim sup(xn − x, z) ≤ t/2. Since t is
arbitrary, lim sup(xn−x, z) ≤ 0, and since z is an arbitrary unit vector, replacing z with
−z gives lim inf(xn − x, z) ≥ 0. Thus (xn − x, z) → 0 whenever ‖z‖ = 1 and, therefore,
xn ⇀ x.

Theproof above canbegeneralized in away that yields a characterizationofDelta-
convergence in a uniformly smooth Banach space. Recall that if the space E is uni-
formly smooth, then the function N(x) def= 1

2 ‖x‖
2 is Frechet-differentiable at any x ̸= 0

with the derivative uniformly continuous on bounded sets bounded away from zero.
Moreover, x∗ def

= N 󸀠(x) is the unique conjugate element of x, that is, ‖x∗‖E∗ = ‖x‖ and
⟨x∗, x⟩ = ‖x‖2. See [80, Section 1e] for details.
Theorem 2.1.3. Let (xn)n∈ℕ beabounded sequence in auniformly smoothBanach space
E, and let x ∈ E. Then xn ⇁ x if and only if (xn − x)∗ ⇀ 0 in E∗.
Proof. Note that N(x) is a convex function. Indeed, using convexity of the norm and a
trivial inequality (a2 + b2) ≤ 2a2 + 2b2, we have

N(x + y
2
) ≤

1
2
(
1
2
‖x‖ + 1

2
‖y‖)

2
≤
1
2
N(x) + 1

2
N(y).

Let zn = xn−x.Wemay assume that ‖zn‖ is bounded away fromzero, sincewhen xn → x
in norm the assertion of the theorem is trivial.

Assume first that xn ⇁ x. Then zn ⇁ 0, and for any unit vector w and t > 0,
N(zn) ≤ N(zn + tw) + o(1). This implies, by convexity of N, that ⟨N 󸀠(zn + tw), tw⟩ ≥ o(1).
Then lim inf⟨N 󸀠(zn+tw),w⟩ ≥ 0, and sinceN 󸀠 is uniformly continuous on the sequence
(zn), by taking t → 0, we get lim inf⟨N 󸀠(zn),w⟩ ≥ 0. Replacing w with −w we arrive at
⟨N 󸀠(zn),w⟩→ 0, that is, (xn − x)∗ ⇀ 0 in E∗.

Assume now the converse, that (zn)∗ ⇀ 0 in E∗. By convexity of the function N,
N(zn + v) ≥ N(zn) + ⟨N 󸀠(zn), v⟩ for any v ∈ E. Since the last term converges to zero, we
have N(xn − x) ≤ N(xn − x + v) + o(1), and thus xn ⇁ x.

2.2 Chebyshev and asymptotic centers. Delta-completeness and
Delta-compactness

Let (E, d) be a metric space.

Definition 2.2.1 (Chebyshev center and Chebyshev radius). LetA ⊂ E be a non-empty
set and let

IA(y) = sup
x∈A d(x, y), y ∈ E, (2.3)

and

rad (A) def= inf
y∈E IA(y). (2.4)
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2.2 Chebyshev and asymptotic centers. Delta-completeness and Delta-compactness | 17

Quantity (2.4) is called the Chebyshev radius of A, and a minimum point in (2.4), if it
exists, is called Chebyshev center of A, cen (A).

In general, Chebyshev center is not unique.

Definition 2.2.2 (Asymptotic radius and asymptotic center). Let (xn)n∈ℕ bea sequence
in a metric space (E, d), and let

Ias(y) = lim sup
n

d(xn, y), y ∈ E. (2.5)

The asymptotic radius rad xn is the infimum value of the functional (2.5) over y ∈ E,
and asymptotic center of the sequence cen xn, if it exists, is a point of minimum of the
functional (2.5).

Definition 2.2.3 (Asymptotic completeness). One calls ametric space (E, d) asymptot-
ically complete if every bounded sequence in E has an asymptotic center. If, in addi-
tion, the asymptotic center of every bounded sequence is unique, (E, d) called strictly
asymptotically complete.

Wewill show soon that strict asymptotic completeness of a completemetric space
can be assured by the uniform rotundity condition, which in restriction to Banach
spaces coincides with uniform convexity. To illustrate how the notions above are used
in the fixed-point theory, we give below a version of the Browder fixed-point theorem
for metric spaces.

Theorem 2.2.4. Let (E, d) be a strictly asymptotically complete metric space and let T :
E → E be a nonexpansive map, that is, d(Tx,Ty) ≤ d(x, y) for all x, y ∈ E. Let w ∈ E, be
such that the sequence Tnw is bounded and let c = cenTnw. Then Tc = c.

Proof. By definition of the asymptotic radius, radTnw = lim sup d(Tnw, c). Note,
however, that since T is nonexpansive, lim sup d(Tnw,Tc) ≤ lim sup d(Tn−1w, c) =
radTnw, which means that Tc is also an asymptotic center of (Tnw), but by the as-
sumption of strict asymptotic completeness the asymptotic center is unique, and thus
Tc = c.

Note that this fixed-point theorem appears elementary only because the condition
of strict asymptotic completeness may be hard to satisfy.

Proposition 2.2.5. A sequence (xn)n∈ℕ in the metric space (E, d) is Delta-convergent to
x if and only if every subsequence of (xn) has x as its asymptotic center.

Proof. Let xn ⇁ x and let (vn)n∈ℕ be a subsequence of (xn)n∈ℕ. Then (2.1) holds for
(vn)n∈ℕ, and by taking the upper limits in the both sides of (2.1) one has Ias(x) ≤ Ias(y)
for any y ∈ E, which implies that x is an asymptotic center of (vn)n∈ℕ.

Assume now the converse, namely that x is an asymptotic center of every sub-
sequence of (xn)n∈ℕ, but (xn)n∈ℕ is not Delta-convergent to x. Then there would
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18 | 2 Delta-convergence and weak convergence

exist a subsequence (vn)n∈ℕ of (xn)n∈ℕ, a point y ∈ E and an ε > 0 such that
d(vn, x) ≥ d(vn, y) + ε. Taking the upper limit in both sides, we have lim sup d(vn, y) ≤
lim sup d(vn, x) − ε, which implies that x is not an asymptotic center of (vn)n∈ℕ, a
contradiction.

Remark 2.2.6. By Proposition 2.2.5 a Delta-limit of a sequence in a metric space is its
asymptotic center, but the converse is not true. For example, the asymptotic center
of the sequence ((−1)n)n∈ℕ in ℝ is 0, but the sequence is not Delta-convergent. All its
Delta-convergent subsequences are constant sequences (1)n∈ℕ or (−1)n∈ℕ.
Theorem 2.2.7 (Delta-compactness theorem, T.-C. Lim [78]). Let (E, d) be an asymp-
totically complete metric space. If (xn)n∈ℕ is a bounded sequence in E, then it has a
Delta-convergent subsequence.

Proof. In this proof, we will write (x󸀠k)k∈ℕ ≺ (xk)k∈ℕ if (x󸀠k) is a subsequence of (xk).
Let r0 = inf{rad vn : (vn) ≺ (xn)}. Choose a subsequence (v(1)n ) ≺ (xn) so that

rad v(1)n < r0+ 12 . Set inductively, assuming that subsequences (v(m)n ) ≺ ⋅ ⋅ ⋅ ≺ (v
(1)
n ) ≺ (xn)

are defined, rm = inf{rad vn : (vn) ≺ (v(m)n )} and choose (v(m+1)n ) ≺ (v
(m)
n ) such that

rad v(m+1)n < rm +
1
2m . Note that (rm)m∈ℕ is a nondecreasing bounded sequence, and

set r = lim rm. Let now wn = v(n)n , n ∈ ℕ. Since for every m ∈ ℕ, (wn)n≥m+1 ≺ (v(m+1)n ),
radwn ≤ rm +

1
2m . This implies that radwn = r, and the same conclusion applies to any

subsequence of (wn).
By asymptotic completeness sequence (wn) has an asymptotic center, which we

denote as x. Let (vn) ≺ (wn) and assume that x is not an asymptotic center of (vn). By
asymptotic completeness, (vn) has then an asymptotic center different from x, which
we denote by y. Since x is not an asymptotic center, lim sup d(vn, y) < lim sup d(vn, x),
but this implies rad vn < r, a contradiction. Thus x = cen vn. Since (vn) was an arbi-
trary subsequence of (wn), by Proposition 2.2.5 we have wn ⇁ x.

Remark 2.2.8. Since Theorem 2.1.2 identifies Delta-convergence in Hilbert spaces
with weak convergence, once we know that Hilbert spaces are asymptotically com-
plete (see the next section), Theorem 2.2.7 proves the classical Banach–Alaoglu theo-
rem (Theorem 10.1.1) in the case of Hilbert space.

2.3 Rotund metric spaces

We now consider a class of strictly asymptotically complete metric spaces, which in-
cludes all uniformly convex Banach spaces and exhibits an analogous weak (i. e.,
Delta-) compactness property.

Definition 2.3.1 (Uniformly rotund space, John Staples [114]). A metric space (E, d) is
uniformly rotund if there exists a function η : [0,∞)2 → (0,∞) such that for any δ > 0
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2.3 Rotund metric spaces | 19

and for any x, y ∈ E with d(x, y) ≥ δ and for some η = η(r, δ)

rad(Br+η(x) ∩ Br+η(y)) ≤ r − η for any r > 0. (2.6)

As we show below, this property is a natural generalization of the property of uni-
form convexity in normed vector spaces, which is defined as follows (see [80, Defini-
tion 1.e.1])

∀δ > 0 ∃η > 0 : x, y ∈ E, ‖x‖ ≤ 1, ‖y‖ ≤ 1, ‖x − y‖ ≥ δ 󳨐⇒
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

x + y
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 1 − η. (2.7)

Proposition 2.3.2. A normed vector space E is uniformly convex if and only if it is uni-
formly rotund.

Proof. Uniform rotundity of a uniformly convex normed vector space follows imme-
diately from (2.7). Let us show the converse, namely that if the normed vector space is
uniformly rotund, then it is uniformly convex. Let ‖x‖ ≤ 1, ‖y‖ ≤ 1, such that ‖x−y‖ ≥ δ.
It follows easily that both 0 and x + y belong to B̄1(x) ∩ B̄1(y). By uniform rotundity,
setting η = η(1, ε), we have rad(B̄1(x) ∩ B̄1(y)) ≤ 1 − η. Therefore, ‖x + y − 0‖ ≤
2 rad(B̄1(x) ∩ B̄1(y)) ≤ 2 − 2η and so ‖ x+y2 ‖ ≤ 1 − η follows, thus proving uniform
convexity.

Uniform rotundity assures uniqueness of asymptotic centers, and for complete
metric spaces, existence of asymptotic centers as well.

Proposition 2.3.3. Let (E, d) be a uniformly rotund metric space. Then every bounded
sequence in E has at most one asymptotic center.

Proof. Let (xn)n∈ℕ be a bounded sequence in E. Assume that it has two asymptotic
centers x ̸= y and an asymptotic radius r. Then lim sup d(xn, x) = lim sup d(xn, y) = r.
From uniform rotundity, it follows immediately that there is η > 0 and a point z ∈
Br+η(x) ∩ Br+η(y) such that lim sup d(xn, z) < r, which is in contradiction to r being the
asymptotic radius of (xn).

Corollary 2.3.4. If (xn)n∈ℕ is bounded sequence in auniformly rotundmetric space, then
it has at most one Delta-limit.

Proof. Since Delta-limit of a sequence is its asymptotic center by Proposition 2.2.5, the
assertion follows from uniqueness of the asymptotic center (Proposition 2.3.3).

Theorem 2.3.5. Let (xn)n∈ℕ be a bounded sequence in a uniformly rotund metric space
(E, d). Then every sequence (yk)k∈ℕ that minimizes the functional (2.5) for (xn) is a
Cauchy sequence.

Proof. It suffices to consider the case r def
= rad xn > 0, since if r = 0 the zero infimum

value of the functional (2.5) can be attained only on a Cauchy sequence.
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20 | 2 Delta-convergence and weak convergence

Assume that there is aminimizing sequence (yn)n∈ℕ for (2.5), which is not Cauchy.
Then there exists ε > 0 such that for any N ∈ ℕ there exist integers m, n ≥ N, such
that d(ym, yn) ≥ ε. Then, by uniform rotundity, for N large enough there exists η > 0
such that rad xn ≤ rad (Br+η(ym) ∩ Br+η(yn)) < r − η, which is a contradiction.

Combining this theorem with the definition of complete metric space and Propo-
sition 2.3.3, we have the following statement.

Corollary 2.3.6. Every complete uniformly rotundmetric space is strictly asymptotically
complete.

Delta-convergent sequences in uniformly rotund metric spaces always satisfy a
stronger relation than (2.1.1).

Proposition 2.3.7. Let (E, d) be a uniformly rotund metric space. Let (xn)n∈ℕ be a
bounded sequence in E, Delta-convergent to some x ∈ E. Then, for each element z ∈ E,
z ̸= x, there exist positive constants n0 and c depending on z such that

d(xn, x) ≤ d(xn, z) − c for all n ≥ n0, (2.8)

Proof. If the assertion is false, we can find z ̸= x and a subsequence (xkn )n∈ℕ such
that d(xkn , x)−d(xkn , z)→ 0. Passing again to a subsequence, we can also assume that
d(xkn , x)→ r > 0. Set η = η(r, d(x, z)). Since, for large n, xkn ∈ Br+η(x) ∩ Br+η(z), we can
deduce from (2.6) existence of y ∈ E such that d(xkn , y) < r − η, which contradicts the
Delta-convergence of (xn) to x.

Boundedness of Delta-convergent sequences stated below, similar to that of
weakly convergent sequences, is a consequence of the uniform boundedness prin-
ciple, although this is not as immediate as in the case of weak convergence.

Theorem 2.3.8. Every Delta-convergent sequence in a uniformly convex and uniformly
smooth Banach space is bounded.

Proof. Let (xk)k∈ℕ be a Delta-convergent sequence in a uniformly convex and uni-
formly smooth Banach space E. Since xk ⇁ x is equivalent to xk − x ⇁ 0, without
loss of generality we may prove the theorem for the case xk ⇁ 0.

Since strongly convergent sequences are bounded, we may restrict the argument
to the case inf ‖xk‖ > 0. SinceE is uniformly smooth, there exists a continuous function
η on [0, 1] with nonnegative values, such that (see [80, p. 61]) limt→0 η(t)/t = 0, and

󵄨󵄨󵄨󵄨‖u + v‖ − ‖u‖ − ⟨u
∗, v⟩󵄨󵄨󵄨󵄨 ≤ η(‖v‖), whenever ‖u‖ = 1 and ‖v‖ ≤ 1.

Then, using the notation γ(u, v) = ‖u + v‖ − ‖u‖ − ⟨u∗, v⟩, u, v ∈ E, we have
‖u + v‖2 − ‖u‖2 = (‖u + v‖ − ‖u‖)(‖u + v‖ − ‖u‖ + 2‖u‖)

= (γ(u, v) + ⟨u∗, v⟩)2 + 2‖u‖(γ(u, v) + ⟨u∗, v⟩).
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2.4 Opial condition and Van Dulst norm | 21

Substitute now u = xk‖xk‖ and v = z‖xk‖ with an arbitrary vector z. Then, by Proposi-
tion 2.3.7 we have for all k sufficiently large (but not uniformly with respect to z)

0 ≤ ‖xk + z‖
2 − ‖xk‖

2 = α2k + 2‖xk‖αk ,

where

αk = ‖xk‖
2γ( xk
‖xk‖
,

z
‖xk‖
) + ‖xk‖⟨x

∗
k /‖xk‖, z⟩.

Consequently, either αk ≥ 0 or αk ≤ −2‖xk‖ → −∞. The latter case can be easily ruled
out, since ‖x∗k ‖/‖xk‖ = 1, ⟨x∗k /‖xk‖, z⟩ is bounded, ‖xk‖|ω( xk‖xk‖ , z‖xk‖ )| → 0 as ‖xk‖ → ∞,
and so αk is bounded. Therefore, for k sufficiently large, one has

‖xk‖γ(
xk
‖xk‖
,

z
‖xk‖
) + ⟨x∗k /‖xk‖, z⟩ ≥ 0,

and thus,

⟨x∗k /‖xk‖, z⟩ ≥ −η(tk)/tk ,
where tk = 1/‖xk‖ → 0. In other words, we have |⟨ψ(‖xk‖)x∗k /‖xk‖, z⟩| ≤ 1, for k suffi-
ciently large (without, as we keep noting, uniformity with respect to z), where ψ(s) =
s−1

η(s−1) satisfies ψ(s) → ∞ when s → ∞. By the uniform boundedness principle, se-
quence ψ(‖xk‖) is bounded, which implies that ‖xk‖ is bounded.

2.4 Opial condition and Van Dulst norm

In this section, we discuss connections between Delta-convergence and weak conver-
gence.

Definition 2.4.1 (Opial condition – [96, Condition (2)]). Let E be a normed vector
space. One says that a sequence (xn)n∈ℕ in E, which is weakly convergent to a point
x0 ∈ E, is an Opial sequence if

lim inf ‖xn − x0‖ ≤ lim inf ‖xn − x‖ for every x ∈ E. (2.9)

One says that the space E satisfies the Opial condition if (2.9) holds for every weakly
convergent sequence.

Remark 2.4.2. Every Opial sequence has a Delta-convergent subsequence, whose
Delta-limit equals its weak limit: consider a subsequence that realizes the lower limit
in the left hand side of (2.9).

The following statement applies, mainly, to uniformly convex Banach spaces.
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22 | 2 Delta-convergence and weak convergence

Proposition 2.4.3. Let E be a strictly asymptotically complete reflexive Banach space.
Then E satisfies the Opial condition if and only if for any bounded sequence (xn)n∈ℕ in E,

xn ⇀ x ⇐⇒ xn ⇁ x. (2.10)

Note that the condition that the sequence is bounded can be omitted by Theo-
rem 2.3.8, provided that the space is uniformly smooth and uniformly convex.

Proof. 1. Necessity. Assume that the Opial condition is satisfied. Assume that xn ⇀ x,
but xn is not Delta-convergent to x. Then, by Delta-compactness, a further renamed
extraction is Delta-convergent to some y ̸= x. However, by Opial condition, there is a
yet further extraction that is Delta-convergent to x, which is a contradiction, implying
that xn ⇁ x.

Assume conversely that xn ⇁ x, but on a renamed subsequence xn is not weakly
convergent to x. Then, on a renamed further extraction, xn ⇀ y ̸= x. By the Opial
condition, on a further extraction, xn ⇁ y, which contradicts to uniqueness of Delta-
limit. Consequently, xn ⇀ x.

2. Sufficiency.Assume (2.10) for every bounded sequence. If xn ⇀ x0, but (2.9) does
not hold, then (xn) has a bounded subsequence, Delta-convergent to some point y0 ̸=
x0. Then by (2.10), this subsequencewouldweakly converge to y0, a contradiction.

Proposition 2.4.4. Let E be auniformly convexBanach space. All closed convex subsets
of E are closed with respect to Delta-convergence if and only if every bounded sequence
in E satisfies (2.10).

Proof. 1. Assume first that every closed convex set in E is closed with respect to Delta-
convergence. If xn ⇁ x is a bounded sequence, and xn ⇀ y ̸= x is its extraction, let
f ∈ E∗ be such that ⟨f , x−y⟩ > 0. Since ⟨f , xn−y⟩→ 0, fromDelta-closedness of convex
closed sets it follows that ⟨f , x − y⟩ = 0, a contradiction. Thus xn ⇀ x.

If xn ⇀ x, but on a renamed subsequence one has xn ⇁ y ̸= x, repeating the pre-
vious argument we arrive at a further subsequence that weakly converges to y, which
is a contradiction.

2. Assume the converse, that every bounded sequence in E satisfies (2.10). Since
every closed convex set in E is weakly closed, it will be thus closed with respect to
Delta-convergence.

Proposition 2.4.5. Let (E0,E1) be compatible strictly convex Banach spaceswith a com-
mon dense set E, satisfying the Opial condition. Then for any θ ∈ (0, 1) and p ∈ [1,∞]
spaces (E0,E1)θ,p, interpolated by the real method, with the norms (10.5), satisfy the
Opial condition.

Proof. Without loss of generality, it suffices to show that if uk ⇀ 0 in (E0,E1)θ,p, then
for any v ∈ E, ‖uk‖θ,p ≤ ‖uk + v‖θ,p + o(1). Note that it suffices in definition (10.4) of the
K-functional to consideru0k ∈ E0 andu

1
k ∈ E1 such thatu

0
k+u

1
k = uk,u

0
k ⇀ 0andu1k ⇀ 0.

Indeed, if u0k ⇀ w ̸= 0, then u1k ⇀ −w and, using Delta-convergence, we have for k
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sufficiently large ‖u0k‖E0+t‖u
1
k‖E1 > ‖u

0
k−w‖E0+t‖u

1
k+w‖E1 , so that for k large enough the

pair u0k and u
1
k does not contribute to minimization. Therefore, given v ∈ E, v ̸= 0, by

theOpial condition forE0 andE1 andProposition 2.3.7,K(uk , t) < K(uk+v, t)−c for some
c = c(v) and k sufficiently large. This implies lim inf ‖uk‖θ,p ≤ lim inf ‖uk + v‖θ,p + o(1),
that is, the Opial condition holds.

Proposition 2.4.6. Let (Ω, μ) be a measure space. If (uk)k∈ℕ is a bounded sequence in
Lp(Ω, μ), p ∈ (1,∞), convergent to a function u almost everywhere, then uk ⇀ u and
uk ⇁ u in Lp(Ω, μ).

Proof. By Lemma 1.3.1, uk ⇀ u. Since (uk − u)k∈ℕ is bounded in Lp(Ω, μ) and con-
verges to zero a. e., the sequence |uk − u|p−2(uk − u) is bounded in Lp

󸀠
(Ω, μ). Then, by

Lemma 1.3.1, |uk −u|p−2(uk −u)⇀ 0 in Lp
󸀠
(Ω, μ). Assumewithout loss of generality that

‖uk − u‖p ≥ δ > 0 for all k ∈ ℕ. Then by Theorem 2.1.3, uk ⇁ u.

Corollary 2.4.7. If (uk)k∈ℕ is a bounded sequence in H1,p(ℝN ), 1 < p < N, and q ∈
[p, p∗), then uk ⇀ u in Lq(ℝN ) if and only if uk ⇁ u in Lq(ℝN ).

Proof. Assume that uk ⇀ u in Lq(ℝN ). Then, since (uk) is bounded in H1,p(ℝN ), it nec-
essarily converges to u almost everywhere. Indeed, if it were false, then by local com-
pactness of Sobolev embeddings, there would exist a subsequence of (uk) that con-
verges almost everywhere, to a different limit than u, which contradicts Lemma 1.3.1.
Then by Proposition 2.4.6, uk ⇁ u in Lq(ℝN ). The same argument applies if we assume
that uk ⇁ u in Lq(ℝN ).

Corollary 2.4.8. Space ℓp, p ∈ (1,∞), satisfies the Opial condition.

Proof. It suffices to verify (2.10)when ‖uk−u‖p ≥ δ > 0. The assertion then follows from
the following chain of equivalent, up to extraction of subsequence, the statements:
– uk ⇁ 0;
– (uk − u)∗ ⇀ 0 in ℓp

󸀠
(by Theorem 2.1.3);

– |uk − u|p−2(uk − u) is bounded in ℓp󸀠 and converges to zero pointwise;
– uk − u bounded in ℓp and converges to zero pointwise;
– uk ⇀ u in ℓp (by Lemma 1.3.1).

Example 2.4.9.
1. Hilbert spaces, since they are uniformly convex and uniformly smooth, satisfy the

Opial condition by Theorem 2.1.2 and Proposition 2.4.3.
2. The space Lp([0, 1]), p ∈ (1,∞), equipped with the standard norm, does not sat-

isfy the Opial condition unless p = 2. Indeed, consider the following sequence of
functions on Lp([0, 1]). Let ψ0(t) = −2 for t ∈ [0, 1/3] and ψ0(t) = 1 for t ∈ [1/3, 1].
Let ψn(t) = ψ0(2nt), t ∈ [0, 1/2n], extended periodically to [0, 1]. By density in Lp,
p <∞, of the set of functions constant on subsequent intervals of length 1/2m for
all m ∈ ℕ, one easily sees that ψn is Delta-convergent to a nonzero constant λp
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that minimizes ∫10 |ψ0(t) − λ|pdt =
1
3 |λ + 2|

p + 23 |λ − 1|
p over λ ∈ ℝ, and λp = 0 if and

only if p = 2. At the same time ψn ⇀ 0 for any p ∈ (1,∞).

If the Banach space is separable, it always has an equivalent norm such thatDelta-
convergence and weak convergence coincide:

Theorem 2.4.10 (van Dulst). Any separable Banach space E admits an equivalent norm
‖ ⋅ ‖1 such that (E, ‖ ⋅ ‖1) satisfies the Opial condition and, moreover, for any sequence
(xn)n∈ℕ in E,

xn ⇀ x 󳨐⇒ ‖xn − x‖ ≤ ‖xn − y‖ + o(1), for any y ∈ E, that is, xn ⇁ x. (2.11)

Proof. By the Banach–Mazur theorem every separable Banach space is isometrically
isomorphic to a closed subspace of C([0, 1]), which has a Schauder basis. Consider,
without distinguishing in notation elements of E and their images in C([0, 1]), a basis
{yj}j∈ℕ of C([0, 1]) with ‖yj‖ = 1, j ∈ ℕ. Then the associated coefficient functionals y∗i
will be bounded, and if we set Pjy = ∑

j
i=1⟨y∗i , y⟩yi, y ∈ E, j ∈ ℕ, and P0 = 0, then

{‖Pj‖}j∈ℕ is bounded (see the Appendix, Section 10.1). Define for every x ∈ E,
‖x‖1

def
= sup

j=0,1,...󵄩󵄩󵄩󵄩(I − Pj)x󵄩󵄩󵄩󵄩. (2.12)

Clearly, this is an equivalent norm on E, since ‖x‖ = ‖x − P0x‖ ≤ ‖x‖1 ≤ supj=0,1,... ‖I −
Pj‖‖x‖. Without loss of generality, in order to prove (2.11) it suffices to show that if
xn ⇀ 0, then for every y ∈ E, ‖xn‖1 ≤ ‖xn +y‖1 +on→∞(1). Let us fix y ∈ E. Let ε > 0, and
let jε ∈ ℕ be such that ‖(I − Pjε )y‖1 ≤ ε. Note that since xn ⇀ 0, we have ‖Pjεxn‖1 → 0.
Then

‖xn + y‖1 ≥
󵄩󵄩󵄩󵄩(I − Pjε )xn + Pjεy

󵄩󵄩󵄩󵄩1 − ε − o(1)

= sup
j=0,1,...󵄩󵄩󵄩󵄩(1 − Pj)(I − Pjε )xn + (1 − Pj)Pjεy󵄩󵄩󵄩󵄩 − ε − o(1)
≥ sup

j=jε ,jε+1,...󵄩󵄩󵄩󵄩(1 − Pj)(I − Pjε )xn󵄩󵄩󵄩󵄩 − ε − o(1)
= 󵄩󵄩󵄩󵄩(I − Pjε )xn

󵄩󵄩󵄩󵄩1 − ε − o(1) ≥ ‖xn‖1 −
󵄩󵄩󵄩󵄩(Pjε )xn
󵄩󵄩󵄩󵄩1 − ε − o(1)

= ‖xn‖1 − o(1) − ε.

In otherwords, lim inf(‖xn+y‖1−‖xn‖1) ≥ −ε, and since ε is arbitrary,wehave (2.11).

Remark 2.4.11. The mere fact that the Opial condition can be achieved by choosing a
different equivalent norm, in order to make weak convergence and Delta-convergence
coincide, may not be satisfactory in applications. In the context of the Browder fixed-
point theorem, a map that is nonexpansive in the original norm may not be such in
the new norm. In the context of profile decompositions, the new norm may no longer
be invariant with respect to the same group as the original norm.
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Sobolev spaces with the standard norm, in view of Example 2.4.9, do not satisfy
the Opial condition, but the Opial condition, as we show below in Theorem 4.2.1, is
satisfied by Besov and Triebel–Lizorkin spaces with scale-invariant norms (3.23) and
(3.24), and the identification of Ḣs,p as Ḟs,p,2, yields an equivalent scale-invariant norm
for Sobolev spaces meeting the Opial condition, without invoking Theorem 2.4.10.

2.5 Defect of energy. Brezis–Lieb lemma with Delta-convergence

The Brezis–Lieb lemma (Corollary 1.3.3) can be understood as a quantitative estimate
for the defect of convergence in Lp. In this section, we would like to address similar
“energy estimates” for the defect of compactness in general Banach spaces, not only
for weakly convergent sequences, but also for Delta-convergent ones.

Weak semicontinuity of the norm assures that whenever xk ⇀ x, one has ‖xk‖ ≥
‖x‖ + o(1), while in uniformly convex spaces the gap between ‖xk‖ and ‖x‖ can be esti-
mated in terms of the modulus of convexity. Assuming that ‖xk‖ ≤ 1, we have

xk ⇀ x 󳨐⇒ ‖xk‖ ≥ ‖x‖ + δ(‖xk − x‖) + o(1). (2.13)

Indeed, by uniform convexity, (see (10.2) in the Appendix) one has, with tk =
max{‖x‖, ‖xk‖},

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

xk + x
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ tk − tkδ(‖xk − x‖/tk). (2.14)

Note that since the norm isweakly lower semicontinuous, tk = ‖xk‖+o(1), and ‖
xk+x
2 ‖ ≥

‖x‖ + o(1). Substituting these two relations into (2.14), we have (2.13).
For Hilbert spaces, one has a stronger counterpart of (2.13), namely (1.17). Since

weak convergence in Hilbert spaces coincides with Delta-convergence, it is natural
to ask whether Delta-convergent sequences in a general Banach space satisfy some
analog of (2.13). From the definition of Delta-convergence, one has immediately that
‖xk‖ ≥ ‖xk −x‖+o(1)when xk ⇁ x. We see from (1.17), that ‖xk‖ dominates both ‖x‖ and
‖x − xk‖, while in general Banach space ‖xk‖ dominates ‖x‖ (with a remainder when
the space is uniformly convex) in the case of weak convergence, and ‖xk‖ dominates
‖x − xk‖ in the case of Delta-convergence. It is natural to ask then if, in case of uniform
convex space, ‖xk‖dominates ‖x−xk‖with anontrivial remainder dependent on δ(‖x‖).

Lemma 2.5.1. Let E be a uniformly convex Banach and let δ be themodulus of convexity
of E. If (uk) is a sequence in E, ‖uk‖ ≤ 1, k ∈ ℕ, and uk ⇁ u, then ‖u‖ < 2 and

‖uk‖ ≥ ‖uk − u‖ + δ(‖u‖) (2.15)

for all k sufficiently large.
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Proof. If u = 0, the assertion is immediate, so assume that u ̸= 0. Note that for k
sufficiently large, ‖uk − u‖ < ‖uk‖. This inequality implies that ‖u‖ < 2‖uk‖ ≤ 2 and
it also implies that uk ̸= 0 for these values of k. Thus we may apply to uk and uk − u
relation (10.3) from the Appendix with C1 = ‖uk‖ and C2 = 1, getting

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
uk −

1
2
u
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

uk + (uk − u)
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ ‖uk‖ − δ(‖u‖) .

Finally, since uk ⇁ u, one also has ‖uk − u‖ ≤ ‖uk −
1
2u‖ for sufficiently large k and

(2.15) follows.

In Lebesgue spaces, the Brezis–Lieb lemma (Corollary 1.3.3) gives a more refined
evaluation of the defect of energy.

Remark 2.5.2. Delta-convergence is necessary for the assertion of the Brezis–Lieb
lemma: if a vector-valued sequence (uk)n∈ℕ in Lp(Ω, μ;ℝm), p ∈ [1,∞), m ∈ ℕ, and a
function u ∈ Lp(Ω, μ;ℝm) are such that for any v ∈ Lp(Ω, μ;ℝm),

∫
Ω

|uk − v|
pdμ ≥ ∫

Ω

|u − v|pdμ + ∫
Ω

|uk − u|
pdμ + o(1), (2.16)

then by the definition of Delta-limit uk ⇁ u.

Let us consider a sufficient condition for (2.16) that will be weaker than conver-
gence almost everywhere. Note that by (1.17) pointwise convergence is not required in
the case p = 2.

Lemma 2.5.3. Let p ≥ 3. Then the following inequality holds true:

F(t, θ) def= 󵄨󵄨󵄨󵄨1 + t
2 + 2tθ󵄨󵄨󵄨󵄨

p/2
− 1 − |t|p − p|t|p−2tθ − ptθ ≥ 0, |t| ≤ 1, |θ| ≤ 1. (2.17)

Proof. For each t ∈ [−1, 1], the function θ 󳨃→ F(t, θ) is convex on [−1, 1]. By an ele-
mentary computation, one easily gets that 𝜕F(t,θ)𝜕θ ̸= 0 for all t ∈ [−1, 1], and thus
F(t, θ) ≥ min{F(t,−1), F(t, 1)}. Since F(t,−1) = F(−t, 1), it suffices to show that F(t, 1) ≥ 0
for all t ∈ [−1, 1], that is,

|1 + t|p ≥ 1 + |t|p + p|t|p−2t + pt, |t| ≤ 1. (2.18)

This holds if the two following inequalities hold:

f+(t) = (1 + t)p − 1 − tp − ptp−1 − pt ≥ 0, t ≥ 0,

f−(t) = (1 − t)p − 1 − tp + ptp−1 + pt ≥ 0, 0 ≤ t ≤ 1.

Since both functions above vanish at zero, it suffices to show that f 󸀠+ ≥ 0 and f 󸀠− ≥ 0.
We have

1
p
f 󸀠+(t) = (1 + t)p−1 − tp−1 − 1 − (p − 1)tp−2,
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and since this is also a function vanishing at zero, so it suffices to show that its deriva-
tive is nonnegative, that is,

1
p(p − 1)

f 󸀠󸀠+ (t) = (1 + t)p−2 − tp−2 − (p − 2)tp−3 ≥ 0.
With s = t−1,

1
p(p − 1)

f 󸀠󸀠+ (t) = (1 + s)p−2 − 1 − (p − 2)ssp−2 .

By assumption p ≥ 3, so the first term in the numerator above is convex and, therefore,
f 󸀠󸀠+ (t) ≥ 0 for all t ∈ [0, 1].

Consider now the derivative of f−:
1
p
f 󸀠−(t) = −(1 − t)p−1 − tp−1 + 1 + (p − 1)tp−2,

which is nonnegative since (1 − t)p−1 + tp−1 ≤ 1.
Theorem 2.5.4. Let (Ω, μ) be a measure space and let p ∈ [3,∞) and m ∈ ℕ. Assume
that uk ⇀ u and uk ⇁ u in Lp(Ω, μ;ℝm). Then inequality with v = 0 (2.16) holds.

Proof. From (2.17), it easily follows that

|uk |
p ≥ |uk − u|

p + |u|p + p|u|p−2u ⋅ (uk − u) + p|uk − u|p−2(uk − u) ⋅ u.
Consider the integral of the inequality above over Ω. The integral of the second term
in the right-hand side vanishes since uk ⇀ u, the integral of the third term vanishes,
taking into account Theorem 2.1.3, since uk ⇁ u, and (2.16) follows.

2.6 Bibliographic notes

For the notions of asymptotic radius and asymptotic center in the context of fixed-
point theory, see Edelstein [40], and, for further details, the book of Goebel and Reich
[63, pp. 18–22]. The proof of Theorem 2.2.4 is found, as Proof 2, in [63, p. 23]. Defini-
tion of asymptotic completeness and the Delta-compactness theorem are due to Teck-
Cheong Lim [78]. Shortly after, an independent proof was provided by Tadeusz Kuczu-
mow [74]. The proof of Delta-compactness in this book is a trivial adaptation to metric
spaces of the proof of [62, Lemma 15.2] by Goebel and Kirk written for the case of Ba-
nach spaces. Notably, while the proof of Banach–Alaoglu theorem is dependent on
the axiom of choice, the proof of the Delta-compactness theorem is not. We refer the
reader to the survey [38] for a number of attempts to extend the notion of weak con-
vergence to metric spaces, which indicates that, apart from definitions made for very
specific situations, most definitions for a counterpart of weak convergence in metric
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space amount to Delta-convergence or its close modifications. Finding fixed points of
nonexpansive maps as asymptotic centers of iterative sequences, which was a new
and simpler proof of the Browder fixed-point theorem, is due to Michael Edelstein
[40], with a generalization to metric spaces given by John Staples [114]. The notion
of uniform rotundity from [114] generalizes uniform convexity of Banach spaces. The
former implies asymptotic completeness of the space, which in turn implies its Delta-
compactness, while the latter implies reflexivity of the space, which in turn implies
its weak sequential compactness. The proof of asymptotic completeness (which im-
plies Delta-compactness) of complete uniformlymetric rotund spaces is given in [114].
Boundedness of Delta-convergent sequences (Theorem 2.3.8) is proved in [113], which
also gives a characterization ofDelta-convergence inuniformly smoothBanach spaces
in terms of weak convergence in the conjugate space, although this is probably not the
earliest reference.

The Opial property (sometimes called in literature nonstrict Opial property) was
introduced in [96, Condition (2)] and Examples 2.4.9 are also taken from [96]. The-
orem 2.4.10 is a weaker version of a theorem by D. van Dulst in [131]. The original
theorem produces an equivalent norm satisfying a slightly modified version of (2.11)
that uses the strict (for y ̸= x) inequality, as it also appears in the definition of polar
convergence in the early version of [113] and in [38]. Polar convergence, in fact, was
an independently rediscovered, with a slight modification, Delta convergence, in par-
ticular, polar and Delta-convergence coincide in uniformly convex Banach spaces by
Proposition 2.3.7, quoted here from [113]).

Inequality (2.15) is found in [113]. Theorem 2.5.4 was proved for the scalar-valued
functions in [113] and for vector-valued functions in [8]. A counterexample showing
that its result does not extend to p < 3, unless p = 2, is given in [8].
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3 Cocompact embeddings with the rescaling group
This chapter presents several cocompact embeddings of functional spaces, relative to
the rescaling group acting on ℝN ,

𝒢r = {gj,y : u 󳨃→ 2rju(2j(⋅ − y)), j ∈ ℤ, y ∈ ℝN}, r ∈ ℝ, (3.1)

or to its subgroup, the group of integer shifts 𝒢ℤN .

3.1 Definitions and elementary properties of cocompactness

Let us define an analog of𝒢-weak convergence (Definition 1.1.1) based, instead ofweak
convergence, on Delta-convergence.

Definition 3.1.1 (𝒢-Delta convergence). Let𝒢 be a set of homeomorphismsof aBanach
space E. One says that a sequence (un)n∈ℕ in E is 𝒢-Delta convergent to a point u ∈ E
relative to the set 𝒢, if for any sequence (gn)n∈ℕ in 𝒢, gn(un − u) is Delta-convergent to
zero in E. In this case, we use the notation un

𝒢
⇁ u.

Remark 3.1.2. In face of the definition above, we can also define by analogy with Def-
inition 1.1.4 a 𝒢-Delta-cocompact embedding, but in this book we study only the cases
where 𝒢-Delta-cocompactness follows from 𝒢-cocompactness.

Definition 3.1.3. Let E 󳨅→ F be two Banach spaces and let 𝒢 be a bounded set of
bounded linear operators on E. One says that the norm of F provides a local metriza-
tion of 𝒢-weak convergence in E, if any sequence vanishing in F and bounded in E
vanishes 𝒢-weakly in E.

Example 3.1.4 (cf. Example 1.1.6). Metrization of 𝒢-weak convergence is not unique.
For example, given p ∈ [1,∞), all ℓq(ℤ)-norms with q > p are equivalent on a ball of
ℓp(ℤ). If (uk) is a bounded sequence in ℓp(ℤ), convergent to zero in ℓq(ℤ), q > p, then,
for any sequence of integers (jk), sequence (uk(⋅−jk)) converges to zero by components.
Since (uk(⋅ − jk)) is bounded in ℓp(ℤ), it is weakly convergent in ℓp(ℤ). Therefore, con-
vergence of a sequence (uk) in ℓq(ℤ) implies 𝒢ℤ-weak convergence. In other words,
each of the spaces ℓq(ℤ) with q > p provides a local metrization of the 𝒢ℤ-weak con-
vergence in ℓp(ℤ).

Lemma 3.1.5. Let E 󳨅→ F be two Banach spaces, and assume that F∗ is dense in E∗
and that the embedding E 󳨅→ F is cocompact relative to a bounded set 𝒢 of bounded
linear operators on E. Assume that operators in 𝒢 extend continuously as operators on
F and that the set of these extensions is bounded. Then the norm of F provides a local
metrization of 𝒢-convergence in E.

Proof. It suffices to show that if a bounded sequence (uk)k∈ℕ in E converges to zero
in the norm of F, then it is 𝒢-weakly convergent to zero in E. Let uk → 0 in F. By

https://doi.org/10.1515/9783110532432-003
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assumptions on 𝒢, there exists C > 0 such that for any sequence (gk) in 𝒢, ‖gkuk‖F ≤
C‖uk‖F → 0 in F. Thus gkuk ⇀ 0 in F, and since F∗ is dense in E∗, we also have
gkuk ⇀ 0 in E.

Lemma 3.1.6. Let V 󳨅→ E 󳨅→ F be three Banach spaces.
(i) If 𝒢 is a set of homeomorphisms of V and the embedding V 󳨅→ E is 𝒢-cocompact,

then the embedding V 󳨅→ F is 𝒢-cocompact.
(ii) If 𝒢 is a set of homeomorphisms of E, whose restrictions to V are homeomorphisms

of V, and the embedding E 󳨅→ F is 𝒢-cocompact, then the embedding V 󳨅→ F is
𝒢-cocompact.

Proof. Assume that un
𝒢
⇀ 0 in V .

Case (i). Since the embedding V 󳨅→ E is cocompact, then un → 0 in E, and since
E is continuously embedded into F, un → 0 in F.

Case (ii). SinceE∗ 󳨅→ V∗, gnun ⇀ 0 inV for every sequence (gn)n∈ℕ in𝒢 (restricted
to V) implies gnun

𝒢
⇀ 0 in E. Since the embedding E 󳨅→ F is 𝒢-cocompact, we have

un → 0 in F.

3.2 Cocompactness of the limiting Sobolev embedding

Consider the limiting Sobolev embedding Ḣs,p(ℝN ) 󳨅→ Lp
∗
s (ℝN ), p∗s = pN

N−sp with 0 <
s < N/p, p ∈ (1,∞). In the argument below we use the refined Sobolev inequality
(10.25) from the Appendix.

Theorem 3.2.1. Let p ∈ (1,∞), s ∈ (0,N/p). Then the embedding Ḣs,p(ℝN ) 󳨅→ Lp
∗
s (ℝN )

is cocompact relative to the rescaling group (3.1) with r = N/p − s. Moreover, the
Lp
∗
s (ℝN )-norm provides a local metrization of 𝒢r-weak convergence in Ḣs,p(ℝN ).

Proof. Let gnun ⇀ 0 for any sequence (gn)N∈ℕ in 𝒢r . Let us first show that

‖un‖Ḃs−N/p,∞,∞ = sup
j∈ℤ 󵄩󵄩󵄩󵄩2(s−N/p)jPjun󵄩󵄩󵄩󵄩∞ → 0 (3.2)

(see the definition (3.23) of the Besov norm in the Appendix) or, equivalently, that for
any sequence (jn)n∈ℕ in ℤ,

󵄩󵄩󵄩󵄩2
−rjnPjnun󵄩󵄩󵄩󵄩∞ → 0, (3.3)

which, if we set vn = gjn ,0un and note that vn(⋅−yn)⇀ 0 for any sequence (yn)n∈ℕ ⊂ ℝN ,
would follow from

‖P0vn‖∞ → 0. (3.4)

Indeed, choose any s0 > N/p, so that Ḣs0 ,p(ℝN ) is compactly embedded into C(ℝN ).
Since P0vn is bounded in Ḣs0 ,p(ℝN ), we have vn(⋅ − yn) ⇀ 0 in Ḣs0 ,p(ℝN ) for any
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3.2 Cocompactness of the limiting Sobolev embedding | 31

sequence (yn)n∈ℕ in ℝN , and (3.4) follows by compactness of the embedding
Ḣs0 ,p(ℝN ) 󳨅→ C(ℝN ). This yields (3.2).

Then substituting (3.2) into the refined Sobolev inequality (10.25) we have

‖un‖p∗s ≤ C󵄩󵄩󵄩󵄩(−Δ) s2 un󵄩󵄩󵄩󵄩p/p∗sp ‖un‖
1−p/p∗s
Ḃs−N/p,∞,∞ → 0.

The local metrization property follows from Lemma 3.1.5.

For the case s = 1, we give another proof of Theorem 3.2.1 that does not involve
tools of harmonic analysis.

Proof. We may assume without loss of generality that uk ∈ C∞0 (ℝN ). Let (uk)k∈ℕ be
a sequence in Ḣ1,p(ℝN ) and assume that for any (jk)k∈ℕ in ℤ and any (yk)k∈ℕ in ℝN ,
gjk ,ykuk ⇀ 0. Let χ ∈ C∞0 (( 12 , 4), [0, 3]), such that |χ󸀠| ≤ 2 for all t and χ(t) = t for t ∈ [1, 2].
By continuity of the embedding Ḣ1,p(ℝN ) 󳨅→ Lp

∗
(ℝN ), we have for every y ∈ ℤN ,

( ∫(0,1)N+y χ(|uk |)p
∗
dx)

p/p∗
≤ C ∫(0,1)N+y (|∇uk |p + χ(|uk |)p)dx,

from which follows, if we take into account that χ(t)p
∗
≤ Ctp for t ≥ 0,

∫(0,1)N+y χ(|uk |)p
∗
dx

≤ C ∫(0,1)N+y (|∇uk |p + χ(uk)p)dx( ∫(0,1)N+y χ(|uk |)p
∗
dx)

1−p/p∗
≤ C ∫(0,1)N+y (|∇uk |p + χ(|uk |)p)dx( ∫(0,1)N+y |uk |pdx)

1−p/p∗
.

Adding the above inequalities over y ∈ ℤN and taking into account that χ(t)p ≤ Ctp
∗

for t ≥ 0, so that

∫
ℝN

χ(|uk |)
pdx ≤ C(∫

ℝN

|∇uk |
pdx)

p∗/p
≤ C,

we get

∫
ℝN

χ(|uk |)
p∗dx ≤ C sup

y∈ℤN( ∫(0,1)N+y |uk |pdx)
1−p/p∗
. (3.5)

Let yk ∈ ℤN be such that

sup
y∈ℤN( ∫(0,1)N+y |uk |pdx)

1−p/p∗
≤ 2( ∫(0,1)N+yk |uk |pdx)

1−p/p∗
.
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32 | 3 Cocompact embeddings with the rescaling group

Since uk(⋅ − yk) ⇀ 0 in Ḣ1,p(ℝN ) and by the local compactness of subcritical Sobolev
embeddings,

∫(0,1)N+yk |uk |pdx = ∫(0,1)N 󵄨󵄨󵄨󵄨uk(⋅ − yk)󵄨󵄨󵄨󵄨
pdx → 0.

Substituting this into (3.5), we get

∫
ℝN

χ(|uk |)
p∗dx → 0.

Let

χj(t) = 2
rjχ(2−rjt)), j ∈ ℤ.

Note that we may substitute for the original sequence uk a sequence gjk ,0uk, with arbi-
trary jk ∈ ℤ, and so we have

∫
ℝN

χjk (|uk |)
p∗dx → 0. (3.6)

Note now that, with j ∈ ℤ,

(∫
ℝN

χj(|uk |)
p∗dx)p/p∗ ≤ C ∫

2r(j−1)≤|uk |≤2r(j+2) |∇uk |pdx,
which can be rewritten as

∫
ℝN

χj(|uk |)
p∗dx ≤ C ∫

2r(j−1)≤|uk |≤2r(j+2) |∇uk |pdx(∫ℝN χj(|uk |)
p∗dx)1− p

p∗
. (3.7)

Adding the inequalities (3.7) over j ∈ ℤ and taking into account that the sets 2r(j−1) ≤
|uk | ≤ 2r(j+2) cover ℝN with a uniformly finite multiplicity, we obtain

∫
ℝN

|uk |
p∗dx ≤ C ∫

ℝN

|∇uk |
pdx sup

j∈ℤ (∫
ℝN

χj(|uk |)
p∗dx)1−p/p∗ . (3.8)

Let jk be such that

sup
j∈ℤ (∫
ℝN

χj(|uk |)
p∗dx)1−p/p∗ ≤ 2(∫

ℝN

χjk (|uk |)
p∗dx)1−p/p∗ ,

and note that the right-hand side converges to zero due to (3.6). Then from (3.8), it
follows that uk → 0 in Lp

∗
(ℝN ), which yields the cocompactness.
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Corollary 3.2.2. Let 1 < p <∞, s0 ∈ ℝ, s ∈ (0,N/p), and let the number p∗s bedefinedby
1/p∗s = 1/p − s/N. Then the embedding Ḣs0+s,p(ℝN ) 󳨅→ Ḣs0 ,p∗s (ℝN ) is cocompact relative
to the group (3.1) with r = N/p − s.

Proof. By definition of potential Sobolev spaces, operator (−Δ)−s0/2 acts isometrically
from Ḣs0+s,q(ℝN ) to Ḣs,q(ℝN ); apply Lemma 3.1.6.

Wenow consider the space Ḣ1,p(ℝN ) forN < p, defined, as in the caseN > p, as the
completion of C∞0 (ℝN ) with respect to the gradient norm, which is known to have no
continuous embedding into L1loc(ℝ

N ), or indeed, into the space of distributions. Let us
consider first the space Ċ0,λ(ℝN ), with λ > 0, whose elements are equivalence classes
of continuous functions, taken up to an additive constant, whose norm, given by

sup
x,y∈ℝN ,x ̸=y |u(x) − u(y)||x − y|λ

, (3.9)

is finite. This space is complete by theArzela–Ascoli theorem.Awell-known inequality
(see [2], p. 100),

sup
x,y∈ℝN ,x ̸=y |u(x) − u(y)||x − y|

p−N
p

≤ C‖∇u‖p, u ∈ C∞0 (ℝN), (3.10)

means that Ḣ1,p(ℝN ) is continuously embedded into Ċ0, p−Np (ℝN ) and its elements, iden-
tified as functions up to an additive constant, have well-defined weak derivatives that
belong to Lp(ℝN ).

Definition 3.2.3 (rescaling group 𝒢r with r < 0). Definition of operators (3.1) for r < 0
extends to equivalence classes of functions on ℝN in the sense that for each j ∈ ℝ,
y ∈ ℝN ,

gj,yũ = {2rju(2j ⋅ −y) : u is a representative of ũ} . (3.11)

Note that group 𝒢
N−p
p acts isometrically on Ḣ1,p(ℝN ) and on Ċ0, p−Np (ℝN ).

Theorem 3.2.4. Let N < p < ∞. The embedding Ḣ1,p(ℝN ) 󳨅→ Ċ0, p−Np (ℝN ) is cocompact
relative to the group 𝒢r with r = N−p

p < 0, and the norm (3.9) provides metrization of
𝒢r-weak convergence on Ḣ1,p(ℝN ).
Proof. Let (uk) be a sequence in Ḣ1,p(ℝN ) convergent 𝒢r-weakly to zero. In order to
prove that it vanishes in the norm (3.9), it suffices to show that for any sequences (xk)
and (yk) in ℝN , one has |xk − yk |

N−p
p [uk(xk) − uk(yk)] → 0. Let jk ∈ ℤ be such that

1 ≤ |xk−yk |2jk ≤ 2 and let zk =
xk−yk
2jk , k ∈ ℕ. Since the sequence (zk) is bounded, we may

assume without loss of generality that zk → z ∈ ℝN .
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34 | 3 Cocompact embeddings with the rescaling group

Let (vk)k∈ℕ be a sequence in Ḣ1,p(ℝN ) represented by 2rjkuk(yk + 2jk ⋅). Then by
definition of 𝒢r-weak convergence, we have vk ⇀ 0 in Ḣ1,p(ℝN ), and, in particular,
vk(z) − vk(0)→ 0 in ℝ for any sequence of representatives of vk . Moreover, by (3.10)

󵄨󵄨󵄨󵄨vk(zk) − vk(z)
󵄨󵄨󵄨󵄨 ≤ C‖∇vk‖p|z − zk |

p−N
p → 0,

and, therefore, vk(zk) − vk(0)→ 0. Thus,

|xk − yk |
N−p
p 󵄨󵄨󵄨󵄨uk(xk) − uk(yk)

󵄨󵄨󵄨󵄨
≤ 2 2rjk 󵄨󵄨󵄨󵄨uk(xk) − uk(yk)

󵄨󵄨󵄨󵄨
= 2 2rjk [uk(yk + 2

jkzk) − uk(yk)]
= 2[vk(zk) − vk(0)]→ 0.

Finally, since group 𝒢r acts isometrically on Ḣ1,p(ℝN ) and on Ċ0,−r(ℝN ) the last asser-
tion of the theorem follows from Lemma 3.1.5.

3.3 Embedding Ḣ1,p(ℝN) 󳨅→ Lp∗,p(ℝN) is not cocompact

Let p ∈ (1,N). The Hardy inequality

∫
ℝN

|∇u|pdx ≥ (N − p
p
)
p
∫
ℝN

|u|p

|x|p
dx (3.12)

defines a continuous embedding Ḣ1,p(ℝN ) 󳨅→ Lp(ℝN , dx|x|p ) with norms invariant with
respect to the dilation group

𝒢 = {u 󳨃→ 2s
N−p
p u(2s⋅)}s∈ℝ. (3.13)

Proposition 3.3.1. Embedding Ḣ1,p
rad(ℝ

N ) 󳨅→ Lp(ℝN , dx|x|p ), 1 < p < N, is not cocompact
relative to the group (3.13).

Proof. Let us define a sequence (uk)k∈ℕ in Ḣ1,p
rad(ℝ

N ) as follows. Let φ ∈ C∞0 ((1, 2)) \ {0}
and let

uk(x) =
1

2k + 1

n=k
∑
n=−k 2n N−p

p φ(2n|x|). (3.14)

Obviously, uk ∈ Ḣ
1,p
rad(ℝ

N ), and the (positive) values of ‖∇uk‖p and of ∫ℝN
|uk |p|x|p dx are

independent of k. Once we show that uk
𝒢
⇀ 0, this will imply that the embedding is

not cocompact. Indeed, for any sk ∈ ℝ,

2sk
N−p
p uk(2

skx) = 1
2k + 1

n=k
∑
n=−k 2(n+sk) N−pp φ(2(n+sk)|x|).
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It suffices to consider two cases: |sk |→∞ and (sk) bounded. If |sk |→∞, then for any
compact set C there exists k0 > 0 such that 2

sk
N−p
p uk(2skx) = 0 for all k ≥ k0 and x ∈ C.

If the sequence (sk) is bounded, then 2
sk

N−p
p uk(2sk ⋅) converges to zero uniformly on any

compact set. Therefore, 2sk
N−p
p uk(2sk ⋅)⇀ 0, and thus uk

𝒢
⇀ 0.

Corollary 3.3.2. Embedding Ḣ1,p(ℝN ) 󳨅→ Lp∗,p(ℝN ), 1 < p < N, is continuous but not
cocompact relative to the rescaling group 𝒢r , (3.1), r = N−p

p .

Proof. A quasinorm of a function u in the Lorentz space Lp∗,p(ℝN ) can be given as the
Lp(ℝN , dx|x|p )-norm of the symmetric decreasing rearrangement u⋆ of u. By the Polya–
Szegö inequality ‖∇u⋆‖p ≤ ‖∇u‖p, (3.12) written for u⋆ yields a continuous embedding
Ḣ1,p(ℝN ) 󳨅→ Lp∗,p(ℝN ), 1 < p < N .

Consider the sequence (3.14) and note that by the Hardy–Littlewood inequality
the Lp(ℝN , dx|x|p )-norm of u⋆k is bounded below by the Lp(ℝN , dx|x|p )-norm of uk, which is
a positive number independent of k. On the other hand, it is easy to show that the
sequence (3.14) (which we have seen to vanish 𝒢-weakly relative to the group (3.13) so
one has only regard the consequences of shifts) is 𝒢r-weakly convergent to zero.

Remark 3.3.3. Embedding Ḣ1,p(ℝN ) 󳨅→ Lp∗,q(ℝN ), 1 < p < N, q ∈ (p, p∗] is 𝒢r-
cocompact, r = N−p

p . Indeed, if uk
𝒢r

⇀ 0 in Ḣ1,p(ℝN ), then uk → 0 in Lp
∗
(ℝN ), and

thus u⋆k → 0 in Lp
∗
(ℝN ). Since (u⋆k ) is bounded in Lp(ℝN , dx|x|p ), it will converge to zero

by Hölder inequality in the norm of Lq, q ∈ (p, p∗), with the corresponding weight,
and thus uk → 0 in Lp

∗ ,q(ℝN ).
3.4 Cocompactness and existence of minimizers

Cocompactness together with some convexity conditions allows to prove existence of
extremal points in isoperimetric problems. We already gave two examples of use of
cocompactness for finding extremal points, Example 1.1.8 and Example 1.3.7. The fol-
lowing existence result generalizes the latter. Note that the proof for general p cannot
use (1.17), and resorts to a longer argument based on the Brezis–Lieb lemma for the
gradient norm and a proof of a. e. convergence of the gradient.

Theorem 3.4.1. Let p ∈ (1,N), p∗ = pN
N−p , let f ∈ C1loc(ℝ) satisfy

f (2
N−p
p js) = 2(p∗−1) N−pp jf (s), j ∈ ℤ, s ∈ ℝ, (3.15)

and set F(s) = ∫s0 f (t)dt. Assume that F satisfies (1.18) with q = p∗, and that, with some
δ > 0,

f (s)s ≥ δF(s) > 0 for all s ∈ ℝ \ {0}. (3.16)
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Then the supremum in

c = sup‖∇u‖p≤1 ∫
ℝN

F(u(x))dx (3.17)

is attained.

Note that (3.15) implies that |f (s)| ≤ C|s|p
∗−1, so c <∞, and |F(s)| ≤ C|s|p∗ , and that

F(s) = |s|p
∗
satisfies all the conditions of the theorem. Note also that it follows from

(3.16) that c > 0.

Proof. Let (un)n∈ℕ in Ḣ1,p(ℝN ) be amaximizing sequence for (3.17), namely, ‖∇un‖p ≤ 1
and ∫ℝN F(un(x))dx → c. Note that the sequence (gnun)n∈ℕ with any gn ∈ 𝒢

N−p
p is also

a maximizing sequence. Then there is a sequence (gn)n∈ℕ in 𝒢
N−p
p such that (gnun)n∈ℕ

has a nonzeroweak limit, since otherwise, by Theorem3.2.1, un → 0 in Lp
∗
(ℝN ), which

implies

∫
ℝN

F(un(x))dx ≤ C ∫
ℝN

󵄨󵄨󵄨󵄨un(x)
󵄨󵄨󵄨󵄨
p∗dx → 0,

a contradiction. We will now rename (gnun) with a nonzero weak limit u as (un).
It follows from the Ekeland’s variational principle [42] (repeat the argument in

[120, Corollary 5.3] replacing the whole Banach space with the differentiablemanifold
‖∇u‖p = 1), that (un)n∈ℕ satisfies an asymptotic Lagrange multiplier relation: for some
λn ≥ 0, n ∈ ℕ,

sup‖∇v‖p=1 ∫
ℝN

(󵄨󵄨󵄨󵄨∇un(x)
󵄨󵄨󵄨󵄨
p−2∇un(x) ⋅ ∇v(x) − λnf (un(x))v(x))dx → 0. (3.18)

Note that ∫ℝN f (un)undx is bounded as n → ∞, and that by (3.16) it is also bounded
away from zero. Thus λn is also bounded and bounded away from zero so we may
assume without loss of generality that λn → λ > 0. Considering (3.18) for two different
values of n, say n = k and n = j, and taking v = uk − uj (up to normalization), we get
that, when min{j, k}→∞,

(󵄨󵄨󵄨󵄨∇uk(x)
󵄨󵄨󵄨󵄨
p−2∇uk − 󵄨󵄨󵄨󵄨∇uj(x)󵄨󵄨󵄨󵄨p−2∇uj(x)) ⋅ (∇uk(x) − ∇uj(x)) (3.19)

− λ(f (uk(x)) − f (uj(x)))(uk(x) − uj(x))→ 0 in measure.

Since (un) is a bounded sequence in Ḣ1,p(ℝN ), which is compactly embedded into L1(B)
for any open ball B ⊂ ℝN , a renamed subsequence (un) converges almost everywhere,
and thus from (3.19) we have, on a renamed subsequence, as min{j, k}→∞,

(󵄨󵄨󵄨󵄨∇uk(x)
󵄨󵄨󵄨󵄨
p−2∇uk − 󵄨󵄨󵄨󵄨∇uj(x)󵄨󵄨󵄨󵄨p−2∇uj(x)) ⋅ (∇uk(x) − ∇uj(x))→ 0 a. e. in ℝN . (3.20)
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Then (∇un(x))n∈ℕ is a Cauchy sequence for a. e. x ∈ ℝN , and thus, (∇un) converges
almost everywhere. Then, since (un)n∈ℕ has a weak limit u ∈ Ḣ1,p(ℝN ), we have nec-
essarily that ∇un → ∇u a. e. in ℝN . By Remark 1.3.6 and Theorem 1.3.2, we have now

1 = ‖∇un‖
p
p = ‖∇u‖

2
p + ‖∇un − ∇u‖

p
p + o(1), (3.21)

c = ∫
ℝN

F(un)dx + o(1) = ∫
ℝN

F(u)dx + ∫
ℝN

F(un − u)dx + o(1). (3.22)

Let t = ‖∇u‖pp. Then by (3.21), we have ‖∇un − ∇u‖
p
p → 1 − t. Note that ∫ℝN F(u(sx))dx =

s−N ∫ℝN F(u(x))dxwhile ‖∇u(s⋅)‖pp = sN−pt, so setting s = t− 1
N−p wehave∫ℝN F(u(sx))dx ≤

ct
N

N−p . Similarly, ∫ℝN F(un(sx) − u(sx))dx ≤ c(1 − t)
N

N−p + o(1) By (3.22) this implies 1 ≤

t
N

N−p + (1− t) N
N−p which can be true only if t = 0 or t = 1. Since u ̸= 0, we have necessarily

t = 1, which means that un → u in Ḣ1,p(ℝN ), and thus u is the maximizer.

3.5 Cocompact embeddings of Besov and Triebel–Lizorkin spaces

Homogeneous Besov spaces Ḃs,p,q(ℝN ) and homogeneous Triebel–Lizorkin spaces
Ḟs,p,qℝN are characterized by the respective equivalent norms,

‖u‖Ḃs,p,q = 󵄩󵄩󵄩󵄩(󵄩󵄩󵄩󵄩2jsPju󵄩󵄩󵄩󵄩Lp)j∈ℤ󵄩󵄩󵄩󵄩ℓq , s ∈ ℝ, 1 ≤ p ≤∞, 1 ≤ q ≤∞, (3.23)

‖u‖Ḟs,p,q = 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩(2jsPju)j∈ℤ󵄩󵄩󵄩󵄩ℓq󵄩󵄩󵄩󵄩Lp , s ∈ ℝ, 1 ≤ p <∞, 1 ≤ q ≤∞, (3.24)

where operators Pj are defined in the Appendix, (10.22).
Like homogeneous Sobolev spaces these spaces have continuous embeddings

into function spaces only when r = N
p − s > 0, while in general they are identified with

classes of equivalence of functions modulo polynomials. An equivalent Besov norm
(10.32) is defined in terms of wavelet coefficients.

Rescalings 𝒢r (3.1) act on Ḃs,p,q(ℝN ) and Ḟs,p,q isometrically with r = N
p − s. In-

deed, norm (3.23) is invariant with respect to shifts, while actions of pure dilations
gi,0, i ∈ ℤ, on 2sjPju (with the appropriate value of r) yield shifts in ℓq(ℤ) that preserve
the ℓq-norm. Similar reasoning applies to the norm (3.24). Note that elements of 𝒢r,
when r ≤ 0, are well-defined on classes of equivalencemodulo polynomials of a given
degree, since translations and dilations onℝN map a polynomial into a polynomial of
the same degree.

Theorem 3.5.1. Let s > t and assume that Np −s =
N
q −t = r. Then continuous embedding

Ḃs,p,a(ℝN ) 󳨅→ Ḃt,q,b(ℝN ), a, b, p, q ∈ [1,∞], b ≥ a, is cocompact relative to the group 𝒢r .

Proof. Let (un)n∈ℕ be a sequence in Ḃs,p,a(ℝN ), 𝒢r-weakly convergent to zero. Let
2rjcj,k(un) be the wavelet coefficients of un, given by (10.31). By Remark 10.2.2, given
that N

p − s =
N
q − t = r, the normalized basis and thus the wavelet expansion are the
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same in Ḃs,p,a, Bt,q,a, and B−r,∞,∞. Since the wavelet basis is a Schauder basis in Ḃs,p,a
(see the Appendix, Section 10.2), the wavelet coefficients define continuous linear
functionals u 󳨃→ 2rjcj,k(u) on Ḃs,p,a, and thus c0,0(gnun)→ 0 for every sequence (gn)n∈ℕ
in 𝒢r . Therefore, cjn ,kn → 0 for any sequence (jn, kn) ⊂ ℤ × ℤN . Then from the wavelet
representation of the Besov norm (10.32) we have

‖un‖B−r,∞,∞ = sup
j∈ℤ,k∈ℤN 󵄨󵄨󵄨󵄨cj,k(un)󵄨󵄨󵄨󵄨→ 0. (3.25)

Then, using again the equivalentBesovnorm (10.32),wehave, noting that s > t implies
q > p,

‖un‖
a
Ḃt,q,a = ∑

j∈ℤ( ∑k∈ℤN 󵄨󵄨󵄨󵄨cj,k(un)󵄨󵄨󵄨󵄨q)
a
q

≤ ∑
j∈ℤ( ∑k∈ℤN 󵄨󵄨󵄨󵄨cj,k(un)󵄨󵄨󵄨󵄨p)

a
q

sup
j∈ℤ,k∈ℤN 󵄨󵄨󵄨󵄨cj,k(un)󵄨󵄨󵄨󵄨a(1−p/q)

= s‖un‖
ap/q
Ḃs,p,a ‖un‖a(1−p/q)Ḃ−r,∞,∞ → 0.

Thus the embedding Ḃs,p,a(ℝN ) 󳨅→ Ḃt,q,a(ℝN ) is 𝒢r-cocompact. Then cocompactness
of the embedding Ḃs,p,a(ℝN ) 󳨅→ Ḃt,q,b(ℝN ) follows from (10.27) and Lemma 3.1.6.

𝒢r-cocompactness of further embeddings involving homogeneous Besov and
Triebel–Lizorkin spaces follows from the transitivity properties stated in Lemma 3.1.6
by combining Theorem 3.5.1 with known continuous embeddings (10.24)–(10.29).

Corollary 3.5.2. Let p, q ∈ [1,∞), s > t, r = N/p− s = N/q − t, 1 ≤ a < q, and 1 ≤ b ≤∞.
Then the embedding Ḃs,p,a(ℝN ) 󳨅→ Ḟt,q,b(ℝN ) is cocompact relative to the group 𝒢r .

Proof. By using, in sequence, embeddings (10.28), (10.27), (10.26), and (10.29), we
have the following chain of embeddings, fixing q󸀠 ∈ (max{a, p}, q) and setting t󸀠 satis-
fying N/q󸀠 − t󸀠 = r so that t󸀠 ∈ (t, s):

Ḃs,p,a(ℝN) 󳨅→ Ḃt
󸀠 ,q󸀠 ,a(ℝN) 󳨅→ Ḃt

󸀠 ,q󸀠 ,q󸀠(ℝN)
= Ḟt

󸀠 ,q󸀠 ,q󸀠(ℝN) 󳨅→ Ḟt,q,b(ℝN).
Note that 𝒢r acts isometrically on each of these spaces. Since the first embedding in
the chain is cocompact by Theorem 3.5.1, the resulting embedding is cocompact by
Lemma 3.1.6.

Corollary 3.5.3. Let p, q ∈ [1,∞), s > t, r = N/p− s = N/q− t, b ∈ (p,∞] and a ∈ [1,∞].
Then embedding Ḟs,p,a(ℝN ) 󳨅→ Ḃt,q,b(ℝN ) is cocompact relative to the group 𝒢r .

Proof. Let p < q󸀠 < min{q, b} and let t󸀠 satisfy N/q󸀠 − t󸀠 = r, so that t󸀠 ∈ (t, s). Invoking,
in a sequence, embeddings (10.29), (10.26), (10.28), and (10.27), we have

Ḟs,p,a(ℝN) 󳨅→ Ḟt
󸀠 ,q󸀠 ,q󸀠(ℝN) = Ḃt󸀠 ,q󸀠 ,q󸀠(ℝN) 󳨅→ Ḃt,q,b(ℝN).
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Since the last embedding is cocompact by Theorem 3.5.1, the resulting embedding is
cocompact by Lemma 3.1.6.

Corollary 3.5.4. Let p, q ∈ [1,∞), s > t, r = N/p − s = N/q − t and a, b ∈ [1,∞]. Then
the embedding Ḟs,p,a(ℝN ) 󳨅→ Ḟt,q,b(ℝN ) is cocompact relative to the group 𝒢r .

Proof. Let q󸀠 ∈ (p, q) and let N/q󸀠 − t󸀠 = r so that t󸀠 ∈ (t, s). By Corollary 3.5.3 and then
by Corollary 3.5.2, we have

Ḟs,p,a(ℝN) 󳨅→ Ḃt
󸀠 ,q󸀠 ,q󸀠(ℝN) 󳨅→ Ḟt,q,b(ℝN). (3.26)

Since both embeddings are cocompact, so is the resulting one by Lemma 3.1.6.

Corollary 3.5.5. Let s > 0, p ∈ [1,N/s) and let p∗s = pN
N−ps . Then embedding Ḟs,p,a(ℝN ) 󳨅→

Lp
∗
s (ℝN ), a ∈ [1,∞], is cocompact relative to the group 𝒢r , r = N/p − s.

Proof. We use the identification (10.23) of Sobolev (and Lebesgue) spaces as Triebel–
Lizorkin spaces and apply Corollary 3.5.4.

Corollary 3.5.6. Let s > 0, p ∈ [1,N/s), a, b ∈ [1,∞], a ≤ b, and let p∗s = pN
N−ps . Then

embedding Ḃs,p,a(ℝN ) 󳨅→ Lp
∗
s ,b(ℝN ), is cocompact relative to the group 𝒢r , r = N/p − s.

Proof. Let t < s and let r = N/p− s = N/q− t. Combine the cocompact embedding from
Theorem 3.5.1 with the known continuous embedding (10.30):

Ḃs,p,a(ℝN) 󳨅→ Ḃt,q,a(ℝN) 󳨅→ Lq
∗
t ,a(ℝN). (3.27)

Note now that q∗t = p∗s and that Lp
∗
s ,a(ℝN ) 󳨅→ Lp

∗
s ,b(ℝN ) for all b ≥ a. The resulting

embedding is 𝒢r-cocompact by Lemma 3.1.6.

Corollary 3.5.7. Let s > 0, p ∈ [1,N/s) and let p∗s = pN
N−ps . Then embedding Ḃs,p,a(ℝN ) 󳨅→

Lp
∗
s (ℝN ), 1 ≤ a ≤ p∗s is cocompact relative to the group 𝒢r , r = N/p − s.

Proof. The statement follows from Corollary 3.5.6 and the identification of Lp
∗
s as the

Lorentz space Lp
∗
s ,p∗s .

Corollary 3.5.8. For all a, p ∈ [1,∞), embeddings ḂN/p,p,a 󳨅→ BMO and ḞN/p,p,a 󳨅→
BMO are 𝒢0-cocompact. In particular, embedding Ḣs,N/s(ℝN ) 󳨅→ BMO, 0 < s < N, is
𝒢0-cocompact.

Proof. Apply, respectively, Corollary 3.5.2 and Corollary 3.5.4 with the target space
Ḟ0,∞,2 = BMO.

Remark 3.5.9. by Lemma 3.1.5, each of the norms of target spaces of embeddings in
Theorem 3.5.1 and its corollaries provides a local metrization of the 𝒢r-weak conver-
gence.
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3.6 Cocompactness and interpolation

In this section, we show that cocompactness of embeddings under some general con-
ditions is inherited under interpolation of spaces. We deal here only with the case
when the scaling operators do not change from space to space. We refer the reader for
the definitions of interpolation spaces to the Appendix, Section 10.1.

Definition 3.6.1. Let (E0,E1) be a Banach couple with E1 continuously embedded in
E0 and let 𝒢 be a set of linear operators g : E0 + E1 → E0 + E1 which satisfies

g(Aj) ⊂ Aj and g : Aj → Aj is an isometry for j = 0, 1 . (3.28)

Let E1 be continuously embedded into some Banach space F1. A family of bounded
operators {Mt}t∈(0,1) fromE0 toE1 is said to be a family of 𝒢-covariant mollifiers (relative
to a space F1) if it satisfies the following conditions:
(i) For j = 0, 1, the norm of Mt as a continuous map from Ej into itself is bounded

independently of t ∈ (0, 1), that is, supt∈(0,1) ‖Mt‖Ej→Ej <∞.
(ii) The function σ(t) def= ‖I −Mt‖E1→F1 satisfies limt→0 σ(t) = 0.
(iii) For each g ∈ 𝒢, and t ∈ (0, 1), there exists an element hg,t ∈ 𝒢 such that gMt =

Mthg,t .
For the present,we show thatDefinition 3.6.1 is satisfiedby the classicalmollifiers.

Lemma 3.6.2. Let (E0,E1) = (Lp(ℝN ),H1,p(ℝN )), 1 ≤ p < N, and F1 = Lr(ℝN ) with
r ∈ (p, p∗). Let 𝒢 be the group of integer shifts

𝒢ℤN = {gy : u 󳨃→ u(⋅ − y)}y∈ℤN . (3.29)

Let ρ : ℝN → [0,∞) be a smooth function supported in the open unit ball {z ∈ ℝN :
|z| < 1} which satisfies ∫ℝℕ ρ(x)dx = 1.

Then, for each fixed t ∈ (0, 1) the operator Mt , which is defined by

(Mtu)(x) = ∫|z|<1 ρ(z)u(x + tz)dz , (3.30)

is a bounded map of E0 into E1, and the family {Mt}t∈(0,1) satisfies properties (i), (ii), and
(iii) of Definition 3.6.1.

Proof. Theboundedness ofMt fromE0 intoE1 for eachfixed t is simply thewell- known
mollification property. It is also obvious thatMt : Ej → Ej is bounded with ‖Mt‖Ej→Ej ≤
1 for j = 0, 1 and all t ∈ (0, 1), which gives property (i).

Property (iii) is an immediate consequence of the fact that (Mtu)(⋅−y) = Mt(u(⋅−y))
for each y ∈ ℝN . In fact, here we can take hg,t = g for each g ∈ 𝒢ℤN and each t.
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It remains to prove property (ii). Consider the following identity:

u(x) −Mtu(x) = ∫|z|<1 ρ(z)[u(x) − u(x + tz)]dz = − ∫|z|<1 ρ(z)
t

∫
0

z ⋅ ∇u(x + sz)dsdz.

Then

󵄨󵄨󵄨󵄨u(x) −Mtu(x)
󵄨󵄨󵄨󵄨
p ≤ sup|y|<1 ρ(y)p󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

t

∫
0

∫|z|<1 󵄨󵄨󵄨󵄨∇u(x + sz)󵄨󵄨󵄨󵄨dz ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p

.

By Hölder’s inequality, we then have

󵄨󵄨󵄨󵄨u(x) −Mtu(x)
󵄨󵄨󵄨󵄨
p ≤ Ctp/p󸀠 t

∫
0

∫|z|<1 󵄨󵄨󵄨󵄨∇u(x + sz)󵄨󵄨󵄨󵄨pdz ds.
Integrating with respect to x, we obtain

∫
ℝN

󵄨󵄨󵄨󵄨u(x) −Mtu(x)
󵄨󵄨󵄨󵄨
pdx ≤ Ctp/p󸀠 t

∫
0

∫|z|<1 ∫ℝN 󵄨󵄨󵄨󵄨∇u(x + sz)󵄨󵄨󵄨󵄨pdx dz ds
= Ctp/p󸀠 t

∫
0

∫|z|<1 ∫ℝN 󵄨󵄨󵄨󵄨∇u(x)󵄨󵄨󵄨󵄨pdx dz ds
= Ct1+p/p󸀠 ∫

ℝN

󵄨󵄨󵄨󵄨∇u(x)
󵄨󵄨󵄨󵄨
pdx . (3.31)

Here, and also later, we will use the following immediate consequence of Hölder’s
inequality: The inclusion Lp0 ∩ Lp1 ⊂ Lp holds whenever 1 ≤ p0 < p < p1 ≤ ∞.
Furthermore, the estimate

‖f ‖p ≤ ‖f ‖
1−θ
p0 ‖f ‖

θ
p1 (3.32)

holds for each f ∈ Lp0 ∩ Lp1 , where θ =
1
p0
− 1p

1
p0
− 1
p1

∈ (0, 1).

Let s be some number satisfying r < s < p∗. Then p < r < s and so (3.32) gives us
that

‖u −Mtu‖r ≤ ‖u −Mtu‖
1−θ
p ‖u −Mtu‖

θ
s , where θ =

1
p −

1
r

1
p −

1
s
∈ (0, 1) . (3.33)

We estimate ‖u −Mtu‖p and ‖u −Mtu‖s using, respectively, (3.31) and the Sobolev em-
bedding theorem. Substituting these estimates in (3.33), and noting that 1 + p/p󸀠 = p,

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



42 | 3 Cocompact embeddings with the rescaling group

we obtain that

‖u −Mtu‖r ≤ C(t
p‖u‖H1,p)1−θ(‖u −Mtu‖H1,p)θ

≤ Ct(1−θ)p‖u‖H1,p .
This establishes property (ii) and completes the proof of the lemma.

An abstract statement concerning cocompactness of embeddings under interpo-
lation of spaces is as follows.

Theorem 3.6.3. Let (E0,E1) and (F0, F1) be two compatible couples of Banach spaces
with Ej continuously embedded in Fj for j = 0, 1. Suppose, further, that E1 is continuously
embedded in E0. Let 𝒢 be a set of linear operators g : F0 + F1 → F0 + F1 which satisfies
(3.28) with respect to both of the couples (E0,E1) and (F0, F1). Assume that there exists
a 𝒢-covariant mollifier family {Mt : E0 → E1}t∈(0,1) (see Definition 3.6.1). If, furthermore,
E1 is 𝒢-cocompactly embedded into F1, then, for every θ ∈ (0, 1) and q ∈ [1,∞], the
space (E0,E1)θ,q is 𝒢-cocompactly embedded into (F0, F1)θ,q and the space [E0,E1]θ is
𝒢-cocompactly embedded into [F0, F1]θ.

Proof. We consider the case of real interpolation. The proof for the complex case is
completely analogous.

In view of the continuous embedding (E0,E1)θ,q 󳨅→ E0+E1 = E0, it follows that, for

each fixed t, the operatorMt is bounded from (E0,E1)θ,q into E1. Suppose that uk 𝒢
⇀ 0

in (E0,E1)θ,q. Let (gk)k∈ℕ be an arbitrary sequence in 𝒢. Then

gkMtuk = Mthgk ,tuk (3.34)

by property (iii). Since hgk ,tuk ⇀ 0 in (E0,E1)θ,q, we deduce that Mthgk ,tuk ⇀ 0 in E1
for each fixed t ∈ (0, 1). The cocompactness of the embedding E1 󳨅→ F1 and (3.34) now
imply that

lim
k→∞ ‖Mtuk‖F1 = 0 . (3.35)

In view of the continuous inclusions Ej 󳨅→ Fj and property (i), we have that Mt :
Ej → Fj is bounded with

Sj
def= sup

t∈(0,1) ‖Mt‖Ej→Fj <∞, for j = 0, 1 . (3.36)

Since Mtuk ∈ F0 ∩ F1, we can invoke (10.11) in the Appendix and then (3.36) to
obtain that

‖Mtuk‖(F0 ,F1)θ,q ≤ cθ,q‖Mtuk‖
1−θ
F0 ‖Mtuk‖

θ
F1

≤ cθ,q(S0‖uk‖E0)1−θ‖Mtuk‖
θ
F1 .
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Since (uk)k∈ℕ is necessarily a bounded sequence in the space (E0,E1)θ,q and is there-
fore also bounded in the space E0, we can use (3.35) to obtain that

lim
k→∞ ‖Mtuk‖(F0 ,F1)θ,q = 0 . (3.37)

We now consider the operator I −Mt in more detail. By (3.36), we of course have
I −Mt : E0 → F0 with ‖I −Mt‖E0→F0 ≤ ‖I‖E0→F0 + S0. Using this estimate, property (ii)
and Theorem 10.1.6 from the Appendix, we obtain that I − Mt is a bounded operator
from (E0,E1)θ,q into (F0, F1)θ,q and that

‖I −Mt‖(E0 ,E1)θ,q→(F0 ,F1)θ,q ≤ ‖I −Mt‖
1−θ
E0→F0‖I −Mt‖

θ
E1→F1

≤ (‖I‖E0→F0 + S0)1−θσ(t)θ .
Therefore, with the help of (3.37), we have

lim sup
k→∞ ‖uk‖(F0 ,F1)θ,q ≤ lim sup

k→∞ ‖Mtuk‖(F0 ,F1)θ,q + lim sup
k→∞ 󵄩󵄩󵄩󵄩(I −Mt)uk

󵄩󵄩󵄩󵄩(F0 ,F1)θ,q
≤ 0 + lim sup

k→∞ 󵄩󵄩󵄩󵄩(I −Mt)uk
󵄩󵄩󵄩󵄩(F0 ,F1)θ,q

≤ lim sup
k→∞ (‖I‖E0→F0 + S0)1−θσ(t)θ‖uk‖(E0 ,E1)θ,q .

We now use the boundedness of the sequence (‖uk‖(E0 ,E1)θ,q )k∈ℕ once more, together
with property (ii), to obtain that this last expression is bounded by a quantity which
tends to 0 as t tends to 0. Since we can choose t as small as we please, this shows that
limk→∞ ‖uk‖(F0 ,F1)θ,q = 0 and completes the proof of the theorem.

We will apply Theorem 3.6.3 to prove cocompactness of embeddings of inhomo-
geneous Sobolev spaces in the next section. We would like to remark, however, that if
E0 and E1 are functional spaces with rescalings groups 𝒢r0 and 𝒢r1 , respectively, with
r0 ̸= r1, their interpolations will also be scale-invariant.

Proposition 3.6.4. Let X0, X1 be two compatible Banach spaces of functions fromℝN to
ℝm, m ∈ ℕ, equippedwith respective norms ‖⋅‖0, ‖⋅‖1. Assume that there exist r0, r1 ∈ ℝ,
such that the norm ‖ ⋅ ‖i is invariant with respect to the action of the respective group 𝒢ri ,
i = 0, 1. Then for any q ∈ (0,∞], θ ∈ (0, 1), the norms of the interpolated, by the real
method, space Xθ,q, and of that by the complex method, Xθ, are invariant with respect
to the group 𝒢rθ , rθ =: (1 − θ)r0 + θr1.

Proof. 1. Real method of interpolation. Let us calculate the value of the K-functional
(10.4) under rescalings gj,y ∈ 𝒢0, j ∈ ℤ, y ∈ ℝN , noting first that ‖gj,yxi‖Xi = 2−rij‖xi‖Xi ,
i = 0, 1, and thus,

K(gj,yx, t;X0,X1)
= inf{2−r0j‖x0‖X0 + t2−r1j‖x1‖X1 : x = x0 + x1, x0 ∈ X0, x1 ∈ X1}
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= 2−r0jK(x, 2(r0−r1)jt;X0,X1).
Substituting this into the definition of the interpolated norm (10.5), we get for 0 < θ <
1, 1 ≤ q <∞, with gj,y ∈ 𝒢0, j ∈ ℤ, y ∈ ℝN ,

‖gj,yx‖θ,q = (∞∫
0

(t−θK(gj,yx, t;X0,X1))q dtt )
1
q

= 2−r0j(∞∫
0

(t−θK(x, 2(r0−r1)jt;X0,X1))q dtt )
1
q

= 2−rθ j(∞∫
0

(s−θK(x, s;X0,X1))q dss )
1
q

= 2−rθ j‖x‖θ,q,
which proves the real method case of the proposition for q < ∞. For q = ∞, we have
similarly from (10.6)

‖gj,yx‖θ,∞ = sup
t>0 t−θK(gj,yx, t;X0,X1)
= 2−r0j sup

t>0 t−θK(x, 2(r0−r1)jt;X0,X1) = 2−rθ j‖x‖θ,∞.
2. Complex method of interpolation. Let Gj,η : ℱ → ℱ (for the definition of the

space ℱ see the Appendix), j ∈ ℤ, η ∈ ℝN , be given by Gj,ηf (z) = 2(1−z)r0j+zr1jgj,ηf (z),
Re z ∈ (0, 1), where gj,η ∈ 𝒢0. Let us show that operators Gj,η are isometries on ℱ .
Indeed, using scaling properties of the norms of X0 and of X1, we have

‖Gj,ηf ‖ℱ = max{sup
y∈ℝ󵄩󵄩󵄩󵄩Gj,ηf (iy)󵄩󵄩󵄩󵄩X0 , supy∈ℝ󵄩󵄩󵄩󵄩Gj,ηf (1 + iy)󵄩󵄩󵄩󵄩X1}

= max{sup
y∈ℝ󵄩󵄩󵄩󵄩2(1−iy)r0jgj,ηf (iy)󵄩󵄩󵄩󵄩X0 , supy∈ℝ󵄩󵄩󵄩󵄩2(1+iyz)r1jgj,ηf (1 + iy)󵄩󵄩󵄩󵄩X1} (3.38)

= ‖f ‖ℱ . (3.39)

Thus, with θ ∈ (0, 1),
󵄩󵄩󵄩󵄩2

rθ jgj,ηu󵄩󵄩󵄩󵄩Xθ = inf{‖Gj,ηf ‖ℱ : Gj,ηf (θ) = 2rθ jgj,ηu}
= inf{‖f ‖ℱ : f (θ) = u} = ‖u‖Xθ . (3.40)

3.7 Cocompact embeddings of inhomogeneous Besov spaces

We first apply results of the previous section to prove cocompactness of Sobolev–
Peetre embeddings of inhomogeneous Sobolev spaces Hs,p(ℝN ) relative to the group
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of integer shifts 𝒢ℤN , followed by analogous result for inhomogeneous Besov spaces.
Later, in Section 3.8, we give an alternative proof of cocompactness of general inho-
mogeneous spaces handled as intersections of corresponding homogeneous spaces
with Lebesgue spaces.

Theorem 3.7.1. Let s ∈ (0,∞), p ∈ (1,N/s) and p < q < p∗s def= pN
N−sp . Then embedding

Hs,p(ℝN ) 󳨅→ Lq(ℝN ) is cocompact relative to the group of integer shifts 𝒢ℤN . Moreover,
the embedding Hs+γ,p(ℝN ) 󳨅→ Hγ,q(ℝN ) is 𝒢ℤN -cocompact for every γ > 0.
Proof. Let q ∈ (p, p∗s ) be fixed. Case 1: s = 1. The assertion of the theorem is proved for
this case in Theorem 1.1.9.

Case 2: s ∈ (0, 1). For the number p ∈ (1,∞) appearing in the statement of The-
orem 3.7.1, and for some number r in (p, p∗) we let (E0,E1) and (F0, F1) be the same
couples (Lp(ℝN ),H1,p(ℝN )) and (Lp(ℝN ), Lr(ℝN )) which appear in Lemma 3.6.2. Let us
also choose the group 𝒢 and the family of operators {Mt}t∈(0,1) to be as in Lemma 3.6.2.

We know, using Theorem 1.1.9, that A1 is 𝒢ℤN -cocompactly embedded in B1. This,
together with Lemma 3.6.2, provides us with all the conditions required for apply-
ing Theorem 3.6.3 in this context. More specifically, if we invoke the statement about
complex interpolation spaces in Theorem 3.6.3, we obtain that [Lp(ℝN ),H1,p(ℝN )]θ is
𝒢ℤN -cocompactly embedded in [Lp(ℝN ), Lr(ℝN )]θ for each θ ∈ (0, 1). By standard re-
sults ((10.13) and (10.12) in the Appendix), these two spaces are Hθ,p(ℝN ) and Lγ(ℝN )
respectively, where γ is the number in the interval (p, r) given by

1
γ
= 1 − θ

p
+ θ
r
. (3.41)

Setting θ = s, we see that this establishes our result for q = γ. It will now be easy
to extend the proof to all q ∈ (p, p∗s ):

Let (uk)k∈ℕ be an arbitrary sequence in Hs,p which converges 𝒢ℤN -weakly to 0.
Given an arbitrary q in (p, p∗s ), we choose r ∈ (p, p∗) sufficiently close to p so that

the number γ given by (3.41), with θ = s, satisfies p < γ < q. By the previous step
of our argument, we also have that limk→∞ ‖uk‖Lγ(ℝN ) = 0. Now let us choose some
number δ ∈ (q, p∗s ). By the Sobolev embedding theorem, the sequence (uk)k∈ℕ, which
is bounded in H1,p(ℝN ), must also be bounded in Lδ(ℝN ). Finally, we use the Hölder
inequality to bound ‖uk‖q by ‖uk‖1−tγ ‖uk‖

t
δ for a suitable number t ∈ (0, 1). This suffices

to complete the proof of Theorem 3.7.1 for the case s ∈ (0, 1).
Case 3: s > 1. Let p and q be as in the statement of the theorem. Noting that

we always have p < p∗, let us choose numbers q0 and q1 which satisfy p < q0 <
min{p∗, q} and q < q1 < p∗s . Consider an arbitrary sequence (uk)k∈ℕ in Hs,p(ℝN )which
is 𝒢ℤN -weakly convergent to zero. Since in this case Hs,p(ℝN ) is continuously embed-
ded into H1,p(ℝN ), we have that uk(⋅ − yk) ⇀ 0 in H1,p(ℝN ) for any sequence (yk)k∈ℕ
of elements of ℤN , that is, (uk) is 𝒢ℤN -weakly convergent in H

1,p(ℝN ). Then, by Exam-
ple 1.1.9, limk→∞ ‖uk‖q0 = 0.
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Since q0 < q < q1, by Hölder inequality we have

‖uk‖q ≤ ‖uk‖
1−θ
q0 ‖uk‖

θ
q1 , where θ =

1
q0
− 1

q
1
q0
− 1

q1

∈ (0, 1) . (3.42)

Then, since Hs,p(ℝN ) is continuously embedded into Lq1 (ℝN ), we have ‖uk‖q ≤
C‖uk‖1−θq0 ‖uk‖

θ
Hs,p . Since weakly convergent sequences are bounded, we obtain that

‖uk‖q ≤ C‖uk‖θq0 → 0.

Since Sobolev–Slobodecky spaces W s,p(ℝN ) can be obtained by interpolation of
Sobolev spaces (see (10.17) in the Appendix), we have the following.

Corollary 3.7.2. Suppose that s ∈ [1,∞) and p ∈ (1, N⌊s⌋+1 ). Embedding W s,p(ℝN ) 󳨅→
Lq(ℝN ) is cocompact relative to the group of integer shifts 𝒢ℤN whenever p < q < p

∗
s
def=

pN
N−sp .
Proof. The case s ∈ ℕ is already proved in Theorem 3.7.1. Let us fix k ∈ ℕ, s ∈
(k, k + 1), and apply Theorem 3.6.3, with the real method of interpolation, to couples
(Hk,p(ℝN ),Hk+1,p(ℝN )) and (Lα(ℝN ), Lβ(ℝN )), where α ∈ (p, p∗k ) and β ∈ (p, p∗k+1).
Note that conditions of Theorem 3.6.3 are verified by Lemma 3.6.2, and we have
W s,p(ℝN ) = (Hk,p(ℝN ),Hk+1,p(ℝN ))s−k,p, and Ls,r(ℝN ) = (Lα(ℝN ), Lβ(ℝN ))s−k,p, with
1
r =

k+1−s
α +

s−k
β . Thus W s,p(ℝN ) is cocompactly embedded into Lr(ℝN ) with any r

greater between the values corresponding to α = β = p, to α = p∗k , β = p∗k+1, that is,
p < r < p∗s .

We now apply Theorem 3.6.3 to couples of Sobolev spaces, for which the real in-
terpolation method yields Besov spaces (see (10.15) in the Appendix) The continuity
of the embeddings considered in this theorem is due to Jawerth [69].

Theorem 3.7.3. Suppose that 0 < t < s <∞ and 1 < p0 < p1 <∞ and q ∈ [1,∞]. If N
p0
−

N
p1
< s − t, then the continuous embedding Bs,p0 ,q(ℝN ) 󳨅→ Bs,p1 ,q(ℝN ) is 𝒢ℤN -cocompact.

Corollary 3.7.4. Let s, t, p0, p1, and N be as in Theorem 3.7.3. Then the embedding
Bs,p0 ,q0 (ℝN ) 󳨅→ Bt,p1 ,q1 (ℝN ) is 𝒢ℤN -cocompact whenever 1 ≤ q0 ≤ q1 ≤∞.

This corollary follows immediately from Lemma 3.1.6. We take V = Bs,p0 ,q0 , E =
Bt,p1 ,q0 and F = Bt,p1 ,q1 . By Theorem 3.7.3, V is 𝒢ℤN -cocompactly embedded into E. The
continuous embedding E 󳨅→ F follows from (10.15) and (10.7).

Theorem 3.7.5. Let s > 0, 1 < p < ∞, p < q0 ≤ q < p∗s . Then the embedding
Bs,p,q0 (ℝN ) 󳨅→ Lq(ℝN ) is 𝒢ℤN -cocompact.

The following lemma will be the main component of the proof of Theorem 3.7.3.
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Lemma 3.7.6. Suppose that m0,m1 ∈ ℝ, 0 ≤ m1 < m0, 1 < p0 < p1 < ∞, and assume
further that

1
p0
− 1
p1
<
m0 −m1

N
. (3.43)

For each t ∈ (0, 1), the operator Mt defined by (3.30) is a bounded map from Hm0 ,p0 (ℝN )
to Hm1 ,p1 (ℝN ) and satisfies

lim
t→0 ‖I −Mt‖Hm0 ,p0 (ℝN )→Hm1 ,p1 (ℝN ) = 0 . (3.44)

Proof. We begin by observing that the conditions on p0 and p1 in the statement of the
lemma are equivalent (also if (p0)∗m0

below is infinite) to

1 < p0 < p1 < (p0)
∗
m0−m1
=

p0N
N − (m0 −m1)p

. (3.45)

We shall make use once more of the operator Λ = I − Δ, noting that Λ and each of
its powers all commute with all of the operators Mt . Since Λm0/2 defines an isometry
between Hm0 ,p0 (ℝN ) and Lp0 (ℝN ) as well as between Hm1 ,p1 (ℝN ) and Hm1−m0 ,p1 (ℝN ),
it suffices to prove the lemma in the case where the two parameters m0 and m1 are
replaced bym󸀠0 = m0 −m1 andm󸀠1 = m1 −m1 = 0, that is, we can suppose thatm1 = 0.
Note that this “shift” of the values ofm0 andm1 does not change the stated conditions
on p0 and p1.

Case 1: Assume first thatm0 ≥ 1. By Lemma 3.6.2, we have

lim
t→0 ‖I −Mt‖H1,p0→Lr = 0 for each r ∈ (p0, (p0)

∗) . (3.46)

This also implies that

lim
t→0 ‖I −Mt‖Hm0 ,p0→Lr = 0 . (3.47)

Subcase 1.1: If p1 = r, the lemma is proved.
Subcase 1.2: If p1 > r, then we can obtain (3.44) by using (3.42), namely, there

exists θ =∈ (0, 1), such that for each f ∈ Hm0 ,p0 we have
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩Lp1 ≤
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩
1−θ
Lr
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩
θ
Ls

≤ (‖I −Mt‖Hm0 ,p0→Lr ‖f ‖Hm0 ,p0 )1−θ(2‖f ‖Ls)θ . (3.48)

Since p0 < s < (p0)∗m0
, we have that ‖f ‖Ls is bounded by a constant multiple of ‖f ‖Hm0 ,p0

which we can substitute in (3.49) and then use (3.47) to obtain the required property
(3.44) in this case.
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Subcase 1.3: If p1 < r, we use an argument similar to the one for Subcase 1.2, also
based on (3.42), namely, with some θ ∈ (0, 1), for each f ∈ Hm0 ,p0 we have that

󵄩󵄩󵄩󵄩(I −Mt)f
󵄩󵄩󵄩󵄩Lp1 ≤
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩
1−θ
Lp0
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩
θ
Lr

≤ (2‖f ‖Lp0 )
1−θ(‖I −Mt‖Hm0 ,p0→Lr ‖f ‖Hm0 ,p0 )θ . (3.49)

Obviously, ‖f ‖Lp0 ≤ ‖f ‖Hm0 ,p0 and so the proof is also complete in this case.
Case 2: If 0 < m0 < 1, then we apply Theorem 10.1.6 to the operator T = I − Mt

and the couples (A0,A1) = (Lp0 ,H1,p0 ) and (B0,B1) = (Lp0 , Lr) where r ∈ (p0, (p0)∗). We
choose θ = m0 and use the facts (see (10.13) and (10.12) in Appendix) that Hm0 ,p0 =
[Lp0 ,H1,p0 ]m0

and [Lp0 , Lr]m0
= Ls0 , where

1
s0
=
1 −m0
p0
+
m0
r
. (3.50)

Thus we obtain that

‖I −Mt‖Hm0 ,p0→Ls0 ≤ ‖I −Mt‖
1−m0
Lp0→Lp0 ‖I −Mt‖

m0
H1,p0→Lr

≤ 21−m0‖I −Mt‖
m0
H1,p0→Lr . (3.51)

Since we are free to choose r arbitrarily close to p0, we see from (3.50) that we can
also have s0 arbitrarily close to p0. So, keeping (3.45) in mind, let us choose r so that
s0 < p1 and let us choose a second number s1 ∈ (p1, (p0)∗m0

). Now we use (3.42) once
more: for some θ ∈ (0, 1), and for each f ∈ Hm0 ,p0 , we have

󵄩󵄩󵄩󵄩(I −Mt)f
󵄩󵄩󵄩󵄩Lp1 ≤
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩
1−θ
Ls0
󵄩󵄩󵄩󵄩(I −Mt)f

󵄩󵄩󵄩󵄩
θ
Ls1

≤ (‖I −Mt‖Hm0 ,p0→Ls0 ‖f ‖Hm0 ,p0 )1−θ(2‖f ‖Ls1 )θ . (3.52)

The fact that s1 ∈ (p0, (p0)∗m0
) ensures that ‖f ‖Ls1 is bounded by a constant multiple of

‖f ‖Hm0 ,p0 . After we substitute this in (3.52) and apply (3.51) and then (3.46), we obtain
(3.44) in this final case, and so complete the proof of the lemma.

After these preparations, the proof of Theorem 3.7.3 is almost immediate. Let ϵ ∈
(0, t/2) and let s0 = s + ϵ, s1 = s − ϵ, t0 = t + ϵ and t1 = t − ϵ. Consider the Banach
couples

(A0,A1) = (H
s0 ,p0(ℝN),Hs1 ,p0(ℝN)) and (B0,B1) = (H

t0 ,p1(ℝN),H t1 ,p1(ℝN)) .
Let λ = N

p0
− Np1 . For j = 0, 1, since sj−tj = s−t > λ, we obtain fromTheorem 3.7.1, that

Aj is𝒢ℤN -cocompactly embedded inBj. This, togetherwith Lemma3.7.6, shows that the
conditions for applying Theorem 3.6.3 are fulfilled. So we can deduce that (A0,A1)θ,q
is 𝒢ℤN -cocompactly embedded into (B0,B1)θ,q for each θ ∈ (0, 1) and q ∈ [1,∞]. In
particular, if we choose θ = 1/2 we obtain the assertion of the theorem.
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Wenow turn to the proof of Theorem 3.7.5. Obviously, in view of (10.15), (10.7), and
Lemma 3.1.6, it suffices to give the proof when q0 = q. Fix some θ ∈ (0, 1) and define s0
and r so that they satisfy s = θs0 and

1
q
= 1 − θ

p
+ θ
r
. (3.53)

We next want to show that

q < r < p∗s0 . (3.54)

The first inequality of (3.54) follows from (3.53) and the fact that p < q. The second
inequality of (3.54) is equivalent to

1
r
> 1
p
−
s0
N
,

which readily follows from 1/q > 1/p − s/N = 1/p − θs0/N and (3.53).
In view of (3.54) and Theorem 3.7.1, we have that Hs0 ,p(ℝN ) is 𝒢ℤN -cocompactly

embedded into Lr(ℝN ). Then, by Theorem 3.6.3 it follows that the embedding

(Lp,Hs0 ,p)θ,r 󳨅→ (Lp, Lr0)θ,r
is 𝒢ℤN -cocompact. Using (10.15) and (10.12), we identify the above embedding as
Bs,p,r 󳨅→ Lr .

3.8 Cocompact embeddings of intersections with Lp(ℝN)

𝒢ℤN -cocompactness of embeddings of general inhomogeneous spaces can be derived
from 𝒢r-cocompactness of embeddings of their homogeneous counterparts. In this
section we consider general Banach spaces of locally integrable functions in ℝN . A
measurable function v will be identified as an element of a dual space to E by relation
⟨v, u⟩ = ∫ℝN u(ξ )v(ξ )dξ for all u ∈ E.

Lemma 3.8.1. Let E be a Banach space of functions on ℝN cocompactly embedded to
Lq(ℝN ) relatively to 𝒢ℝN . Assume that C

∞
0 (ℝ

N ) is dense in E∗ and that
g∗ξkφ→ g∗ξ φ in E∗ (3.55)

whenever ξk → ξ inℝN andφ ∈ C∞0 (ℝN ). Then the embedding is also cocompact relative
to 𝒢ℤN .

Proof. Assume that gzku = uk(⋅ − zk) ⇀ 0 in E for any sequence (zk) in ℤN . Let (yk)
be a sequence in ℝN and let zk ∈ ℤN be such that (yk − zk) is bounded. Consider an
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arbitrarily renamed subsequence of (yk − zk) convergent to some ξ ∈ ℝN . Then, with
φ ∈ C∞0 (ℝN ),

⟨φ, gykuk⟩ = ⟨φ, gzkuk⟩

+ ⟨(g∗yk−zkφ − g∗ξ φ), gzkuk⟩
+ ⟨(g∗ξ φ − φ), gzkuk⟩
→ 0,

which proves that uk
𝒢ℝN⇀ 0 in E.

Theorem 3.8.2. Let Ė be a Banach space of functions onℝN , such that C∞0 (ℝN ) is dense
in Ė∗, and assume that the rescaling group 𝒢r , r > 0, acts on Ė isometrically. Let E =
Ė ∩ Lp(ℝN ), 1 < p < N/r, with the standard norm for intersection of spaces. If there
is a 𝒢r-cocompact embedding Ė 󳨅→ LN/r(ℝN ), then for every q ∈ (p,N/r), there is
𝒢ℤN -cocompact embedding E 󳨅→ Lq(ℝN ).

Proof. Let hju
def= 2rju(2j⋅), j ∈ ℤ. Assume that uk(⋅ − yk)⇀ 0 in E for any sequence (yk)

in ℝN .
Let (yk) be an arbitrary sequence in ℝN , let (jk) in ℤ, and consider three cases.
Case 1: jk → ∞. Since (uk) is bounded in Lp(ℝN ), by rescaling under the integra-

tion in the Lp-norm one has hjkuk(⋅ − yk) → 0 in Lp(ℝN ), and thus hjkuk(⋅ − yk) ⇀ 0 in
Lp(ℝN ) as well as in Ė.

Case 2: jk → −∞. With an arbitrary function φ ∈ C∞0 (ℝN ), we have
󵄨󵄨󵄨󵄨⟨φ, hjkuk(⋅ − yk)⟩LN/r 󵄨󵄨󵄨󵄨 = 󵄨󵄨󵄨󵄨⟨h∗jkφ, uk(⋅ − yk)⟩LN/r 󵄨󵄨󵄨󵄨 ≤ 󵄩󵄩󵄩󵄩h∗jkφ󵄩󵄩󵄩󵄩Lp󸀠 ‖uk‖Lp → 0,

which implies hjkuk(⋅ − yk)⇀ 0 in LN/r, and thus hjkuk(⋅ − yk)⇀ 0 in Ė.
Case 3: (jk) is bounded. Since it suffices to consider a constant subsequence, rela-

tions hjkuk(⋅ − yk)⇀ 0 and uk(⋅ − yk)⇀ 0 are equivalent.
Thus we have shown that for any choice of gk ∈ 𝒢r, gkuk ⇀ 0 in Ė, and by cocom-

pactness of the embedding hjk Ė 󳨅→ LN/r(ℝN ), uk → 0 in LN/r . Since (uk) is bounded in
Lp, from the Hölder inequality we have uk → 0 in Lq, p < q < N/r.

We conclude that the embedding E 󳨅→ Lq(ℝN ) is cocompact relative to 𝒢ℝN . Note
that (3.55) is satisfied, so by Lemma 3.8.1 this embedding is cocompact relative to 𝒢ℤN .

Corollary 3.8.3. Let s > 0, p ∈ (1,N/s), p∗s = pN
N−ps . For every q ∈ (p, p∗s ), embeddings

Bs,p,a(ℝN ) 󳨅→ Lq(ℝN ), 1 ≤ a ≤ p∗s are cocompact relatively to 𝒢ℤN .

Proof. Given the identification of Bs,p,a(ℝN ) as intersection Ḃs,p,a(ℝN ) ∩ Lp(ℝN ), s >
0, p, a ∈ [1,∞] (see Appendix, Section 10.2), apply Theorem 3.8.2 to Corollaries 3.5.5
and 3.5.7.
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In Section 6.2 we study, in a more general setting, the consequences of intersection of
two spaces on profile decompositions.

3.9 Cocompactness of trace embeddings

Let ℝN+ = ℝN−1 × (0,∞), with coordinates denoted as (x, z), x ∈ ℝN−1, z > 0. When it
does not cause ambiguity, we will abbreviate ℝN−1 × {0} in the notation as ℝN−1.

In this section, we consider the space Ḣ1,p(ℝN+ ), p ∈ [1,N), defined as the closed
subspace of all functions from Ḣ1,p(ℝN ) satisfying u(x, z) = u(x,−z). We equip it with
an equivalent norm

‖u‖ = (∫
ℝN+
|∇u|pdxdz)

1
p

, (3.56)

(which is a scalar multiple of the gradient norm) and with a group

𝒢 = {u 󳨃→ 2
N−p
p ju(2j(x + y), 2jz)}y∈ℝN−1 ,j∈ℤ. (3.57)

This group consists of isometries on Ḣ1,p(ℝN+ ), which also extend to isometries on
Lp̄(ℝN−1 × {0}), where p̄ = p(N−1)

N−p . We would like to address cocompactness of the trace
embedding Ḣ1,p(ℝN+ ) 󳨅→ Lp̄(ℝN−1 × {0}).
Theorem 3.9.1. Embedding Ḣ1,p(ℝN+ ) 󳨅→ Lp̄(ℝN−1 × {0}) is cocompact relative to the
group (3.57), and the Lp̄(ℝN−1 × {0})-norm gives a local metrization of the 𝒢-weak con-
vergence in Ḣ1,p(ℝN+ ).
Proof. 1. Let (uk) be a sequence in Ḣ1,p(ℝN+ ) and assume that uk

𝒢
⇀ 0. We will reduce

the question whether uk → 0 in Lp̄(ℝN−1 × {0}) to compactness of the local Sobolev
embedding, namely, that if vk ⇀ 0 in Ḣ1,p(ℝN+ ), then

∫(0,1)N−1 󵄨󵄨󵄨󵄨vk(x,0)󵄨󵄨󵄨󵄨pdx → 0. (3.58)

By density, we may assume without loss of generality that uk ∈ C∞0 (ℝN ). Let χ ∈
C∞0 (( 12 , 4)), such that χ(t) ≤ t, χ(t) = t whenever t ∈ [1, 2] and |χ󸀠| ≤ 2, and define

χj(s) = 2
N−p
p jχ(2− N−pp js), j ∈ ℤ, s > 0.

Letψ ∈ C∞0 ((−2, 2)N−1) satisfyψ(x) = 1 for x ∈ (0, 1)N−1. By continuity of the embedding
Ḣ1,p(ℝN+ ) 󳨅→ Lp̄(ℝN−1 × {0}) written for a function ψ(⋅ − y)χ(uk), we have, for every
y ∈ ℤN−1,

( ∫(0,1)N−1+y χ(uk(x,0))p̄dx)
p/p̄
≤ C ∫((−2,2)N−1+y)×(0,∞)(|∇uk |p + χ(uk)p)dxdz.
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Taking into account that χ(s)p̄ ≤ C|s|p, we then have

∫(0,1)N−1+y χ(uk(x,0))p̄dx
≤ C ∫((−2,2)N−1+y)×(0,∞)(|∇uk |p + χ(uk)p)dxdz( ∫(0,1)N−1+y χ(uk(x,0))p̄dx)

1−p/p̄
≤ C ∫((−2,2)N−1+y)×(0,∞)(|∇uk |p + χ(uk)p)dxdz( ∫(0,1)N−1+y |(uk(x,0)|pdx)

1−p/p̄
.

Adding the above inequalities over y ∈ ℤN−1, we obtain
∫(0,1)N−1+y χ(uk(x,0))p̄dx ≤ C ∫ℝN+ (|∇uk |p + χ(uk)p)dxdz

× sup
y∈ℤN−1( ∫(0,1)N−1+y |uk(x,0)|pdx)

1−p/p̄
.

Note that, by the definition of χ and the limiting Sobolev embedding,

∫
ℝN+

χ(uk)
pdxdz ≤ C ∫

ℝN+
χ(uk)

p∗dxdz

≤ C(∫
ℝN+
|∇uk |

pdxdz)
p∗/p
≤ C,

which implies

∫(0,1)N−1+y χ(uk(x,0))p̄dx ≤ C sup
y∈ℤN−1( ∫(0,1)N−1+y |uk(x,0)|pdx)

1−p/p̄
. (3.59)

Let yk ∈ ℤN−1 be such that
sup
y∈ℤN−1( ∫(0,1)N−1+y |uk(x,0)|pdx)

1−p/p̄
≤ 2( ∫(0,1)N−1+yk |uk(x,0)|pdx)

1−p/p̄
. (3.60)

Since uk
𝒢
⇀ 0, uk(⋅ − (yk ,0))⇀ 0 in Ḣ1,p(ℝN+ ) and, by (3.58),

∫(0,1)N−1+yk 󵄨󵄨󵄨󵄨uk(⋅,0)󵄨󵄨󵄨󵄨
pdx = ∫(0,1)N−1 󵄨󵄨󵄨󵄨uk(⋅ − yk ,0)󵄨󵄨󵄨󵄨pdx → 0.
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Substituting this into (3.59), and repeating the argument above for −uk we obtain

∫
ℝN−1 χ(
󵄨󵄨󵄨󵄨uk(x,0)

󵄨󵄨󵄨󵄨)
p̄dx → 0.

Moreover, since for any sequence jk ∈ ℤ,

2
N−p
p jkuk(2

jk ⋅,0) 𝒢
⇀ 0,

we also have, with arbitrary jk ∈ ℤ, k ∈ ℕ,

∫
ℝN−1 χjk (

󵄨󵄨󵄨󵄨uk(x,0)
󵄨󵄨󵄨󵄨)
p̄dx → 0. (3.61)

2. Note now that, with j ∈ ℤ and r = N−p
p ,

( ∫
ℝN−1 χj(
󵄨󵄨󵄨󵄨uk(x,0)

󵄨󵄨󵄨󵄨)
p̄dx)

p/p̄
≤ C ∫

2r(j−1)≤|uk |≤2r(j+2) |∇uk |pdxdz,
which can be rewritten as

∫
ℝN−1 χj(
󵄨󵄨󵄨󵄨uk(x,0)

󵄨󵄨󵄨󵄨)
p̄dx ≤ C ∫

2r(j−1)≤|uk |≤2r(j+2) |∇uk |pdxdz( ∫ℝN−1 χj(󵄨󵄨󵄨󵄨uk(x,0)󵄨󵄨󵄨󵄨)
p̄dx)

1−p/p̄
. (3.62)

Adding the inequalities (3.62) over j ∈ ℤ and taking into account that the sets 2j−1 ≤
|uk | ≤ 2j+2 cover ℝN with a uniformly finite multiplicity, we obtain

∫
ℝN−1
󵄨󵄨󵄨󵄨uk(x,0)

󵄨󵄨󵄨󵄨
p̄dx ≤ C ∫

ℝN

|∇uk |
pdxdz sup

j∈ℤ ( ∫
ℝN−1 χj(
󵄨󵄨󵄨󵄨uk(x,0)

󵄨󵄨󵄨󵄨)
p̄dx)

1−p/p̄
. (3.63)

Let jk be such that

sup
j∈ℤ ( ∫
ℝN−1 χj(
󵄨󵄨󵄨󵄨uk(x,0)

󵄨󵄨󵄨󵄨)
p̄dx)

1−p/p̄
≤ 2( ∫
ℝN−1 χjk (

󵄨󵄨󵄨󵄨uk(x,0)
󵄨󵄨󵄨󵄨)
p̄dx)

1−p/p̄
,

and note that the right-hand side converges to zero due to (3.61). Then from (3.63), it
follows that uk(⋅,0)→ 0 in Lp̄(ℝN−1 × {0}).

3. Since 𝒢 consists of isometries on Lp̄(ℝN−1 × {0}), by Lemma 3.1.5, the norm of
Lp̄(ℝN−1 × {0}) provides local metrization of 𝒢-weak convergence on Ḣ1,p(ℝN+ ).
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3.10 Spaces cocompactly embedded into themselves

Theorem 3.10.1. The space Ck(ℝN ), k ∈ ℕ0 = {0, 1, 2, . . . }, is cocompactly imbedded
into itself relatively to the group of shifts 𝒢ℝN .

Proof. Let (un) be a bounded sequence in Ck(ℝN ) such that for any sequence (yn) in
ℝN , un(⋅ + yn) ⇀ 0. Since v 󳨃→ 𝜕βv(0) is a continuous functional in Ck(ℝN ) for each
β ∈ ℕN0 , |β| ≤ k, it follows from un(⋅ + yn) ⇀ 0 that 𝜕βun(yn) → 0 in ℝN whenever
|β| ≤ k. Choosing yn ∈ ℝN such that

∑|β|≤k󵄨󵄨󵄨󵄨𝜕βun(yn)󵄨󵄨󵄨󵄨 ≥ 12 sup
y∈ℝN ∑|β|≤k󵄨󵄨󵄨󵄨𝜕βun(y)󵄨󵄨󵄨󵄨 = 12 ‖un‖Ck(ℝN ),

we have ‖un‖Ck(ℝN ) → 0.

Let Ċ0,α(ℝN ), α ∈ (0, 1], denote the factor space of functions modulo additive con-
stants, with the norm ‖u‖ = supx ̸=y∈ℝN |u(x)−u(y)||x−y|α .

Theorem 3.10.2. The space Ċ0,α(ℝN ), α ∈ (0, 1], is cocompactly embedded into itself
relative to the rescaling group

𝒢−αℝ def= {u 󳨃→ t−αu(t(⋅) − y)}t>0,y∈ℝN , (3.64)

acting on Ċ0,α(ℝN ) in the sense of Definition 3.2.3.
Proof. Note that the group (3.64) acts isometrically on Ċ0,α(ℝN ). Let (uk) be a bounded
sequence in C0,α(ℝN ) such that t−αk uk(tk(⋅ + zk)) ⇀ 0 for any sequence (zk) in ℝN and
any sequence (tk) of positive numbers. Let xk , yk ∈ ℝN be such that

|uk(xk) − uk(yk)|
|xk − yk |α

≥ 1
2

sup
x ̸=y∈ℝN |uk(x) − uk(y)||x − y|α

= 1
2
‖uk‖Ċα(ℝN ). (3.65)

Set tk = |xk − yk |, zk = t−1k xk, ωk =
yk−xk
tk

and assume, without loss of generality, that
ωk → ω. Set vk(x) = t−αk uk(tk(x + zk)) and note, since v 󳨃→ v(ξ ) − v(η), ξ , η ∈ ℝN , is a
continuous functional in Ċα(ℝN ), that vk(ω) − vk(0)→ 0. Then

|uk(xk) − uk(yk)|
|xk − yk |α

= 󵄨󵄨󵄨󵄨vk(ωk) − vk(0)
󵄨󵄨󵄨󵄨 ≤ |vk(ωk) − vk(ω)

󵄨󵄨󵄨󵄨+|vk(ω) − vk(0)
󵄨󵄨󵄨󵄨

≤ ‖vk‖|ωk − ω|
α + o(1) = ‖uk‖|ωk − ω|

α + o(1)→ 0,

and thus, by (3.65), ‖uk‖→ 0.

Remark 3.10.3. An analogous proof extends the assertion of the theorem above to the
spaces Ċk,α, k ∈ ℕ, which are cocompactly embedded into themselves relatively to the
group 𝒢−k−αℝ .
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Corollary 3.10.4. Let E be a 𝒢ℝN -invariant Banach space continuously embedded into
Ck(ℝN ) for some k ∈ ℕ0. If C∞0 (ℝN ) is dense in E∗ and (3.55) is satisfied, then this em-
bedding is 𝒢ℤN -cocompact.

Proof. Apply Lemma 3.1.6 and Lemma 3.8.1.

The following corollary generalizes Theorem 3.2.4.

Corollary 3.10.5. Let E be a 𝒢−k−αℝ -invariant Banach space continuously embedded into
Ċk,α(ℝN ), α ∈ (0, 1], k ∈ ℕ0. If C∞0 (ℝN ) is dense in E∗, tαkφ(t−1k ⋅+yk)→ φ in E∗ whenever
φ ∈ C∞0 (ℝN ), tk → 1 and yk → 0, then this embedding is cocompact relative to 𝒢−k−α.
Proof. Apply Lemma 3.1.6 and an argument analogous to Lemma 3.8.1.

3.11 Cocompactness of the radial Moser–Trudinger embedding

Let B = B1(0) ⊂ ℝN , N ≥ 2. In this section, we prove cocompactness of an embedding
of the Sobolev space H1,N

0,rad(B) of radial functions, relative to the multiplicative group
of isometries

𝒢 = {u 󳨃→ gs(u) = s
(1−N)/Nu(|x|s), s > 0}. (3.66)

Let

ηr
def= log 1

r
, 0 < r < 1,

and define

Vp(r)
def= {

r−Nη(r)−N−(p−N) N−1N , N ≤ p <∞,
η(r)

1−N
N , p =∞,

(3.67)

The following family of functionswas used byMoser [94] in the proof that the constant
αN in (1.30) is optimal:

mt(r)
def= (ωN−1)− 1

N η
N−1
N
t min{ηr

ηt
, 1}, r, t ∈ (0, 1). (3.68)

It is easy to calculate that functions mt(|x|) on B satisfy ‖∇mt‖N = 1. Let us define a
continuous linear functional on H1,N

0,rad(B) associated with the functionmt, t ∈ (0, 1):

⟨m∗t , u⟩ def= ∫
B

󵄨󵄨󵄨󵄨∇mt(|x|)
󵄨󵄨󵄨󵄨
N−2∇mt(|x|) ⋅ ∇u dx.

Lemma 3.11.1. Let u ∈ H1,N
0,rad(B). Then for every t ∈ (0, 1),
⟨m∗t , u⟩ = ω1/N

N−1η(1−N)/Nt u(t). (3.69)
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Proof. We have

⟨m∗t , u⟩ = ωN−1 t

∫
1

u󸀠(r)󵄨󵄨󵄨󵄨m󸀠t(r)󵄨󵄨󵄨󵄨N−1rN−1dr
= ωN−1ω 1−N

N
N−1η(1−N)/Nt

t

∫
1

u󸀠(r)dr = ω1/N
N−1η(1−N)/Nt u(t).

Corollary 3.11.2. Every function u ∈ H1,N
0,rad(B) satisfies the inequality

‖u‖∞,V∞ = sup
r∈(0,1)󵄨󵄨󵄨󵄨u(r)󵄨󵄨󵄨󵄨η(1−N)/Nr ≤ ω−1/NN−1 ‖∇u‖N (3.70)

and the constant ω−1/NN−1 in the right-hand side is optimal.

Proof. Apply Hölder inequality to (3.69). The best constant is attained at u = mt .

Lemma 3.11.3. The space H1,N
0,rad(B) is continuously embedded into Lp(B,Vp), p ∈

[N ,∞].

Proof. Case p =∞ is proved in Corollary 3.11.2. The case p = N is a well-knownHardy-
type inequality (see, e. g., [6])

∫
B

|u|N

|x|NηN|x| dx ≤ (N − 1N
)
N
∫
B

|∇u|Ndx. (3.71)

Case p ∈ (N ,∞) follows from the endpoint cases by the Hölder inequality.

Note that the Lp(B,Vp)-norms are invariant with respect to the group (3.66).

Theorem 3.11.4. Embedding H1,N
0,rad(B) 󳨅→ L∞(B,V∞) is cocompact relative to the group

(3.66).

Proof. Observe first, by direct computation, that for every s > 0 and t ∈ (0, 1),

gsmt = mt1/s and g∗s m∗t = m∗t1/s . (3.72)

Let tk ∈ (0, 1) be an arbitrary sequence and let sk = log 1
tk
. If uk

𝒢
⇀ 0, then ⟨m∗1/e,

gskuk⟩→ 0. By (3.72), we have

⟨m∗1/e, gskuk⟩ = ⟨m∗tk , uk⟩.
Then, using (3.69) we have

sup
r∈(0,1)󵄨󵄨󵄨󵄨uk(r)󵄨󵄨󵄨󵄨η(1−N)/Nr → 0. (3.73)

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



3.12 Bibliographic notes | 57

Corollary 3.11.5. Let p ∈ (N ,∞). Embedding H1,N
0,rad(B) 󳨅→ Lp(B,Vp) is cocompact rela-

tively to the group (3.66).

Proof. Let uk
𝒢
⇀ 0. By (3.71) and (3), we have

‖uk‖p,Vp
≤ ∫

B

|uk |N

|x|NηN|x| dx( supr∈(0,1) |uk(r)|η
N−1
N
r

)
p−N
→ 0.

Remark 3.11.6. By Lemma 3.1.5, the Lp(B,Vp)-norm, p ∈ (N ,∞], provides a local
metrization of the embedding H1,N

0,rad(B) 󳨅→ Lp(B,Vp).

Proposition 3.11.7. If uk
𝒢
⇀ 0 in H1,N

0,rad(B), then for any λ > 0,
∫
B

(eλ|uk | NN−1 − 1)dx → 0.

(In other words, embedding H1,N
0,rad(B) 󳨅→ exp L

N
N−1 (B) is cocompact relative to the group

(3.66).)

Proof. By Theorem 3.11.4, there is a sequence ϵk → 0 such that |uk |N/(N−1)(r) ≤ ϵkηr .
Then

0 ≤ ∫
B

(eλ|uk | NN−1 − 1)dx ≤ ∫
B

(rλϵk − 1)dx → 0. (3.74)

3.12 Bibliographic notes

Theorem 3.2.1 for s = 1, 1 ≤ p < N, was proved by Solimini [112]. We give here a second
proof, for general s > 0, following Jaffard [68], and also quote a third, elementary,
proof for the case s = 1 from [126]. A fourth proof, following the wavelet decomposi-
tions approach of [13], is provided for the embeddings of Besov spaces, Theorem 3.5.1
(its Corollary 3.5.5 applies to Sobolev embeddings). The range of parameters in em-
beddings handled here is larger than in [13] because the argument in the latter is de-
pendent on a technical property [13, Assumption 1.1] which is stronger than cocom-
pactness.

An example of non-cocompact embedding into the Lorentz space, Ḣ1,p(ℝN ) 󳨅→
Lp
∗ ,p(ℝN ) in Corollary 3.3.2, based on the noncompactness of the embedding defined

by the Hardy inequality (Proposition 3.3.1), is due to Solimini [112].
Interpolation of cocompact embeddings with applications to inhomogeneous

Sobolev and Besov spaces, studied in [35], is only a tentative incursion into the sub-
ject. Same applications as those following from Theorem 3.6.3 can be handled in the
case p < N/s by Theorem 3.8.2 by means of reduction of known 𝒢r-cocompactness
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for corresponding homogeneous spaces. Theorem 3.6.3 is restricted to spaces E0 and
E1 equipped with the same scaling group. An illustrative Proposition 3.6.4 studies
invariance of interpolated spaces when the endpoint spaces E0, E1 have respective
𝒢r0 and 𝒢r1 -invariance, but presently we do not know of any result on interpolation of
𝒢r-cocompactness.

Cocompactness of trace embeddings in Section 3.9 is an elementary generaliza-
tion of an analogous statement for Ḣ1,2(ℝN+ ) in [127]. A further generalization to traces
on hyperplanes of lower dimension seems to be elementary but we have not seen it in
literature. Moreover, given that sharper trace embeddings involve Besov spaces (see,
e. g., [2]), there is awhole range of significant trace embeddings expected to be cocom-
pact.

Cocompactness of Moser–Trudinger embeddings and corresponding profile de-
compositions were first proved for the radial case by [4], followed by the nonradial
case for N = 2 in [7]. Embedding H1,N

0,rad(B) 󳨅→ LN (B,VN ), associated with inequality
(3.71), is not 𝒢-cocompact ([4]). The argument is similar to Proposition 3.3.1. The prob-
lem in full generality remains open, and in most remaining cases no suitable scaling
set 𝒢 is known. Nonlinear dilations similar to the group (3.66) have been also studied
for the radial subspace of H1,2 on the hyperbolic spaceℍN in [100].
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4 Profile decomposition in Banach spaces
In this chapter, we prove existence of profile decomposition for general Banach spaces
and its counterparts for dual spaces and for spaces of vector-valued functions, provide
its realization for Besov and Triebel–Lizorkin spaces (which, suitably normed, satisfy
the Opial condition), and discuss consequences of asymptotic decoupling of bubbles
in nonlinearities.We conclude the chapterwith an example of a profile decomposition
in the context of the Moser–Trudinger inequality.

4.1 Profile decomposition

Definition 1.2.4 of profile decomposition can be extended from Hilbert spaces to Ba-
nach spaces verbatim, but when concentration profiles are obtained by (1.9), conver-
gence of the sum of elementary concentrations (4.3) generally cannot be assured by
known means. Only by replacing weak convergence with Delta convergence (which
makes no difference in Hilbert space) one has a Banach space counterpart of (1.15),
(4.7). Thuswe extendDefinition 1.2.4 to Banach spaces by invoking Delta-convergence
instead of weak convergence, which allows to use “energy” estimate (2.15), which
leads to (4.7), and eventually to convergence of the sum (4.3) representing defect of
compactness.

Definition 4.1.1 (Concentration family). Let E be a Banach space and let 𝒢 be a set of
linear bijective isometries of E. One says that a countable set of pairs (w(n),
(g(n)k )k∈ℕ)n∈ℕ ⊂ B × 𝒢ℕ is a concentration family for a bounded sequence (un)n∈ℕ
in E, if g(1)k = id,

g(n)−1k uk ⇁ w(n), (4.1)

and

g(n)−1k g(m)k ⇀ 0 wheneverm ̸= n. (4.2)

The functionsw(n) are called concentration profiles of (un)n∈ℕ, associated with scaling
sequences (g(n)k )k∈ℕ, sequences (g(n)k w(n))k∈ℕ in E are called elementary concentrations
(or blowups, or cores) for the sequence (un)n∈ℕ, and property (4.2) is called (asymp-
totic) decoupling.

Definition 4.1.2 (Profile decomposition). Let (un)n∈ℕ be a bounded sequence in a Ba-
nach space E and let 𝒢 be a set of linear bijective isometries of E. One says that (un)
admits a profile decomposition if it has a concentration family (w(n), (g(n)k )k∈ℕ)n∈ℕ ⊂
E × 𝒢ℕ such that the series

Sk
def
= ∑

n
g(n)k w(n), (4.3)

https://doi.org/10.1515/9783110532432-004
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called defect of compactness, converges in E unconditionally (with respect to n) and
uniformly with respect to k, and

uk − Sk
𝒢
⇁ 0. (4.4)

Such concentration family is called complete.

Definition 4.1.3. Agroup𝒢0 of isometries on aBanach spaceE is called a scaling group
(or dislocation group) if the following relations are satisfied:

gk ∈ 𝒢0, k ∈ ℕ, gk ⇀̸ 0 󳨐⇒ ∃(kj) ⊂ ℕ : (g
−1
kj ) and (gkj ) converge operator-strongly

(4.5)
(i. e., pointwise), and

uk ⇁ 0, w ∈ X, gk ∈ 𝒢0, k ∈ ℕ, gk ⇀ 0 󳨐⇒ uk + gkw ⇁ 0. (4.6)

Remark 4.1.4. When weak convergence and Delta-convergence coincide, condition
(4.6) trivially holds true, so this definition generalizes the definition of the dislocation
group from [127] to Banach spaces. Furthermore, in this case, concentration profiles
(4.1) become weak limits as in (1.9).

Remark 4.1.5. When 𝒢0 is a scaling group, profiles w(n) in (4.3) are unique, up to ex-
traction of a subsequence and up to multiplication by an operator g ∈ 𝒢0. The argu-
ment is repetitive of that in Proposition 3.4 in [127], which considers the case of Hilbert
space.

Theorem 4.1.6. Let E be a uniformly convex and uniformly smooth Banach space
equipped with a scaling group 𝒢0 and let 𝒢 ∋ id be a subset of 𝒢0.Then every bounded
sequence (xk)k∈ℕ in E has a subsequence that admits a profile decomposition relative
to 𝒢. Moreover, if ‖xk‖ ≤ 1, then ‖w(n)‖ ≤ 2 for all n ∈ ℕ and

lim sup ‖xk − Sk‖ +∑
n
δ(󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩) ≤ 1, (4.7)

where Sk is the sum (4.3), w(n) are concentration profiles as in Definition 4.1.1, and δ is
the modulus of convexity of E.

Remark 4.1.7. Condition ‖xk‖ ≤ 1 can be removed by applying Theorem 4.1.6 to a sub-
sequence of xk/‖xk‖ with ‖xk‖ → ν > 0. Theorem 4.1.6 remains valid with δ in (4.7)
replaced by νδ( ⋅ν ).
Remark 4.1.8. The assumption of uniform convexity in Theorem 4.1.6 cannot be re-
moved. Indeed, let E = L∞(ℝ) equipped with the group of integer shifts 𝒢ℤ and Let xk
be a characteristic function 1Ak

of the set

Ak =
2k

⋃
j=1[a(j)k , a(j)k + j

2k
]
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where a(j)k ∈ ℝ satisfy |a(j)k − a(ℓ)k | ≥ 2k whenever j ̸= ℓ. Then xk will have concentra-
tion profiles 1[a,a+t] for every t ∈ (0, 1], contrary to Theorem 4.1.6 where the set of all
concentration profiles of a sequence is countable.

Corollary 4.1.9. If space E, in addition to the assumptions of Theorem 4.1.6, is 𝒢-Delta-
cocompactly embedded into another Banach space F (if E satisfies the Opial condition,
this coincides with 𝒢-cocompactness), then the remainder rk

def
= uk − Sk converges to

zero in the norm of F. If, furthermore, E is a Hilbert space, one also has (1.15).

4.2 Opial condition in Besov and Triebel–Lizorkin spaces

Given that Delta-cocompactness of embeddings, distinct from cocompactness, re-
mains generally unknown, application of Theorem 4.1.6 relies on coincidence be-
tween Delta-convergence and weak convergence together with cocompact embed-
dings that yield a remainder vanishing in the target space. In particular, the two
convergence modes coincide in Besov and Triebel–Lizorkin spaces equipped with
norms (3.23) and (3.24), respectively. In the case of Sobolev spaces, which are a sub-
family of Triebel–Lizorkin spaces, the equivalent norm (3.24) is different from the
standard Sobolev norm, but this does not present any difficulties: once the profile
decomposition is stated in terms of weak convergence, we may revert to the stan-
dard Sobolev norm as well as discard the general energy inequality (4.7) in favor
of the stronger energy inequality (4.25), specific for Sobolev spaces and the group
𝒢r . In this way, profile decomposition of Solimini (Theorem (4.6.4)) is a corollary of
Theorem 4.1.6.

Theorem 4.2.1. Let s ∈ ℝ and p, q ∈ (1,∞). Besov spaces Ḃs,p,q(ℝN )with the norm (3.23)
and Triebel–Lizorkin spaces Ḟs,p,q(ℝN )with the norm (3.24), satisfy the Opial condition,
and in each of these spaces Delta-convergence coincides with weak convergence.

Proof. 1. Note that the spaces in question are uniformly convex anduniformly smooth,
so oncewe show that Delta-convergence andweak convergence coincide, wewill have
theOpial condition satisfied by Proposition 2.4.3. Furthermore, it suffices to prove only
that un ⇀ u always implies un ⇁ u. Indeed, if un ⇁ u, then by Theorem 2.3.8, (un)
is a bounded sequence. Then it has a weakly convergent subsequence, whose limit is
necessarily the Delta-limit of (un), namely u. This shows, however, that every weakly
convergent subsequence of (un) has weak limit u, and thus un ⇀ 0.

2.Wemaynowapply characterization of Delta-convergence by Theorem 2.1.3, so it
suffices to show that un ⇀ 0 implies u∗n ⇀ 0. Finally, we may assume that the norm of
un is boundedaway fromzero, sinceun → 0 implies bothweakandDelta-convergence.
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Consider first Besov spaces. We have, for any φ ∈ 𝒮(ℝN ),

⟨u∗n ,φ⟩ = (∑
j∈ℤ󵄩󵄩󵄩󵄩2jsPjun󵄩󵄩󵄩󵄩qLp)

2/q−1
× ∑
j∈ℤ(∫
ℝN

󵄨󵄨󵄨󵄨2
jsPjun
󵄨󵄨󵄨󵄨
pdx)

q/p−1
∫

ℝN

󵄨󵄨󵄨󵄨2
jsPjun
󵄨󵄨󵄨󵄨
p−22js(Pjun)2jsPjφdx. (4.8)

The first factor equals ‖un‖2−q, while by assumption ‖un‖ is bounded and bounded
away from zero, so it suffices to show that the remaining product vanishes. By density
and linearity, it suffices to use as test functions φ such that Pjφ = 0 for all values of
j except one. For any j ∈ ℤ, ∫ℝN |2

jsPjun|pdx ≤ ‖un‖p, which is bounded as n → ∞,
and un ⇀ 0 implies that Pjun → 0 in L∞, which means that, for the right-hand side of
(4.8), reduced to a single term of the summation, we have

(∫

ℝN

󵄨󵄨󵄨󵄨2
jsPjun
󵄨󵄨󵄨󵄨
pdx)

q/p−1
∫

ℝN

󵄨󵄨󵄨󵄨2
jsPjun
󵄨󵄨󵄨󵄨
p−22js(Pjun)2jsPjφdx → 0.

Similar calculations for the Triebel–Lizorkin norm give

⟨u∗n ,φ⟩
= ‖un‖

2−p ∫
ℝN

[(∑
j∈ℤ󵄨󵄨󵄨󵄨2jsPjun󵄨󵄨󵄨󵄨q)

p/q−1
∑
j∈ℤ󵄨󵄨󵄨󵄨2jsPjun󵄨󵄨󵄨󵄨q−22js(Pjun)]2jsPjφdx. (4.9)

With our particular choice of test functions φ, we have

󵄨󵄨󵄨󵄨⟨u
∗
n ,φ⟩
󵄨󵄨󵄨󵄨 ≤ C(i) ∫

ℝN

(∑
j∈ℤ󵄨󵄨󵄨󵄨2jsPjun󵄨󵄨󵄨󵄨q)

p/q−1
|Piun|

q−1Piφdx. (4.10)

We now consider two cases. If p ≥ q, then by Hölder inequality we have from (4.10)

󵄨󵄨󵄨󵄨⟨u
∗
n ,φ⟩
󵄨󵄨󵄨󵄨 ≤ C(i)‖un‖

1−q/p[∫
ℝN

(|Piun|
q−1Piφ)p/qdx]q/p → 0.

If, on the other hand, p < q, by substituting a trivial inequality ∑j∈ℤ |2jsPjun|q ≥
2is|Piun|q, into (4.10) we get

󵄨󵄨󵄨󵄨⟨u
∗
n ,φ⟩
󵄨󵄨󵄨󵄨 ≤ C(i) ∫

ℝN

|Piun|
p−1Piφdx → 0.

We conclude that u∗n ⇀ 0, and thus un ⇁ 0, which proves the theorem.
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4.3 Proof of Theorem 4.1.6

Throughout this section, it is assumed that E is a uniformly smooth and uniformly
convex Banach space, equipped with a scaling group 𝒢0 and that 𝒢 is a subset of 𝒢0
containing id. We will use the notation (vk) ≺ (uk) or (uk) ≻ (vk) whenever (vk) is a
subsequence of (uk).

Our proof of Theorem 4.1.6 will start with several technical statements.

Lemma 4.3.1. Let (gk) be a sequence in 𝒢0. If gk ⇀ 0 then g−1k ⇀ 0.

Proof. If g−1k ⇀̸ 0, then by (4.5) the sequence (gk) has a strongly convergent subse-
quence, whose limit g is necessarily an isometry and, therefore, g ̸= 0, a contradic-
tion.

Lemma 4.3.2. Let (gk) be a sequence in 𝒢 such that g−1k is operator-strongly convergent.
If xk ⇁ 0, then gkxk ⇁ 0.

Proof. By operator-strong convergence, there is a linear isometry h, such that g−1k y →
hy for all y ∈ E,

⟨(gkxk)
∗, y⟩ = ⟨x∗k , g−1k y⟩ = ⟨x∗k , hy⟩ + o(1)→ 0.

The next lemma describes how scaling sequences (gk) become asymptotically de-
coupled.

Lemma 4.3.3. Let (uk) be a bounded sequence in E. If two sequences (g(1)k )k∈ℕ and
(g(2)k )k∈ℕ in 𝒢, satisfy (g(1)k )−1uk ⇁ w(1) and (g(2)k )−1(uk − g(1)k w(1)) ⇁ w(2) ̸= 0, then
(g(1)k )−1(g(2)k )⇀ 0.

Proof. Assume that (g(1)k )−1(g(2)k ) does not converge weakly to zero. Then by (4.5), on a
renamed subsequence, (g(1)k )−1(g(2)k ) converges operator-strongly to some isometry h.
Then by Lemma 4.3.2,

(g(1)k )−1(g(2)k )[(g(2)k )−1(uk − g(1)k w(1)) − w(2)]⇁ 0,

which, taking into account (4.6), gives

(g(1)k )−1uk − w(1) − hw(2) ⇁ 0.

This, however, contradicts the definition ofw(1) and the assumption thatw(2) ̸= 0.
In the next statement, we obtain decoupled scaling sequences by iteration.

Lemma 4.3.4. Let uk be a bounded sequence in E and let sequences (g(n)k )k in 𝒢,
and w(n) ∈ E, n = 1, . . . ,M, satisfy g(1)k = id, (g(n)k )−1uk ⇁ w(n), n = 1, . . .M, and
(g(n)k )−1(g(m)k ) ⇀ 0 whenever n < m. Assume that there exists a sequence (g(M+1)k ) in 𝒢
such that, on a renumbered subsequence, (g(M+1)k )

−1(uk−w(1)−g(2)k w(2)−⋅ ⋅ ⋅−g(M)k w(M))⇁
w(M+1) ̸= 0. Then (g(n)k )−1(g(M+1)k )⇀ 0 for n = 1, . . .M.
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Proof. We apply Lemma 4.3.3, with 1 replaced by n, 2 by M + 1, and uk by uk −
∑m ̸=n g(m)k w(m), taking into account (4.6).

We now start the construction needed for the proof of Theorem 4.1.6.
The following partial strict order relation between sequences in E will be denoted

as >. First, given two sequences (xk) and (yk) in E, we shall say that (xk) ≻ (yk) if there
exists a sequence (gk) in 𝒢, an element w ∈ E \ {0}, and a renumeration (nk) such that
g−1nk xnk ⇁ w and yk = xnk−gnkw. By Lemma 2.5.1, if (xk) ≻ (yk) and ‖xk‖ ≤ 1, then ‖yk‖ ≤ 1
for all k sufficiently large. Then, by Delta-compactness of bounded sequences, every
sequence (xk) in E, ‖xk‖ ≤ 1, which is not 𝒢-Delta-convergent to 0, there is a sequence
(yk) in E, such that ‖yk‖ ≤ 1 and (xk) ≻ (yk).

Thenwe shall say that (xk) > (yk) in one step, if (xk) ≻ (yk) and inm steps,m ≥ 2, if
there existm sequences (x1k) ≻ (x

2
k) ≻ ⋅ ⋅ ⋅ ≻ (x

m
k ), such that (x

1
k) = (xk) and (x

m
k ) = (yk).

Note that, for every sequence (xk) in E, ‖xk‖ ≤ 1, either there exists a finite number
of steps m0 ∈ ℕ such that (xk) > (yk) in m0 steps for some (yk) in E, ‖yk‖ ≤ 1, and
p((yk)) = 0, or for every m ∈ ℕ there exists a sequence (yk) in E, ‖yk‖ ≤ 1, such that
(xk) > (yk) inm steps. We will say that (xk) ≥ (yk) if either (xk) > (yk) or (xk) = (yk)

Define now

σ((xk)) = inf(yk)≥(xk) supk∈ℕ ‖yk‖
and observe that if (xk) ≥ (zk), then σ((xk)) ≤ σ((zk)), since the set of sequences (yk)
dominating (zk) is a subset of sequences dominating (xk).

Lemma 4.3.5. Let (xk) > (yk) in m steps, ‖xk‖ ≤ 1 and η > 0. Then there exist
w(1), . . . ,w(m) ∈ E, sequences (g(1)k ), . . . , (g(m)k ) in 𝒢, and a renumeration (nk) such that

yk = xnk −
m
∑
n=1 g(n)nk w(n),

(g(p)nk )−1g(q)nk ⇀ 0 for p ̸= q, and for any set J ⊂ Jm = (1, . . . ,m),

δ(∑
n∈J g(n)nk w(n)) ≤ sup ‖xnk ‖ − σ((xnk )) + η, for all k sufficiently large. (4.11)

Proof. The first assertion follows from Lemma 4.3.4. Define

αk
def
= xnk − ∑

n∈Jm\J g(n)k w(n),
βk

def
= xnk − ∑

n∈Jm\J g(n)k w(n) − 1
2
∑
n∈J g(n)k w(n) = 1

2
(αk + yk).

By Lemma 2.5.1, ‖yk‖ ≤ ‖αk‖ ≤ ‖xk‖ ≤ 1 and βk ≤ 1 for all k large. Note that, as in
the construction above, we can take k large enough so that sup ‖βk‖ ≤ inf ‖βk‖ + η. By
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uniform convexity, we have for all k sufficiently large

‖βk‖ ≤ ‖αk‖ − δ(αk − yk).

Therefore,

δ(
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∑
n∈J g(n)k w(n)󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩) ≤ ‖αk‖ − ‖βk‖ ≤ sup ‖xk‖ − σ((xk)) + η.

Let us now define the following value associated with sequences in E:

p((uk)k∈ℕ) def= sup{‖w‖ : ∃(vk) ≺ (vk) and (gk) in 𝒢, such that g−1k (unk )⇁ w}.

Note that by the definition of 𝒢-Delta convergence uk
𝒢
⇁ u if and only if

p((uk − u)k∈ℕ) = 0.
Proof of Theorem 4.1.6. Let xk ∈ E, ‖xk‖ ≤ 1, k ∈ ℕ. For every j ∈ ℕ, define ϵj = δ(

1
2j ).

Let (x(1)k ) ⊂ E be such that (xk) > (x
(1)
k ) and sup ‖x

(1)
k ‖ < σ((xk)) + ϵ1. Consider the fol-

lowing iterations. Given (x(j)k )k, either p((x(j)k )k) = 0, in which case there is a profile
decomposition with rk = x

(j)
k , or there exists a sequence (x(j+1)k )k < (x

(j)
k )k, such that

supk ‖x
(j+1)
k ‖ < σ((x

(j)
k )k) +

ϵj
2 , j ∈ ℕ. Let us denote as n

j
k the cumulative enumeration of

the original sequence that arises at the jth iterative step, and denote asmj+1 the num-
ber of elementary concentrations that are subtracted at the transition from (x(j)k )k to
(x(j+1)k )k (using the convention x

(0)
k

def
= xk). SetMj = ∑

j
i=1mi,M0 = 0. Then the sequence

(x(j)k )k admits the following representation:

x(j)k = xnjk − Mj

∑
n=1 g(n)njk w(n), k ∈ ℕ.

By Lemma 4.3.5, under an appropriate renumeration such that (4.11) holds for all k,

δ(
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

Mj

∑
n=Mj−1+1 g(n)njk w(n)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
) ≤ sup󵄩󵄩󵄩󵄩x

(j+1)
k
󵄩󵄩󵄩󵄩 − σ((x

(j)
k )) +

ϵj
2
< ϵj, k ∈ ℕ,

and thus

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

Mj

∑
n=Mj−1+1 g(n)njk w(n)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 2−j, j ∈ ℕ.

Let us now diagonalize the double sequence x(j)k by considering

x(k)k = xnkk − Mk

∑
n=1 g(n)nkk w(n).
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Let us show that x(k)k 𝒢
⇁ 0. Indeed, by definition of functional p and Lemma 4.3.5,

δ(p(xk)) ≤ sup ‖x_k‖ − σ(xk) and, therefore, for any j ∈ ℕ and all k ≥ j,

p(x(k)k ) ≤ p(x(j)k ) ≤ sup󵄩󵄩󵄩󵄩x(j)k 󵄩󵄩󵄩󵄩 − σ(x(j)k ) ≤ ϵj.
Since j is arbitrary, this implies p(x(k)k ) = 0. Furthermore, denoting an arbitrary subset
of {Mj + 1, . . . ,Mj+1}, j ∈ ℕ, as Jj, we have

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞
∑

n=Mk+1 g(n)nkk w(n)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤
∞
∑
j=k󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩∑n∈Jj g(n)nkk w(n)

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤

1
2k−1 .

We have therefore

xnkk −
∞
∑
n=1 g(n)nkk w(n) 𝒢

⇁ 0,

understanding the series as a sum Sk + S󸀠k, of Sk = ∑Mk
n=1 g(n)nkk w(n) – a finite, not a priori

bounded, sum – and of a series S󸀠k = ∑∞n=Mk+1 g(n)nkk w(n) that converges unconditionally
and uniformly in k.

Note, however, that Sk is a sum of a bounded sequence xnkk , a 𝒢-Delta-vanishing
(and thus bounded) sequence, and of the convergent series S󸀠k is boundedwith respect
to k. Therefore, the sum S󸀠k is bounded with respect to k and, consequently, the series
Sk + S󸀠k is convergent in norm, unconditionally and uniformly in k.

Finally, our construction can be carried out without further modifications if at the
beginning, if xk ⇁̸ 0, one sets g(1)k = id, or, if xk ⇁ 0 one starts the sum Sk with the
zero term g(1)k w(1).
4.4 Profile decomposition in the dual space

Given a continuous embedding E 󳨅→ F, cocompact relative to a set 𝒢 of scaling opera-
tors, this section deals with a dual embedding F∗ 󳨅→ E∗ and with existence of profile
decomposition in F∗ relative to a dual set of scalings

𝒢# def
= {g∗−1, g ∈ 𝒢}.

Theorem 4.4.1. Let F be a uniformly convex and uniformly smooth Banach space that
satisfies the Opial condition. Let id ∈ 𝒢 ⊂ 𝒢0 where 𝒢0 is a group of linear isometries
on both E and F, which satisfies (4.5). If E 𝒢

󳨅→ F and E is dense in F, then any bounded
sequence in F∗ has a subsequence that admits a profile decomposition relative to 𝒢#,

and F∗ 𝒢#

󳨅→ E∗.

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.4 Profile decomposition in the dual space | 67

Proof. 1. Note first that condition (4.5) holds for 𝒢#
0 in F∗. Indeed, if g∗k −1 ⇀̸ 0, then

⟨v, g−1k u⟩ ↛ 0 for some u ∈ F, v ∈ F∗, and thus g−1k ⇀̸ 0 in F, and, by density, g−1k ⇀̸ 0
inE. Then, by (4.5), on a renamed subsequence, g−1k → g−1 in the strong operator sense
in E. By continuity of the embedding, g−1k → g−1 in the strong operator sense in F. This
implies that g−1 is a linear isometry onE andon F. Then, by a simple duality argument,
g∗−1 is a linear isometry on E∗ and on F∗. Then, for any v ∈ F∗, g∗k −1v ⇀ g∗−1v, and
‖g∗k −1v‖F∗ = ‖g∗−1v‖F∗ = ‖v‖F∗ . Since by assumption F∗ is uniformly convex, we have
g∗k −1 → g∗−1 in the strong sense.

2. Note also that F∗ satisfies the Opial condition. Indeed, since F is uniformly con-
vex and uniformly smooth, so is F∗. In each of F and F∗, by Proposition 2.4.3, the Opial
condition is equivalent to the condition thatweak convergence andDelta-convergence
coincide, or by Theorem 2.1.3 that uk ⇀ 0⇔ u∗k ⇀ 0 for any sequence, where u∗k is the
dual conjugate of uk (with ⟨u∗k , uk⟩ = ‖uk‖2). However, the latter holds in F if and only
if it holds in F∗. Therefore, conditions of Theorem 4.1.6 are satisfied, which proves the
first assertion of the theorem.

3. Consider now a sequence (vk)k∈ℕ, vk 𝒢#

⇀ 0 in F∗, as a sequence in E∗, and let v∗k
be a dual conjugate of vk in E. Consider a profile decomposition for a renamed subse-
quence of (v∗k ) in E. Then, with rk def

= v∗k −∑n g(n)k w(n), we have
‖vk‖

2
E∗ =∑

n
⟨vk , g
(n)
k w(n)⟩E + ⟨vk , rk⟩E

≤∑
n
⟨g(n)∗k vk ,w

(n)⟩E + ‖vk‖F∗‖rk‖F .
Note now that each term ⟨g(n)∗k vk ,w(n)⟩E, n ∈ ℕ, vanishes by the assumption on (vk),
and that their sum is uniformly convergent relative to k and therefore vanishes aswell.
Sequence (vk) is bounded in F∗ (as a weakly convergent sequence), and rk → 0 in F
since embedding E 󳨅→ F is 𝒢-cocompact. This yields vk → 0 in E∗.

The following two statements follow immediately from the definition of profile
decomposition.

Proposition 4.4.2. Let E be a Banach space where weak convergence and Delta-
convergence coincide, equipped with a group of isometries 𝒢, and let ψ : E → E be
a continuous map satisfying ψ(gu) = gψ(u) for all g ∈ 𝒢 and u ∈ E and, moreover, let ψ
be continuous as amap fromE, equippedwith the weak topology, to E equippedwith the
weak topology (i. e., “weak-to-weak” continuous). If (uk)k∈ℕ has a profile decomposition
on E relative to 𝒢, with a concentration family (w(n), (g(n)k )k∈ℕ), n ∈ ℕ, then ψ(uk) has a
profile decomposition on E whose concentration family is (ψ(w(n)), (g(n)k )k∈ℕ), n ∈ ℕ.
Proposition 4.4.3. Let E be a Banach space where weak convergence and Delta-
convergence coincide, equipped with a group of isometries 𝒢, and let ψ : E → E∗
be a continuous map satisfying

ψ(gu) = g∗−1ψ(u) for all g ∈ 𝒢 and u ∈ E, (4.12)
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and, moreover, let ψ be continuous as a map from E, equipped with the weak topology,
to E∗ equipped with the weak topology (“weak-to-weak” continuous). If (uk)k∈ℕ has a
profile decomposition on E relative to 𝒢 with a concentration family (w(n), (g(n)k )k∈ℕ),
n ∈ ℕ, then ψ(uk) has a profile decomposition on E∗ whose concentration family is
(ψ(w(n)), (g∗(n)k

−1
)k∈ℕ), n ∈ ℕ.

Example 4.4.4. Let 1 < p < N, and consider E = Ḣ1,p(ℝN ) equipped with the group of
rescalings 𝒢

N−p
p . Let f : ℝ→ ℝ be a continuous function satisfying

f (2
N−p
p js) = 2(N− N−pp )jf (s), s ∈ ℝ, j ∈ ℤ.

Then the map ψ defined by

⟨ψ(u), v⟩ = ∫
ℝN

f (u)vdx

satisfies (4.12).

Example 4.4.5. Let 1 < p < N, and consider E = H1,p(ℝN ) equipped with the group of
shifts 𝒢ℤN . Let f : ℝ × ℝ

N → ℝ be a continuous function, satisfying

f (x + y, s) = f (x, s), x ∈ ℝN , y ∈ ℤN ,

and

|f (x, s)| ≤ C(|s|p + |s|p
∗
)

Then the map ψ defined by

⟨ψ(u), v⟩ = ∫
ℝN

f (x, u(x))v(x)dx

satisfies (4.12).

4.5 Profile decomposition for vector-valued functions

Let E be a Banach space equipped with a bounded set 𝒢 of bounded linear operators
on E. We consider now profile decompositions on a product space Eν, ν = 2, 3, . . . ,
relative to the diagonal action

ν𝒢 = {(u1, . . . , uν) 󳨃→ (gu1, . . . , guν)}g∈𝒢 (4.13)

as distinct from the product action {(u1, . . . , uν) 󳨃→ (g1u1, . . . , gνuν)}g1 ,...,gν∈𝒢 . Profile de-
compositions relative to the latter, larger, group follow immediately from profile de-
compositions in the scalar case, but elementary concentrations in the former case take
a more specific form (gkw1, . . . , gkwν) without weakening the remainder.
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Proposition 4.5.1. Let E be a Banach space equipped with a bounded set 𝒢 of bounded
linear operators on E. A sequence of vector-valued functions in Eν, ν ∈ ℕ, is ν𝒢-weakly
vanishing if and only if its every component is 𝒢-weakly vanishing.

Proof. Sufficiency in the statement is immediate. Let us prove necessity. Let (u(1)k , . . . ,
u(ν)k ) ν𝒢⇀ 0. Then, for any fixed i = 1, . . . , ν, using test functions with only the ith com-

ponent nonzero, we get u(i)k 𝒢
⇀ 0.

Corollary 4.5.2. If a continuous embedding E 󳨅→ F is 𝒢-cocompact, then Eν 󳨅→ Fν is
ν𝒢-cocompact.

Let us fix the norm on Eν as√‖u1‖2 + ⋅ ⋅ ⋅ + ‖uν‖2.

Proposition 4.5.3. Let E be a Banach space equipped with a bounded set 𝒢 of bounded
linear operators on E. A sequence of vector-valued functions in Eν, ν ∈ ℕ, is ν𝒢-Delta
vanishing if and only if its every component is 𝒢-Delta vanishing.

Proof. Sufficiency is immediate. Let us prove necessity. Let (u(1)k , . . . , u(ν)k ) ν𝒢⇁ 0. Then,
for any gk ∈ 𝒢 and any v ∈ E,

󵄩󵄩󵄩󵄩(gku
(1)
k , . . . , gku

(ν)
k )
󵄩󵄩󵄩󵄩
2
Eν ≤
󵄩󵄩󵄩󵄩(gku
(1)
k , . . . , gku

(ν)
k ) + (v,0, . . . ,0)

󵄩󵄩󵄩󵄩
2
Eν + o(1).

This implies that ‖gku
(1)
k ‖ ≤ ‖gku

(1)
k + v‖ + o(1), that is, g

(1)
k uk ⇁ 0. Since the choice of

the index 1 is arbitrary, we have gku
(i)
k ⇁ 0 for any i = 1, . . . , ν.

Remark 4.5.4. We may now apply Theorem 4.1.6 to the uniformly convex and uni-
formly smooth Banach space Eν equipped with the group ν𝒢0 and its subset ν𝒢, where
E, the group 𝒢0 and its subset 𝒢 are as in Theorem 4.1.6. It is easy to see that ν𝒢0 is a
scaling group for Eν. Then every sequence in Eν has a profile decomposition relative
to ν𝒢, and if E is 𝒢- cocompactly embedded into F, then the remainder in (4.4) van-
ishes in Fν. We may, however, prove a more general statement that does not explicitly
require conditions of Theorem 4.1.6.

Theorem 4.5.5. Let E be a Banach space where every bounded sequence has a subse-
quence that admits a profile decomposition relative to a group of bijective linear isome-
tries𝒢. Then every bounded sequence in the product space Eν, ν ∈ ℕ, has a subsequence
that admits a profile decomposition relative to the diagonal group ν𝒢.

Proof. Wewill give here only a sketch of the proof, leaving to the reader to fill omitted
details. Consider for simplicity the space E × E and consider without loss of general-
ity two sequences (uk) and (ūk) in E with respective complete concentration families
((g(n)k )k∈ℕ,w(n)) and ((ḡ(n)k )k∈ℕ, w̄(n)).

Given n ∈ ℕ, if g(n)k −1ḡ(m)k ⇀ 0 for all m, we set w(mn) = 0. If, on the other hand,
g(n)k −1ḡ(m)k ⇀̸ 0 for some mn, then by (4.5), on a renamed subsequence, g(n)k −1ḡ(mn)

k →
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gn ∈ 𝒢 (in the senseof strongoperator convergence) and, furthermore, byLemma4.3.3,
we have, on this subsequence, g(n)k −1ḡ(m󸀠)k ⇀ 0 for all m󸀠 ̸= mn. We then can re-
place the term ((ḡ(mn)

k )k∈ℕ, w̄(mn)) in the corresponding concentration family with
((g(n)k )k∈ℕ, gnw̄(mn)) since

g(n)k −1ūk ⇁ gnw̄
(mn).

Let us now apply this algorithm iteratively, extracting on the step n + 1 a subse-
quence from the sequence obtained at the step n, and completing the extraction by
the standard diagonalization argument. As a result, we get a renamed subsequence
of (uk , ūk)k∈ℕ with (uk) having the complete concentration family ((g(n)k )k∈ℕ,w(n))n∈ℕ,
and (ūk) having the complete concentration family, which we are free to order by the
index n, ((g(n)k )k∈ℕ, gnw̄(n))n∈ℕ. Thus we arrive at a complete concentration family for
the sequence (uk , ūk) in E × E that has the form

{(g(n)k , g(n)k )k∈ℕ, (w(n), w̃(n))}n∈ℕ, (4.14)

where w̃(n) = gnw̄(mn). By Proposition 4.5.3, the remainder in (4.4) is ν𝒢-Delta vanish-
ing.

4.6 Profile decomposition in Besov, Triebel–Lizorkin, and Sobolev
spaces

Remark 4.6.1. Profile decomposition in Ḃs,p,q(ℝN ) and Ḟs,p,q(ℝN ) relative to the group
of rescalings is a particular case of the general profile decomposition theorem, The-
orem 4.1.6, once we take into account that the Opial condition is verified by Theo-
rem 4.2.1, and verify (4.5). (Note that this remark includes Sobolev spaces Ḣs,p(ℝN ) as
identified with Ḟs,p,2(ℝN ) – see (10.23).) Indeed, (4.5) holds once we note that gjk ,yku =
2
N−sp
p jk (2jk(⋅ − yk))⇀ 0 if and only if |jk | + 2jk |yk |→∞. Therefore, if gjk ,yku ⇀̸ 0, then we

have, on a renamed subsequence, jk = j ∈ ℤ and yk → y ∈ ℝN . Then gjk ,yk = gj,yk → gj,y
in the strong operator topology, which is easy to verify directly from the definition of
the respective norm. Furthermore, there is an explicit interpretation of the decoupling
relation (4.2) in terms of the group (3.1):

Lemma 4.6.2. Let E be Ḃs,p,q(ℝN ) or Ḟs,p,q(ℝN )with s > 0 and 1 < p < N/s. Let r = N−sp
p

and let gj,yu = 2rju(2j(⋅ − y)). Then g−1j󸀠k ,y󸀠kgjk ,yk ⇀ 0 if and only if

󵄨󵄨󵄨󵄨jk − j
󸀠
k
󵄨󵄨󵄨󵄨 + (2

jk + 2j
󸀠
k )󵄨󵄨󵄨󵄨yk − y

󸀠
k
󵄨󵄨󵄨󵄨→∞. (4.15)

Proof. Elementary calculations show that

g−1j󸀠 ,y󸀠u = 2−rj󸀠u(2−j󸀠 ⋅ +y󸀠),
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and thus

g−1j󸀠 ,y󸀠gj,yu
= 2r(j−j󸀠)u(2j−j󸀠(⋅ + 2j󸀠(y󸀠 − y))) = gj−j󸀠 ,2j󸀠 (y−y󸀠)u.

Note now that gjk ,yk ⇀ 0 in E if and only if |jk |+ 2jk |yk |→∞. Indeed, if |jk |+ 2jk |yk | ≤ C,
then on a renamed subsequence jk = j ∈ ℤ, yk → y ∈ ℝN , and gj,yk ⇀ gj,y. Conversely,
if |jk | → ∞, we may without loss of generality test weak convergence on functions
whose Fourier transform has compact support away from the origin, so that the sup-
port of ℱ(u(⋅ − yk))(2−jk ξ )φ(ξ ) is disjoint from any annular domain for k sufficiently
large. Finally, if jk is boundedwhile |yk |→∞, the support of u(2jk (x−yk))will become
disjoint fromany compact set for k sufficiently large.We conclude that g−1j󸀠k ,y󸀠kgjk ,yk ⇀ 0 if

and only if |jk− j󸀠k |+2j󸀠k |yk−y󸀠k |→∞. It is easy to see that this is equivalent to (4.15).
Remark 4.6.3. The same interpretation of decoupling applies to intersections of
Besov and Triebel–Lizorkin spaces whose norms are 𝒢r invariant with the same r.
Furthermore, for the subgroup 𝒢ℝN of 𝒢

r, the same interpretation, that is,

g−10,y󸀠kg0,yk ⇀ 0⇐⇒ 󵄨󵄨󵄨󵄨yk − y
󸀠
k
󵄨󵄨󵄨󵄨→∞, (4.16)

also holds for intersections of Besov and Triebel–Lizorkin spaceswith different values
of the parameter r = N−sp

p , in particular for the inhomogeneous spaces Bs,p,q(ℝN ) and
Hs,p(ℝN ).

For subcritical embeddings of inhomogeneous Besov and Sobolev spaces, co-
compact relative to the group of shifts 𝒢ℤN (as in Theorem 3.7.1, Theorem 3.7.3, Corol-
lary 3.7.4, Corollary 3.7.5, or Corollary 3.8.3), profile decomposition follows from Theo-
rem 4.1.6, with the decoupling relation defined by |y(n)k − y(m)k | → ∞, m ̸= n, and the
remainder vanishing in the norm of the target space.

Profile decomposition in Sobolev spaces, Ḣm,p(ℝN ), m ∈ ℕ0, p ∈ (1,N/m), in ad-
dition to the explicit decoupling relation (4.2) by Lemma 4.6.2, allows a sharper than
(4.7) estimate for thenormsof concentrationprofiles, set in termsof thegradient norm:

∑
n∈ℕ ∫
ℝN

󵄨󵄨󵄨󵄨∇
mw(n)󵄨󵄨󵄨󵄨pdx ≤ ∫

ℝN

󵄨󵄨󵄨󵄨∇
muk
󵄨󵄨󵄨󵄨
pdx + o(1). (4.17)

We give an abbreviated proof here, referring to [112] for details. Without loss of gener-
ality, we may assume that the sum Sk is finite (the sum converges uniformly in k, so
the tail amounts for a uniform arbitrarily small correction in (4.17)), and that concen-
tration profiles w(n) are in C∞0 (ℝN ), by density of C∞0 (ℝN ) in Ḣm,p(ℝN ). By convexity,

∫

ℝN

󵄨󵄨󵄨󵄨∇
muk
󵄨󵄨󵄨󵄨
pdx ≥ ∫

ℝN

󵄨󵄨󵄨󵄨∇
mSk
󵄨󵄨󵄨󵄨
pdx + p⟨ℰ 󸀠(Sk), uk − Sk⟩, (4.18)
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where notation ℰ 󸀠 stands here for the Fréchet derivative of ℰ(w) def= 1
p ∫ℝN |∇

mw|pdx.
The second term in the right-hand side, since the individual blowup terms g(n)k w(n)
in the sum Sk have asymptotically disjoint supports (details are left to the reader), is
equal to a sum of terms of the form

p⟨[g(n)k w(n)k ]∗, uk − Sk⟩ + o(1) = p⟨[w(n)k ]∗, g(n)k (uk − Sk)⟩ + o(1)→ 0,

since the remainder rk = uk − Sk converges 𝒢
N−mp
p -weakly to 0, so that

∫

ℝN

󵄨󵄨󵄨󵄨∇
muk
󵄨󵄨󵄨󵄨
pdx ≥ ∫

ℝN

󵄨󵄨󵄨󵄨∇
mSk
󵄨󵄨󵄨󵄨
pdx + o(1) =∑

n
∫

ℝN

󵄨󵄨󵄨󵄨∇
mw(n)󵄨󵄨󵄨󵄨pdx + o(1), (4.19)

where the last evaluation is again based on the asymptotically disjoint supports of
individual blowups. Taking into account (4.17) and Lemma 4.6.2, we have the follow-
ing profile decomposition (noting that the remainder rk vanishes in Lp

∗
m (ℝN ) since the

embedding Ḣm,p(ℝN ) 󳨅→ Lp
∗
m (ℝN ), N > mp, is 𝒢

N−mp
p -cocompact).

Theorem 4.6.4 (Sergio Solimini). Let (uk) be a bounded sequence in Ḣm,p(ℝN ), m ∈
ℕ, 1 < p < N/m. Then it has a renamed subsequence and a concentration family
(w(n), (g(n)k )k∈ℕ)n∈ℕ, w(n) ∈ Ḣm,p(ℝN ), g(n)k u def

= 2
N−mp
p j(n)k u(2j

(n)
k (⋅−y(n)k )), j(n)k ∈ ℤ, y(n)k ∈ ℝN ,

with

j(1)k = 0, y(1)k = 0, 󵄨󵄨󵄨󵄨j(n)k − j(m)k
󵄨󵄨󵄨󵄨 + (2

j(n)k + 2j
(m)
k )󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k
󵄨󵄨󵄨󵄨→∞, m ̸= n, (4.20)

such that [g(n)k ]−1uk ⇀ w(n) in Ḣm,p(ℝN ),
uk − ∑

n∈ℕ g(n)k w(n) → 0 in Lp
∗
m(ℝN), (4.21)

the series∑n∈ℕ g(n)k w(n) converges in Ḣm,p(ℝN ) unconditionally and uniformly in k, and
∑
n∈ℕ ∫
ℝN

󵄨󵄨󵄨󵄨∇
mw(n)󵄨󵄨󵄨󵄨pdx ≤ lim inf ∫

ℝN

󵄨󵄨󵄨󵄨∇
muk
󵄨󵄨󵄨󵄨
pdx. (4.22)

For sequences bounded in the space Hm,p(ℝN ), 1 < p < ∞, we similarly have
the following profile decomposition (noting that the remainder rk vanishes in Lq(ℝN ),
p < q < p∗m since the embedding Hm,p(ℝN ) 󳨅→ Lq(ℝN ) is cocompact relative to the
group of integer shifts).

Theorem 4.6.5. Let (uk) be a bounded sequence in Hm,p(ℝN ), m ∈ ℕ, 1 < p < ∞. Let
q ∈ (p,∞) if N ≤ mp and q ∈ (p, p∗m) if N > mp. Then (uk) has a renamed subsequence
and a concentration family (w(n), (u 󳨃→ u(⋅ − y(n)k ))k∈ℕ)n∈ℕ, w(n) ∈ Ḣm,p(ℝN ), y(n)k ∈ ℤN ,
with

y(1)k = 0, 󵄨󵄨󵄨󵄨y(n)k − y(m)k
󵄨󵄨󵄨󵄨→∞, m ̸= n, (4.23)
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such that uk(⋅ + y
(n)
k )⇀ w(n) in Hm,p(ℝN ),

uk − ∑
n∈ℕw(n)(⋅ − y(n)k )→ 0 in Lq(ℝN), (4.24)

the series∑n∈ℕ w(n)(⋅ − y(n)k ) converges in Hm,p(ℝN ) unconditionally and uniformly in k,
and

∑
n∈ℕ ∫
ℝN

󵄨󵄨󵄨󵄨∇
mw(n)󵄨󵄨󵄨󵄨pdx ≤ lim inf ∫

ℝN

󵄨󵄨󵄨󵄨∇
muk
󵄨󵄨󵄨󵄨
pdx. (4.25)

Note that in addition to (4.22) and (4.25) one has an analogous relation for the
Lq-norms, which is a particular case of the “iterated Brezis–Lieb lemma” below. Con-
ditions of this statement are satisfied in the case of Theorem 4.6.4 for q = p∗m, and in
the case of Theorem 4.6.5 for p ≤ q < p∗m.
4.7 Decoupling of nonlinear functionals

In this section, we characterize behavior of the nonlinear mapping, for example, u 󳨃→
∫ℝN F(u)dx, in relation to profile decompositions in Sobolev spaces.

Theorem 4.7.1 (”Iterated Brezis-Lieb Lemma”). Let E be a Banach space of functions
on ℝN cocompactly embedded into Lq(ℝN ) for some q ∈ [1,∞) relative to a subgroup
𝒢 of the rescaling group 𝒢q/N . Assume that weak convergence in E implies convergence
almost everywhere on ℝN . Let (uk) be a sequence in E that has a profile decomposition
relative to 𝒢. Then

∫

ℝN

|uk |
qdx → ∑

n∈ℕ ∫
ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨qdx. (4.26)

Proof. Without loss of generality, we may assume that the sum (4.3) is finite and con-
tainsM ∈ ℕ terms. Let us prove by induction that for anym ≤ M,

∫

ℝN

|uk |
qdx = ∫

ℝN

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
uk −

m
∑
n=1 g(n)k w(n)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q

dx +
m
∑
n=1 ∫
ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨qdx + o(1). (4.27)

Since weak convergence in E implies convergence almost everywhere, we have by the
Brezis–Lieb lemma

∫

ℝN

|uk |
qdx = ∫

ℝN

󵄨󵄨󵄨󵄨uk − w
(1)󵄨󵄨󵄨󵄨qdx + ∫

ℝN

󵄨󵄨󵄨󵄨w
(1)󵄨󵄨󵄨󵄨qdx + o(1),

which is (4.27) forM = 1. Assume now that (4.27) holds for somem and let us prove it
form+1. Indeed, let us apply the Brezis–Lieb lemma to [g(m+1)k ]

−1[uk −∑mn=1 g(n)k w(n)]⇀
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w(m+1):
∫

ℝN

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
[g(m+1)k ]

−1
[uk −

m
∑
n=1 g(n)k w(n)]󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q

dx

= ∫

ℝN

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
[g(m+1)k ]

−1
[uk −

m
∑
n=1 g(n)k w(n)] − w(m+1)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q

dx + ∫
ℝN

󵄨󵄨󵄨󵄨w
(m+1)󵄨󵄨󵄨󵄨qdx + o(1). (4.28)

Taking into account that scalings g(m+1)k preserve the Lq-norm, this can be rewritten as

∫

ℝN

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
uk −

m
∑
n=1 g(n)k w(n)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q

dx = ∫
ℝN

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
uk −

m+1
∑
n=1 g(n)k w(n)󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q

dx + ∫
ℝN

󵄨󵄨󵄨󵄨w
(m+1)󵄨󵄨󵄨󵄨qdx + o(1).

Substituting the value of the left-hand side from (4.27) into the relation above, we get
(4.27) form + 1 and, therefore, for allm ≤ M. Settingm = M in (4.27), we have

∫

ℝN

|uk |
qdx →

M
∑
n=1 ∫
ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨qdx,

which concludes the proof.

Lemma 4.7.2. Let q ∈ (1,∞) and let F : ℝ → ℝ be a continuous function satisfying
|F(s)| ≤ C|s|q, s ∈ ℝ. Let (Ω, μ) be a measure space. Then the map φ(u) = ∫Ω F(u)dμ is
continuous in Lq(Ω, μ).

Proof. Let uk → u in Lq(Ω, μ) and assume that there is a renamed subsequence such
that limφ(uk) ↛ φ(u). Then it will have a further renamed subsequence (see, e. g.,
Theorem 4.9 in [23]) such that for some u0 ∈ Lq(Ω, μ), |uk | ≤ u0 and uk → u a. e. in Ω.
Then F(uk) → F(u) a. e. in Ω and |F(uk)| ≤ C|u0|q ∈ L1(Ω, μ). Then by Lebesgue domi-
nated convergence F(uk) → F(u) in L1(Ω, μ), and thus φ(uk) → φ(u), a contradiction
that proves the lemma.

Theorem 4.7.3. Let q ∈ (1,∞) and let F : ℝ → ℝ be a continuous function satisfying
|F(s)| ≤ C|s|q, s ∈ ℝ. Assume that (uk) is a sequence in Lq that has defect of compactness
relative to the group 𝒢ℤN of the form (4.24), with the series∑n∈ℕ w(n)(⋅− y(n)k ) convergent
in Lq(ℝN ) unconditionally and uniformly with respect to k, |y(n)k − y(m)k | → ∞ whenever
m ̸= n, and uk(⋅ + y

(n)
k )→ w(n) almost everywhere. Then

∫

ℝN

F(uk)dx → ∑
n∈ℕ ∫
ℝN

F(w(n))dx. (4.29)

Proof. By Lemma 4.7.2, φ(u) = ∫ℝN F(u)dx is continuous in Lq(ℝN ) and, therefore, it
suffices to prove the theorem when the profile decomposition has finitely many, say
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m, terms and no remainder, that is,

uk =
m
∑
n=1w(n)(⋅ − y(n)k ).

Moreover, by continuity ofφ and by density of C∞0 (ℝN ) in Lq(ℝN )wemay assume that
all profiles w(n) have compact support. Then there exists k0 ∈ ℕ large enough so that
w(n)(⋅ − y(n)k ), n = 1, . . . ,m have pairwise disjoint supports for all k ≥ k0. Then for all
k ≥ k0

∫

ℝN

F(uk)dx =
m
∑
n=1 ∫
ℝN

F(w(n))dx.
Corollary 4.7.4. Let (uk) be a sequence in Hm,p(ℝN ), m ∈ ℕ, p ∈ (1,∞), and assume
that uk ⇀ u in Hm,p(ℝN ). Let q ∈ (p,∞) if N ≤ mp and q ∈ (p, p∗m) if N > mp and let
F : ℝ→ ℝ be a continuous function satisfying |F(s)| ≤ C|s|q, s ∈ ℝ. Then

∫

ℝN

F(uk)dx = ∫
ℝN

F(u)dx + ∫
ℝN

F(uk − u)dx + o(1). (4.30)

Proof. Consider a renamed subsequence of (uk)where (4.30) does not hold. Consider a
further renamed subsequence such that (uk)has a profile decomposition givenby The-
orem 4.6.5 with w(1) = u. Then, by continuity of the Sobolev embedding Hm,p(ℝN ) 󳨅→
Lq(ℝN ), we may apply Theorem 4.7.3, so that

∫

ℝN

F(uk)dx →
∞
∑
n=1 ∫
ℝN

F(w(n))dx
and

∫

ℝN

F(uk − u)dx →
∞
∑
n=2 ∫
ℝN

F(w(n))dx.
Taking the difference of the two relations, we have

∫

ℝN

F(uk)dx − ∫
ℝN

F(uk − u)dx → ∫
ℝN

F(u)dx,

which is a contradiction proving the corollary.

Corollary 4.7.5. Assume all conditions of Corollary 4.7.4 except the condition on F(s),
and instead let F(x, s) be a continuous function on ℝN × ℝ such that lim|x|→∞ F(x, s) =
F∞(s) and |F(x, s)| ≤ C|s|q, s ∈ ℝ, x ∈ ℝN . Then

∫

ℝN

F(x, uk)dx → ∫
ℝN

F(x,w(1))dx + ∞∑
n=2 ∫
ℝN

F∞(w(n))dx (4.31)
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and

∫

ℝN

F(x, uk)dx = ∫
ℝN

F(x, u)dx + ∫
ℝN

F∞(uk − u)dx + o(1). (4.32)

Proof. Note that the functional ∫ℝN (F(x, u) − F∞(u))dx is weakly continuous in
Hm,p(ℝN ) because for any ε > 0 there exists R > 0 such that

∫

ℝN \BR 󵄨󵄨󵄨󵄨F(x, u) − F∞(u)󵄨󵄨󵄨󵄨dx ≤ ε ∫ℝN |u|qdx ≤ ε‖u‖qHm,p ,

while ∫BR (F(x, u) − F∞(u))dx is weakly continuous. Then
∫

ℝN

F(x, uk)dx − ∫
ℝN

F∞(x, uk)dx (4.33)

= ∫
BR

(F(x, uk) − F∞(uk))dx → ∫
BR

(F(x, u) − F∞(u))dx. (4.34)

It remains to apply conclusions of Theorem 4.7.3 and Corollary 4.7.4 with F = F∞.
We now consider effects of decoupling on nonlinear functional of nonlocal char-

acter from a family that includes an expression involved in the Hartree-Fock equation.
Let N ≥ 3, μ ∈ (0,N), α ∈ ( 2N−μN ,

2N−μ
N−2 ), and consider

Φ(u, v) = ∫
ℝN

∫

ℝN

|u(x)|α|v(y)|α

|x − y|μ
dx dy, (4.35)

Lemma 4.7.6. Let q1 > 2N
2N−μ > q2 ≥ 1. There exists C > 0 such that whenever u ∈

Lαq1 (ℝN ) ∩ Lαq2 (ℝN ),

Φ(u, u) ≤ C(‖u‖2ααq1 + ‖u‖
2α
αq2). (4.36)

Proof. Changing the integration variables (x, y) to (x, z) = (x, x − y), we represent
Φ(u, u) as Φ1(u, u) +Φ2(u, u), where

Φ1(u, u) = ∫|z|<1(∫ℝN 󵄨󵄨󵄨󵄨u(x)󵄨󵄨󵄨󵄨α󵄨󵄨󵄨󵄨u(x − z)󵄨󵄨󵄨󵄨αdx)|z|−μdz
and

Φ2(u, u) = ∫|z|≥1(∫ℝN 󵄨󵄨󵄨󵄨u(x)󵄨󵄨󵄨󵄨α󵄨󵄨󵄨󵄨u(x − z)󵄨󵄨󵄨󵄨αdx)|z|−μdz.
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Let p satisfy 1
p + 1 =

2
q1
, which implies p > N

N−μ and p󸀠 = 1
1−p−1 < N

μ . Then from the
Hölder inequality, we obtain

Φ1(u, u) ≤ ( ∫
B1(0) |z|−p

󸀠μdz)
1
p󸀠

× ∫

ℝN

(∫

ℝN

󵄨󵄨󵄨󵄨u(x)
󵄨󵄨󵄨󵄨
α󵄨󵄨󵄨󵄨u(x − z)

󵄨󵄨󵄨󵄨
αdx)

p
dz

= C
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∫

ℝN

󵄨󵄨󵄨󵄨u(x)
󵄨󵄨󵄨󵄨
α󵄨󵄨󵄨󵄨u(x − z)

󵄨󵄨󵄨󵄨
αdx
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

p

p
.

Then, since 1
p + 1 =

2
q1
, by the Young inequality for convolutions (‖f ∗ g‖p ≤ ‖f ‖q‖g‖2,

1
p + 1 =

1
q +

1
r , q, r ≥ 1) we have

Φ1(u, u) ≤ C
󵄩󵄩󵄩󵄩|u|

α󵄩󵄩󵄩󵄩
2
q1 = C‖u‖

2α
αq1 .

The same argument applies to Φ2: the onlymodification is that the choice of q2 <
2N

2N−μ
yields p < N

N−μ in the relation 1
p + 1

def
= 2

q2
, which assures that |z|−p󸀠μ is integrable in the

exterior of the ball. Consequently,

Φ2(u, u) ≤ C‖u‖
2α
αq2 .

Corollary 4.7.7. There exist p1, p2 ∈ (2, 2∗) such that the map (4.35) is continuous in
Lp1 (ℝN ) ∩ Lp2 (ℝN ) × Lp1 (ℝN ) ∩ Lp2 (ℝN ).

Proof. Obviously, one can choose qi in (4.36) so that pi
def
= αqi ∈ (2, 2∗), i = 1, 2. The

proof of continuity of Φ is then analogous to the argument in Lemma 4.7.2 bymeans of
replacing Lebesgue convergence with dominated convergence. In particular, if |uk | ≤
u ∈ Lp1 (ℝN ) ∩ Lp2 (ℝN ) and |vk | ≤ v ∈ Lp1 (ℝN ) ∩ Lp2 (ℝN ), then

|uk(x)|α|vk(y)|α

|x − y|μ
≤
|u(x)|α|v(y)|α

|x − y|μ
∈ L1(ℝN × ℝN)

by Cauchy inequality and (4.36).

Theorem 4.7.8. Let (uk , vk) be a bounded sequence in H1,2(ℝN ) × H1,2(ℝN ) that has a
profile decomposition relative to the diagonal group of integer shifts

2𝒢ℤN = {gy : (u, v) 󳨃→ (u(⋅ − y), v(⋅ − y))}y∈ℤN ,
and let ((w(n), w̃(n)), (y(n)k )) be the complete concentration family for (uk , vk). Then

Φ(uk , vk)→∑
n
Φ(w(n), w̃(n)). (4.37)
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Proof. By Corollary 4.7.7 and continuity of the series in the profile decomposition (see
Section 4.5), it suffices to prove (4.37) when uk = ∑

ℓ
n=1 w(n)(⋅ − y(n)k ), vk = ∑ℓn=1 w̃(n)(⋅ −

y(n)k ), ℓ ∈ ℕ, and w(n), w̃(n) ∈ C∞0 (ℝN ). Then for all k large enough
Φ(uk , vk) = ∑

m,n=1,...,ℓ∫∫ |w
(n)(x − y(n)k )|α|w̃(m)(y − y(m)k )|

α

|x − y|μ
dxdy

=
ℓ
∑
n=1Φ(w(n), w̃(n))
+ ∑
m ̸=n∫∫ |w(n)(x)|α|w̃(m)(y)|α|x − y + y(n)k − y(m)k |

μ
dxdy.

Since |y(n)k − y(m)k |→∞ whenm ̸= n, the second sum vanishes:

∫∫
|w(n)(x)|α|w̃(m)(y)|α
|x − y + y(n)k − y(m)k |

μ
dxdy

≤ 󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩∞󵄩󵄩󵄩󵄩w̃(m)󵄩󵄩󵄩󵄩∞ sup

x∈suppw(n) ,y∈supp w̃(m) 1
|x − y + y(n)k − y(m)k |

μ
→ 0.

Corollary 4.7.9. Let uk ⇀ u, vk ⇀ v in H1,2(ℝN ). Then, on a renumbered subsequence,
Φ(uk , vk) −Φ(u, v) −Φ(uk − u, vk − v)→ 0. (4.38)

Proof. Relation (4.37) applied to the sequences (uk − w(1)), (vk − w̃(1)), gives
Φ(uk − w

(1), vk − w̃(1))→ ∞∑
n=2Φ(w(n), w̃(n)). (4.39)

Substitution of the right-hand side of (4.39) into (4.37) gives (4.38).

4.8 Profile decomposition for the Moser–Trudinger inequality

LetB ⊂ ℝ2 be the openunit disk, centered at the origin. In this section,we study profile
decompositions for the radial subspace H1,2

0,rad(B), relative to the group (3.66).
It is easy to see that group (3.66) satisfies (4.5). Indeed, we have

gsk ∈ 𝒢, gsk ⇀ 0⇔ | log sk |→∞. (4.40)

If sk → 0, then for any v ∈ C∞0 (B \ {0}), gskv = 0 for k sufficiently large since |x|sk → 1
uniformly on supp v. If sk →∞, then

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫ u(x)gskv(x)dx

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ Cs−1/2k → 0.

Consequently, (u, gskv) → 0 in both cases, and by density this extends to all v ∈
H1,2
0,rad(B). Then (4.5) follows from compactness of closed intervals on ℝ.

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



4.9 Bibliographic notes | 79

Theorem 4.8.1. Let uk ⇀ 0 in H1,2
0,rad(B). There exist s(n)k ∈ (0,∞), k ∈ ℕ, n ∈ ℕ, such

that for a renumbered subsequence,

w(n) = w-lim s(n)k −1/2uk(r−s(n)k ), (4.41)
󵄨󵄨󵄨󵄨log(s

(m)
k /s
(n)
k )
󵄨󵄨󵄨󵄨→∞ for n ̸= m, (4.42)

∑
n∈ℕ∫B 󵄨󵄨󵄨󵄨∇w(n)󵄨󵄨󵄨󵄨2dx ≤ lim sup∫

B

|∇uk |
2dx, (4.43)

rk = uk − ∑
n∈ℕ s(n)k −1/2w(n)(rs(n)k )→ 0 (4.44)

in L∞(B, (log 1
r )
−1/2) and in exp L2(B), and the series∑n∈ℕ s(n)k −1/2w(n)(rs(n)k ) converges in

H1,2
0 (B) unconditionally and uniformly in k.

Proof. The theorem is a particular case of Theorem 4.1.6, with the decoupling relation
(4.2) realized as (4.42) as a result of (4.40) and themultiplicative character of the group:
g−1s = g1/s and gsgt = gst . Relation (4.43) follows from (1.15). Relation (4.44) follows from
cocompactness of embeddings of H1,2

0,rad(B) into L∞(B, (log 1
r )
−1/2) and into exp L2(B).

4.9 Bibliographic notes

Theorem 4.1.6 is proved in [113]. It generalizes both the Sobolev space version of
[112] and the Hilbert space version of [104]. The earliest profile decomposition that
we found in literature is by Struwe [119], for Palais–Smale sequences for semilinear
elliptic functionals. Profile decompositions, proved independently afterwards for par-
ticular classes of sequences are too numerous to be quoted here. We refer the reader
to the next chapter for more bibliographic references concerning specific profile de-
compositions.

The condition in Theorem 4.1.6 that the set 𝒢 consists of bijective isometries can
be relaxed. We have not pursued generalization of Theorem 4.1.6 in this direction, but
Theorem 3.1 in [127] gives an analog of Theorem4.1.6 for theHilbert spacewith a group
of quasi-isometries, namely, a group of linear bijective operators satisfying

inf
g∈𝒢 ‖g‖ > 0. (4.45)

Theorem 4.6.4 is a minor generalization of the result of [112]. Theorem 4.4.1 was
conjectured by Michael Cwikel (personal communication). Verification in Section 4.2
of Opial condition for Besov and Triebel–Lizorkin spaces with respective norms (3.23)
and (3.24) is based on an unpublished paper [34].

Profile decomposition for Besov and Triebel–Lizorkin spaces in Section 4.6 is a
corollary of Theorem 4.1.6, combined with cocompactness results of Chapter 3. Its pi-
oneering version in [13] has aweaker remainder, similar to the one in [68], and is based
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on a stronger property than cocompactness, [13, Assumption 1.1]. As it was observed
in [13, Remark 3.1], not all embedding pairs that we use in Theorem 3.5.1 satisfy [13, As-
sumption 1.1]. Since Theorem 4.1.6 is based on cocompactness, verified in Chapter 3,
rather than on a stronger [13, Assumption 1.1], it yields profile decomposition for the
full range of known embeddings except the endpoint values p, q = 1,∞.

Decoupling in the nonlocal nonlinearity in Section 4.7 is a corrected and ex-
panded version of Section 10.4 in [127], that gives proper attention to the diagonal
action of the scaling group (Section 4.5).

Theorem 4.8.1 was proved in [4]. A nonradial counterpart of it was first provided
in [7]. A related profile decomposition for the Adams inequality inHm,2(ℝ2m), but with
a different form of elementary concentrations was obtained in [14].
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5 More cocompact embeddings

In this chapter, we prove cocompactness of several embeddings relative to respective
groups other than the rescaling group 𝒢r or the group of shifts. A natural analog of
the group of shifts for functional spaces of a Riemannian manifold M is the action
group of isometries u 󳨃→ u ∘ η, η ∈ Iso(M). Similarly, action of the conformal group on
M gives rise to an analog of the rescaling group in the Euclidean case. In Chapter 7,
we extend the notion of profile decomposition to Sobolev spaces of manifolds that
do not necessarily have a nontrivial group of isometries, outside of the functional-
analytic framework of Chapter 4. We consider cocompactness of Sobolev embeddings
onmanifolds as a particular case of the energy form of Laplace-Beltrami operator with
magnetic shifts, as well as cocompactness of Sobolev embeddings on Lie groups. We
continue with cocompactness in the Strichartz inequality for time-dependent nonlin-
ear Schrödinger equation, followed by a study of cocompactness related to the affine
Laplacian.

5.1 Sobolev spaces with periodic magnetic field

This section considers the modification of Sobolev spaces associated with the
Schrödinger operator in presence of external magnetic field on periodic (also called
cocompact) manifolds. As a particular case of zero magnetic field, it also gives re-
sults on cocompactness and profile decompositions for standard Sobolev spaces of a
periodic manifold.

Let (M, g) be a complete smooth connected N-dimensional Riemannian manifold
and let α be a smooth differential 1-form on M, to be denoted α ∈ Λ1. We consider a
space H1,2

α (M) defined as a closure of C
∞
0 (M;ℂ) with respect to the norm given by

‖u‖2 def
= ∫

M

(󵄨󵄨󵄨󵄨dxu − iuα(x)
󵄨󵄨󵄨󵄨
2
g + |u|

2)dvg . (5.1)

Throughout this section, d denotes external derivative of differential forms (in-
cluding covariant derivative of scalar functions) and dx indicates the value taken at a
point x ∈ M, | ⋅ |2g is evaluated by the Riemannian complex scalar product gx(⋅, ⋅), and
vg denotes the Riemannian measure on M. When N = 3, quadratic form (5.1) is the
energy functional for a charged particle in presence of an external magnetic field. The
linear form α ∈ Λ1 is called the magnetic potential, associated with the magnetic field
β = dα ∈ Λ2 given by the external differential onM. An elementary calculation shows
that the norm (5.1) is invariant under the gauge transformation (α, u) 󳨃→ (α + dφ, eiφu)
with an arbitrary smooth φ onM. Magnetic potential α ∈ Λ1 for a given magnetic field
β ∈ Λ2 is nonunique: the form α + dφ with any smooth φ is also a magnetic potential
for β.

https://doi.org/10.1515/9783110532432-005

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



82 | 5 More cocompact embeddings

By the well-known (see [77, Theorem 7.21]) diamagnetic inequality,

|dxu − iuα|g ≥
󵄨󵄨󵄨󵄨dx(|u|)
󵄨󵄨󵄨󵄨g a. e. inM, u ∈ H1,2

α (M), (5.2)

the space H1,2
α (M) is continuously embedded into H1,2(M).

Let G be a discrete subgroup of Iso(M). One calls the magnetic field β ∈ Λ2(M)
G-periodic if (using the pullback action of Iso(M), Λ2(M) → Λ2(M)) ηβ = β for all
η ∈ G or, in terms of the magnetic potential α ∈ Λ1, if d(ηα − α) = 0. We require
a somewhat stronger condition, noting that if M is simply connected then the form
ηα − α is a differential of a function. That is, we assume that for every η ∈ G there
exists a C∞-function ψη(⋅) : M → ℝ, such that

ηα − α = dψη. (5.3)

From (5.3), it follows that the magnetic field β = dα is Iso(M)-periodic. Moreover, (5.3)
implies that

dψη−1 = η
−1α − α = −η−1dψη = −d(ψη ∘ η

−1),

and it is easy to see that for each η ∈ G we may choose an additive constant for ψη
such that ψη−1 = −ψη ∘ η−1. In particular, this gives

ψid(x) = 0, x ∈ M. (5.4)

Similar to shifts u 󳨃→ u ∘η, η ∈ G, that define a group of isometries onH1,2(M), one can
use the function ψη to define an isometric action of G on H1,2

α (M), known as magnetic
shifts:

𝒢󸀠α,G = {gη : u 󳨃→ eiψηu ∘ η, u ∈ C∞0 (M)}η∈G. (5.5)

Note that if M is the Euclidean space and G = {x 󳨃→ x + η}η∈M , then every G-periodic
(here, constant) magnetic field corresponds to the magnetic potential with the com-
ponent vector Bx where B is a constant antisymmetric matrix, and the magnetic shifts
corresponding to the field α use ψη = Bη ⋅ x.

Magnetic shifts do not generally form a group. Let us look at that in more detail.
Note first that, with some constant γ(η1, η2) ∈ ℝ,

ψη1η2 = ψη1 ∘ η2 + ψη2 + γ(η1, η2), (5.6)

since the derivatives of the left- and the right-hand side coincide by (5.3).
Then for every η1, η2 ∈ G, θ1, θ2 ∈ ℝ, using (5.6), we have

gη2 ,θ2gη1 ,θ1u = e
i(θ1+θ2)eiψη2 eiψη1 ∘η2u ∘ (η1η2)

= ei(θ1+θ2−γ(η1 ,η2))eiψη1η2u ∘ (η1η2) = gη1η2 ,θ1+θ2−γ(η1 ,η2). (5.7)
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Therefore, the set 𝒢α,G, defined by

𝒢α,G
def
= {gη,θ : u 󳨃→ eiθeiψηu ∘ η, u ∈ C∞0 (M)}η∈G,θ∈ℝ, (5.8)

is closed with respect to the operator multiplication. We see below that it is a scaling
group.

Lemma 5.1.1. The set of isometries 𝒢α,G is a scaling group on H1,2
α (M) and

g−1η,θ = gη−1 ,−θ , η ∈ G, θ ∈ ℝ. (5.9)

Proof. 1. Let us show first (5.9), which in turn is obviously true once we prove it for
θ = 0. As we have already shown above,

ψη = −ψη−1 ∘ η (5.10)

which corresponds to γ(η, η−1) = 0. Then solving the equation gη,0u = v, one has
v = e−iψη∘η−1u ∘ η−1 = eiψη−1u ∘ η−1.

2. Nowwe show that the set 𝒢α,G consists of isometries onH1,2
α (M). Without loss of

generality, we may consider only elements gη,0, η ∈ G:

(u, gη,0v)H1,2
α (M)

= ∫
M

e−iψηgx(du + iuα, d(v ∘ η) − idψηv ∘ η + i(v ∘ η)α)dvg + ∫
M

e−iψηu v̄ ∘ η dvg

= ∫
M

e−iψη∘η−1gx((du) ∘ η
−1 + i(u ∘ η−1)η−1α, dv + ivα)dvg + ∫

M

e−iψηu v̄ ∘ η dvg

= ∫
M

eiψη−1 gx(d(u ∘ η
−1) + i(u ∘ η−1)(α + dψη−1 ), dv + ivα)dvg + ∫

M

eiψη−1u v̄ dvg

= (gη−1 ,0u, v)H1,2
α (M), u, v ∈ C∞0 (M),

which proves that g∗η,0 = gη−1 ,0, η ∈ G, and thus g
∗
η,θ = gη−1 ,−θ. By (5.9), we have g

∗
η,θ =

g−1η,θ.
3. Let us verify now the four axiomatic properties that define a group.

(i) By (5.7), the set is closed with respect to operator multiplication.
(ii) By (5.4), the identity element is gid.
(iii) Associativity follows from the identity

(gη3gη2 )gη1u = gη3 (gη2gη1 )u = e
i[ψη3+ψη2 ∘η3+ψη1 ∘(η2η3)]u ∘ (η3η2η1)

that can be obtained by direct computation.
(iv) Existence of the inverse is immediate from (5.9).
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4. It remains to show (4.5),while (4.6) is trivially true inHilbert spaces.Note that (gηk ,θk )
does not converge weakly to zero if and only if (ηk) has a constant subsequence. Thus,
on a renamed subsequence we have ηk = η1, while θk, taken modulo 2π, converges to
some θ0 ∈ [0, 2π). Then gηk ,θk = e

iθkgη1 ,0 → eiθ0gη1 ,0 and gηk ,θk = e
−iθkgη−11 ,0 → eiθ0gη1 ,0

in the strong operator sense of H1,2
α (M), and the lemma is proved.

Definition 5.1.2. A Riemannian manifoldM is called periodic (or cocompact) relative
to a subgroup G of its isometries if for some open geodesic ball V ⊂ M,

⋃
η∈G

ηV = M.

Lemma 5.1.3. If the group G is discrete, then the covering in Definition 5.1.2, {ηV}η∈G, is
of uniformly finite multiplicity.

Proof. Letm(x) be the number of η ∈ G such that x ∈ ηV . If the covering does not have
uniformlyfinitemultiplicity, there exists a sequence (xk) inM such thatmk

def
= m(xk)→

∞. For each k, there exists ηk ∈ G such that yk
def
= ηkxk ∈ V . Note that m(yk) = mk by

isometry. Thus there exist distinct elements ζ (k)1 , . . . , ζ
(k)
mk
∈ G such that ζ (k)j yk ∈ V ,

j = 1, . . . ,mk . Since V is bounded, infj ̸=ℓ d(ζ
(k)
j yk , ζ

(k)
ℓ yk) → 0 as k → 0 (otherwise V

would contain infinitely many disjoint geodesic balls of fixed radius). Thus there exist
jk and nk, jk ̸= nk, such that d(ζ

(k)
jk

yk , ζ (k)nk yk) → 0. Passing to a renamed subsequence,

we have yk → y ∈ V̄ . Then d(ζ (k)jk
y, ζ (k)nk y) → 0 which, since the elements ζ (k)jk

, ζ (k)nk are
distinct, contradicts the assumption that G is discrete.

Remark 5.1.4. It is easy to see that whenM is periodic, the normH1,2
α (M) is equivalent

to the Sobolev norm H1,2(M).

Theorem 5.1.5. Let G be a discrete subgroup of Iso(M) and assume thatM is a complete
G-periodic Riemannian N-manifold. Then for any p ∈ (2, 2∗) the embedding H1,2

α (M) 󳨅→
Lp(M) is 𝒢α,G-cocompact.

Proof. Let V be as in Definition 5.1.2. From the Sobolev inequality on a bounded do-
main, and since the usual Sobolev norm is dominated by theH1,2

α -normby the diamag-
netic inequality we have

∫
η(V)

|u|pdvg ≤ C‖u‖
2
H1,2
α (ηV)
( ∫
η(V)

|u|pdvg)
1−2/p
, η ∈ G. (5.11)

By adding terms in (5.11) over η ∈ G, taking into account Lemma 5.1.3 we obtain

∫
M

|u|pdvg ≤ C‖u‖
2
H1,2
α (M)

sup
η∈G
(∫
V

|gη−1 ,0u|
pdvg)

1−2/p
. (5.12)
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Replacing V withM in the right-hand side of (5.12) and taking into account that gη−1 ,0
is an isometry on Lp(M), we have that the embeddingH1,2

α (M) 󳨅→ Lp(M) is continuous.

Let (uk) be a sequence inH1,2
α (M) and assume that uk

𝒢α,G
⇀ 0. Applying (5.12) to (uk),

we have

∫
M

|uk |
pdvg ≤ C‖uk‖

2
H1,2(M) sup

η∈G
(∫
V

|gη−1 ,0uk |
pdvg)

1−2/p
(5.13)

≤ C(∫
V

|gηk ,0uk |
pdvg)

1−2/p

for an appropriately chosen “near-supremum” sequence (ηk) in G. It remains to note
that by compactness of the Sobolev embedding for a ball inM, gηk ,0uk → 0 in Lp(V),
so that the assertion of the lemma follows from (5.13).

As a consequence of the cocompact embedding, we have the following profile de-
composition.

Theorem 5.1.6. Let M be a periodic manifold with respect to a discrete group of isome-
tries G and let α ∈ Λ1 be a magnetic potential of a G-periodic magnetic field. Any
bounded sequence in H1,2

α (M) equipped with the group 𝒢α,G and a has a subsequence
that admits a profile decomposition relative to the subset

{u 󳨃→ eiψηu ∘ η}η∈G ⊂ 𝒢α,G, (5.14)

such that

uk − ∑
n∈ℕ

exp(iψη(n)k
)w(n) ∘ η(n)k → 0 in Lp(M), p ∈ (2, 2∗), (5.15)

and sequences (η(m)k
−1
∘ η(n)k ) are discrete whenever m ̸= n.

Proof. Since 𝒢α,G is a scaling group by Lemma 5.1.1, and embeddingH1,2
α (M) 󳨅→ Lp(M)

is 𝒢α,G-cocompact by Theorem 5.1.5, we may apply Theorem 4.1.6 and Corollary 4.1.9,
getting a profile decomposition relative to the whole group 𝒢α,G.

We reduce it now to a profile decomposition relative to the set (5.14), that is, to the
one with θ(n)k = 0 by using compactness of the sequences (eiθ

(n)
k )k∈ℕ. By extraction of

convergent subsequences and standard diagonalization, we may assume that θ(n)k →
θn ∈ [0, 2π], and rename eiθnw(n) as w(n).

Finally, we interpret the asymptotic decoupling relation (4.2). If a sequence
(ζ −1k ηk)k∈ℕ is discrete and v,w ∈ C∞0 (M), then (gζk ,0v, gηk ,0w)H1,2(M) = 0 for all k suffi-
ciently large. By density, this implies

g∗ζk ,0gηk ,0 = g
−1
ζk ,0gηk ,0 ⇀ 0.
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On the other hand, if (ζ −1k ηk) is not discrete, since G is discrete, (ζ −1k ηk) has a renamed
constant subsequence and ηk = ζkη with some η ∈ G. Then

󵄨󵄨󵄨󵄨g
−1
ζk ,0gηk ,0w

󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨w ∘ η
−1󵄨󵄨󵄨󵄨,

which implies that g−1ζk ,0gηk ,0 does not weakly converge to zero in H1,2
α (M). Conse-

quently, the decoupling property (4.2) is equivalent to discreteness of (η(m)k
−1
∘η(n)k )k∈ℕ

wheneverm ≠ n.

Theorem 5.1.6 in the case of zero magnetic field takes the following form.

Corollary 5.1.7. Let M be a smooth Riemannianmanifold, periodic relative to a discrete
group G of its isometries. Any bounded sequence in H1,2(M) has a subsequence that ad-
mits a profile decomposition relative to the group 𝒢(G) = {u 󳨃→ u ∘ η, η ∈ G}:

uk − ∑
n∈ℕ

w(n) ∘ η(n)k → 0 in Lp(M), p ∈ (2, 2∗), (5.16)

with

w(n) = w-lim uk ∘ η
(n)
k
−1
, (5.17)

and the sequence (η(m)k
−1
∘ η(n)k ) is discrete whenever m ̸= n.

5.2 Cocompactness of subelliptic Sobolev embeddings

Let G be a Carnot group, that is, a connected and simply connected Lie group associ-
ated with a nilpotent Lie algebraG, generated (as a Lie algebra) by a subspace V1 ⊂ G,
and endowed with a stratification G = V1 ⊕ ⋅ ⋅ ⋅ ⊕Vℓ such that [Vi,Vj] ⊂ Vi+j. We denote
a basis for V1 as Y1, . . . ,Ym.

Let us fix on G exponential coordinates, which allows to use the same notation
for an element Y of G, the left invariant vector field on G defined by Y and the first-
order differential operator Yu = u 󳨃→ du(Y) associated with this vector field. In these
notation, an element of η ∈ G is represented by a point y ∈ ℝN .

An example of a Carnot group is the Heisenberg group ℍn. In exponential coor-
dinates (x1, . . . , xn, y1, . . . , yn, z), it has a stratified basis consisting of Yi = 𝜕xi + 2yi

𝜕
𝜕z ,

i = 1, . . . , n, Yi+n =
𝜕
𝜕yi
− 2xi
𝜕
𝜕z , i = 1, . . . , n, spanning V1, and

𝜕
𝜕z , spanning V2.

Using exponential coordinates, one defines anisotropic dilations δt : G → G, t > 0,
by means of a mapping y 󳨃→ tjy on Vj. Note that the Jacobian of δt in the exponential

coordinates is tQ, where Q def
= ∑pj=1 jdimVj is called the homogeneous dimension. For

example, the homogeneous dimension of ℝN is N, and the homogeneous dimension
of the N = 2n + 1-dimensional Heisenberg groupℍn is Q = 1 ⋅ 2n + 2 ⋅ 1 = 2n + 2 = N + 1.
It is known that the left-shift invariant Haar measure on Carnot groups coincides with
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the Lebesgue measure. We endow the group G with a left-invariant metric tensor by
fixing its value at the origin as an inner product on Gwhere the basis is orthonormal,
and extending it to all points of G by the pullback action of the left shifts.

Definition 5.2.1. The homogeneous subelliptic Sobolev space Ḣ1,p(G), p ∈ [1,∞), is a
completion of C∞0 (G) in the norm

‖u‖ = (∫
ℝN

ℓ

∑
i=1
|Yiu|

pdy)

1
p

.

Let Ω ⊂ G be an open set. The inhomogeneous subelliptic Sobolev space H1,p(Ω) is a
completion of C∞(Ω) in the norm

‖u‖ = (∫
Ω

(
ℓ

∑
i=1
|Yiu|

p + |u|p)dy)

1
p

.

As in the Euclidean case, Ḣ1,p(G) is not necessarily continuously embedded into
a Lebesgue space, that is, it cannot be identified as a space of measurable functions.
Similar to the Euclidean case, there is a continuous Sobolev embedding when Q > p,
whereQ is the homogeneous dimension of the Carnot groupG. In this case, Ḣ1,p(G) 󳨅→
Lp
∗
Q (G), where p∗Q =

pQ
Q−p .WhenΩ is a domainwith a piecewise smooth boundary, there

exists a continuous embedding H1,p(Ω) 󳨅→ Lq(Ω) for all q ∈ (p, p∗Q] when p < Q and
for all q > p when p ≥ Q, as well as H1,p(Ω) 󳨅→ C(Ω) for p > Q. If, furthermore, Ω is a
bounded domain, the embedding is compact. For p = Q and bounded Ω, there is also
an embedding of Moser–Trudinger type, H1,Q(Ω) 󳨅→ exp L

Q
Q−1 (Ω).

For the Heisenberg groupℍn, we have

‖u‖p
Ḣ1,p = ∫

ℝ2n+1

(
n
∑
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝜕u
𝜕xi
+ 2yi
𝜕u
𝜕z

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
+

n
∑
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝜕u
𝜕yi

u − 2xi
𝜕u
𝜕z

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
)

p
2

dxdydz.

Note that Ḣ1,p(G)-norms and Lq(G)-norms are invariant with respect to the group of
left shifts

𝒢 = {gη : u 󳨃→ u ∘ η, η ∈ G}. (5.18)

Furthermore, for Q > p, the Ḣ1,p(G)-norm and the Lp
∗
Q (G)-norm are invariant with re-

spect to the action of anisotropic dilations

hs(u)
def
= 2rsu ∘ δ2s , r = Q − p

p
, s ∈ ℝ. (5.19)

Wewill equip Ḣ1,p(G)with a group of linear bijective isometries that is a product group
of discrete anisotropic dilations and left shifts:

𝒢r
G

def
= {u 󳨃→ 2rju ∘ δ2j , j ∈ ℤ} × {gη : u 󳨃→ u ∘ η, η ∈ G}. (5.20)
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Note that every element in 𝒢r
G can be written in the form u 󳨃→ 2rju(δjη⋅) as well in the

form u 󳨃→ 2rju(ζ (δj⋅)), j ∈ ℤ, η, ζ ∈ G.
Let G be a Carnot group and let 𝒢 be the group of left shifts (5.18). Since Carnot

groups can be identified as groups of nilpotent matrices, a Carnot group always con-
tains a discrete subgroupG0, corresponding to thematrices with integer components,
such that there exists an open bounded neighborhood V ⊂ G of the zero element of G
satisfying

⋃
η∈G0

ηV = G. (5.21)

For example, Heisenberg group ℍN has a discrete subgroup consisting of elements,
whose canonic coordinates (x, y, z) take integer values. The group of left shifts by G0,
{u 󳨃→ u ∘ η}η∈G0

will be denoted 𝒢0.

Remark 5.2.2. The covering {ηV}η∈G0
of G has uniformly finite multiplicity. The argu-

ment is analogous to that for Lemma 5.1.3 and can be omitted.

Theorem 5.2.3. The embedding H1,p(G) 󳨅→ Lq(G), p ∈ [1,∞), q ∈ (p, p∗Q), is 𝒢0-
cocompact.

Proof. Consider the embedding H1,p(V) 󳨅→ Lq(V) with V as in (5.21). We have, using
the change of variables x 󳨃→ ηx, we have

∫
ηV

|uk |
qdy ≤ C‖uk‖

p
H1,p(ηV)(∫

ηV

|uk |
qdy)

1−p/q
, η ∈ G0. (5.22)

Then adding the terms in (5.22) over η ∈ G0 we obtain

∫
G

|uk |
qdy ≤ C‖uk‖

p
H1,p(G) supη∈G0

(∫
V

󵄨󵄨󵄨󵄨uk ∘ η
−1󵄨󵄨󵄨󵄨

qdy)
1−p/q

(5.23)

≤ C(∫
V

󵄨󵄨󵄨󵄨uk ∘ η
−1
k
󵄨󵄨󵄨󵄨
qdy)

1−p/q

where ηk ∈ G0 is any sequence satisfying

∫
V

󵄨󵄨󵄨󵄨uk ∘ η
−1
k
󵄨󵄨󵄨󵄨
qdy ≥ 1

2
sup
η∈G0

∫
V

󵄨󵄨󵄨󵄨uk ∘ η
−1󵄨󵄨󵄨󵄨

qdy.

Since uk ∘ η−1k ⇀ 0, by compactness of the Sobolev embedding for bounded domains,
uk ∘ η−1k → 0 in Lq(V). By (5.23), this implies uk → 0 in Lq(G).

Proposition 5.2.4. Group 𝒢0 satisfies (4.5). Relation (4.2) is satisfied if and only if the
sequence (η(m)k

−1
η(n)k )k∈ℕ for m ̸= n is discrete.
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Proof. Let gku = u∘ηk, ηk ∈ G. Since groupG0 is discrete, either the sequence (ηk)k∈ℕ is
discrete or has a constant subsequence. If the sequence is discrete, considering with-
out loss of generality u ∈ C∞0 (G), support of u ∘ ηk will be disjoint from the support
of any test function from C∞0 (G), provided that k is sufficiently large. Thus gk ⇀ 0;
otherwise, gku = u ∘ η ̸= 0 unless u = 0 and (4.5) is verified.

The secondassertion of the proposition follows oncewenote that (u∘η)∘ζ = u∘(ηζ )
for all η, ζ ∈ G0.

Theorem 5.2.5. Let G be a Carnot group and let (uk) be a bounded sequence in H1,2(G).
Then (uk) has a renamed subsequence that has a profile decomposition relative to the
group 𝒢0, of the form

uk − ∑
n∈ℕ

w(n) ∘ η(n)k → 0 in Lq(G), q ∈ (2, 2∗Q),

with η(n)k ∈ G0. Elementary concentrations w(ℓ) ∘η
(ℓ)
k are asymptotically decoupled in the

sense that

(η(m)k
−1
η(n)k )k∈ℕ is discrete whenever m ̸= n, (5.24)

and (1.15) holds for respective H1,2(G)-norms.

Proof. Since H1,2(G) is Hilbert space, it satisfies Opial condition, and thus (4.6) is also
satisfied, so Theorem10.4.4, andCorollary 4.1.9 apply and thedecoupling relation (4.2)
and takes the form (5.24) by Proposition 5.2.4.

Wenow consider the homogeneous space Ḣ1,p(G), p < Q, equippedwith the group
of anisotropic rescalings (5.20).

Theorem 5.2.6. Let G be a Carnot group, let 1 ≤ p < Q, and let 𝒢r
G be the group (5.20).

The embedding Ḣ1,p(G) 󳨅→ Lp
∗
Q (G) is 𝒢r

G-cocompact.

Proof. Let uk
𝒢r
G⇀ 0. Let χ ∈ C∞0 ((

1
2 , 4), [0, 3]), such that χ(t) = t whenever t ∈ [1, 2] and

|χ󸀠| ≤ 2. Let V be as in (5.21). By the local Sobolev embedding,

(∫
ηV

χ(|uk |)
p∗Qdx)

p/p∗Q
≤ C ∫

ηV

(∑ |Yiuk |
2 + χ(uk)

2)
p
2 dx,

from which it follows, if we take into account that χ(t)p
∗
Q ≤ Ctp,

∫
ηV

χ(|uk |)
p∗Qdx ≤ C ∫

ηV

(∑ |Yiuk |
2 + χ(uk)

2)
p
2 dx(∫

ηV

χ(|uk |)
p∗Qdx)

1−p/p∗Q

≤ C ∫
ηV

(∑ |Yiuk |
2 + χ(uk)

2)
p
2 dx(∫

ηV

|uk |
pdx)

1−p/p∗Q
.
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Since χ(t)p ≤ Ctp
∗
Q , we have

∫
G

χ(|uk |)
pdx ≤ C‖uk‖

p∗Q
Ḣ1,p(G)
≤ C. (5.25)

By Remark 5.2.2, the covering {ηV}η∈𝒢0
has uniformly finite multiplicity, so adding the

above inequalities over η ∈ 𝒢0 and using (5.25), we obtain

∫
G

χ(|uk |)
p∗Qdx ≤ C sup

η∈𝒢0

(∫
ηV

|uk |
pdx)

1−p/p∗Q
. (5.26)

Let ηk ∈ 𝒢0 be such that

sup
η∈𝒢0

(∫
ηV

|uk |
pdx)

1−p/p∗Q
≤ 2( ∫

ηkV

|uk |
pdx)

1−p/p∗Q
.

Since uk
𝒢r
G⇀ 0, uk ∘ η−1k ⇀ 0 in Ḣ1,p(G), and by compactness of the local Sobolev em-

bedding,

∫
ηkV

|uk |
pdx = ∫

V

󵄨󵄨󵄨󵄨uk ∘ η
−1
k
󵄨󵄨󵄨󵄨
pdx → 0.

Substituting this into (5.26), we obtain

∫
G

χ(|uk |)
p∗Qdx → 0.

Let

χj(t) = 2
rjχ(2−rjt)), j ∈ ℤ.

Since for any sequence jk ∈ ℤ, recalling that anisotropic dilations are defined in (5.19),

hjkuk
𝒢r
G⇀ 0, we have also, with arbitrary jk ∈ ℤ,

∫
G

χjk (|uk |)
p∗Qdy → 0. (5.27)

Note now that, with j ∈ ℤ, we have

(∫
G

χj(|uk |)
p∗Qdx)

p/p∗Q
≤ C ∫

2r(j−1)≤|uk |≤2r(j+2)

(∑ |Yiuk |
2)

p
2 dx,
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which can be rewritten as

∫
G

χj(|uk |)
p∗Qdx ≤ C ∫

2r(j−1)≤|uk |≤2r(j+2)

(∑ |Yiuk |
2)

p
2 dx(∫

G

χj(|uk |)
p∗Qdx)

1− p
p∗Q
. (5.28)

Adding the inequalities (5.28) over j ∈ ℤ and taking into account that the sets 2r(j−1) ≤
|uk | ≤ 2r(j+2) cover ℝN with uniformly finite multiplicity, we obtain

∫
G

|uk |
p∗Qdx ≤ C‖uk‖

p
Ḣ1,p sup

j∈ℤ
(∫
G

χj(|uk |)
p∗Qdx)

1−p/p∗Q
. (5.29)

Let jk be such that

sup
j∈ℤ
(∫
G

χj(|uk |)
p∗Qdx)

1−p/p∗Q
≤ 2(∫

G

χjk (|uk |)
p∗Qdx)

1−p/p∗Q
,

and note that the right-hand side converges to zero due to (5.27). Then from (5.29) fol-
lows that uk → 0 in Lp

∗
Q , which proves the theorem.

Theorem 5.2.7. Let G be a Carnot group and let (uk) be a bounded sequence in Ḣ1,2(G).
Then (uk) has a renamed subsequence that has a profile decomposition relative to the
group 𝒢r

G, of the form

uk − ∑
n∈ℕ

2rj
(n)
k w(n)(δ

2j
(n)
k
η(n)k ⋅)→ 0 in L2

∗
Q (G),

with η(n)k ∈ G and j(n)k ∈ ℤ. Elementary concentrations 2
rj(ℓ)k w(ℓ)(δ

2j
(ℓ)
k
η(ℓ)k ⋅) are asymptoti-

cally decoupled in the sense that

(δ
2j
(n)
k
η(m)k
−1
η(n)k )k∈ℕ is discrete

on any subsequence where (j(n)k − j
(m)
k )k∈ℕ is bounded. (5.30)

Proof. The proof of relation (4.5) is analogous to that in the beginning of Section 4.6
and can be omitted. Since Ḣ1,2(G) is Hilbert space, it satisfies Opial condition and thus
(4.6) is also satisfied. Thus Theorem 10.4.4 and Corollary 4.1.9 apply. It is easy to see
that any element of the group𝒢r

G canbewritten in the formu 󳨃→ 2rju(δ2jη⋅), j ∈ ℤ,η ∈ G.
Proof of the decoupling relation (5.30) is analogous to the proof of Lemma 4.6.2.

5.3 Cocompactness of a Strichartz embedding

Let N ≥ 1. We will use notation v = eitΔu for the solution v(t, x) of the initial value
problem

{
1
i vt(t, x) = Δv(t, x), (t, x) ∈ ℝ

1+N ,

v(0, x) = u(x), x ∈ ℝN .
(5.31)
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Here and throughout this section, all functions on ℝ1+N are complex-valued. We con-
sider the following Strichartz inequality for the nonlinear Schrödinger equation (see
[61, 118]):

󵄩󵄩󵄩󵄩e
itΔu󵄩󵄩󵄩󵄩L2+

4
N

t,x (ℝ
1+N )
≤ C‖u‖L2x(ℝN ). (5.32)

Wewill denote the completion of L2x(ℝ
N ) in the norm ‖eitΔu‖

L
2+ 4N
t,x (ℝ

1+N )
as E(ℝN ), so that

(5.32) expresses, in short notation, a continuous embedding L2(ℝN ) 󳨅→ E(ℝN ).
Let 𝒢0 be the product of the following groups, all acting isometrically on L2x(ℝ

N ):

𝒢1 = {u 󳨃→ eiθu, θ ∈ ℝN},
𝒢2 = {u 󳨃→ u(⋅ − y), y ∈ ℝN},

𝒢3 = {u 󳨃→ 2
N
2 ju(2j⋅), j ∈ ℤ},

𝒢4 = {u 󳨃→ eiξ ⋅xu(x), ξ ∈ ℝN}.

An arbitrary element of 𝒢0 can be always written as

g[θ,y,j,η]u(x) = 2
jN/2eiθeiη⋅xu(2j(x − y)). (5.33)

The propagation group

𝒢iΔ = {e
itΔu, t ∈ ℝN},

also acts isometrically on L2x(ℝ
N ). Moreover,

eitΔg[θ,y,j,η]u(x) = 2
jN/2eiθeiη⋅xe−it|η|

2
[ei2

2jtΔu](2j(x − y − 2ηt)), (5.34)

or, equivalently,

eitΔg[θ,y,j,η] = g[θ−t|η|2 ,y+2ηt,j,η]e
i22jtΔ .

This implies that any element in 𝒢0 ×𝒢iΔ can be written as a product g󸀠g󸀠󸀠 with g󸀠 ∈ 𝒢0
and g󸀠󸀠 ∈ 𝒢iΔ or vice versa.

Definition 5.3.1. The set𝒟 of dyadic cubes in ℝN is the union

𝒟 def
= {2j([0, 1)N + y)}j∈ℤ,y∈ℤN .

For any function u ∈ L2(ℝN ) and Q ∈ 𝒟, we define uQ by

ℱ[uQ](ξ ) def= 1Q(ξ )ℱu(ξ ), ξ ∈ ℝN .

We cite the following refinement of the inequality (5.32).
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Proposition 5.3.2 (Begout and Vargas, [15]). Let q = 2(N2+3N+1)
N2 . Then there exist C > 0

such that

‖u‖E ≤ C‖u‖
N+1
N+2
L2x(ℝN )
(sup
Q∈𝒟
|Q|

N+2
Nq −

1
2 󵄩󵄩󵄩󵄩e

itΔuQ󵄩󵄩󵄩󵄩Lqt,x(ℝ1+N ))
1

N+2
. (5.35)

Corollary 5.3.3. Let α = 1
(N+1)(N+2) . There exist C > 0 such that

‖u‖E ≤ C‖u‖
1−α
L2x(ℝN )

sup
Q∈𝒟
|Q|−α/2󵄩󵄩󵄩󵄩e

itΔuQ󵄩󵄩󵄩󵄩
α
L∞t,x(ℝ1+N )
. (5.36)

Proof. Using Hölder inequality and taking into account that ‖uQ‖E ≤ ‖u‖E, for any
Q ∈ 𝒟, we have from (5.35):

‖u‖N+2E

≤ C‖u‖N+1L2(ℝN ) sup
Q∈𝒟
|Q|

N+2
Nq −

1
2 󵄩󵄩󵄩󵄩u

Q󵄩󵄩󵄩󵄩
N(N+2)
N2+3N+1
E
󵄩󵄩󵄩󵄩e

itΔuQ󵄩󵄩󵄩󵄩
N+1

N2+3N+1
L∞t,x(ℝ1+N )

(5.37)

≤ C‖u‖N+1L2 ‖u‖
N(N+2)
N2+3N+1
E sup

Q∈𝒟
|Q|

N+2
Nq −

1
2 󵄩󵄩󵄩󵄩e

itΔuQ󵄩󵄩󵄩󵄩
N+1

N2+3N+1
L∞t,x(ℝ1+N )
.

Collecting the powers of ‖u‖E in the left-hand side and raising the left- and the right-
hand side to appropriate power we arrive at (5.36).

Theorem 5.3.4. Strichartz embedding L2(ℝN ) 󳨅→ E(ℝN ), expressed by (5.32), is cocom-
pact relative to the group 𝒢0 × 𝒢iΔ.

Proof. Let (uk) be a sequence in L2x(ℝ
N ), 𝒢-weakly convergent to zero. Then, in partic-

ular, for any sequences (tk , yk) in ℝ1+N , (jk) in ℤ and (ξk) in ℝN , we have

2
N
2 jkeξk ⋅(2

jk x+yk)[eitkΔuk](2
jkx + yk)⇀ 0 (5.38)

in L2(ℝN ). By (5.36),

‖uk‖E ≤ C‖uk‖
1−α
L2(ℝN ) sup

Q∈𝒟
|Q|−α/2󵄩󵄩󵄩󵄩e

itΔuQk
󵄩󵄩󵄩󵄩
α
L∞t,x(ℝ1+N )
. (5.39)

Since (uk) is bounded in L2(ℝN ), it suffices to show that

sup
Q∈𝒟
|Q|−1/2󵄩󵄩󵄩󵄩e

itΔuQk
󵄩󵄩󵄩󵄩L∞t,x(ℝ1+N ) → 0. (5.40)

Let Qk ∈ 𝒟 and (tk , yk) ∈ ℝ1+N , k ∈ ℕ, be such that

|Qk |
−1/2󵄨󵄨󵄨󵄨e

itkΔuQk
k
󵄨󵄨󵄨󵄨(yk) ≥

1
2
sup
Q∈𝒟
|Q|−1/2󵄩󵄩󵄩󵄩e

itΔuQk
󵄩󵄩󵄩󵄩L∞t,x(ℝ1+N ). (5.41)
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Let Qk have side length 2−jk , jk ∈ ℤ, so that |Qk | = 2−Njk . Then, combining (5.40), (5.41)
and (5.39) we have

‖uk‖
1/α
E ≤ C2

N
2 jk 󵄨󵄨󵄨󵄨e

itkΔuQk
k
󵄨󵄨󵄨󵄨(yk). (5.42)

Let ξk be the center of the cubeQk, k ∈ ℕ. Define a function h by as a Fourier transform
of a characteristic function of the cube [− 12 ,

1
2 )
N :

h = ℱ−11[− 12 , 12 )N .

Then from (5.42), using Definition 5.3.1, we have

‖uk‖
1/α
E ≤ C2

N
2 jk 󵄨󵄨󵄨󵄨e

itkΔuQk
k
󵄨󵄨󵄨󵄨(yk)

≤ C
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

ℝN

h̄(x)2−
N
2 jke−iξk ⋅(2

−jk x+yk)[eitkΔuk](2
−jkx + yk)dx

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
.

The integral in the last expression is a scalar product (h, gkuk) in L2(ℝN ) with certain
gk ∈ 𝒢×𝒢iΔ. By (5.38), this scalar product converges to zero, which proves the theorem.

As a consequence of the cocompactness, we have a profile decomposition for the
Strichartz embedding. Before we formulate the statement, we give an analytic charac-
terization of the decoupling relation (4.2).

Proposition 5.3.5. Let g(m)k , g
(n)
k ∈ 𝒢 × 𝒢iΔ, k,m, n ∈ ℕ, be given by the expression

g(ℓ)k u = 2j
(ℓ)
k N/2eiθ

(ℓ)
k eiη

(ℓ)
k ⋅x[eit

(ℓ)
k Δu](x − y(ℓ)k ). (5.43)

Then g(m)k
−1
g(n)k ⇀ 0 if and only if

󵄨󵄨󵄨󵄨j
(m)
k − j

(n)
k
󵄨󵄨󵄨󵄨 + 2

j(m)k +j
(n)
k 󵄨󵄨󵄨󵄨ξ
(m)
k − ξ

(n)
k
󵄨󵄨󵄨󵄨
2

+ 2−(j
(m)
k +j
(n)
k )󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k − 2t

(n)
k 22j

(n)
k (ξ (m)k − ξ

(n)
k )
󵄨󵄨󵄨󵄨
2 (5.44)

+ 2−(j
(m)
k +j
(n)
k )󵄨󵄨󵄨󵄨t
(n)
k 22j

(n)
k − t(m)k 22j

(m)
k 󵄨󵄨󵄨󵄨→∞.

Proof. We give only an outline. See [15] for details. Note that parameters θ(m)k , θ(n)k can
be set to zero without loss of generality. Show that g[θk ,yk ,jk ,ηk]e

itkΔ ⇀ 0 if and only if on
every subsequence where |jk | is bounded,

|ηk | + |tk | + |yk |→∞,

anduse the commutation formula (5.34) to express g(m)k
−1
g(n)k in the form g[0,yk ,jk ,ηk]e

itkΔ.
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Theorem 5.3.6. Let (uk) be a bounded sequence in L2x(ℝ
N ). A renamed subsequence

of (uk) has a profile decomposition relative to the group 𝒢0 × 𝒢iΔ, namely, there exist
w(n) ∈ L2x(ℝ

N ) and sequences (t(n)k ) inℝ, (y
(n)
k ) inℝ

N , (j(n)k ) inℤ, and (η
(n)
k ) inℝ

N , n ∈ ℕ,

such that g(1)k = id and sequences (g
(n)
k )k ∈ ℕ

def
= (g[0,y(n)k ,j(n)k ,η(n)k ])k∈ℕ (cf. (5.33)), n ∈ ℕ,

are asymptotically decoupled in the sense of Proposition 5.3.5;

e−it
(n)
k Δg(n)k

−1
uk ⇀ w(n) in L2(ℝN), n ∈ ℕ; (5.45)

the series Sk
def
= ∑

n∈ℕ
g(n)k eit

(n)
k Δw(n) (5.46)

converges in E(ℝN) unconditionally and uniformly in k; and
󵄩󵄩󵄩󵄩e

itΔ(uk − Sk)
󵄩󵄩󵄩󵄩L2+

4
N

t,x (ℝ
1+N )
→ 0. (5.47)

Furthermore,

∑
n∈ℕ

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
L2 + ‖uk − Sk‖

2
L2 ≤ ‖uk‖

2
L2 + o(1). (5.48)

Proof. Note that one can without loss of generality set θ(n)k = 0. Indeed, passing to re-
named subsequence for each n ∈ ℕ, and using standard diagonalization, one can
have θ(n)k − 2πℓ

(n)
k → θn with suitable ℓ(n)k ∈ ℤ. Then one can set θn by renaming

eiθnw(n) as w(n). Taking this into account, the assertion of the theorem follows im-
mediately from Corollary 4.1.9 of Theorem 4.1.6, once we note that by Theorem 5.3.4,
𝒢0 × 𝒢iΔ-convergence of the remainder to zero implies its vanishing in the Strichartz
norm.

Profile decomposition above is applied to nonlinear Schrödinger equations with
mass-critical nonlinearity (see [73, 122]). In the case of energy-critical nonlinearity,
one studies sequences bounded in the gradient norm. We set ‖u‖F

def
= ‖eitΔu‖

L
2(N+2)
N−2

t,x

.

Theorem 5.3.7. Let (uk) be a bounded sequence in Ḣ1,2
x (ℝ

N ), N > 2. A renamed subse-
quence of (uk) has a profile decomposition relative to the group 𝒢

N−2
2 ×𝒢iΔ, namely, there

exist w(n) ∈ Ḣ1,2(ℝN ) and sequences (t(n)k ) in ℝ, (y
(n)
k ) in ℝ

N , and (j(n)k ) in ℤ, n ∈ ℕ, such
that g(1)k = id and sequences

(g(ℓ)k )k∈ℕ, ℓ ∈ ℕ, g
(ℓ)
k

def
= 2j

(ℓ)
k

N−2
2 [eit

(ℓ)
k Δu](x − y(ℓ)k ), (5.49)

are asymptotically decoupled in the sense of (4.2), equivalently,

󵄨󵄨󵄨󵄨j
(m)
k − j

(n)
k
󵄨󵄨󵄨󵄨 + 2
−(j(m)k +j

(n)
k )󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k
󵄨󵄨󵄨󵄨
2

+ 2−(j
(m)
k +j
(n)
k )󵄨󵄨󵄨󵄨t
(n)
k 22j

(n)
k − t(m)k 22j

(m)
k 󵄨󵄨󵄨󵄨→∞; (5.50)

for each n ∈ ℕ, e−it
(n)
k Δg(n)k

−1
uk ⇀ w(n) in Ḣ1,2(ℝN); (5.51)
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the series Sk
def
= ∑

n∈ℕ
g(n)k eit

(n)
k w(n) (5.52)

converges in F unconditionally and uniformly in k; and
󵄩󵄩󵄩󵄩e

itΔ(uk − Sk)
󵄩󵄩󵄩󵄩
L
2(N+2)
N−2

t,x

→ 0. (5.53)

Furthermore,

∑
n∈ℕ

󵄩󵄩󵄩󵄩∇w
(n)󵄩󵄩󵄩󵄩

2
2 + ‖∇uk − ∇Sk‖

2
2 ≤ ‖∇uk‖

2
2 + o(1). (5.54)

Proof. Weonly sketch the proof. One applies Theorem 5.3.6 to∇uk, synchronizing pro-
file decompositions of componentswithhelp of Section4.5.Note that the curl of profile
vectors of ∇uk is zero, so they are L2x-integrable derivatives of distributions and, there-
fore, elements of Ḣ1,2

x . It remains to observe that if a sequenceof parameters (ξ (n)k )k∈ℕ in
the profile decomposition of Theorem 5.3.6 has an unbounded subsequence for some
n ∈ ℕ, then necessarily w(n) = 0. Thus (ξ (n)k )k∈ℕ are necessarily bounded. Passing to
a renamed subsequence for each n and diagonalizing, we get ξ (n)k → ξn ∈ ℝN , and
renaming eiξn ⋅xw(n)(x) as w(n)(x), we have the profile decomposition of the form (5.52).
Relation (5.53) follows from (5.47) for ∇uk − ∇Sk and the Sobolev inequality.

5.4 Affine Sobolev inequality and affine Laplacian

In this section, we study the case p = 2 of the functional from the affine Sobolev in-
equality, [86, 136]:

Jp(u)
def
= ( ∫

SN−11

1
‖ω ⋅ ∇u‖Np

dω)
−1/N
≥ C‖u‖p∗ , 1 ≤ p < N , (5.55)

where SN−11 denotes a unit sphere in ℝN centered at the origin. Unlike the limiting
Sobolev inequality, the affine Sobolev inequality is invariant not only with respect to
rescalings 𝒢r, but also with respect to action of the group SL(N), the group of all ma-
trices with determinant 1. This also suggests that defect of compactness for sequences
with a bounded Jp should involve, in addition of dilations and translations, actions of
SL(N)-matrices. It is easy to calculate that Jp(u) is amultiple of ‖∇u‖p when u is a radial
function, and that in general Jp(u) is dominated by ‖∇u‖p. From the right inequality in
the relation (5.66) below, one can easily conclude that Jp(u) does not dominate ‖∇u‖p,
therefore, (5.55) is a nontrivial refinement of the standard Sobolev inequality.

Functional Jp allows the following representation:

Jp(u) = (
1
(N − 1)!

∫

ℝN

e−‖ξ ⋅∇u‖pdξ)
−1/N
. (5.56)

Indeed, the integral in (5.55) is obtained by radial integration in the integral in (5.56).
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In what follows, we always assume p = 2 and N > 2. If we set

𝒜i,j[u](x)
def
=
𝜕u
𝜕xi
𝜕u
𝜕xj
, (5.57)

we can represent the L2-norm in (5.55) as

‖ξ ⋅ ∇u‖22 = ∫
ℝN

𝒜[u](x)ξ ⋅ ξ dx, ξ ∈ ℝN . (5.58)

Let now

Ai,j[u]
def
= ∫

ℝN

𝒜i,j[u](x)dx. (5.59)

Substituting (5.57) into (5.56) and taking η = A[u]1/2ξ , we have

∫

ℝN

e−‖ξ ⋅∇u‖2dξ = ∫
ℝN

e−(∫ℝN 𝒜[u](x)ξ ⋅ξ dx)1/2dξ

= ∫

ℝN

e−(A[u]ξ ⋅ξ )
1
2 dξ = ∫

ℝN

e−|η|(detA[u])−1/2dη

= ωN (N − 1)!(detA[u])
−1/2
,

where ωN is the area of a unit sphere in ℝN . We conclude that

J2(u) = ω
−1/N
N (detA[u])

1/2N
. (5.60)

Note that this expression presumes that the matrix A[u] is well-defined, which is the
case if and only if∇u ∈ L2(ℝN ). Inwhat followswewill fix the domain of J2 as Ḣ1,2(ℝN ).

We will also consider later a functional

J2,Ω(u)
def
= ω−1/NN (detAΩ[u])

1/2N

where AΩ[u] = ∫Ω𝒜i,j[u](x)dx, Ω ⊂ ℝN is an open set. Note that if J2,Ω(u) = 0, and Ω is
convex, then there is a family of parallel hyperplanes, such that u is constant on their
intersections with Ω.

Wewould like to characterize the behavior of thematrix (5.59) relative to the action
of SL(N).

Lemma 5.4.1. Let T ∈ SL(N) and let u ∈ Ḣ1,2(ℝN ). Then

A[u ∘ T] = T∗A[u]T . (5.61)

In particular, for every u ∈ Ḣ1,2(ℝN ), there is a T0 ∈ O(N) such that A[u ∘T0] is diagonal,
and a T ∈ SL(N) such that A[u ∘ T] = det(A[u])id and

detA[u]1/2N = detA[u ∘ T]1/2N = 1
√N
󵄩󵄩󵄩󵄩∇(u ∘ T)

󵄩󵄩󵄩󵄩2. (5.62)
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Proof. Equation (5.61) follows by elementary computation from the change of variable
Tx = y, taking into account that 𝜕iu(Tx)𝜕ju(Tx) = [T∗𝒜[u](y)T]ij and dx = dy. A suit-
able T0 ∈ O(N)makes T∗0A[u]T0 a diagonal matrix.

Applying the same transformation once again,with a diagonal unimodularmatrix
T󸀠 = det(A[u∘T0])1/2A[u∘T0]−1/2, we getA[u∘T0T󸀠] = det(A[u∘T0])id = det(A[u])id. The
last assertion follows once we note that ‖∇u ∘ T0T󸀠‖22 = N det(A[u])1/N , since the latter
expression is the trace of the diagonalmatrixA[u∘T0T󸀠]withN equal eigenvalues.

Corollary 5.4.2. If u ∈ Ḣ1,2(ℝN ), then

J2(u) =
ω−1/NN
√N

min
T∈SL(N)
󵄩󵄩󵄩󵄩∇(u ∘ T)

󵄩󵄩󵄩󵄩2. (5.63)

Proof. Since for any v ∈ Ḣ1,2(ℝN ), ‖∇v‖22 = trA[v], it follows from the inequality be-
tween the arithmetic and geometric mean that detA[u]

1
N ≤ 1

N ‖∇(u ∘ T)‖
2
2 for any v ∈

Ḣ1,2(ℝN ) and T ∈ SL(N). By Lemma 5.4.1, the minimum is attained.

In view of (5.63), it is convenient to change the scalar multiple in the definition of
the energy functional associated with J2. Namely, we introduce

E2(u)
def
= N detA[u]1/N = Nω2/N

N J2(u)
2, (5.64)

which allows to rewrite (5.63) as

E2(u) = min
T∈SL(N)
󵄩󵄩󵄩󵄩∇(u ∘ T)

󵄩󵄩󵄩󵄩
2
2, (5.65)

while for any radial function u ∈ Ḣ1,2
rad(ℝ

N ) we have E2(u) = ‖∇u‖22. We will also use
later an analogous functional E2,Ω.

Remark 5.4.3. By [67, Theorem 1.2], the gradient norm and the functional Jp for gen-
eral p ≥ 1 are connected by an inequality:

C󸀠 min
T∈SL(N)
󵄩󵄩󵄩󵄩∇(u ∘ T)

󵄩󵄩󵄩󵄩p ≤ Jp(u) ≤ C min
T∈SL(N)
󵄩󵄩󵄩󵄩∇(u ∘ T)

󵄩󵄩󵄩󵄩p. (5.66)

The affine Sobolev inequality (5.55) can be now easily derived from the usual
Sobolev inequality and (5.66):

‖u‖p∗ = inf
T∈SL(N)
‖u ∘ T‖p∗ ≤ C inf

T∈SL(N)
󵄩󵄩󵄩󵄩∇(u ∘ T)

󵄩󵄩󵄩󵄩p ≤ CJp(u). (5.67)

We consider now sequences with an E2-bound.

Theorem 5.4.4. Let (uk) be a sequence in Ḣ1,2(ℝN ) satisfying supk∈ℕ J2(uk) <∞. There
exist a sequence (Tk)k∈ℕ in SL(N), functions w(n) ∈ Ḣ1,2(ℝN ), and sequences (y(n)k )k∈ℕ
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in ℝN , (j(n)k )k∈ℕ in ℤ with n ∈ ℕ, such that k(1)k = 0, y
(1)
k = 0, and for a renumbered

subsequence of (uk),

2−
N−2
2 j(n)k uk(Tk(2

−j(n)k ⋅ +y(n)k ))⇀ w(n), n ∈ ℕ, (5.68)
󵄨󵄨󵄨󵄨j
(n)
k − j
(m)
k
󵄨󵄨󵄨󵄨 + 2

j(n)k 󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k
󵄨󵄨󵄨󵄨→∞ for n ̸= m, (5.69)

∑
n∈ℕ

󵄩󵄩󵄩󵄩∇w
(n)󵄩󵄩󵄩󵄩

2
2 ≤ lim infE2(uk), (5.70)

uk − [∑
n∈ℕ

2
N−2
2 j(n)k w(n)(2j

(n)
k (⋅ − y(n)k ))] ∘ T

−1
k → 0 in L2

∗
(ℝN), (5.71)

and the series in the square brackets above converges in Ḣ1,2(ℝN ) unconditionally and
uniformly with respect to k.

Proof. Let Tk ∈ SL(N) such that, according to Lemma 5.4.1,

E2(uk) = E2(uk ∘ Tk) =
󵄩󵄩󵄩󵄩∇(uk ∘ Tk)

󵄩󵄩󵄩󵄩
2
2. (5.72)

Let vk = uk ∘ Tk and apply Theorem 4.6.4. To conclude the proof of Theorem 5.4.4, it
remains to note that (4.21) gives (5.71) by composing the left- and the right-hand side
with T−1k on the right, and that the right-hand side of (1.15) yields the right-hand side
of (5.70) by (5.72).

A similar decomposition for sequences with bounded E2 + ‖ ⋅ ‖22 can be derived in
a completely analogous way from Theorem 4.6.5:

Proposition 5.4.5. Let (uk) ∈ H1,2(ℝN ) be a sequence such that E2(uk) + ‖uk‖22 ≤ C.
There exist w(n) ∈ H, (Tk) in SL(N), and (y

(n)
k )k∈ℕ in ℤ

N , y(1)k = 0, n ∈ ℕ, such that, on a
renumbered subsequence,

uk(Tk(⋅ + y
(n)
k ))⇀ w(n), (5.73)

󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k
󵄨󵄨󵄨󵄨→∞ for n ̸= m, (5.74)

∑
n∈ℕ

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2 ≤ lim sup ‖uk‖

2
H1,2 , (5.75)

uk − [∑
n∈ℕ

w(n)(⋅ − y(n)k )] ∘ T
−1
k → 0 in Lp(ℝN), p ∈ (2, 2∗), (5.76)

and the series in the square brackets above converges in H1,2(ℝN ) unconditionally and
uniformly in k.

5.5 Bibliographic notes

Concentration compactness argument for nonlinear magnetic Schrödinger operator,
involvingmagnetic shifts was developed by Arioli and Szulkin [12], who in turn gener-
alized the work of Esteban and Lions [44] dealing with the case of constant magnetic

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



100 | 5 More cocompact embeddings

field. We follow, with corrections concerning the group of magnetic shifts, the pre-
sentation in [127]. A recent preprint [37] contains a profile decomposition with gen-
eralized magnetic shifts for the case of general bounded (not necessarily periodic)
magnetic field. Theorem 5.1.6 can be extended to the case of any Riemannian mani-
folds cocompact with respect to some group (not necessarily discrete) of its isometries
and any magnetic field invariant with respect to this group as it is done in [47] in the
non-magnetic case, but this is now a partial case of the profile decomposition in [37].

Section 5.2 on profile decomposition for Carnot groups is based on the paper [105]
with some excerpts from [127]. For details on Sobolev spaces on Lie groups see [49,
50, 132]. Earlier studies of noncompact variational problems on Carnot groups can be
found, among the rest, in the work of Biagini [20] or Garofalo et al. In particular, the
minimizer in the analog of (1.25)

inf
‖u‖ 2Q

Q−2
=1
‖u‖Ḣ1,2(G) (5.77)

for Carnot groups of rank two, that is, the counterpart of function (1.29) is found in
[57, Theorem 1.1], and it equals a scalar multiple of ((1+ x2)2 + 16y2)−

Q−2
4 , where x, y are

the exponential coordinates corresponding, respectively, to the strata V1 and V2.
Theorems 5.2.5 and 5.2.7 most likely extend to any p > 1. A possible way to prove

it is to use an equivalent 𝒢0-invariant (respectively 𝒢r
G-invariant) Sobolev norm satis-

fying the Opial condition, provided, similar to the Euclidean case, by the Littlewood–
Paley decomposition for Lie groups (see [52]). Alternatively, given the cocompactness,
one can reproduce the argument from [112].

Profile decomposition for the Strichartz inequality (5.32) was first proved byMerle
and Vega [91] in the case of two space dimensions (see also [22]). The one-dimensional
case was treated by Carles and Keraani [27, Theorem 1.4]. The result was obtained for
general dimension by Begout and Vargas [15]. All these profile decompositions have
a weak form of remainder, similar to [58]. The present version, with a remainder con-
vergent in the Strichartz norm, is due to Tao [123]. Tao’s proof, which we follow here,
is based on cocompactness of the embedding and profile decomposition in Hilbert
spaces of [104] (rendered in this book as Corollary 4.1.9 of Theorem 4.1.6 in this book).
Theorems 5.3.4 and 5.3.6 involve only a discrete subgroup of dilations that [15] use,
without any change in the argument. An early version of Theorem 5.3.7, in 1 + 3 di-
mensions and with a weak form of remainder, was proved by Keraani [71]. The idea of
deriving Theorem 5.3.7 from Theorem 5.3.6 is found in [73].

Affine Sobolev inequality was introduced by Zhang [136] for the case p = 1 and ex-
tended to general p in [86]. Representation (5.63) of J2, definition of the affine Laplace
operator and profile decomposition for the affine energy functional are given in [102].
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In this chapter we study the effect that restriction of sequences to subsets has on pro-
file decompositions. Conditions imposed on a sequence may result in a more specific
character of its elementary concentrations, decrease the cardinality of their set, and
even make them all disappear, leading to sequential compactness. This is, for exam-
ple, the case when we look at profile decomposition in H1,p(ℝN ), p ∈ (1,N), relative to
the group of shifts 𝒢ℤN , for a bounded sequence (uk) supported in a bounded domain
Ω ⊂ ℝN . For any sequence (yk) in ℝN , |yk | → ∞, we have uk(⋅ + yk) ⇀ 0, so the pro-
file decomposition (4.24) takes the form uk − w(1) → 0 in Lq, q ∈ (p, p∗), that is, we
get the classical Rellich compactness of embeddings H1,p

0 (Ω) 󳨅→ Lq(Ω). An analogous
argument will be used below in the case of the affine Sobolev functional.

Compactness of embedding H1,p
rad(ℝ

N ) 󳨅→ Lq(ℝN ), q ∈ (p, p∗), proved by Strauss
[115], can be also derived from (4.24) with an observation that uk(⋅− yk)⇀ 0whenever
|yk |→∞ (otherwise by radiality therewould be infinitelymany concentration profiles
equal up to an O(N)-transformation). We defer an exposition of this method to the
next chapter where we discuss compactness in Sobolev embeddings on noncompact
manifolds.

Another example of a consequence of restriction to a subspace is when a profile
decomposition relative to some group, such as 𝒢r, has concentrations generated only
by a subgroup, such as 𝒢ℤN , as in Theorem 3.8.2. We address this situation in more
general terms in Theorem 6.2.2 below.

Onemore example is the notion of a flask subspace,which is not invariantwith re-
spect to the scaling group, but yields concentration profiles in the space nonetheless.
In application to Sobolev spaces H1,p

0 (Ω), this can be achieved by Ω having the shape
of an infinite flaskmirrored at its bottom.We extend the term flask domain introduced
by del Pino and Felmer [36] to a more general setting.

6.1 Flask subsets. 𝒢-compactness

Definition 6.1.1 (Flask subset). Let E be a Banach space endowed with a group of
isometries 𝒢. A set A ⊂ E is called a flask subset relative to 𝒢, or a 𝒢-flask subset, if
𝒢(A) is closed with respect to Delta-convergence, that is, for any sequences (un)n∈ℕ in
A and (gn)n∈ℕ in 𝒢 such that gnun ⇁ w, there exists g ∈ 𝒢 such that gw ∈ A.

The theorem below gives a profile decomposition for a flask subset that is gener-
ally not an invariant subset of 𝒢.

Theorem 6.1.2. Let E be a uniformly smooth and uniformly convex Banach spacewith a
scaling group of isometries𝒢. Let A be a𝒢-flask subset of E. If (un) is a bounded sequence
in A, then it has a subsequencewith a profile decomposition in E as in Theorem 4.1.6with
w(n) ∈ A, n ∈ ℕ.
https://doi.org/10.1515/9783110532432-006
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102 | 6 Profile decompositions on subsets

Proof. Consider a profile decomposition provided by Theorem 4.1.6. Since A is a flask
subset, for every n ∈ ℕ there exists gn ∈ 𝒢 such that w̃(n) def

= gnw(n) ∈ A. Setting
g̃(n)k def
= g(n)k g−1n , we get a profile decomposition in E with the scalings (g̃(n)k )k∈ℕ and the

profiles w̃(n) ∈ A, once we show that (4.2) holds for the new scalings (g̃(n)k )k∈ℕ. Indeed,
(g̃(n)k )−1g̃(m)k = gn(g

(n)
k )
−1g(m)k g−1m ⇀ 0,

since gn and g−1m are isometries.

A stronger property of a subset A relative to a scaling group 𝒢 would be to require
that Delta-limits of sequences (gnwn)n∈ℕ in E with wn ∈ A and gn ⇀ 0 belong to some
proper subset of A. In the same spirit one can also introduce a notion of 𝒢-compact
sets.

Definition 6.1.3. Let E be a Banach space with a group of isometries 𝒢. A set K ⊂
E is called locally 𝒢-compact if any bounded sequence in K has a subsequence
𝒢-convergent in E.

Proposition 6.1.4. Let E be a Banach space with a scaling group 𝒢. If the set K ⊂ E is
locally 𝒢-compact and E is 𝒢-cocompactly embedded into a Banach space F, then any
bounded subset of K is relatively compact in F.

Proof. From local 𝒢-compactness of K, it follows that every bounded sequence (un)
satisfies gn(un−u)⇀ 0with some u ∈ E for every sequence (gn) in 𝒢, and in particular,
un ⇀ u. Then uk → u in F by the definition of a 𝒢-cocompact embedding.

6.2 Profile decompositions for intersection of two spaces

One can use a subgroup of a scaling group to isolate a decoupled portion of a profile
decomposition while the rest of the sum is 𝒢-weakly vanishing with respect to the
subgroup.

Lemma 6.2.1. Let E be a uniformly convex and uniformly smooth Banach space with a
scaling group of isometries 𝒢. Let 𝒢󸀠 be a subgroup of 𝒢. Let (uk) be a bounded sequence
in E that admits a profile decomposition. Then it has a renamed subsequence such that
the sum (4.3) is of the form

∑
n∈ℕ g(n)k w(n) = ∑

n∈ℕ󸀠 h(n)k v(n) + ∑
n∉ℕ󸀠 g(n)k w(n), (6.1)

whereℕ󸀠 ⊂ ℕ, h(n)k ∈ 𝒢󸀠, v(n) ∈ E, if n ∈ ℕ󸀠, and for any sequence (hk) in 𝒢󸀠, h−1k g(n)k ⇀ 0
if n ∉ ℕ󸀠.
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6.2 Profile decompositions for intersection of two spaces | 103

Proof. By the uniform and unconditional convergence of the sum (4.3), we may as-
sume, without loss of generality, that all but finitely many terms in the sum are zero.
Define

ℕ󸀠 def= {n ∈ ℕ : ∃hk ∈ 𝒢󸀠, h−1k g(n)k ⇀̸ 0}.

Let n ∈ N 󸀠. Then, by the definition of the scaling group, there exist (h(n)k )k∈ℕ in 𝒢󸀠
and gn ∈ 𝒢 such that, on a renamed subsequence, h(n)k −1g(n)k → gn, g

(n)
k
∗
h(n)k −1∗ → g∗n ,

g(n)k −1h(n)k → g−1n and h(n)k ∗g(n)k −1∗ → g−1∗n in the sense of the strong operator conver-
gence. Then g(n)k w(n)−h(n)k gnw(n) → 0 in E so that g(n)k w(n) can be replaced in the profile
decomposition with h(n)k v(n) → 0 where v(n) def= gnw(n). Observe now that, denoting by
oE(1) any sequence convergent to zero in the norm of E,

h(n)k −1uk − v(n) = h(n)k −1uk − gnw(n)
= h(n)k −1(uk − g(n)k w(n)) + oE(1)⇁ 0,
n ∈ N 󸀠,

since for every φ ∈ E, using the definition of Delta-convergence,

󵄩󵄩󵄩󵄩h
(n)
k
−1
(uk − g

(n)
k w(n))󵄩󵄩󵄩󵄩 = 󵄩󵄩󵄩󵄩g(n)k −1uk − w(n)󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩g
(n)
k
−1
uk − w

(n) + g−1n φ󵄩󵄩󵄩󵄩 + o(1) =
󵄩󵄩󵄩󵄩h
(n)
k
−1
uk − gnw

(n) + φ󵄩󵄩󵄩󵄩 + o(1)
= 󵄩󵄩󵄩󵄩h
(n)
k
−1
(uk − g

(n)
k w(n)) + φ󵄩󵄩󵄩󵄩 + o(1).

Furthermore, wheneverm ̸= n,

(h(n)k )−1h(m)k = gn(g
(n)
k )
−1g(m)k g−1m ⇀ 0

and thus, form ∈ ℕ󸀠 and n ∉ ℕ󸀠,
(g(n)k )−1h(m)k = (g

(n)
k )
−1g(m)k g−1m ⇀ 0,

(and, similarly, (h(m)k )
−1g(n)k ⇀ 0) . The uniform and unconditional convergence of the

series in (6.1) follows from the uniform and unconditional convergence of the original
series.

Theorem 6.2.2. Let E and F be twoBanach subspaces of some topological vector space.
Assume that E is a uniformly smooth and uniformly convex Banach space with a scaling
group 𝒢, that F is uniformly smooth, and that E ∩ F is dense in E. Assume that 𝒢 has a
subgroup𝒢󸀠 that is a scaling grouponE∩F equippedwith the standard intersection norm
‖u‖E + ‖u‖F . Asume that both E and F satisfy the Opial condition. If (uk)k∈ℕ is a bounded
sequence in E ∩ F, that admits a profile decomposition in E relative to the group 𝒢, then
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it has a renamed subsequence that admits a profile decomposition in E ∩ F relative to
the group 𝒢󸀠 of the form

uk − ∑
n∈ℕ󸀠 h(n)k w(n) 𝒢󸀠⇀ 0 in E ∩ F, (6.2)

and a profile decomposition in E with the defect of compactness relative to the group 𝒢
of the form (6.1) with the same (h(n)k )k∈ℕ and w(n), n ∈ ℕ󸀠, as in (6.2).
Proof. The second assertion of the Theorem is immediate from Lemma 6.2.1, since un-
der the Opial condition Delta-convergence and weak convergence in E coincide. Note
that since E is uniformly convex and both E and F are uniformly smooth, E ∩ F is also
uniformly convex and uniformly smooth. Furthermore, the Opial condition for E ∩ F
follows directly from the Opial condition for E and for F.

By Lemma 6.2.1 and the Opial condition, for any sequence (hk) in 𝒢󸀠,
h−1k (uk − ∑

n∈ℕ󸀠 h(n)k w(n))⇀ 0 in E,

and it is easy to see that the expression in brackets coincides, up to passing to a sub-
sequence, with a profile decomposition for (uk) in E ∩ F.

Example 6.2.3. Let E = Ḣs,p(ℝN ), F = Lp(ℝN ), p ∈ (1,N/s), s > 0, let 𝒢 be the rescal-
ing group 𝒢

N−ps
p , and let 𝒢󸀠 be the group 𝒢ℤN . We assure that E and F satisfy Opial

conditions by equipping them with the equivalent Triebel–Lizorkin norms (3.24) of
Fs,p,2 and F0,p,2, respectively. Then, taking into account Corollary 3.5.4, Theorem 6.2.2
implies that every bounded sequence in Hs,p(ℝN ) has a subsequence with a profile
decomposition

rk
def
= uk − ∑

n∈ℕw(n)(⋅ − y(n)k ) 𝒢󸀠
⇀ 0, (6.3)

with |y(m)k − y
(n)
k | → ∞ whenever m ̸= n, uk(⋅ + y

(n)
k ) → w(n), and the remainder rk

converges to zero in Lq(ℝN ), q ∈ (p, pNN−ps ), by Theorem 3.7.1 (or by Theorem 3.8.2). We
have thus derived profile decomposition of Theorem 4.6.5 from that of Theorem 4.6.4.

Theorem 6.2.4. Assume that bounded sequences in a Banach space E of functions on
ℝN admit profile decompositions relative to the rescaling group 𝒢r with some r ∈ ℝ. Let
F be a uniformly convex and uniformly smooth Banach space of functions onℝN , let the
group 𝒢s, s ∈ ℝ, act isometrically on F, and assume that for any bounded sequence (vk)
in E ∩ F,

vk ⇁ 0 in F ⇔ vk ⇁ 0 in E. (6.4)

Let (uk) be a bounded sequence in E ∩ F. If s > r, then every sequence (j
(n)
k )k∈ℕ in the

concentration term 2rj
(n)
k w(n)(2j(n)k (⋅ − y(n)k )), n ∈ ℕ, of a profile decomposition of (uk) in E
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relative to the group 𝒢r is bounded from below. If s < r, then every respective sequence
(j(n)k )k∈ℕ, n ∈ ℕ, is bounded from above.

Proof. Assume that (uk)has a concentrationprofilew ̸= 0 such that 2−rjkuk(2−jk ⋅+yk)⇁
w in E. Then

󵄩󵄩󵄩󵄩2
−rjkuk(2−jk ⋅ +yk)󵄩󵄩󵄩󵄩F = 2(s−r)jk ‖uk‖F → 0. (6.5)

If s > r and jk → −∞ or s < r and jk → +∞, the right-hand side converges to zero.
Then 2−rjkuk(2jk ⋅ +yk) ⇁ 0 in F. By (6.4), we have 2−rjkuk(2jk ⋅ +yk) ⇁ 0 in E, so that
w = 0, a contradiction.

A particular case of this statement is as follows.

Corollary 6.2.5. Let m ∈ ℕ and 1 < p < N/m. Let (uk) be a bounded sequence in the
intersection of Ḣm,p(ℝN ), and Lq(ℝN ), q ̸= p∗m, equipped with the respective equivalent
norm (3.24). If q < p∗m, then every concentration term 2rj

(n)
k w(n)(2j(n)k (⋅− y(n)k )), r = N−mp

p , in
a profile decomposition of a renamed subsequence of (uk) in Ḣm,p(ℝN ) has the sequence
(j(n)k )k∈ℕ bounded from below. If q > p∗m, then every concentration term 2rj

(n)
k w(n)(2j(n)k (⋅ −

y(n)k )) in a profile decomposition of a renamed subsequence of (uk) in Ḣm,p(ℝN ) has the
sequence (j(n)k )k∈ℕ bounded from above.

We consider now the profile decomposition of Theorem 4.6.4 for sequences of
functions with a compact support.

Theorem 6.2.6. Let (uk) be a bounded sequence in Ḣm,p(ℝN ), m ∈ ℕ, 1 < p < N/m, and
assume that there exists a compact set K ⊂ ℝN such that supp uk ⊂ K, k ∈ ℕ. Then it
has a renamed subsequence with a defect of compactness of the form

Sk = w
(0) + ∑

n∈ℕ 2 N−mp
p j(n)k w(n)(2j(n)k (⋅ − y(n)k )), (6.6)

where w(0) is the weak limit of (uk), y(n)k → yn ∈ K, j
(n)
k → +∞, and (2

j(m)k + 2j
(n)
k )|y(m)k −

y(n)k |→∞ whenever m ̸= n.

Proof. Consider a weakly convergent subsequence of uk with a weak limit w(0). It is
clear that if the assertion of the theorem holds for the sequence (uk − w(0)); it will
hold for (uk), so we may assume that uk ⇀ 0. Consider the concentration terms
2rj
(n)
k w(n)(2j(n)k (⋅ − y(n)k )), r = N−mp

p with w(n) ≠ 0.
Note that if, on a renamed subsequence, y(n)k → y(n) ∉ K, we have w(n) =

lim 2−rj(n)k uk(2−j(n)k (⋅ + y(n)k )) = 0 a. e., since weak convergence in Ḣm,p(ℝN ) implies
convergence almost everywhere and uk is evaluated in the limit away from the com-
pact set K. The same argument applies when |y(n)k | → ∞. Applying the standard
diagonalization argument, we then may assume, for a renamed subsequence, that
y(n)k → yn ∈ K for every n ∈ ℕ.
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Since (uk) is supported on the compact setK, it is bounded in Lq, 1 ≤ q ≤ p∗m. Then,
by Corollary 6.2.5, (j(n)k )k∈ℕ is bounded from below. Moreover, (j(n)k )k∈ℕ cannot have a
bounded subsequence, since this would imply that uk has a nonzero weak limit, a
contradiction.

Corollary 6.2.7. Let Ω ⊂ ℝN be a bounded domain with a piecewise C1-boundary and
let (uk)beabounded sequence inH1,p(Ω), 1 < p < N.Then it has a renamed subsequence
with a defect of compactness of the form (6.6) with K = Ω̄.

Proof. By the standard extension theorem, there exists a bounded domain Ω󸀠 ⊃ Ω
with a smooth boundary and a bounded linear operator T : H1,p(Ω) → H1,p

0 (Ω
󸀠) such

that Tu(x) = u(x)whenever x ∈ Ω. The assertion of the corollary follows from applying
Theorem 6.2.6 to the sequence (Tuk) extended by zero to ℝN .

6.3 Flask domains for Sobolev embeddings

In this section, 𝒢(G) will denote a group of shifts by vectors in G = ℤm × ℝN−m with
somem ∈ {0, . . . ,N},

𝒢(G) = {u 󳨃→ u(⋅ − y)}y∈G.
Definition 6.3.1. A domain Ω ⊂ ℝN is called a G-flask domain (relative to the Sobolev
space H1,p(ℝN ), p ∈ [1,∞)) if H1,p

0 (Ω) is a flask subspace of H1,p(RN ) relative to the
group 𝒢(G), that is, if uk ∈ H

1,p
0 (Ω) and uk(⋅−yk)⇀ w inH1,p(ℝN ) for some yk ∈ G, then

there exists a y ∈ G such that w(⋅ − y) ∈ H1,p
0 (Ω).

Let us recall the definition of the lower limit of a sequence of abstract sets (Xk)k∈ℕ:
lim infXk

def
= ⋃

n∈ℕ⋂k≥nXk . (6.7)

Proposition 6.3.2. Let Ω ⊂ ℝN be a domain with a piecewise-C1-boundary. If for any
sequence (yk) in G there exists y ∈ G and a set Z ⊂ ℝN of measure zero such that

lim inf(Ω + yk) ⊂ (Ω + y) ∪ Z, (6.8)

then Ω is a G-flask domain relative to the Sobolev space H1,p(ℝN ) for any p ∈ [1,∞).
Proof. Let yk ∈ G be such that uk(⋅ − yk) ⇀ w in H1,p(ℝN ). Since weak convergence in
H1,p(ℝN ) implies convergence almost everywhere, let Z0 ⊂ ℝN be a set of zeromeasure
such that uk(x−yk)→ w(x) for all x ∈ ℝN \Z0. Thenw(x) ̸= 0 for x ∉ Z0 only if x−yk ∈ Ω
for all but finitely many k ∈ ℕ, that is, only if x ∈ ⋂k≥k(x)(Ω + yk) for some k(x) ∈ ℕ
sufficiently large. In other words, w = 0 in the complement of lim inf(Ω + yk), except
possibly on Z0. By (6.8), there is a y ∈ G such that w(⋅ − y) = 0 almost everywhere
outside of Ω. Since 𝜕Ω is piecewise-C1 andw ∈ H1,p(ℝN ), this implies thatw ∈ H1,p

0 (Ω).
Therefore, Ω is a G-flask domain.
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Example 6.3.3. From the definition or from Theorem 6.3.2, we can see that the follow-
ing domains are flask domains:
1. Any bounded domain is a G-flask domain for any G as above.
2. If Ω + y = Ω for any y ∈ G, then Ω is a G-flask domain.
3. If Ω = ω × ℝ, where ω is a bounded domain set with a piecewise-C1-boundary in
ℝN−1, then Ω is a G-flask domain.

4. If Ω0 is as in any of two previous cases, Ω ⊃ Ω0 has a piecewise C1-boundary,
d(Ω0,ℝ

N \ (Ω ∪ BR(0)))→ 0 as R→∞, then Ω is a G-flask domain.
5. If Ω1, . . . ,Ωm are G-flask domains whose pairwise intersections are bounded sets,

then each connected component of⋃mi=1 Ωi is a G-flask domain.

Let

Ωε
def
= {x ∈ Ω : d(x,ℝN \ Ω) > ε}, ε > 0, (6.9)

χε(x)
def
= min{ 1

ε
d(x,ℝN \ Ω), 1}, (6.10)

and note that for every p ∈ [1,N) there exists η(ε) > 0, η(ε)→ 0 as ε → 0, such that

‖χεu − u‖p ≤ η(ε)‖u‖H1,p . (6.11)

Theorem 6.3.4. Let p ∈ [1,N). A domain Ω in ℝN with a piecewise C1-boundary is a
G-flask domain (relative to H1,p(ℝN ), p ∈ [1,N)), if and only if for every sequence (yk) in
G, |yk |→∞, there exists a y ∈ G such that for every ε > 0,

lim inf(Ωε + yk) ⊂ Ω + y up to a set of measure zero. (6.12)

Proof. Let χε be as in (6.10).
Necessity. If Ω is a G-flask domain, then for any (yk) in G, |yk | → ∞, there is a

y ∈ G such that on a renamed subsequence χε(⋅ − yk) ⇀ wε ∈ H
1,p
0 (Ω + y), and thus

χε(⋅ − yk) → 0 almost everywhere in the complement of Ω + y. On the other hand,
for every x ∈ lim inf(Ωε + yk), χε(x − yk) = 1 for all k sufficiently large. Therefore,
lim inf(Ωε + yk) ⊂ (Ω + y) up to a set of measure zero.

Sufficiency. Let uk ∈ H
1,p
0 (Ω), let w ∈ H

1,p(ℝN ), and let yk ∈ G be such that, on a
renamed subsequence, uk(⋅ − yk) ⇀ w, and thus uk(⋅ − yk) → w almost everywhere.
For every ε > 0, we define (on a renumbered subsequence possibly dependent on ε),

wε = w-lim(χεuk)(⋅ − yk)

and note that by the argument of Proposition 6.3.2, wε = 0 almost everywhere inℝN \
(Ω + y). By (6.11)

‖wϵ − w‖p ≤ lim inf
k∈ℕ 󵄩󵄩󵄩󵄩(χεuk)(⋅ + yk) − uk(⋅ + yk)󵄩󵄩󵄩󵄩p ≤ supk∈ℕ ‖χεuk − uk‖p ≤ η(ε) supk∈ℕ ‖uk‖H1,p .

Thenwε → w almost everywhere as on a subsequence of ε → 0, and thusw = 0 almost
everywhere in ℝN \ (Ω + y). Therefore, Ω is a G-flask domain.
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Together with the group G, we also consider a subgroup T of O(N) and define
(G,T)-flask domains.

Definition 6.3.5. LetG be an additive subgroup ofℝN and let T be a subgroup ofO(N).
A domain Ω ⊂ ℝN is called a (G,T)-flask domain if for every sequence (yk) in G, |yk |→
∞, there exist z ∈ G and τ ∈ T, such that whenever uk ∈ H

1,p
0 (Ω) and uk(⋅ + yk)⇀ w in

H1,p(ℝN ), w ∈ H1,p
0 (τΩ + z).

Note that if T = {id} then a (G,T)-flask domain is a G-flask domain according to
Definition 6.3.1. Note that ℝN is a (G,T)-flask domain for any choice of G and T.

The following is a sufficient geometric condition for a domain to be a (G,T)-flask
domain.

Proposition 6.3.6. Let Ω ⊂ ℝN be a domain with a piecewise C1-boundary. It is a
(G,T)-flask domain (relative to H1,p(ℝN ), p ∈ [1,∞)) if for any sequence yk in G there
exist z ∈ G, τ ∈ T, such that, up to a set of measure zero,

lim inf(Ω + yk) ⊂ τΩ + z. (6.13)

Proof. The proof is repetitive of the proof of Proposition 6.3.2 andmay be omitted.

Example 6.3.7. The following domains are (G,T)-flask domain:
1. Any G-flask domain.
2. A finite union of intersecting (G,T)-flask domains whose pairwise intersections

are bounded;
3. Domain Ω = Ω0 ∪Ω1, where Ω0 is a (ℝN ,O(N))-flask domain, Ω1 ⊂ τΩ0 with some

τ ∈ O(N), and Ω0 ∩ Ω1 is bounded, is a (ℝN ,O(N))-flask domain.

Proposition 6.3.8. The following domains are not (ℝN ,O(N))-flask domains:
(a) A domain Ω ⊂ ℝN , Ω ̸= ℝN , which for every R > 0 contains a ball of radius R (in

particular, an open cone) is not a (ℝN ,O(N))-flask domain;
(b) An open cylinder from which one has removed a closed bounded subset with a

nonempty interior;
(c) A product ω × (0,∞), where ω ⊂ ℝN−1 is a domain.
Proof. (a). Let yk ∈ ℝN , k ∈ ℕ, be such that Bk(yk) ⊂ Ω. Letw ∈ H1,p(ℝN ), suppw = ℝN
(e. g., w(x) = e−|x|2 ), and let χk ∈ C∞0 (Bk(0), [0, 1]) be equal to 1 on Bk−1(0) and satisfy
|∇χk | ≤ 2. Clearly, the H

1,p
0 (Ω)-norm of uk

def
= χkw(⋅ − yk) is uniformly bounded in k ∈ ℕ

(in particular, supp uk ⊂ supp χ + yk ⊂ Bk(yk) ⊂ Ω), and the sequence (uk) is uniformly
convergent on compact sets (and, therefore, weakly in H1,p(ℝN )) to w. Since suppw =
ℝN , w ∉ H1

0(τΩ + z) for any τ ∈ O(N) and z ∈ ℝ
N .

(b) Let Ω = ω ×ℝ \U, whereω is a domain inℝN−1 and U is a nonempty bounded
domain contained in ω × ℝ. Let w ∈ H1,p

0 (ω × ℝ). Let M = sup{xN : x ∈ U}. uk =
χ(xN )w(⋅ − keN ), where eN = (0, . . . ,0, 1) and χ ∈ C∞(ℝ, [0, 1]), χ(x) = 0 for x ≤ M,
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χ(x) = 1 for x ≥ M + 1, |χ󸀠| ≤ 2. Similar to the argument above, uk(⋅ + keN ) ⇀ w. It is
clear that

inf
τ∈O(N),z∈ℝN 󵄨󵄨󵄨󵄨(ω × ℝ) \ (τΩ + z)󵄨󵄨󵄨󵄨 > 0

which implies that there is a w ∈ H1
0(ω ×ℝ) that is not in H

1
0(τΩ + z) for any τ ∈ O(N),

z ∈ ℝN .
(c) The proof analogous to the one in the case (b).

Theorem 6.3.9. LetΩ ⊂ ℝN be a (ℤN ,T)-flask domain with a piecewise C1-boundary. If
(uk) is a bounded sequence in H

1,p
0 (Ω), then it has a subsequence that admits a profile

decomposition in H1,p(ℝN ) relative to the group 𝒢ℤN as in Theorem 4.6.5 with w(n) ∈
H1,p
0 (τnΩ), n ∈ ℕ.

Proof. Let uk be a renumbered subsequencewith profile decomposition (4.24). By Def-
inition 6.3.5, there exist τn ∈ T and zn ∈ ℤN , such that w(n) ∈ H1,p

0 (τnΩ + zn) and
uk(⋅ + y

(n)
k + zn) ⇀ w(n)(⋅ + zn) ∈ H1,p

0 (τnΩ). Then it remains to rename y(n)k + zn as y(n)k
and w(n)(⋅ + zn) as w(n).

Let us give an example of existence of minimizers for a flask domain.

Theorem 6.3.10. LetΩ ⊂ ℝN be a (ℤN ,O(N))-flask domainwith piecewise-C1 boundary.
Let p ∈ (1,N) and let q ∈ (p, p∗). Then the minimum in

κ = inf
u∈H1,p

0 (Ω),‖u‖q=1∫Ω (|∇u|p + |u|p)dx (6.14)

is attained.

Proof. Let (uk) be aminimizing sequence for (6.14) with a profile decomposition given
by Theorem 4.6.5 and refined by Theorem 6.3.9. Then (4.26) will give us

1 = ∫
Ω

|uk |
qdx → ∑

n∈ℕ∫Ω 󵄨󵄨󵄨󵄨w(n) ∘ τn󵄨󵄨󵄨󵄨qdx. (6.15)

Let us define tn
def
= ∫Ω |w

(n) ∘ τn|qdx. while from (4.25), (4.26), and we have

κ = ∫
Ω

(|∇uk |
p + |uk |

p)dx + o(1) ≥ ∑
n∈ℕ ∫τnΩ(󵄨󵄨󵄨󵄨∇w(n)󵄨󵄨󵄨󵄨p + 󵄨󵄨󵄨󵄨w(n)󵄨󵄨󵄨󵄨p)dx + o(1)

= ∑
n∈ℕ∫Ω (󵄨󵄨󵄨󵄨∇w(n) ∘ τn󵄨󵄨󵄨󵄨p + 󵄨󵄨󵄨󵄨w(n) ∘ τn󵄨󵄨󵄨󵄨p)dx + o(1) ≥ κ ∑n∈ℕ tp/qn .

Since ∑ tn = 1 and p < q, the relation above is contradictory unless all τn except
one, say τm, are zero, and τm = 1. It is easy to see then that w(m) ∘ τm ∈ H1,p

0 (Ω) is
a minimizer.
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Remark 6.3.11. If a domain lacks theflaskproperty, aminimizing sequence in ananal-
ogous problemmay have a profile supported in a larger domain or in a domain with a
smaller or equal value of κ in (6.14), which is not conductive for attaining a minimum.
Consider, for example, the problem (6.14) for the half-space Ω = ℝN−1 × (0,∞). If w
is the known minimizer for (6.14) when Ω = ℝN , then it is easy to see that uk(x) =
χ(xN )w(x − (0N−1, k)), where χ ∈ C∞0 (0,∞) and χ(t) = 1 for t ≥ 2, is a minimizing se-
quence for the problem on the half-space, so that the constant κ for the half-space and
forℝN coincide. Then if the problem on the half-space had aminimizer (vanishing for
xN ≤ 0), this function would also minimize the problem for the whole space, thus
satisfying a corresponding semilinear elliptic equation on ℝN and contradicting the
maximum principle.

6.4 Asymptotically null sets, compact Sobolev embeddings

We now consider a sufficient condition for open sets Ω ⊂ ℝN such that H1,p
0 (Ω) is

𝒢ℤN -locally compact (seeDefinition6.1.3), and thus is compactly embedded intoLq(Ω),
q ∈ (p, p∗) by Proposition 6.1.4. We shall call such sets asymptotically null.

Definition 6.4.1. An open set Ω ⊂ ℝN is called asymptotically null set (relative to
H1,p(ℝN ) and 𝒢ℤN ) if H

1,p
0 (Ω) is a 𝒢ℤN -locally compact subspace of H1,p(ℝN ).

Proposition 6.4.2. An open set Ω ⊂ ℝN is asymptotically null (relative to H1,p(ℝN ) and
𝒢ℤN , p ∈ [1,∞)) if for any sequence (yk) in ℤ

N , |yk | → ∞, the set lim inf(Ω − yk) has
measure zero.

Proof. Let (uk) be a bounded sequence in H1,p
0 (Ω). Assume without loss of generality

that uk ⇀ 0 and let (yk) in ℤN , |yk | → ∞, be such that uk(⋅ + yk) ⇀ w in H1,p(ℝN ).
Then uk(⋅+yk) converges almost everywhere. Let Z ⊂ ℝN be a set of zeromeasure such
that uk(x + yk) → w(x) for all x ∈ ℝN \ Z. If w(x) ̸= 0, x ∉ Z, then uk(x + yk) ̸= 0 for
all k sufficiently large, and thus x + yk ∈ Ω and x ∈ lim inf(Ω − yk). By assumption the

latter set has measure zero and thus w = 0 a.e. Consequently, uk
𝒢ℤN⇀ 0. We conclude

thatH1,p
0 (Ω) is 𝒢ℤN -locally compact subspace ofH1,p(ℝN ) and thus Ω is asymptotically

null.

A necessary and sufficient condition for a set to be asymptotically null, for p ∈
[1,N), can be formulated in terms of sets (6.9).

Theorem 6.4.3. An open set Ω in ℝN is asymptotically null (relative to H1,p(ℝN ) and
𝒢ℤN , p ∈ [1,N)) if and only if for every sequence yk ∈ ℤ

N and every ε > 0,

󵄨󵄨󵄨󵄨lim inf(Ωε − yk)
󵄨󵄨󵄨󵄨 = 0. (6.16)

Proof. Let Ωε, χε be as in (6.9), respectively (6.10).
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Necessity. If Ω is an asymptotically null set, then χε(⋅+yk)⇀ 0whenever |yk |→∞,
and thus χε(⋅+yk)→ 0 almost everywhere. On the other hand, for every x ∈ lim inf(Ωε−
yk), χε(x+yk) = 1 for all k sufficiently large, and thus lim inf(Ωε −yk) hasmeasure zero.

Sufficiency. Let uk ∈ H
1,p
0 (Ω), let w ∈ H

1,p(ℝN ), and let yk ∈ ℤN be such that, on a
renamed subsequence, uk(⋅ + yk) ⇀ w, and thus uk(⋅ + yk) → w almost everywhere.
For every ε > 0, we define (on a renumbered subsequence possibly dependent on ε),

wε = w-lim(χεuk)(⋅ + yk)

and note that by the argument of Proposition 6.4.2, wε = 0 almost everywhere. Note
now, that by (6.11),

‖wϵ −w‖p ≤ lim inf
k∈ℕ 󵄩󵄩󵄩󵄩(χεuk)(⋅ + yk) − uk(⋅ + yk)󵄩󵄩󵄩󵄩p = lim inf

k∈ℕ ‖χεuk − uk‖p ≤ η(ε) supk∈ℕ ‖uk‖H1,p .
Then wε → w almost everywhere as ε → 0, but wε = 0 a.e., so w = 0. Therefore, Ω is
asymptotically null.

An “infinitely narrow” flask-shaped set {|x| < 1
1+x2N }, where x = (x1, . . . , xN−1), is an

asymptotically null set by Proposition 6.4.2.

6.5 Flask domains and null sets for the affine Sobolev inequality

In this section, we study compactness properties and related isoperimetric problems
for the affine Sobolev functional E2 given by (5.64). We adapt the notions of flask do-
mains and asymptotically null sets to the setting of affine Laplacian.

Let Ω ⊂ ℝN be a domain. By analogy with the p-Laplacian which equals the
Fréchet derivative of − 1p ∫ |∇u|

p, we may also define the affine Laplace operator ΔA(u)
by differentiation of − 12E2 in a suitable space, for example, in Ḣ1,2

0 (Ω) for the Dirich-
let affine Laplacian or in H1,2(Ω) for the Neumann affine Laplacian. Since Ai,j[u]󸀠 =
(∫Ω ∇iu∇judx)

󸀠 = −2(∇i∇ju)ij, we have formally,

detA[u]󸀠 = detA[u] tr(A−1[u]A[u]󸀠) = −2 detA tr(A−1[u]u󸀠󸀠),
where u󸀠󸀠(x) is the Hessian of u, that is, the matrix with components ∇i∇ju(x). Then

ΔA(u) = −
N
2
(detA[u]

1
N )
󸀠

= −
1
2
(detA[u])

1
N −1(detA[u])󸀠

= (detA[u])
1
N tr(A−1[u]u󸀠󸀠). (6.17)

It is easy to see that for any u ∈ Ḣ1,2
0 (Ω) this expression is a Fréchet derivative of −

1
2E2

and that E2 ∈ C1(Ḣ1,2
0 (Ω)). In what follows, the notation ΔA will be reserved for the

affine Dirichlet Laplacian, that is, for the Fréchet derivative above.
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We have the following elementary identity:

ΔA(u ∘ S) = ΔA(u) ∘ S, S ∈ SL(N). (6.18)

If T ∈ SL(N) is as in the last assertion of Lemma 5.4.1, that is, A[u ∘ T] is a multiple of
identity, then we have

(ΔA(u)) ∘ T = Δ(u ∘ T). (6.19)

Consequently, both the strong and the weak maximum principle apply to classical
solutions of ΔA(v) = f , exactly in the same form as for the classical Laplacian. In what
follows, the norm of a matrix T will be denoted as |T|. We note that a sequence (T)k in
SL(N) is either unbounded in norm, or has a subsequence convergent to a matrix in
SL(N).

Definition 6.5.1. We shall say that a function f ∈ L
2N
N+2 (Ω) is of class LA(Ω) if for any

sequence (Tk) in SL(N), |Tk |→∞, one has f ∘ Tk |Ω → 0 in L
2N
N+2 (Ω).

In particular, if Ω is bounded, LA(Ω) = L
2N
N+2 (Ω), and if Ω = ℝN , LA(Ω) = {0}.

Theorem 6.5.2. Let Ω ⊂ ℝN be a domain with a piecewise-C1 boundary. If f ∈ LA(Ω),
then the infimum

κf
def
= inf

u∈Ḣ1,2
0 (Ω) 12E2(u) − ∫Ω f (x)u(x)dx (6.20)

is attained. If, additionally, f ∈ L2(Ω), then this minimizer is a classical solution of

ΔA(u)(x) + f (x) = 0, x ∈ Ω. (6.21)

Proof. Note first that κf < 0. Indeed, let w ∈ C10(Ω) be such that ∫Ω fwdx < 0. Then
for t > 0 sufficiently small the functional in (6.20) will have negative values, since the
first term is quadratic in t.

By (5.65), we can rewrite (6.20) as

κf = inf
v∈Ḣ1,2

0 (TΩ),T∈SL(N) 12 ∫TΩ |∇v|2dx − ∫Ω f (x) v(Tx)dx. (6.22)

Let (vk ,Tk)k∈ℕ in C∞0 (TkΩ) × SL(N) be a minimizing sequence for (6.22). Consider
(vk) as a sequence in Ḣ1,2(ℝN ). Assume first that |Tk | → ∞. Then, since f ∈ LA(Ω),
we have κf ≥ 0, which is false. Consequently, we have, on a renamed subsequence,
Tk → T ∈ SL(N) and vk ⇀ v in Ḣ1,2(ℝN ) with v = 0 outside of TΩ, which means that
u def
= v ∘ T−1 ∈ Ḣ1,2

0 (Ω) is a required minimizer. Equation (6.21) (in the weak sense)
follows, and the regularity of the solution is a consequence of the standard elliptic
regularity.
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Theorem 6.5.3. Let Jp, p ∈ (1,N), be the functional (5.55). Let Ω ⊂ ℝN be an open set
such that for any sequences (Tk) in SL(N) and (yk) inℤN satisfying |Tk | + |yk |→∞, one
has

󵄨󵄨󵄨󵄨lim infT−1k (Ω − yk)󵄨󵄨󵄨󵄨 = 0. (6.23)

Then the set B1 = {u ∈ H
1,p
0 (Ω); Jp(u) ≤ 1} is relatively compact in L

q(Ω), p < q < p∗.
Note that, even for bounded Ω the set B1 is not bounded in H

1,p
0 (Ω).

Proof. Let (uk) be a sequence in B1 and consider it as a sequence in H1,p(ℝN ). Let Tk ∈
SL(N) satisfy, in accordance to (5.66),

Jp(uk) ≥
C󸀠
2
󵄩󵄩󵄩󵄩∇(uk ∘ Tk)

󵄩󵄩󵄩󵄩p.

Let vk = uk ∘ Tk . Then (vk) is a bounded sequence in H1,p(ℝN ). If |Tk | → ∞, then by
(6.23), vk(⋅−yk)⇀ 0 inH1,p(ℝN ) for any sequence (yk) inℝN , which implies by cocom-
pactness that vk → 0 in Lq(ℝN ),p < q < p∗, and thus uk → 0 in Lq(Ω). Otherwise, there
is a renamed subsequence of (Tk) convergent to some T ∈ SL(N). Passing again to a
renamed weakly convergent subsequence, we may assume that vk ⇀ v in H1,p(ℝN ),
and thus uk ⇀ v ∘ T−1 in H1,p

0 (Ω). On the other hand, from (6.23) we can infer that for

any sequence (yk) inℤN , (vk − v)(⋅ − yk)⇀ 0 in H1,p(ℝN ) and thus, setting u def
= v ∘ T−1,

we have ‖uk − u‖q ≤ ‖vk − v‖q + ‖u ∘ T − u ∘ Tk‖q → 0.

Note that any bounded set satisfies (6.23). An example of an unbounded set sat-
isfying (6.23) is {(x1, x̄) ∈ ℝ × ℝN−1 : |x̄| < e−x21 }. Not every asymptotically null set, con-
sidered in the previous section, satisfies (6.23): in particular, such is the set {(x1, x̄) ∈
ℝ × ℝN−1 : |x̄| < (1 + log |x1|)−1}.

We consider nowanexample of aminimizationproblem.Note that if Ωbelowwere
a ball, existence of the minimizer would follow from a rearrangement argument, and
the minimizer would coincide with the minimizer for the Sobolev norm.

Theorem 6.5.4. Let Ω ⊂ ℝN , N > 2, be an open set with a piecewise-C1-boundary satis-
fying (6.23) [for example, a bounded domain]. Then the minimum in the problem

κq = inf
u∈H1,2

0 (Ω),‖u‖p,Ω=1E2(u), 2 < p < 2∗, (6.24)

is attained.

Proof. Let (uk) be a minimizing sequence and consider it as a sequence in H1,2(ℝN ).
Let Tk ∈ SL(N) be as in (5.72). Repeating the argument in the proof of Theorem 6.5.3,
we may assume, for a suitable renamed subsequence, that either |Tk | → ∞ and then
uk → 0 in Lq, or Tk → T ∈ SL(N), and uk converges weakly in H1,2

0 (Ω) as well as
in Lp(Ω) to some u. The former case is ruled out, since by assumption of minimizing
sequence ‖uk‖p,Ω = 1. In the latter case, lower semicontinuity of the norm implies that
‖∇u‖22 ≤ κp. Then by (5.65) E2(u) ≤ κp, and thus u is necessarily a minimizer.
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Corollary 6.5.5. Let Ω ⊂ ℝN be a bounded domain with a piecewise C1-boundary. Then
(6.24)hasaminimizer that, up to a scalarmultiple, is a smoothpositive classical solution
of the boundary problem

−
N
∑
i,j=1(A−1[u])ij 𝜕2u𝜕xi𝜕xj = up−1 in Ω, u|𝜕Ω = 0. (6.25)

Proof. Note that if u ∈ H1
0(Ω) is a minimizer for (6.24), then so is |u| by (5.65):

inf
u∈H1,2

0 (Ω),‖u‖p,Ω=1E2(u)
= inf

u∈H1,2
0 (Ω),‖u‖p,Ω=1,T∈SL(N)󵄩󵄩󵄩󵄩∇(u ∘ T)󵄩󵄩󵄩󵄩22

= inf
u∈H1,2

0 (Ω),‖u‖p,Ω=1,T∈SL(N)󵄩󵄩󵄩󵄩∇|u ∘ T|󵄩󵄩󵄩󵄩22
= inf

u∈H1,2
0 (Ω),‖u‖p,Ω=1E2(|u|),

so we can without loss of generality assume that u ≥ 0. Then, for some λ > 0, the
function u satisfies, in the weak sense,

−
N
∑
i,j=1(A−1[u])ij 𝜕2u𝜕xi𝜕xj = λup−1 in Ω. (6.26)

Note that A[u]−1 is a positive constant matrix, as an inverse of a positive matrix, so
the standard elliptic regularity and the bootstrap argument yield the smoothness of
the solution. The solution is strictly positive by the maximum principle for uniformly
elliptic operators. Finally, note that the left-hand side of (6.26) is of homogeneity −1 ̸=
p − 1, so a suitable scalar multiple of u satisfies (6.25).

We extend here condition (6.8) to actions of the affine group on ℝN to state the
following minimization result for the affine Sobolev functional E2.

Definition 6.5.6. A domain Ω inℝN is an affine flask domain if for any sequences (Tk)
in SL(N) and (yk) in ℝN there exist a y ∈ ℝN , a T ∈ SL(N) and a set Z ⊂ ℝN of zero
measure such that

lim infT−1k (Ω − yk) ⊂ (TΩ + y) ∪ Z. (6.27)

Example 6.5.7. Obviously, any bounded domain (as well as ℝN ) is an affine flask do-
main. A collection of unit balls B1(n4e0), n ∈ ℕ, where e0 is a fixed unit vector, con-
nected consecutively by circular cylinders of corresponding radius e−n that have ℝe0
as their common axis, is an affine flask domain. On the other hand, a cylindrical do-
main with a smooth boundary is an affine flask domain only if it is ℝN . Indeed, let
Ω = ℝ × ω and let Tk be a diagonal matrix with diagonal entries k1−N , k, . . . , k. Then
lim infTkΩ = ℝN .
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Theorem 6.5.8. Assume thatΩ ⊂ ℝN , N > 2, is an affine flask domain with a piecewise-
C1 boundary. Then the minimum in the problem

κ = inf
u∈H1,2

0 (Ω): ‖u‖p=1E2(u) + ‖u‖22, 2 < p < p∗, (6.28)

is attained.

Proof. Let (uk) ⊂ H1,2
0 (Ω) be a minimizing sequence. Consider it as a sequence in

H1,2(ℝN ). Let (Tk) ⊂ SL(N) and let w(n), n ∈ ℕ, be as in Theorem 5.4.5, so we have
E2(uk ∘ Tk) = ‖∇(uk ∘ Tk)‖22. From the iterated Brezis–Lieb lemma (Theorem 4.7.1), we
have

1 = ‖uk‖
p
p =∑

n

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩pp. (6.29)

Let tn = ‖w(n)‖pp.
By (5.75)

κ = limE2(uk(Tk ⋅ −y + y
(n)
k )) +
󵄩󵄩󵄩󵄩uk(Tk ⋅ −y + y

(n)
k )
󵄩󵄩󵄩󵄩
2
2

≥ ∑
n∈ℕ(󵄩󵄩󵄩󵄩∇w(n)󵄩󵄩󵄩󵄩22 + 󵄩󵄩󵄩󵄩w(n)󵄩󵄩󵄩󵄩22) ≥ ∑n∈ℕ(E2(w(n)) + 󵄩󵄩󵄩󵄩w(n)󵄩󵄩󵄩󵄩22). (6.30)

Equation (6.27) implies that with some T(n) ∈ SL(N) and some yn ∈ ℝN one has

uk(Tk((T
(n))−1 ⋅ −yn) + y(n)k )⇀ w(n)((T(n))−1(⋅ − yn)) ∈ H1,2

0 (Ω).

From (6.30), we have

κ ≥ ∑
n∈ℕ κt2/pn , (6.31)

which can hold only if tn = 0 for n ̸= m and tm = 1 with some m ∈ ℕ. Consequently,
w(m)((T(m))−1(⋅ − ym)) is a minimizer.

Remark 6.5.9. Any minimizer for the problem (6.27) is, up to a scalar multiple, a pos-
itive smooth solution of the boundary value problem

− detA[u]1/N N
∑
i,j=1(A−1[u])ij 𝜕2u𝜕xi𝜕xj + u = up−1, u|𝜕Ω = 0. (6.32)

The argument copies that of Corollary 6.5.5 with one modification: in the proof of the
corollary we omitted the scalar factor detA[u]1/N in the Fréchet derivative of the left-
hand side. We do not omit it here, and as a consequence the left-hand side is now of
homogeneity 1 < p − 1, which allows to replace u by its scalar multiple while setting
the Lagrange multiplier to 1.
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Since ℝN is an affine flask domain, there is a minimizer in (6.28). A simple argu-
ment shows that theminimum in (6.28) is attained at theminimum of the correspond-
ing Euclidean problem.

Theorem 6.5.10. The minimal values in the problems

inf
u∈Ḣ1,2(ℝN ),‖u‖2∗=1E2(u), (6.33)

and

inf
u∈H1,2(ℝN ),‖u‖p=1E2(u) + ‖u‖22, 2 < p < 2∗, (6.34)

are attained at the minima for respective Euclidean problems (with E2(u) replaced by
‖∇u‖22).

Proof. By (5.65), for every u ∈ Ḣ1,2(ℝN ) there is T ∈ SL(N) such that E2(u) = ‖∇(u ∘T)‖22.
Therefore,

inf
u∈Ḣ1,2(ℝN ),‖u‖2∗=1E2(u) = inf

u∈Ḣ1,2(ℝN ),‖u‖2∗=1 ‖∇u‖22 (6.35)

and

inf
u∈H1,2(ℝN ),‖u‖p=1E2(u) + ‖u‖22 = inf

u∈H1,2(ℝN ),‖u‖p=1 ‖∇u‖22 + ‖u‖22. (6.36)

6.6 Bibliographic notes

Sections 6.1 and 6.2 are written in the general spirit of [113]. Flask domains in a more
concrete form of Example 6.3.3, case 4, were introduced by del Pino and Felmer
[36]. The notion of asymptotically null set is related to the earlier studies of compact
Sobolev embeddings for unbounded domains such as [31]. The functional-analytic
notion of a flask subspace of a Hilbert space was introduced in [104, Chapter 4],
which also contains characterization of flask domains and asymptotically null sets
from Sections 6.3 and 6.4 in the case of H1,2.

Counterparts of flask domains and of asymptotically null sets for affine Sobolev
spaces were introduced in [102] for p = 2 and in [103] for 1 ≤ p < N . Presentation in
Section 6.5 follows [102]. The first part of Theorem 6.5.10, for the affine p-Laplacian, is
proved in [86].
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In this chapter, we study loss of compactness, for Sobolev spaces of manifolds, that is
not attributable to an action of a group as it is, for example, in Corollary 5.1.7, where
themanifold is assumed to be periodic. An analog of profile decomposition is still pos-
sible in absence of an invariant group action, but at the cost of concentration profiles
emerging as functions on different manifolds.

An elementary example of profiles arising as functions on a differentmetric struc-
ture, as a consequence of noninvariant transformations, is the space ℓp(ℕ), p ∈ [1,∞),
equipped with the set of right shifts. If w ∈ ℓp(ℤ), then uk(x)

def
= w(x − k), x ∈ ℕ, is a

bounded sequence in ℓp(ℕ), which we extend by zero to ℤ, setting

ūk(x) = {
uk(x) = w(x − k), x ∈ ℕ,
0, x ≤ 0,

then

ūk(x + k) = {
w(x), x =,−k + 1,−k + 2, . . . ,
0, x = −k,−k − 1, . . .

x ∈ ℤ,

and uk(x + k) → w(x), x ∈ ℤ. This implies uk(⋅ + k) ⇁ w, and thus w ∈ ℓp(ℤ)may be
regarded as a profile of (uk), which is a sequence in ℓp(ℕ).

Note that, of course, that profiles that emerge here are not weak limits in the orig-
inal spaces, like in Definition 4.1.1, and in general the concentration structures in this
chapter correspond to this definition only in the sense of analogy.

A paper of Struwe [120] addressed profile decompositions for limiting Sobolev em-
beddings on compact manifolds, where formation of dilation bubbles by a “zoom-in”
into the manifold yields profiles defined on the tangent space. In [110], dealing with
subcritical embeddings, profiles are generated by local isometries of the manifold,
which results in profiles defined on different manifolds-at-infinity of the given mani-
fold. The profile decomposition of Theorem 7.9.1 below combines both structures. The
conclusionary Section 7.10 presents a related result on compactness of embeddings for
subspaces of symmetric functions.

7.1 Bounded geometry. Discretizations and a “spotlight lemma”

Throughout this chapter, we consider be a smooth, complete, connected, N-
dimensional Riemannian manifold M, N ≥ 2, with metric g. By B(x, r) ⊂ M, we
will denote in this chapter the geodesic ball of M of radius r, centered at x ∈ M, and
by Ωr wewill denote the ball of radius r in the Euclidean space, centered at the origin.
For every x ∈ M, there exists a maximal r(x) > 0, called injectivity radius, such that

https://doi.org/10.1515/9783110532432-007
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the Riemannian exponential map expx is a diffeomorphism of {v ∈ TxM : gx(v, v) < r}
onto B(x, r(x)). For each x ∈ M, we choose an orthonormal basis for TxM which yields
an identification ix : ℝN → TxM. Then ex : Ωr(x) → B(x, r(x)) will denote a geodesic
normal coordinate map at x given by ex = expx ∘ ix. We do not require smoothness of
themap ix with respect to x, since the arguments xwill be taken from a discrete subset
ofM.

For k integer, and f : M → ℝ, we denote by dkf the kth covariant derivative of u,
by 𝜕α partial derivative in local coordinates,

𝜕
𝜕ξα

, and by |dkf | the norm of dkf defined
by a local chart by

󵄨󵄨󵄨󵄨d
kf 󵄨󵄨󵄨󵄨

2
= gi1j1 ⋅ ⋅ ⋅ gik jk𝜕i1 . . . 𝜕ik f 𝜕j1 . . . 𝜕jk f .

where gij are the components of the inverse matrix of the metric matrix g = [gij].

Throughout this chapter, we use the notationℕ0
def
= ℕ ∪ {0}.

Definition 7.1.1 (Definition A.1.1 from [107]). A smooth Riemannian manifold M is of
bounded geometry if the following two conditions are satisfied:
(i) The injectivity radius r(M) = infx∈M r(x) ofM is positive.
(ii) The Riemann curvature tensor RM of M has bounded derivatives, namely, dkRM ∈

L∞(M) for every k ∈ ℕ0.

In particular, all compact manifolds, homogeneous spaces, and periodic manifolds
are manifolds of bounded geometry. When M is of bounded geometry and r < r(M),
the geodesic normal coordinate map ex, x ∈ M, is a diffeomorphism Ωr → B(x, r). A
Riemannian manifold of bounded geometry is always complete. Further properties of
such manifolds are given in the Appendix, Section 10.3.

The Sobolev space H1,p(M), p ∈ [1,∞), is a completion of C∞0 (M) with respect to
the norm

‖u‖pH1,p = ∫
M

gx(du, du)
p/2dvg + ∫

M

|u|pdvg .

Since M is of bounded geometry, the space H1,p(M) is continuously embedded into
Lq(M) for every p ∈ (1,N) and q ∈ [p, p∗] and the constant in Sobolev embeddings
over balls B(x, r) is independent of x ∈ M (see, e. g., [65, Theorem 3.2]).

Definition 7.1.2. A subset Y of Riemannian manifold M is called (ε, ρ)-discretization
ofM, ρ > ε > 0, if the distance between any two distinct points of Y is greater than or
equal to ε and

M = ⋃
y∈Y

B(y, ρ).

AnyRiemannianmanifoldM has a (ε, ρ)-discretization for any ε > 0anda suitable
ρ. IfM is of bounded geometry, then the covering {B(y, r)}y∈Y is uniformly locally finite
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for any r ≥ ρ; cf. [64, 107, 108]. It is also well known that for any (ε, ρ)-discretization
Y , there exists a smooth partition of unity {χy}y∈Y onM, subordinated to the covering
{B(y, ρ)}y∈Y , such that for any α ∈ ℕN0 there exists a constant Cα > 0, such that

󵄨󵄨󵄨󵄨D
αχy
󵄨󵄨󵄨󵄨 ≤ Cα (7.1)

for all y ∈ Y .

Example 7.1.3. LetM beanoncompactmanifold of boundedgeometry, letw ∈ C10(Ωr)\
{0}, let (xk) be a discrete sequence onM, and let uk = w ∘e−1xk extended to the rest of the
manifold by zero. Then it is easy to see that uk ⇀ 0 while ‖uk‖p is bounded away from
zero by (10.38). In other words, for noncompact manifolds of bounded geometry pres-
ence of a local concentration profile, w, results in a nontrivial defect of compactness.

Theorem 7.3.5 below is an analog of Corollary 5.1.7, based on local concentration
profiles in the spirit of Example 7.1.3. It is natural to expect that once we subtract from
the sequence all local “runaway bumps” of the formw ∘ e−1yk suitably patched together,
the remainder sequence (vk) should be left without nonzero local profiles, in other
word, it should satisfy vk ∘ eyk ⇀ 0 in H1,2(Ωρ) with some ρ > 0. This is a condition
related to the one in the cocompactness Lemma 2.6 of [47] for periodic manifolds, and
it implies that (vk) vanishes in Lp(M). In strict terms, we have the following property,
similar to cocompactness.

Theorem 7.1.4 (“Spotlight vanishing lemma”). Let M be an N-dimensional Rieman-
nian manifold of bounded geometry, supplied with a (ε, r)-discretization Y ⊂ M of M,
r < r(M). Let (uk) be a bounded sequence in H1,p(M), 1 < p < N. Then uk → 0 in Lq(M)
for any q ∈ (p, p∗) if and only if uk ∘ eyk ⇀ 0 in H1,p(Ωr) for any sequence (yk) in Y.

Proof. Let us fix q ∈ (p, p∗) and assume that uk ∘ eyk ⇀ 0 in H1,p(Ωr) for any sequence
(yk), yk ∈ Y . The local Sobolev embedding theorem and the boundedness of the ge-
ometry of the manifold implies that there exists C > 0 independent of y ∈ M such
that

∫
B(y,r)

|uk |
qdvg ≤ C ∫

B(y,r)

(gx(du, du)
p|2
k + |uk |

p)dvg( ∫
B(y,r)

|uk |
qdvg)

1−p/q
.

Adding the terms in the left- and the right-hand side over y ∈ Y and taking into account
the uniform multiplicity of the covering, we have

∫
M

|uk |
qdvg ≤ C ∫

M

(gx(du, du)
p/2 + |uk |

p)dvg sup
y∈Y
( ∫
B(y,r)

|un|
qdvg)

1−p/q
. (7.2)

Boundedness of the sequence (un) in H1,p(M) implies that the supremum of the right-
hand side is finite. So for any k ∈ ℕ, we can find a yk ∈ Y , such that

sup
y∈Y
∫

B(y,r)

|uk |
qdvg ≤ 2

q
q−p ∫

B(yk ,r)

|uk |
qdvg . (7.3)
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By compactness of the Sobolev embedding H1,p(Ωr) 󳨅→ Lq(Ωr) and weak convergence
of the sequence in H1,p(Ωr), we have uk ∘ eyk → 0 in Lq(Ωr), and thus, by (10.37),
∫B(yk ,r) |uk |

qdvg → 0. Combining this with (7.2) and (7.3), we have uk → 0 in Lq(M).
Assume now that uk → 0 in Lq(M). By Corollary 10.3.3, this implies convergence

uk ∘ eyk → 0 in Lq(Ωr) for any sequence (yk). On the other hand, boundedness of the
sequence uk in H1,p(M) and (10.37) give us the boundedness of any sequence (uk ∘ eyk )
in H1,p(Ωr). By continuity of the embedding H1,p(Ωr) 󳨅→ Lq(Ωr), we get uk ∘ eyk ⇀ 0 in
H1,p(Ωr).

As a consequence,we have the following compactness property for functions sup-
ported on sets thin at infinity. For an open set M0 of a Riemannian manifold M, we
denote the closure of the space of Lipschitz functions with compact support onM0 in
the norm of H1,p(M) as H1,p

0 (M0).

Proposition 7.1.5. Let M be a N-dimensional Riemannian manifold of bounded geome-
try, let M0 be an open subset of M, and let 1 < p < N. Let Y ⊂ M be a (ε, r)-discretization
of M, r < r(M). If for any sequence (yk) in Y ,

vg(M0 ∩ B(yk , r))→ 0, (7.4)

then H1,p
0 (M0) is compactly embedded into Lq(M0), p < q < p∗.

Proof. Let (uk) be a sequence inH
1,p
0 (M0), weakly convergent to zero and let (yk) be an

arbitrary sequence in Y . Let Ωk
def
= e−1yk (M0 ∩ B(yk , r)). SinceM has bounded geometry,

condition (7.4) implies that |Ωk | → 0. Since uk ∘ eyk is bounded in Lp
∗
(Ωr), by Hölder

inequality,

∫
Ωr

|uk ∘ eyk |
qdξ = ∫

Ωk

|uk ∘ eyk |
qdξ

≤ (∫
Ωk

|uk ∘ eyk |
p∗dξ)q/p∗ |Ωk |

1−q/p∗ → 0.

Thusuk∘eyk → 0 inLq(Ωr) and, sinceuk∘eyk is bounded inH
1,p(Ωr), wehaveuk∘eyk ⇀ 0

inH1,p(Ωr). Then by Theorem 7.1.4 uk → 0 in Lq(M), which proves the proposition.

7.2 Manifolds at infinity

Inwhat follows,we consider the radius ρ < r(M)
8 and ρ̂-discretizationY ofM, ρ2 < ρ̂ < ρ.

Definition 7.2.1. Let (yk)k∈ℕ be a sequence in Y that is an enumeration of an infinite
subset of Y . We shall call a countable family {(yk;i)k∈ℕ}i∈ℕ0 of sequences on Y a trailing
system of (yk)k∈ℕ if for every k ∈ ℕ sequence (yk;i)i∈ℕ0 enumerates Y in the order of the
distance from yk, that is, d(yk;i, yk) ≤ d(yk;i+1, yk) for all i ∈ ℕ0. In particular, yk;0 = yk .
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Note that any enumeration of an infinite subset of Y admits a trailing system: it
can be constructed inductively, by starting with yk;0 = yk and, given i ∈ ℕ0, choosing
yk;i+1 as any point y ∈ Y \ {yk;0, . . . , yk;i} with the least value of d(y, yk), i ∈ ℕ0. Since
there may exist several points of Y with the same distance from yk for a given k, the
trailing system is generally not uniquely defined.

Lemma 7.2.2. Let (yk)k∈ℕ be a sequence in a discretization Y that is an enumeration of
an infinite subset of Y. There exists a renamed subsequence of (yk)k∈ℕ with the following
property: for any i ∈ ℕ0, there exist a finite subset Ji ofℕ0 such that

B(yk;i, ρ) ∩ B(yk;j, ρ) ̸= 0 ⇐⇒ j ∈ Ji . (7.5)

Proof. Let us fix i. If the ball B(yk;j, ρ) intersects B(yk;i, ρ), then B(yk;ℓ, ρ/2) ⊂ B(yk ,
d(yk , yk;i) + 3ρ) for any ℓ ∈ {0, 1, . . . , j}. The geometry ofM is bounded so the respective
volumes of the balls (B(yk;ℓ, ρ/4)) are bounded frombelowby a constant depending on
ρ but independent of the balls. Note that these balls are pairwise disjoint. Moreover,
the Ricci curvature of M is bounded from below, so by the Bishop–Gromov volume
comparison theorem the volume of any ball B(yk;ℓ, r) can be estimated from above by
the constant depending only on the radius. In consequence,

C j ≤
j
∑
ℓ=0

vg(B(yk;ℓ, ρ/4)) ≤ vg(B(yk , d(yk , yk;i) + 3ρ)) ≤ Ci, (7.6)

and the constants C, Ci are independent of k. Let Jk;i = {j : B(yk;i, ρ) ∩ B(yk;j, ρ) ̸= 0}.
Then for any k we have Jk;i ⊂ [0,Ci/C]. Therefore, there exists a subsequence k1, k2, . . .
such that Jkℓ ,i = Jkν ,i for any ℓ and ν. We put Ji = Jk1 ,i.

The assertion of the lemma follows now from the standard diagonalization argu-
ment.

We will always assume throughout the paper that the sequence we work with sat-
isfies the above property. This can be done since passing to subsequence never spoils
our construction.

With a given trailing system {(yk;i)k∈ℕ}i∈ℕ0 , we associate amanifoldM(yk;i)∞ defined
by gluing data that will be constructed below. In the construction, we will use defini-
tions from Section 10.3 of the Appendix.

When we define the manifold M(yk;i)∞ , we assume that we work with a sequence
satisfying (7.5). The following subset ofℕ20 is essential for the construction:

𝒦 =
∞

⋃
i=0
{(i, j) : j ∈ Ji}.

If (i, j) ∈ 𝒦, then passing to a subsequence for any ξ , η ∈ Ω2ρ we have

d(eyk;jξ , eyk;iη) ≤ d(eyk;jξ , yk;j) + d(yk;j, yk;i) + d(yk;i, eyk;iη) < 6ρ < 3r(M)4
.
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Therefore, on a subsequence, we may consider a diffeomorphism

ψij,k
def
= e−1yk;i ∘ eyk;j : Ω̄2ρ → Ωa, a = 3

4
r(M).

To each pair (i, j) ∈ 𝒦, we associate a subset Ωji of Ω2ρ and a diffeomorphism ψij
defined on Ωji whenever the latter is nonempty.

By boundedness of the geometry (cf. Lemma 10.3.2) and the Arzela–Ascoli theo-
rem, there is a renamed subsequence of (ψij,k)k∈ℕ that converges in C∞(Ω̄2ρ) to some
smooth function ψij : Ω̄2ρ → Ωa and, moreover, we may assume that the same extrac-
tion of (ψji,k)k∈ℕ converges in C∞(Ω̄2ρ) as well. Note that Lemma 10.3.2 gives that for
any α ∈ ℕN0 there exists a constant Cα > 0, such that

󵄨󵄨󵄨󵄨d
αψij(ξ )
󵄨󵄨󵄨󵄨 ≤ Cα whenever i, j ∈ ℕ0, ξ ∈ Ωρ.

We define Ωij
def
= ψij(Ωρ) ∩Ωρ. This set may generally be empty. Let us define a set that

we will invoke in our application of Corollary 10.3.8 that will follow:

𝕂
def
= {(i, j) ∈ 𝒦 : Ωij ̸= 0}. (7.7)

To prove the cocycle condition for the gluing data, condition (v) in Corollary 10.3.8,
we should extract subsequences in a more restrictive way. First, we consider a sub-
sequence ψ1

01,k of ψ01,k that converges to ψ01 and note that on the same subsequence
we have convergence of ψ1

10,k to ψ10. Fix an enumeration n 󳨃→ (in, jn) of the set of all
indices (i, j) ∈ 𝕂, i < j, and extract the convergent subsequence ψn+1

iℓjℓ ,k of the subse-
quence ψn

iℓjℓ ,k from the previous extraction step, for ℓ = 0, . . . , n + 1. Then the diagonal
sequence ψk

iℓjℓ ,k will converge to ψiℓjℓ for any ℓ ∈ ℕ.
By the definition of Ωij and ψij, we have ψij ∘ ψji = id on Ωij and ψji ∘ ψij = id on

Ωji. Therefore, ψji = ψ−1ij in restriction to Ωij, and ψji is a diffeomorphism between Ωij
and Ωji. Note that this construction gives that ψii = id, Ωii = Ωρ for all i ∈ ℕ0. Thus
conditions (i)–(iii) of Corollary 10.3.8 are satisfied.

Note also that the second step of the constructions implies

ψℓi = lim
k→∞

e−1yk;ℓ ∘ eyk;i = lim
k→∞

e−1yk;ℓ ∘ eyk;j ∘ e−1yk;j ∘ eyk;i
= lim

k→∞
e−1yk;ℓ ∘ eyk;j ∘ limk→∞

e−1yk;j ∘ eyk;i = ψℓj ∘ ψji,

and

ψij(Ωji ∩ Ωjk) = ψij(ψji(Ωρ) ∩ Ωρ ∩ ψjk(Ωρ) ∩ Ωρ) = Ωij ∩ Ωik ,

which proves condition (iv) of Corollary 10.3.8.

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



7.2 Manifolds at infinity | 123

Let x ∈ 𝜕Ωij ∩ Ωρ. Since 𝜕Ωij ⊂ 𝜕ψij(Ωρ) ∪ 𝜕Ωρ and Ωρ is open we conclude that x ∈
𝜕ψij(Ωρ) = ψij(𝜕Ωρ). Thusψji(x) ∈ 𝜕Ωρ. This proves the condition (v) of Corollary 10.3.8.

We have thus proved the following proposition.

Proposition 7.2.3. Let M be a Riemannian manifold with bounded geometry and let Y
be its discretization.

For any trailing system {(yk;i)k∈ℕ}i∈ℕ0 related to the sequence (yk) in Y, there exists
a smooth manifold M(yk;i)∞ with an atlas {(Ui, τi)}i∈ℕ0 such that:
(1) τi(Ui) = Ωρ,

and
(2) there exists a renamed subsequence of k such that for any two charts (Ui, τi) and
(Ui, τi)withUi∩Uj ̸= 0 the corresponding transitionmapψij : τj(Uj∩Ui)→ τi(Uj∩Ui)
is given by the C∞-limit

ψij = lim
k→∞

e−1yk;i ∘ eyk;j .
For convenience, we will also widely use the “inverse” charts φi = τ−1i so that

φ−1j ∘ φi = ψji : Ωij → Ωji.
We now define the Riemannian metric onM(yk;i)∞ in two steps as follows. First, for

any i ∈ ℕ0 we define a metric tensor g(i) on Ωρ, and afterwards we pull it back onto
Ui = φi(Ωρ) ⊂ M

(yk;i)
∞ via φ−1i and prove the compatibility conditions.

Tensor g(i) is defined as a C∞-limit on a suitable renamed subsequence:

g̃(i)ξ (v,w)
def
= lim

k→∞
geyk;i(ξ )(deyk;i (v), deyk;i (w)), ξ ∈ Ωρ and v,w ∈ ℝN , (7.8)

Existence of the limit follows from the boundedness of the geometry of the manifold
M since the coefficients of the tensors geyk;i form a bounded family of functions in
the spaces C∞(Ωρ). Using the standard diagonalization procedure, we can choose the
same subsequence for any i. Furthermore, g̃(i) is a bilinear symmetric positive-definite
form. Since we used in the definition (7.8) normal coordinates, we have g̃(i)0 (v, v) = |v|

2.
In consequence, by the boundedness of geometry, g̃(i)ξ (v, v) ≥

1
2 |v|

2 in Ωρ for all i ∈ ℕ0,
provided that ρ is fixed sufficiently small.

Now we can define a metric g̃ onM(yk;i)∞ by the following relation:

g̃x(v,w)
def
= g̃(i)φ−1i (x)(dφ−1i (v), dφ−1i (w)), (7.9)

x ∈ φi(Ωρ) ⊂ M
(yk;i)
∞ and v,w ∈ TxM

(yk;i)
∞ .
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To prove that the Riemannianmetric is well-defined, we should verify the compatibil-
ity relation on overlapping charts, that is,

g̃(i)φ−1i (x)(dφ−1i v, dφ−1i w) = g̃(j)φ−1j (x)(dφ−1j v, dφ−1i w), (7.10)

if x ∈ φi(Ωρ) ∩ φj(Ωρ) and v,w ∈ TxM
(yk;i)
∞ .

But φ−1j ∘ φi = ψji, so it suffices to prove that

g̃(i)ξ (v,w) = g̃
(j)
ψji(ξ )
(dψjiv, dψjiw), with v,w ∈ TξΩρ. (7.11)

Let e−1yk;j ∘ eyk;i (ξ ) = ηk then ψj,i(ξ ) = limk→∞ ηk and eyk;i (ξ ) = eyk;j (ηk). In consequence,
g̃(i)ξ (v,w) = lim

k→∞
geyk;i (ξ )(deyk;iv, deyk;iw) (7.12)

= lim
k→∞

geyk;j (ηk)(dey−1k;jeyk;iv, dey−1k;j ∘ eyk;iw)
= gψj,i(ξ )(dψjiv, dψjiw).

Definition 7.2.4. Amanifold at infinityM(yk;i)∞ of amanifoldMwithboundedgeometry,
generated by a trailing system {(yk;i)k∈ℕ}i∈ℕ0 of a sequence (yk) in Y , is the differen-
tiable manifold given by Theorem 10.3.8, supplied with a Riemannian metric tensor g̃
defined by (7.9).

For the given chart (Ωρ, τi), components of the metric tensor g̃ are defined by for-
mula (7.8); cf. (7.9). Let ξ = 0. Themaps eyk;i are normal coordinates systems, so for any
k components gℓ,m of the metric tensor g satisfy gℓ,m(0) = δℓ,m and 𝜕ngℓ,m(0) = 0. So
by identity (7.8), we get

g̃ℓ,m(0) = δℓ,m and 𝜕ng̃ℓ,m(0) = 0 .

Moreover, the components gℓ,m are a bounded set in C∞(Ωρ) so all the set of g̃ℓ,m is also
bounded in C∞(Ωρ).

For any k and i, (Ωρ, eyk;i ) is a normal coordinate system, so for any unit vector vwe
have on that ball Γnm,ℓ(tv)vℓvm = 0, 0 ≤ t ≤ ρ, where Γ

n
m,ℓ denotes Christoffel symbols

of a given Riemannianmetric onM. But Christoffel symbols can be expressed in terms
of components of Riemannian metric tensor and their derivatives, so the Christoffel
symbols Γ̃nm,ℓ of the manifold M(yk;i)∞ are limit values in C∞ of the Christoffel symbols
Γnm,ℓ of the manifold M. Therefore, t 󳨃→ tv, 0 ≤ t ≤ ρ, are geodesic curves also forM(yk;i)∞
in the coordinates (Ωρ,φi). Thus the injectivity radius of M(yk:i)∞ is not smaller then ρ
and (Ωρ,φi) is a normal system of coordinates.

In terms of Definition 7.2.4, the argument above yields the following conclusion.

Proposition 7.2.5. Let M be a Riemannian manifold of bounded geometry and let Y be
its ρ̂-discretization, ρ

2 < ρ̂ < ρ <
r(M)
8 . Then every discrete sequence (yk) in Y with a
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given trailing system {(yk;i)k∈ℕ}i∈ℕ0 has a renamed subsequence (yk) that generates a
Riemannian manifold at infinity M(yk;i)∞ of the manifold M. Moreover, manifold M(yk;i)∞ is
of bounded geometry and its injectivity radius is not less than ρ.

Remark 7.2.6. LetM󸀠 be another manifold such that M andM󸀠 have respective com-
pact subsets M0 and M󸀠0 such that M \ M0 is isometric to M󸀠 \ M󸀠0, that is, let M

󸀠 and
M coincide up to a compact perturbation. Then their respective manifolds at infinity
for the same trailing systems coincide. From this, it follows that manifold at infinity
of the manifoldM is not necessarily diffeomorphic toM.

7.3 Local and global profiles. Profile decomposition

Defect of compactness for bounded sequences inH1,2(M) can be formulated using dis-
cretizations, related trailing systems described in Definition 7.2.1 and corresponding
manifolds at infinity.

Definition 7.3.1. Assume that manifoldM has bounded geometry and let Y be its dis-
cretization. Let (uk) be a bounded sequence inH1,2(M). Let (yk) be a sequence of points
in Y and let {(yk;i)k∈ℕ}i∈ℕ0 be its trailing system. One says that wi ∈ H1,2(Ωρ) is a local
profile of (uk) relative to a trailing sequence (yk;i)k∈ℕ, if, on a renamed subsequence,
uk ∘ eyk;i ⇀ wi in H1,2(Ωρ) as k →∞. If (yk) is a renamed (diagonal) subsequence such
that uk ∘ eyk;i ⇀ wi in H1,2(Ωρ) as k → ∞ for all i ∈ ℕ0, then the family {wi}i∈ℕ0 is
called an array of local profiles of (uk) relative to the trailing system {(yk;i)k∈ℕ}i∈ℕ0 of
the sequence (yk).

Proposition 7.3.2. Let M be a manifold of bounded geometry with a discretization Y.
Let (uk) be a bounded sequence in H1,2(M). Let {wi}i∈ℕ0 be an array of local profiles of
(uk) associated with a trailing system {(yk;i)k∈ℕ}i∈ℕ0 related to the sequence (yk) in Y.
Then there exists a H1,2

loc-function w : M
(yk;i)
∞ → ℝ such that w ∘ φi = wi, i ∈ ℕ0, where

φi : Ωρ → M(yk;i)∞ are local coordinate maps of M(yk;i)∞ .

Proof. Functions wi are defined on Ωρ that is a domain of definition of φi. Set w
def
=

wi ∘ φ−1i on φ−1i (Ωρ) and note that if x ∈ φ−1i (Ωρ) ∩ φ−1j (Ωρ) for some j ∈ ℕ0, then
φi(x) ∈ Ωij, φj(x) ∈ Ωji, and, using the a. e. convergence of uk ∘ eyk;i and uk ∘ eyk;j to wi

and wj, respectively, and the uniform convergence of e−1yk;ieyk;j to ψij, we have

wj ∘ φ
−1
j = lim

k→∞
uk ∘ eyk;j ∘ φ−1j = lim

k→∞
uk ∘ eyk;i ∘ e−1yk;i ∘ eyk;j ∘ φ−1j

= wi ∘ ψij ∘ φ
−1
j = wi ∘ φ

−1
i ∘ φj ∘ φ

−1
j = wi ∘ φ

−1
i

almost everywhere in φ−1i (Ωρ) ∩ φ−1j (Ωρ).

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



126 | 7 Global compactness on Riemannian manifolds

Definition 7.3.3. Let {wi}i∈ℕ0 be a local profile array of a bounded sequence (uk) in
H1,2(M) relative to a trailing system {(yk;i)k∈ℕ}i∈ℕ0 . The function w : M

(yk;i)
∞ → ℝ given

by Proposition 7.3.2 is called the global profile of the sequence (uk) relative to (yk;i).

Given that the discretization Y of M yields a uniformly finite covering of M by
geodesic balls {B(y, ρ)}y∈Y satisfying (7.1), consider a smooth partition of unity {χy}y∈Y
subordinated to this covering.

Definition 7.3.4. Let M be a manifold of bounded geometry with a discretization
Y ⊂ M. Let M(yk;i)∞ be a manifold at infinity of M generated by a corresponding trail-
ing system {(yk;i)k∈ℕ}i∈ℕ0 . An elementary concentration associated with a function
w : M(yk;i)∞ → ℝ is a sequence (Wk)k∈ℕ of functionsM → ℝ given by

Wk = ∑
i∈ℕ0

χyk;iw ∘ φi ∘ e
−1
yk;i , k ∈ ℕ, (7.13)

where φi are the local coordinate maps of manifoldM(yk;i)∞ .

In heuristic terms, after we find limits wi, i ∈ ℕ0, of the sequence (uk) under the
“trailing spotlights” (eyk;i )k∈ℕ0 that follow different trailing sequences (yk;i)k∈ℕ of (yk),
we give an approximate reconstruction Wk of uk “centered” on the moving center yk
of the “core spotlight.” We do that by first splitting w into local profiles w ∘ φi, i ∈ ℕ0,
on the set Ωρ, casting them onto the manifold M in the vicinity of yk;i by composi-
tion with e−1yk;i , and patching all such compositions together by the partition of unity
on M satisfying (7.1). Such reconstruction approximates uk on geodesic balls B(yk ,R)
with any R > 0, but it ignores the values of uk for k large on the balls B(y󸀠k ,R), with
d(yk , y󸀠k)→∞, where uk is approximated by a different local concentration. Note that
in Corollary 5.1.7 we have for the case of periodic manifold that a global reconstruc-
tion of uk, up to a remainder vanishing in Lp(M), is a sum elementary concentrations
associated with all such mutually decoupled sequences.

Similarly, the profile decomposition theorem below says any bounded sequence
(uk) in H1,2(M) has a subsequence that, up to a remainder vanishing in Lp(M), p ∈
(2, 2∗), equals a sum of spatially elementary concentrations.

In the theorem below and in the subsequent sections, we will work with count-
able families of discrete sequences of the set Y . To each sequence, we assign a trailing
system so in consequence also a manifold at infinity. To simplify the notation, we will
index the sequences in Y , the related trailing systems the corresponding manifolds,
concentration profiles on these manifolds, etc. by n, that is, we will write y(n)k , y(n)k;i ,
M(n)∞ , w(n), etc.

Theorem 7.3.5. Let M be a manifold of bounded geometry with a discretization Y ⊂ M.
Let (uk) be a sequence in H1,2(M) weakly convergent to some function w(0) in H1,2(M).
There exist a renamed subsequence of (uk), sequences (y

(n)
k )k∈ℕ in Y, and global profiles
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w(n) on the respective manifolds at infinity M(n)∞ , n ∈ ℕ, associated with (y(n)k )k∈ℕ and
their trailing sequences, such that d(y(n)k , y

(m)
k )→∞ when n ̸= m, and

uk − w
(0) − ∑

n∈ℕ
W (n)k → 0 in Lp(M), p ∈ (2, 2∗), (7.14)

where W (n)k = ∑i∈ℕ0 χy(n)k:i w(n) ∘ φ(n)i ∘ e−1y(n)k;i are elementary concentrations, φ(n)i are the

local coordinates of the manifolds M(n)∞ and {χy}y∈Y is the partition of unity satisfying
(7.1). The series∑n∈ℕW

(n)
k converges in H1,2(M) unconditionally and uniformly in k ∈ ℕ.

Moreover,

󵄩󵄩󵄩󵄩w
(0)󵄩󵄩󵄩󵄩

2
H1,2(M) + ∞∑

n=1

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2(M(n)∞ ) ≤ lim sup ‖uk‖

2
H1,2(M) , (7.15)

and

∫
M

|uk |
pdvg → ∫

M

󵄨󵄨󵄨󵄨w
(0)󵄨󵄨󵄨󵄨

pdvg +
∞

∑
n=1
∫

M(n)∞
󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

pdvg(n) . (7.16)

7.4 Auxiliary statements

In Sections 7.5–7.10, we assume that conditions of Theorem 7.3.5 hold true. First, we
prove an inequality for the norms defined by Lemma 10.3.4 in the Appendix.

Lemma 7.4.1. Let (uk) be a bounded sequence in H1,2(M), let M(yk;i)∞ be a manifold at
infinity of M generated by a trailing system {(yk;i)k∈ℕ}i∈ℕ0 , and let w ∈ H1,2(M(yk;i)∞ ) be
the associated global profile of (uk). Then

lim inf |||uk |||
2
H1,2(M) ≥ |||w|||2H1,2(M(yk;i)∞ ).

Proof. Let {χy}y∈Y be the partition of satisfying (7.1), and let us enumerate it for each
k ∈ ℕ according to the enumeration {yk;i}i∈ℕ0 of Y , namely i 󳨃→ χyk;i , i ∈ ℕ0. In other
words, for every k the set {χyk;i }i∈ℕ0 equals the set {χy}y∈Y , and only its enumeration
depends on the given trailing system {(yk;i)k∈ℕ}i∈ℕ0 . By Arzela–Ascoli theorem,we can
define for any i a function ηi on Ωρ by the formula

ηi = lim
k→∞

χyk;i ∘ eyk;i . (7.17)

The functions ηi are smooth functions compactly supported in Ωρ. Moreover, using
the diagonalization argument if needed, we get

ηi = lim
k→∞

χyk;i ∘ eyk;j ∘ e−1yk;j ∘ eyk;i = ηj ∘ ψji.
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Since∑i∈ℕ0 χyk;i ∘eyk;j = 1 onΩρ for any j ∈ ℕ0, we have in the limit∑i∈ℕ0 : (i,j)∈𝕂 ηi∘ψij = 1
on Ωρ; cf. Lemma 7.2.2. So the family of functions

χ(yk;i)i
def
= ηi ∘ φ

−1
i , i ∈ ℕ0 (7.18)

is a partition of unity forM(yk;i)∞ , which is subordinated to the covering {φi(Ωρ)}i∈ℕ0 of
M(yk;i)∞ , and one can easily see that it satisfies (7.1).

Both the manifoldsM andM(yk;i)∞ have bounded geometry and, therefore,

lim inf
k→∞
|||uk |||

2
H1,2(M) = lim inf

k→∞
∑
i∈ℕ0

󵄩󵄩󵄩󵄩(χyk;iuk) ∘ eyk;i󵄩󵄩󵄩󵄩2H1,2(ℝN ) (7.19)

≥ ∑
i∈ℕ0

lim inf
k→∞
󵄩󵄩󵄩󵄩(χyk;iuk) ∘ eyk;i󵄩󵄩󵄩󵄩2H1,2(ℝN ) ≥ ∑

i∈ℕ0

‖ηiwi‖
2
H1,2(ℝN )

= lim
k→∞
∑
i∈ℕ0

󵄩󵄩󵄩󵄩χ
(yk;i)
i w ∘ φi

󵄩󵄩󵄩󵄩
2
H1,2(ℝN ) ≥ |||w|||2H1,2(M(yk;i)∞ ).

Lemma 7.4.2. Let {(yk;i)k∈ℕ}i∈ℕ0 be a trailing system for a discrete sequence (yk) and
let w ∈ H1,2(M(yk;i)∞ ). Then the elementary concentrations W (yk;i)k , k ∈ ℕ, associated with
this system belongs to H1,2(M). Moreover, there is a positive constant C independent of
k and i such that

󵄩󵄩󵄩󵄩W
(yk;i)
k
󵄩󵄩󵄩󵄩H1,2(M) ≤ C ‖w‖H1,2(M(yk;i)∞ ). (7.20)

If (y󸀠k)k∈ℕ is a discrete sequence onM such that d(yk , y󸀠k)→∞, then the elementary
concentration W (yk;i)k satisfies

W (yk;i)k ∘ ey󸀠k → 0

in H1,2(Ωρ).

Proof. We recall that

W (yk;i)k = ∑
i∈ℕ0

χyk;i w ∘ φi ∘ e
−1
yk;i ; (7.21)

cf. (7.13). The functions χyk;i ∘eyk;i are smooth compactly supported functions on Ωρ and
the family {χyk;i ∘eyk;i } is a bounded set in C∞(Ωρ). By the boundedness of the geometry
(cf. Lemma 7.2.2 and Lemma 10.3.4), and using (7.18), we have

‖χyk;i ∘ eyk;i w ∘ φi‖
2
H1,2(ℝN ) ≤ C‖χyk;i ∘ eyk;i ∘ τiw‖2H1,2(M(yk;i)∞ )
≤ C ∑

j: (i,j)∈𝕂

󵄩󵄩󵄩󵄩χ
(yk;i)
i w󵄩󵄩󵄩󵄩

2
H1,2(M(yk;i)∞ ).
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So using once more Lemma 10.3.4 we get

󵄩󵄩󵄩󵄩W
(yk;i)
k
󵄩󵄩󵄩󵄩
2
H1,2(M) ≤ C∑

i
‖χyk;i ∘ eyk;i w ∘ φi‖

2
H1,2(ℝN ) (7.22)

≤ C∑
i
∑

j: (i,j)∈𝕂

󵄩󵄩󵄩󵄩χ
(yk;i)
j w󵄩󵄩󵄩󵄩

2
H1,2(M(yk;i)∞ ) ≤ C‖w‖2H1,2(M(yk;i)∞ ).

This proves (7.20).
Let ε > 0. If follows from (7.22) that there exist Nε ∈ ℕ independent of k such that

∑
i≥Nε

‖χyk;i ∘ eyk;i w ∘ φi‖
2
H1,2(ℝN ) ≤ ε. (7.23)

By (7.21), we have

W (yk;i)k ∘ ey󸀠k = ∑
i∈Ik

(χyk;iw ∘ φi ∘ e
−1
yk;i) ∘ ey󸀠k , (7.24)

where Ik = {i : B(y󸀠k , ρ) ∩ B(yk;i, ρ) ̸= 0}. Since d(yk , y
󸀠
k)→∞, we have

sup
i≤Nε

d(yk;i, y
󸀠
k) ≥ d(yk , y

󸀠
k) − 2Nερ→∞

as k →∞, and thus B(y󸀠k , ρ) ∩ B(yk;i, ρ) = 0 for all i ≤ Nε if k is sufficiently large. Then
∑Nε
i=1(χyk;iw ∘ φi) ∘ e−1yk;i ∘ ey󸀠k = 0 for all k large, which together with (7.23) proves the

lemma.

Lemma 7.4.3. Let w be a profile of the sequence (uk), given by Proposition 7.3.2 relative
to a trailing system {(yk;i)k∈ℕ}i∈ℕ0 , and let (Wk) be the associated sequence of elemen-
tary concentrations. The following holds true:

lim
k→∞
⟨uk ,Wk⟩H1,2(M) = ‖w‖2H1,2(M(yk;i)∞ ). (7.25)

Proof. Weuse for each k ∈ ℕ an enumeration of the covering {B(y, ρ)}y∈Y by the points
yk;i from the trailing system {(yk;i)k∈ℕ}i∈ℕ0 . Taking into account that, as k → ∞, uk ∘
yk;j ⇀ wj, e−1yk;i ∘ eyk;j → ψij, and wi ∘ ψij = wj, and using the expression ow(1) for any
sequence of functions that converges weakly to zero in H1,2(Ωρ), we have

⟨uk ,Wk⟩H1,2(M) = ∑
j∈ℕ0

∫
B(yk;j ,ρ) χyk;j (x)uk(x)Wk(x)dvg(x) (7.26)

+ ∑
j∈ℕ0

∫
B(yk;j ,ρ) χyk;j (x)gx(duk(x), dWk(x))dvg(x),
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and

‖w‖2
H1,2(M(yk;i)∞ ) = ∑j∈ℕ0 ∫B(yk;j ,ρ) χ

(yk;j)
j (x)
󵄨󵄨󵄨󵄨w(x)
󵄨󵄨󵄨󵄨
2dvg̃(x) (7.27)

+ ∑
j∈ℕ0

∫
B(yk;j ,ρ) χ

(yk;i)
j (x)g̃x(dw(x), dw(x))dvg̃(x),

where the functions χ(yk;i)j aredefinedby the formulas (7.17)–(7.18) relative to the trailing
system {(yk;i)k∈ℕ}i∈ℕ0 .

Both coverings are uniformly locally finite, so it is sufficient to prove local identi-
ties

lim
k→∞
∫

B(yk;j ,ρ) χyk;j (x)uk(x)Wk(x)dvg(x) (7.28)

= ∫
B(yk;j ,ρ) χ

(yk;i)
j (x)
󵄨󵄨󵄨󵄨w(x)
󵄨󵄨󵄨󵄨
2dvg̃(x)

and

lim
k→∞
∫

B(yk;j ,ρ) χyk;j (x)gx(duk(x), dWk(x))dvg(x) (7.29)

= ∫
B(yk;j ,ρ) χ

(yk;i)
j (x)g̃x(dw(x), dw(x))dvg̃(x),

In the first case, we have

∫
Ωρ

χyk;j ∘ eyk;j (ξ )uk ∘ eyk;j (ξ )
× ∑
i∈ℕ0

[χyk;i w ∘ φi ∘ e
−1
yk;i )] ∘ eyk;j (ξ )√g(ξ ) dξ

= ∫
Ωρ

χyk;j ∘ eyk;j (ξ )(wj + o
w(1))(ξ )

× ∑
i∈ℕ0

χyk;i ∘ eyk;j wi ∘ (ψij + o
w(1))(ξ )√g(ξ ) dξ

= ∫
Ωρ

χyk;j ∘ eyk;j (ξ )(wj + o
w(1))(ξ ) (wj + o

w(1))(ξ )

×√(g̃ + ow(1))(ξ ) dξ

󳨀→ ∫
Ωρ

χ(yk;j)j ∘ φj(ξ )|wj|
2 √g̃(ξ ) dξ ,
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where the last inequality follows from the identity ∑i∈ℕ0 χyk;i ∘ eyk;j = 1 on Ωρ; cf.
Lemma 7.2.2. This proves (7.28).

To prove (7.29), we first note that

N
∑
ν,μ=1

gν,μ(ξ )𝜕ν(uk ∘ eyk;j )(ξ )𝜕μ(Wk ∘ eyk;j )(ξ )
=

N
∑
ν,μ=1

gν,μ(ξ )𝜕ν(uk ∘ eyk;j )(ξ )
× 𝜕μ( ∑

i∈ℕ0

[χyk;i w ∘ φi ∘ e
−1
yk;i] ∘ eyk;j)(ξ )

=
N
∑
ν,μ=1

gν,μ(ξ )𝜕ν((wj + o
w(1)) ∘ eyk;j)(ξ )

× 𝜕μ(χyk;i ∘ eyk;j (ξ ) wi ∘ (ψij + o
w(1)))(ξ )

=
N
∑
ν,μ=1

gν,μ(ξ )𝜕ν((wj + o
w(1)) ∘ eyk;j)(ξ )𝜕μ(wj + o(1)))(ξ ).

In consequence,

∫
Ωρ

χyk;j ∘ eyk;j (ξ ) N
∑
ν,μ=1

gν,μ(ξ )𝜕ν(uk ∘ eyk;j )(ξ )𝜕μ(Wk ∘ eyk;j )(ξ )√g(ξ ) dξ
= ∫
Ωρ

χyk;j ∘ eyk;j (ξ ) N
∑
ν,μ=1

gν,μ(ξ )𝜕ν((wj + o
w(1)) ∘ eyk;j)(ξ )

𝜕μ((wj + o
w(1)) ∘ eyk;j)(ξ )√g̃(ξ ) + o(1) dξ

󳨀→ ∫
Ωρ

χ(yk;i)j ∘ φj(ξ )
N
∑
ν,μ=1

g̃ν,μ(ξ )𝜕νw ∘ φj(ξ )𝜕μw ∘ φj(ξ )√g̃(ξ ) dξ

Combining the last calculations with (7.26)–(7.29), we arrive at (7.25).

Lemma 7.4.4. Let w be a profile of the sequence uk , given by Proposition 7.3.2 relative to
a trailing system {(yk;i)k∈ℕ}i∈ℕ0 , and let (Wk)k∈ℕ be the associated sequence of elemen-
tary concentrations. The following holds true:

lim
k→∞
‖Wk‖

2
H1,2(M) = ‖w‖2H1,2(M(yi;k )∞ ). (7.30)
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Proof. We can proceed in the similar way as in the proof of Lemma 7.4.3. Once more
we can reduce the argumentation to local identities using (7.27) and

‖Wk‖
2
H1,2(M) = ∑

j∈ℕ0

∫
B(yk;j ,ρ) χyk;j (x)gx(Wk(x),Wk(x))dvg(x) (7.31)

+ ∑
j∈ℕ0

∫
B(yk;j ,ρ) χyk;j (x)

󵄨󵄨󵄨󵄨dWk(x)
󵄨󵄨󵄨󵄨
2dvg(x),

We have

∫
Ωρ

χyk;j ∘ eyk;j (ξ ) N
∑
ν,μ=1

gν,μ(ξ )𝜕ν(Wk ∘ eyk;j )(ξ )𝜕μ(Wk ∘ eyk;j )(ξ )√g(ξ ) dξ
= ∫
Ωρ

χyk;j ∘ eyk;j (ξ ) N
∑
ν,μ=1

gν,μ(ξ )𝜕ν((wj + o
w(1)))(ξ )

× 𝜕μ((wj + o
w(1)))√g̃(ξ ) + o(1) dξ

󳨀→ ∫
Ωρ

χ(yk;i)j ∘ φj(ξ )
N
∑
ν,μ=1

g̃ν,μ(ξ )𝜕ν(w ∘ φj)(ξ )𝜕μ(w ∘ φj)(ξ )√g̃(ξ ) dξ .

Also as above,

∫
Ωρ

χyk;j ∘ eyk;j (ξ ) 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∑i∈ℕ0[χyk;i w ∘ φi ∘ e
−1
yk;i )] ∘ eyk;j (ξ )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
√g(ξ ) dξ

= ∫
Ωρ

χyk;j ∘ eyk;j (ξ )󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∑i∈ℕ0 χyk;i ∘ eyk;j (ξ ) wi ∘ (ψij + o
w(1))(ξ )

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
√g(ξ ) dξ

= ∫
Ωρ

χyk;j ∘ eyk;j (ξ )󵄨󵄨󵄨󵄨(wj + o
w(1))(ξ )󵄨󵄨󵄨󵄨

2√(g̃ + ow(1))(ξ ) dξ

󳨀→ ∫
Ωρ

χ(yk;i)j ∘ φj(ξ )
󵄨󵄨󵄨󵄨(wj(ξ )
󵄨󵄨󵄨󵄨
2√g̃(ξ ) dξ .

Below we consider a countable family of trailing systems {(y(n)k;j )k∈ℕ}i∈ℕ0 , n ∈ ℕ,

andwill abbreviate the notation of the associatedmanifolds at infinity,M
(y(n)k;j )
∞ , asM(n)∞ .

This convention will also extend to all other objects generated by trailing systems
{(y(n)k;i )k∈ℕ}i∈ℕ0 , but not to objects indexed by points in Y , such as χy(n)k;i .
Lemma 7.4.5. Assume that uk ⇀ 0. Assume that trailing systems {(y(n)k;i )k∈ℕ}i∈ℕ0
of discrete sequences (y(n)k )k∈ℕ, n ∈ ℕ, generate local profiles {w(n)i }i∈ℕ0 , such that
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d(y(n)k , y
(ℓ)
k )→∞ when n ̸= ℓ. Then

m
∑
n=1

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2(M(n)∞ ) ≤ lim sup ‖uk‖

2
H1,2(M). (7.32)

Proof. Consider for each n = 1, . . . ,m the elementary concentrations W (n)k =
∑i∈ℕ0 χy(n)k;i w(n)i ∘ e−1y(n)k;i , w(n)i = w(n) ∘ φ(n)i , where {φi,Ωρ}i∈ℕ0 is the atlas of the mani-

fold at infinityM(n)∞
def
= M
(y(n)k;i )
∞ , and let us expand by bilinearity the trivial inequality

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
uk −

m
∑
n=1

W (n)k
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

2

H1,2(M) ≥ 0.
For convenience, the subscript in the Sobolev norm will be omitted for the rest of this
proof. We have then

2
m
∑
n=1
⟨uk ,W

(n)
k ⟩ −

m
∑
n=1

󵄩󵄩󵄩󵄩W
(n)
k
󵄩󵄩󵄩󵄩
2
≤ ‖uk‖

2 + ∑
n ̸=ℓ
⟨W (n)k ,W

(ℓ)
k ⟩. (7.33)

Applying Lemmas 7.4.3 and 7.4.4, we have

m
∑
n=1

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2(M(n)∞ ) ≤ ‖uk‖2 + ∑

n ̸=ℓ
⟨W (n)k ,W

(ℓ)
k ⟩ + o(1). (7.34)

In order to prove the lemma, it suffices therefore to show that ⟨W (n)k ,W
(ℓ)
k ⟩→ 0 when-

ever n ̸= ℓ.
Since d(y(n)k , y

(ℓ)
k ) → ∞, we also have d(y

(n)
k;i , y
(ℓ)
k;j ) → ∞ for any i, j ∈ ℕ0. Let ε > 0

and let Nε ∈ ℕ be such that, in view of Lemma 7.4.1,

∑
i≥Nε

∫
Ωρ

χ(n)i (ξ )
N
∑
ν,μ=1

gνμ(ξ )𝜕n(w
(n)
i )(ξ )𝜕μ(w

(n)
i )(ξ ) (7.35)

+ 󵄨󵄨󵄨󵄨w
(n)
i (ξ )
󵄨󵄨󵄨󵄨
2√g(ξ )dξ ≤ ε, n = 1, . . . ,m.

LetW (n)k = W
(n)󸀠
k +W

(n)󸀠󸀠
k where

W (n)
󸀠

k = ∑
i<Nε

(χy(n)k;i w(n)i ∘ e−1y(n)k;i ) and W (n)
󸀠󸀠

k = ∑
i≥Nε

(χy(n)k;i w(n)i ∘ e−1y(n)k;i )
and note that for all k sufficiently large,W (n)

󸀠
k andW (ℓ)

󸀠
k have disjoint supports. Thus

󵄨󵄨󵄨󵄨⟨W
(n)
k ,W

(ℓ)
k ⟩
󵄨󵄨󵄨󵄨 ≤ 2SkTk + T

2
k , (7.36)
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where Sk = maxn=1,...m ‖W
(n)󸀠
k ‖ and Tk = maxn=1,...m ‖W

(n)󸀠󸀠
k ‖. The estimate for Sk is read-

ily provided by repeating verbally the argument of Lemma 7.4.4, which gives

S2k ≤ max
n=1,...,m
󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2(M(n)∞ ) + o(1),

so Sk is bounded by C‖uk‖ + o(1) due to Lemma 7.4.1, while a similar adaptation of
Lemma 7.4.4 to summation for i ≥ Nε yields that T2k is bounded, up to vanishing
terms, by the left-hand side of (7.35), and thus Tk ≤ √ε + o(1). Thus from (7.36), we
have

󵄨󵄨󵄨󵄨⟨W
(n)
k ,W

(ℓ)
k ⟩
󵄨󵄨󵄨󵄨 ≤ C√ε(‖uk‖ +√ε + o(1)),

which implies, in turn, that lim supk→∞ |⟨W
(n)
k ,W

(ℓ)
k ⟩| ≤ C√ε, and since ε is arbitrary,

we have ⟨W (n)k ,W
(ℓ)
k ⟩→ 0 for n ̸= ℓ, which completes the proof.

Before we begin the proof of Theorem 7.3.5, we introduce the following technical
definition.

Definition 7.4.6. Let (uk)k∈ℕ be a bounded sequence in H1,2(M). Let (y(ℓ)k )k∈ℕ, ℓ =
1, . . . ,m, m ∈ ℕ, be discrete sequences of points in Y , satisfying d(y(n)k , y

(ℓ)
k ) → ∞

for n ̸= ℓ, and generating global profiles w1, . . . ,wm of a renamed subsequence of (uk)
in respective Sobolev spaces H1,2(M(ℓ)∞ ). A modulus ν(uk)((y(1)k ), . . . , (y

m
k )) of this subse-

quence is the supremum of the set of values ‖w‖2
H1,2(M(yk;i)∞ ) of all global profilesw of the

renamed subsequence (uk)generatedby a trailing system {(yi;k)k∈ℕ}i∈ℕ0 inY satisfying

d(yk;0, y
(ℓ)
k ) → ∞, ℓ = 1, . . . ,m. If such set is empty, we set ν(uk)((y(1)k ), . . . , (y

(m)
k ))

def
= 0.

Form = 0, ν(uk)(0) is defined as the corresponding unconstrained supremum.

7.5 Proof of Theorem 7.3.5

Step 1. It suffices to prove Theorem 7.3.5 for sequences that weakly converge to zero.
Indeed, assume that the theorem is true in this case. A general bounded sequence (uk)
in H1,2(M) has a renamed subsequence weakly convergent to some w(0) in H1,2(M).
Consider then conclusions of the theorem for the sequence (uk − w(0)). Since for any
discrete sequence (yk) in Y , w(0) ∘ eyk ⇀ 0 in H1,2(Ωρ) by Lemma 7.4.1, sequences
(uk) and (uk − w(0)) have identical local profiles under the same trailing systems
{(y(n)i;k )k∈ℕ}i∈ℕ0 , identical manifolds at infinity and identical concentration termsW (n)k ,
which yields (7.14). Relation (7.15) follows from the elementary identity for Hilbert
space norms (1.17), and (7.15) for the sequence (uk − w(0)). Relation (7.16) follows from
the Brezis–Lieb lemma (Corollary 1.3.3) which gives, in our settings,

∫
M

|uk |
pdvg − ∫

M

󵄨󵄨󵄨󵄨w
(0)󵄨󵄨󵄨󵄨

pdvg − ∫
M

󵄨󵄨󵄨󵄨uk − w
(0)󵄨󵄨󵄨󵄨

pdvg → 0,

combined with (7.16) for the sequence (uk − w(0)).
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From now on, we assume that uk ⇀ 0.
Step 2. Let us give an iterative construction of sequences (v(n)k )k∈ℕ in H

1,2(M), n ∈
ℕ0. We set v(0)k = uk and choose (y

(1)
k )k∈ℕ so that ‖w

(1)‖H1,2(M(1)∞ ) ≥ 1
2ν
(uk)(0) (cf. Defini-

tion 7.4.6).
Assume that we have defined sequences (v(0)k )k∈ℕ,…, (v

(m)
k )k∈ℕ, with the following

properties:
– There exists, for a given m, a renamed subsequence of (uk), sequences (y

(1)
k )k∈ℕ,

. . . , (y(m)k )k∈ℕ of points in Y such that d(y(ℓ)k , y
(n)
k )→∞ whenever ℓ ̸= n, with trail-

ing systems {(y(n)k;i )k∈ℕ}i∈ℕ0 , defining on a subsequence for each respective n =
1, . . . ,m, an array of local profiles {w(n)i }i∈ℕ0 of (the mth extraction of) (uk), and,
consequently, a Riemannian manifold at infinity M(n)∞ and a global profile w(n) ∈
H1,2(M(n)∞ ). Assume, furthermore, that ‖w(n)‖2H1,2(M(n)∞ ) ≥ 1

2ν
(uk)((y(1)k ), . . . , (y

(n−1)
k )),

n = 2, . . . ,m (cf. Definition 7.4.6). Let (W (n)k )k∈ℕ, n = 1, . . . ,m, be corresponding
elementary concentrations, and define, with the convention that the sum over an
empty set of indices equals zero,

v(n)k
def
= uk −

n
∑
ℓ=1

W (ℓ)k , n = 1, . . .m.

Under the above assumptions,we construct nowa sequence v(m+1)k thatwill also satisfy
these assumptions. Consider all sequences (yk) of points inY such thatd(yk , y

(ℓ)
k )→∞

for all ℓ = 1, . . . ,m. We have three complementary cases:
Case 1: for any such sequence, one has v(m)k ∘ eyk ⇀ 0 in H1,2(Ωρ) on a renamed subse-

quence;
Case 2: there exists a bounded sequence (yk) of points in Y (so that d(yk , y

(ℓ)
k )→∞ for

all ℓ = 1, . . . ,m) such that, on a renamed subsequence, v(m)k ∘ eyk ⇀ w ̸= 0;
Case 3: there exists a discrete sequence (yk) of points in Y such that d(yk , y

(ℓ)
k ) → ∞

for all ℓ = 1, . . . ,m, and v(m)k ∘ eyk ⇀ w ̸= 0.

Case 2 is, in fact, vacuous. Indeed, in this case (yk)wouldhave a constant subsequence
with some value z and uk ∘ ez ⇀ w ̸= 0, which contradicts the assumption uk ⇀ 0.

Consider case 1. We prove that in that case v(m)k ∘ ezk ⇀ 0 for any sequence (zk)
in Y . By assumption, we know that it is true if d(zk , y

(ℓ)
k ) → ∞ for all ℓ = 1, . . . ,m.

So let us assume that on a renamed subsequence, d(zk , y
(ℓ)
k ) is bounded for some ℓ ∈

{1, . . .m}. Then by the definition of the trailing system there exists i ∈ ℕ0 such that
zk = y

(ℓ)
k;i on a renamed subsequence. So if uk ∘ ezk ⇀ w ̸= 0 then w coincides with

the local profile w(ℓ)i . Moreover, d(zk , y
(n)
k ) → ∞ if 1 ≤ n ≤ m and n ̸= ℓ. So by

Lemma 7.4.2,W (n)k ∘ ezk ⇀ 0 if n ̸= ℓ andW (ℓ)k ∘ ezk ⇀ wi. In consequence, v
(m)
k ∘ ezk ⇀ 0

Now by Theorem 7.1.4, v(m)k → 0 in Lp(M), which means that the asymptotic rela-
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tion (7.14) is proved with a finite sum of elementary concentrations, and we can take
v(m+1)k = 0.

Consider now case 3. Now themodulus ν(uk)((y(1)k ), . . . , (y
m
k )) > 0 is positive; cf. Def-

inition 7.4.6. We may choose a sequence y(m+1)k , d(y(m+1)k , y
(ℓ)
k ) →∞ for all ℓ = 1, . . . ,m,

in such a way that the corresponding global profile w(m+1) of (uk) satisfies

󵄩󵄩󵄩󵄩w
(m+1)󵄩󵄩󵄩󵄩

2
H1,2(M(m+1)∞ ) ≥ 12ν(uk)((y(1)k ), . . . , (y(m)k )). (7.37)

Then using the local profiles w(m+1)i , i ∈ ℕ0, we may define, for a renamed subse-
quence, the associated global profilew(m+1) (cf. Proposition 7.3.2), and the correspond-
ing elementary concentrationW (m+1)k , and put

v(m+1)k
def
= uk −

m+1
∑
ℓ=1

W (ℓ)k .

It is easy to see that the sequence (v(m+1)k )has the sameproperties as (v(n)k ),n = 0, . . . ,m.
Step 3. By Lemma 7.4.5, we have

m
∑
n=1

󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2(M(n)∞ ) ≤ lim sup ‖uk‖

2
H1,2(M)

for anym, which proves (7.15).
Step 4. In order to prove convergence of the series∑∞n=1W

(n)
k note first that wemay

assume without loss of generality that for each n ∈ ℕ, there exists rn > 0 such that
suppW (n)k ⊂ B(y

(n)
k , rn). Indeed, acting like in the proof of Lemma 7.4.5, from the cal-

culations in the proof of Lemma 7.4.4 one can easily see that one can approximate
W (n)k in the H1,2-norm by restricting summation in (7.13) to a finite number of terms,
with the norm of the remainder bounded by, say, ε2−n with a small ε > 0. Then, for
any m ∈ ℕ one can extract a subsequence (k(m)j )j∈ℕ of (k)k∈ℕ such that d(y(n)k , y

(ℓ)
k ) >

rn + rℓ whenever 1 ≤ ℓ < n ≤ m. Then on a diagonal subsequence (k(m)m )m∈ℕ the ele-
mentary concentrations (W (n)k )k=k(m)m ,m∈ℕ

will have pairwise disjoint supports. Together
with (7.15), this proves that the convergence is unconditional and uniformwith respect
to k.

Step 5. Now we prove that (uk − ∑
∞
ℓ=1W
(ℓ)
k ) ∘ eyk → 0 in Lp(M) for any sequence yk

in Y .
Let first (yk) in Y be a bounded sequence. Since it has finitely many values, on

each constant subsequence we have uk ∘ ey ⇀ 0 and W (ℓ)k ∘ ey ⇀ 0, and thus (uk −
∑∞ℓ=1W

(ℓ)
k ) ∘ eyk ⇀ 0.

Let now (yk) be a discrete sequence in Y . If there is ℓ ∈ ℕ such that on a renamed
subsequencewe have d(yk , y

(ℓ)
k ) is bounded. Then on a renamed subsequence yk = y

(ℓ)
k;i
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for some i; cf. Step 2. But then uk ∘ eyk ⇀ w(ℓ)i ,W (ℓ)k ∘ eyk ⇀ w(ℓ)i andW (n)k ∘ eyk ⇀ 0 if
n ̸= ℓ; cf. Lemma 7.4.2. Thus (uk −∑

∞
ℓ=1W
(ℓ)
k ) ∘ eyk ⇀ 0.

Let (yk) be a discrete sequence in Y , such that d(yk , y
(ℓ)
k ) → ∞ for any ℓ ∈ ℕ0.

Assume that on a renamed subsequence (uk − ∑
∞
ℓ=1W
(ℓ)
k ) ∘ eyk ⇀ w0 ̸= 0. Then (yk)

generates a profile w of (uk) on some manifold ar infinity M∞ of M that necessarily
satisfies ‖w‖H1,2(M∞) ≤ ν(uk)((y(1)k ), . . . , (y(m)k )) for anym ∈ ℕ. By (7.15) and (7.37), we have
ν(uk)((y(1)k ), . . . , (y

(m)
k )) → 0 as m → ∞ and, therefore, w = 0, which implies w0 = 0.

This gives the contradiction.
We conclude that (uk − ∑

∞
ℓ=1W
(ℓ)
k ) ∘ eyk ⇀ 0 for any sequence (yk) in Y , and by

Theorem 7.1.4 (uk −∑
∞
ℓ=1W
(ℓ)
k ) ∘ eyk → 0 in Lp(M).

Step 6. It was proved in Step 4 that the series of elementary concentrationW (n)k is
convergent in H1,2(M). So for any ε > 0 the sum Sk of the elementary concentrations
can be approximated by the finite sum Sεk, that is,

󵄨󵄨󵄨󵄨‖uk‖p −
󵄩󵄩󵄩󵄩S

ε
k
󵄩󵄩󵄩󵄩p
󵄨󵄨󵄨󵄨 ≤
󵄨󵄨󵄨󵄨‖uk‖p − ‖Sk‖p

󵄨󵄨󵄨󵄨 +
󵄩󵄩󵄩󵄩Sk − S

ε
k
󵄩󵄩󵄩󵄩p (7.38)

≤ o(1) + C󵄩󵄩󵄩󵄩Sk − S
ε
k
󵄩󵄩󵄩󵄩H1,2(M) ≤ Cε + o(1).

Moreover, similar to Step 4, we may assume without loss of generality all w(n) have
compact support. In consequence, we may assume that there exists m ∈ ℕ such that
w(n) = 0 for all n > m, and that w(n) have compact support if n ≤ m.

Let us now evaluate ‖Sεk‖p. Let us show first that

∫
M

󵄨󵄨󵄨󵄨W
(n)
k
󵄨󵄨󵄨󵄨
pdvg → ∫

M(n)∞
󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

pdvg̃(n) . (7.39)

Indeed, omitting for the sake of simplicity the superscript n and taking into account
thatwi∘e−1yk;i ∘eyk;j → wj, e−1yk;j ∘eyk;i → ψji, and χyk;j ∘eyk;j → χj as in the proof of Lemma 7.4.1,
we have

∫
M

|Wk |
pdvg = ∫

M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
i∈ℕ0

χyk;iwi ∘ eyk;i 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p
dvg

= ∑
j∈ℕ0

∫
Ωρ

χyk;j ∘ eyk;j 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨 ∑i∈ℕ0 χyk;iwi ∘ eyk;i 󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
p
∘ e−1yk;j√ηk;jdξ

= ∑
j∈ℕ0

∫
Ωρ

(χj + o(1))
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
i∈ℕ0

χyk;i ∘ e−1yk;j(wj + o(1))
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

p
√g̃j + o(1)dξ

→ ∫
M∞ |w|

pdvg̃ .

Note that the notation o(1) above refers to functions vanishing in the sense of C∞ and
that all infinite sums contain uniformly finitely many nonzero terms.
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Now, for all k sufficiently large, all elementary concentrationsW (n)k in the sum Sεk
have pairwise disjoint supports, and since ℓ1 󳨅→ ℓ

p
2 , taking into account (7.15), we

have

(∑
n≥ν
∫

M(n)∞
󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

pdvg̃(n))
2
p

≤ ∑
n≥ν
( ∫

M(n)∞
󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

pdvg̃(n))
2
p

≤ ∑
n≥ν

C󵄩󵄩󵄩󵄩w
(n)󵄩󵄩󵄩󵄩

2
H1,2(M(n)∞ ) → 0 as ν →∞.

Then (7.16) follows from (7.14), as we may now consider a finite sum; assume, by den-
sity, that w(n) have compact support, and apply (7.39). This completes the proof of
Theorem 7.3.5.

7.6 Local and global profile decompositions on periodic manifolds

LetM be now a smooth connected complete Riemannian manifold, periodic (cocom-
pact) relative to a subgroupG of its isometry group, that is, we assume that there exists
an open bounded set 𝒪 such that ⋃η∈G η𝒪 = M. Without loss of generality, we may
assume that𝒪 is a geodesic ball. Periodic manifolds are obviously of bounded geom-
etry. It is then natural to ask if Theorem 7.3.5 yields Corollary 5.1.7 with the manifolds
M(n)∞ isometric toM.

Theorem 7.6.1. Let M be a smooth connected N-dimensional Riemannian manifold, let
ρ ∈ (0, r(M)8 ) and z ∈ M, and assume that there exists a discrete countable subgroup G
of isometries on M such that {B(ηz, ρ)}η∈G covers M with a uniformly finite multiplicity.
Then:
(i) one can choose the construction parameters of manifolds M(n)∞ , so that they will co-

incide, up to isometry, with M, and
(ii) there exist sequences (η(n)k )k∈ℕ, of elements in G, and functions w

(n) ∈ H1,2(M), n ∈
ℕ, such that the sequences ([η(ℓ)k ]

−1η(n)k )k∈ℕ are discrete whenever ℓ ̸= n, uk ∘η
(n)
k ⇀

w(n) in H1,2(M), n ∈ ℕ, and

W (n)k = w
(n) ∘ [η(n)k ]

−1
.

Proof. 1. Let us repeat the construction of the manifold at infinity relative to a se-
quence (yk) in Y = {ηz}η∈G. Fix a sequence of elements ζi ∈ G, ζ0 = id, such that

d(ζi+1z, z) ≥ d(ζiz, z), i ∈ ℕ0, and define the ith trailing sequence of (yk) by yk;i
def
= ηkζiz,

k ∈ ℕ. Recall that thenormal coordinates at thepoints y ∈ Y weredefinedas expy up to
an arbitrarily fixed isometry on TyM. For the present construction, we set them specifi-

cally as eηz
def
= η∘ez . Under such choice, the transitionmaps ofM(yk;i)∞ are characterized
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by elements of the group G:

ψij = lim
k→∞

e−1yk;i ∘ eyk;j = lim e−1z ∘ [ηkζi]
−1ηkζj ∘ ez = e

−1
z ∘ ζ
−1
i ζj ∘ ez ,

and the sequences above are in fact constant with respect to k. Consequently, the tran-
sition maps ψij of the manifoldM(yk;i)∞ are e−1z ∘ ζ

−1
i ζj ∘ ez – same as ofM itself. In other

words, all the gluing data for M(yk;i)∞ are taken from M, which suggests, since Theo-
rem 10.3.6 is based on a suitable list of properties of charts of amanifold thatwill allow
its reconstruction thatM(yk;i)∞ is isometric toM.Wewill, however, apply Corollary 10.3.8
formally, as follows.

ManifoldM(yk;i)∞ has an atlas {(φi(Ωρ),φ−1i )}i∈ℕ0 with transition maps φ−1i φj = e−1z ∘
ζ −1i ζj ∘ ez, while manifold M has an atlas, enumerated by ζi ∈ G, {(B(ζi(z), ρ), e−1z ∘

ζ −1i )}i∈ℕ0 with the same transition maps asM(yk;i)∞ . Let Ti
def
= ζi ∘ ez ∘ φ−1i : φi(Ωρ)→ M,

i ∈ ℕ0, and note that this defines a smooth map T : M(yk;i)∞ → M, since the values of Ti
are consistent on intersections of sets φi(Ωρ):

ζi ∘ ez ∘ φ
−1
i ∘ [ζj ∘ ez ∘ φ

−1
j ]
−1
= ζi ∘ ez ∘ ψij ∘ [ζj ∘ ez]

−1 (7.40)

= ζi ∘ ez ∘ e
−1
z ∘ ζ
−1
i ζj ∘ ez ∘ e

−1
z ∘ ζ
−1
j = id. (7.41)

Furthermore, T is a diffeomorphism with T−1 = φi ∘ e−1z ∘ ζ
−1
i , consistently defined on

B(ηiz, ρ), i ∈ ℕ0. Note that (7.11) on M(yk;i)∞ holds because it holds on M with the same
transition map for every k, so the Riemannian metric on M(yk;i)∞ in the normal coordi-
nates coincides with the Riemannian metric on M. In what follows, we will identify
M(yk;i)∞ asM.

2. Let now (uk) be a bounded sequence in H1,2(M) and note that its local profile
associated with the sequence (ηkζi)k∈ℕ is given by

wi = w-lim uk ∘ (ηkζi) ∘ ez ,

and the global profile is by definition w = wi ∘ φ−1i = wi ∘ e−1z ∘ ζ
−1
i = w-lim uk ∘ ηk,

which coincides with the profile of (uk) as defined in Corollary 5.1.7, relative to the
sequence (ηk). Consider now the local concentration defined by the array {wi}i∈ℕ0 of
local profiles:

Wk = ∑
i∈ℕ0

χηkζizwi ∘ e
−1
yk;i = ∑

i∈ℕ0

χηkζizwi ∘ e
−1
z ∘ ζ
−1
i ∘ η
−1
k

= ∑
i∈ℕ0

χηkζizw ∘ η
−1
k = w ∘ η

−1
k ,

which completes the proof.
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7.7 Cocompactness of the limiting Sobolev embedding

We will now proceed with analysis of defect of compactness for the limiting Sobolev
embedding H1,2(M) 󳨅→ L2

∗
. The following property, like Theorem 7.1.4, is similar to

cocompactness.

Theorem 7.7.1 (Vanishing lemma – the critical case). Assume that M is a smooth N-
dimensional Riemannian manifold of bounded geometry. If (uk) is a bounded sequence
in H1,2(M), uk → 0 in Lp(M) for some p ∈ (2, 2∗), such that for any sequence (yk) in M,
and any sequence or positive numbers (tk), tk → 0,

t
N−2
2

k uk ∘ eyk (tkξ ) 󳨀→ 0 a. e. in ℝN . (7.42)

Then uk → 0 in L2
∗
(M).

Proof. Step 1. For any u ∈ H1,2(M), the following holds:

‖u‖2
∗
2∗ ≤ C‖u‖2H1,2 sup

j∈2
N−2
2 ℤ

( ∫

j≤|u(x)|≤2
N−2
2 j

|u|2
∗
dvg)

2
N

. (7.43)

Indeed, let χ ∈ C10(2
− N−22 , 2N−2), extended by zero to [0,∞) be such that χ(s) ∈ [0, 1] for

all s and χ(s) = 1 whenever s ∈ [1, 2
N−2
2 ]. Let χj(s) = jχ(j−1s), j ∈ 2

N−2
2 ℤ.

Applying Sobolev inequality to χj(|u|), we get

( ∫

j≤|u(x)|≤2
N−2
2 j

|u|2
∗
dvg)

2/2∗
≤ C ∫

2− N−22 j≤|u(x)|≤2N−2j
(gx(du, du) + |u|

2)dvg ,

from which we have

∫

j≤|u(x)|≤2
N−2
2 j

|u|2
∗
dvg

≤ C ∫

2− N−22 j≤|u(x)|≤2N−2j
(gx(du, du) + |u|

2)dvg( ∫

j≤|u(x)|≤2
N−2
2 j

|u|2
∗
dvg)

1− 2
2∗
.

Adding the inequalities – and replacing the last term by its upper bound – over j ∈
2
N−2
2 ℤ, we get (7.43).
Step 2. Let us now consider (7.43) with u = uk . Choose jk ∈ 2

N−2
2 ℤ that satisfy

sup
j∈2

N−2
2 ℤ

∫

j≤|uk(x)|≤2
N−2
2 j

|u|2
∗
k dvg ≤ 2 ∫

jk≤|uk(x)|≤2
N−2
2 jk

|u|2
∗
dvg . (7.44)
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Then we have from (7.43),

‖uk‖2∗ ≤ C( ∫

jk≤|u(kx)|≤2
N−2
2 jk

|uk |
2∗dvg)

2
2∗N
. (7.45)

Without loss of generality, we may consider two following cases: (a) jk ≤ L for all
k, L ∈ ℤ, and (b) jk → +∞. In the case (a) we have from (7.45) with any small ε > 0,

‖uk‖2∗ ≤ C( ∫

jk≤|uk(x)|≤2
N−2
2 jk

|uk |
2∗dvg)

2
N2∗
≤ C(L2

∗−p ∫
M

|uk |
pdvg)

2
N2∗

which vanishes by assumption.
Step 3. Now consider the case (b), that is, jk → ∞. Let Yk ⊂ M, k ∈ ℕ, be a

(tkε, tkr)-discretization of M, ε ∈ (0, r), tkr < r(M), so that the collection of balls
{B(y, tkr)}y∈Yk with tk = j

− 2
N−2

k , is a uniformly finite covering of M. Note that the mul-
tiplicity of this covering is also uniformly finite with respect to k ∈ ℕ. Let Dk = {x ∈
M : |uk(x)| ∈ [jk , 2

N−2
2 jk]} and D󸀠k = {x ∈ M : |uk(x)| ∈ [2

− N−22 jk , 2N−2jk]}.
Applying scaled Sobolev inequality to χjk (|uk |) on the geodesic balls B(y, tkr), we

have

( ∫
B(y,tkr)∩Dk

|uk |
2∗dvg)2/2

∗
≤ C ∫

B(y,tkr)∩D󸀠k
(gx(duk , duk) + t

−2
k |uk |

2)dvg ,

with some C independent of k.
Since the integration domain in the right-hand side is a subset of D󸀠k, we have

t−2k |uk |
2 ≤ C|uk |2

∗
uniformly in k, and thus

∫
B(y,tkr)∩Dk

|uk |
2∗dvg

≤ ∫

B(y,tkr)∩D󸀠k
(gx(duk , duk) + |uk |

2∗)dvg( ∫
B(y,tkr)∩Dk

|uk |
2∗dvg)

2
N

.

Let us add these inequalities – while replacing the second term in the right-hand side
by its upper bound – over y ∈ Yk:

∫
Dk

|uk |
2∗dvg ≤ C sup

y∈Yk
( ∫
B(y,tkr)∩Dk

|uk |
2∗dvg)

2
N

. (7.46)

Choosing points yk ∈ Yk so that

sup
y∈Yk

∫
B(y,tkr)∩Dk

|uk |
2∗dvg ≤ 2 ∫

B(yk ,tkr)∩Dk

|uk |
2∗dvg ,
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we have from (7.45) and (7.46),

‖uk‖2∗ ≤ C( ∫
B(yk ,tkr)∩Dk

|uk |
2∗dvg)

4
2∗N2
.

Using the geodesic map eyk to change the variables from a small ball on M to small
ball on ℝN , noting that the Jacobian is uniformly bounded with respect to k since M
is of bounded geometry, and setting Δk

def
= {ξ ∈ Ωr : |uk ∘ expyk (ξ )| ∈ (jk , 2

N−2
2 jk)}, we

have, for all k sufficiently large,

‖uk‖2∗ ≤ C( ∫
Ωtk r
∩Δk

󵄨󵄨󵄨󵄨uk ∘ eyk (ξ )
󵄨󵄨󵄨󵄨
2∗dξ) 4

2∗N2
.

Let us change the variables again, ξ def
= tkη, η ∈ Ωr:

‖uk‖2∗ ≤ C( ∫

{η∈Ωr :|uk∘eyk (tkη)|∈[jk ,2
N−2
2 jk]}

󵄨󵄨󵄨󵄨t
N−2
2

k uk ∘ eyk (tkη)
󵄨󵄨󵄨󵄨
2∗dη) 4

2∗N2
,

and note that the expression under integral is bounded by the constant 2N and van-
ishes almost everywhere by assumption. Therefore, by Lebesgue dominated conver-
gence theorem, the right-hand side above vanishes, and the theorem is proved.

Remark 7.7.2. It is easy to show that (7.42) holds for all tk > 0 if it holds for all tk ∈ aℤ,
with some a > 1.

7.8 Profile decomposition for sequences vanishing in Lp, p < 2∗
In this section, we provide a profile decomposition for bounded sequences in H1,2(M)
that vanish in Lp(M) for some p ∈ (2, 2∗). This profile decomposition consists of a
sum of concentrating bubbles and a remainder vanishing in Lp

∗
(M). This allows to

take a profile decomposition of Theorem 7.3.5 whose remainder vanishes in Lp(M),
and further expand this remainder into bubbles (that still vanish in Lp(M), 2 < p < 2∗)
with a sharper remainder that vanishes in Lp(M), 2 < p ≤ 2∗. We will start with a
characterization of decoupling of bubbles involved in our profile decomposition. We
remind that we call two sequences (Uk) and (Vk) in a Hilbert space asymptotically
orthogonal, if ⟨Uk ,Vk⟩→ 0. Let us fix χ ∈ C∞0 (Ωr) such that χ(ξ ) = 1 whenever |ξ | ≤

r
2 ,

extended by zero to a function on ℝN .

Lemma 7.8.1. Let:

Sku
def
= 2

N−2
2 jk χ ∘ e−1yk u(2

jke−1yk ⋅), k ∈ ℕ, u ∈ Ḣ1,2(ℝN),
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Tku
def
= 2

N−2
2 ℓk χ ∘ e−1zk u(2

ℓke−1zk ⋅), k ∈ ℕ, u ∈ Ḣ1,2(ℝN),

where jk , ℓk ∈ ℕ, jk , ℓk → ∞ and yk , zk ∈ M, understanding the expressions in the
respective right hand sides as functions in H1,2(M) vanishing outside of B(yk , r). Then
(Sk) and (Tk) are bounded sequences of continuous operators from Ḣ1,2(ℝN ) to H1,2(M).

Sequences (Skv) and (Tkw) are asymptotically orthogonal in H1,2(M) for every v and
w in Ḣ1,2(ℝN ) if and only if the following condition holds:

|ℓk − jk | + (2
ℓk + 2jk )d(yk , zk)→∞ (7.47)

as k →∞.
Furthermore, given w ∈ Ḣ1,2(ℝN ), one has ⟨Skv,Tkw⟩ → 0 for every v ∈ Ḣ1,2(ℝN ) if

and only if

2−jk
N−2
2 Wk ∘ eyk (2

−jk ξ )→ 0 a. e. in ℝN . (7.48)

Proof. 1. Boundedness of sequences (Sk) and (Tk) follows from the bounded geometry
ofM.

2. Note that ∫M |Skv)|
2dvg → 0 and ∫M |Tkw|

2dvg → 0, so asymptotic orthogonality
of Skv and Tkw is equivalent to ∫M gx(d(Skv), d(Tkw))dvg → 0. By density of C∞0 (ℝ

N )
in Ḣ1,2(ℝN ), we may assume without loss of generality that v,w ∈ C∞0 (ℝ

N ).
2. Sufficiency of (7.47): First, note that supports of Skv and Tkw are contained in

B(yk , r) ∩ eyk (2
−jk supp v) and B(zk , r) ∩ ezk (2

−ℓk suppw), respectively. Thus, if on some
renamed subsequence inf d(yk , zk) > 0, then the supports of Skv and Tkw are disjoint
for large k and the asymptotic orthogonality follows. Hence we assume in the rest of
the proof that d(yk , zk)→ 0 as k →∞.

Support of gx(d(Skv, d(Tkw) is contained inB(zk , r), sowe can evaluate the integral
under the coordinate map ezk :

∫
M

gx(d(Skv), d(Tkw))dvg = ∫
Ωr

N
∑
α,β=1

gαβ(ezk (ξ ))𝜕α(Skv ∘ ezk )𝜕β(Tkw ∘ ezk )√g(ezk (ξ ))dξ .

Set jk − ℓk = mk, e−1yk ∘ ezk = ψk . Setting the new variable η = 2ℓk ξ , and taking into
account that gαβ(zk) = δαβ and g(zk) = 1, the above expression can be written as

∫
M

gx(d(Skv), d(Tkw))dvg

= ∫
B(zk ,r)∩B(yk ,r)

gx(d(Skv), d(Tkw))dvg

= 2
N−2
2 mk ∫

Dk

N
∑
α,β=1

gαβ(ezk (ξ ))𝜕α(χ ∘ ψk(ξ )v(2
jkψk(ξ )))𝜕β(χ(ξ )w(2

ℓk ξ ))√g(ezk (ξ ))dξ
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= 2
N
2 mk ∫

2ℓkDk∩suppw

[∇w(η)ψ󸀠k(2
−ℓkη) ⋅ ∇v(2jkψk(2

−ℓkη)) + o(1)]dη,

whereDk = e−1zk (B(zk , r)∩B(yk , r)),ψ
󸀠
k is theN ×N-matrix derivative ofψk . Given thatM

is a manifold of bounded geometry, may assume (with reference to the Arzela–Ascoli
theorem) without loss of generality that ψk and its derivatives will converge locally
uniformly in Ωr to some function ψ ∈ C∞(Ωr → Ωr) and its respective derivatives.

Since (7.47) holds, it suffices to consider two cases:
Case 1: |ℓk − jk |→∞.
Without loss of generality assume that jk −ℓk = mk → −∞ and taking into account

that ψk is bounded and v,w ∈ C∞0 (ℝ
N ), we get

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫
M

gx(d(Skv), d(Tkw))dvg
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ C2

N
2 mk → 0.

Case 2: |ℓk − jk | is bounded and (2ℓk + 2jk )d(yk , zk)→∞.
For η ∈ 2ℓkDk ∩ suppw, one gets

2jkψk(2
−ℓkη) = 2jkψk(0) + 2

jkψ󸀠k(0)2
−ℓkη + O(2jk−2ℓk ).

Taking into account that mk is bounded and that |ψk(0)| = d(yk , zk) (since distance
from the origin in Ωr is preserved by the geodesic map), we have

󵄨󵄨󵄨󵄨2
jkψk(2

−ℓkη)󵄨󵄨󵄨󵄨→∞ , as k →∞

(with uniform convergence), and hence dv(2jkψk(2−ℓkη)) = 0 for all η ∈ suppw as long
as k is sufficiently large, and the asymptotic orthogonality follows.

3. Necessity of (7.47): If (7.47) if false, then, on a renamed subsequence, jk − ℓk
is a constant sequence with some value m ∈ ℤ, while 2jkd(yk , zk) = |2jkψk(0)| stays
bounded. Hence extracting a further subsequence we may assume 2jkψk(0) → η0 ∈
ℝN . Repeating calculations in the proof of sufficiency we get

∫
M

gx(d(Skv), d(Tkw))dvg → 2
N
2 m ∫

ℝN

∇w(η) ⋅ ψ󸀠(0)∇v(η0 + 2
mψ󸀠(0)η)dη.

Since ψ󸀠(0) ̸= 0 by properties of the geodesic map, the above expression will be
nonzero with a suitable v and w(η) = v(η0 + 2mψ󸀠(0)η).

4. Finally, representing the scalar product of H1,2(M) under the exponential map
at yk,

⟨Skv,Tkw⟩ = ∫
ℝN

∇2−jk
N−2
2 (Tkw) ∘ eyk (2

−jk ξ ) ⋅ ∇v(ξ )dξ + o(1),

which proves that (7.48) is equivalent to asymptotic orthogonality of Skv and Tkw for
all v.
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Theorem 7.8.2. Assume that M is a smooth N-dimensional Riemannian manifold of
bounded geometry and let p ∈ (2, 2∗). For any bounded sequence (uk) in H1,2(M) that
vanishes in Lp(M), there exist sequences (y(n)k )k∈ℕ in M and (j(n)k )k∈ℕ inℕ, j

(n)
k → +∞, as

well as functions w(n) ∈ Ḣ1,2(ℝN ), n ∈ ℕ, such that, for a renamed subsequence,

2−j
(n)
k

N−2
2 uk ∘ ey(n)k (2−j(n)k ξ )→ w(n)(ξ ) a. e. in ℝN ; (7.49)

(AO) Condition (7.47) holds with jk = j
(m)
k , yk = y

(m)
k , ℓk = j

(n)
k and zk = y

(n)
k whenever

m ̸= n;

The series Sk
def
= ∑n∈ℕW

(n)
k , where

W (n)k (x) = 2
j(n)k N−2

2 χ ∘ e−1y(n)k (x)w(n)(2j(n)k e−1y(n)k (x)), x ∈ M, (7.50)

converges in H1,2(M) unconditionally and uniformly with respect to k,

uk − Sk → 0 in Lq(M) 2 < q ≤ 2∗, (7.51)

and

∑
n∈ℕ
∫

ℝN

󵄨󵄨󵄨󵄨∇w
(n)󵄨󵄨󵄨󵄨

2dξ ≤ lim inf∫
M

gx(duk , duk)dvg . (7.52)

Proof. The proof is largely repetitive of the proofs for profile decompositions earlier in
this book, Theorem 7.3.5 in particular, so we give it in an abbreviated form.

1. Consider arbitrary sequences (j(1)k ) in M j(1)k → ∞, and (y
(1)
k ) in ℕ. By the

bounded geometry of M, for any a ∈ (0, r(M)), functions 2−j
(1)
k

N−2
2 uk ∘ ey(1)k (2−j(1)k ⋅)

have a uniformly (in k ∈ ℕ) bounded H1,2(Ωa)-norm, and thus their sequence
is weakly convergent in H1,2(Ωa). We may infer by diagonalization that there ex-
ists a renamed subsequence of (uk) such that 2−j

(1)
k

N−2
2 uk ∘ ey(1)k (2−j(1)k ⋅) converges to

some w(1) almost everywhere on ℝN . Since M is of bounded geometry, we have
‖∇w(1)‖22 ≤ lim supC ∫B(y(1)k ,r) gx(duk , duk)dvg < ∞ with the constant C independent

of the sequence (y(n)k )k∈ℕ.
Let Ξ1 be a set of all w ∈ Ḣ1,2(M) such that there exist (j(1)k ) in ℕ, j

(1)
k → ∞, and

(y(1)k ) inM, such that

2−j
(1)
k

N−2
2 uk ∘ ey(1)k (2−j(1)k )→ w a. e. in ℝN ,

define

β1
def
= sup

w∈Ξ1
‖w‖Ḣ1,2
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and fix an element w(1) ∈ Ξ1 and corresponding sequences j(1)k and (y(1)k ) so that
‖w(1)‖Ḣ1,2 ≥ 1

2β1. If β1 = 0, then by Theorem 7.7.1 uk → 0 in L2
∗
(M) and the theorem is

proved. We consider therefore the case β1 > 0.
2. We will now construct by iteration sequences (j(n)k ) in ℕ, j

(n)
k → ∞ and (y(n)k )

in M, functions w(n) and numbers βn, n ∈ ℕ. Given ν ∈ ℕ, assume that for every n =
1, . . . , ν we already have constructed the objects above with the following properties:

(i) For each n = 1, . . . , ν, there exist a renamed subsequence of (uk) such thatw(n) ∈
Ḣ1,2(ℝN ) satisfies (7.49).

(ii) (AO) holds for allm, n = 1, . . . , ν,m ̸= n.
(iii) If Ξn is a set of all w ∈ Ḣ1,2(M) such that

2−j
(n)
k

N−2
2 uk ∘ ey(n)k (2−j(n)k )→ w a. e. in ℝN

for some choice of j(n)k →∞ and (y(n)k ) inM satisfying (AO) form < n = 1, . . . , ν, and if

βn
def
= sup

w∈Ξn
‖w‖Ḣ1,2

then w(n) ∈ Ξn and corresponding sequences j
(n)
k and (y(n)k ) satisfy ‖w

(n)‖Ḣ1,2 ≥ 1
2βn.

Let S(ν)k
def
= ∑νn=1W

(n)
k and let v(ν)k

def
= uk − S

(ν)
k . Similar to Step 1, as in the Step 1,

we have a renamed subsequence of (uk) such that 2−j
(ν+1)
k

N−2
2 uk ∘ey(ν+1)k

(2−j
(ν+1)
k ⋅) converges

almost everywhere on ℝN to some w(ν+1) ∈ Ḣ1,2(ℝN ), for some sequences (j(ν+1)k ) inℕ,
j(ν+1)k → ∞, and (y

(ν+1)
k ) inM. As in Step 1, we consider the class Ξν+1 of all such weak

limits, and fix w(ν+1) and corresponding j(ν+1)k and (y(ν+1)k ) so that ‖w
(ν+1)‖Ḣ1,2 ≥ 1

2βν+1.
3. For every n ≤ ν, we have now

2−j
(n)
k

N−2
2 W (n)k ∘ ey(n)k (2−j(n)k ξ ) = χ(2−j

(n)
k ξ )w(n)(ξ )→ w(n)(ξ ) a. e. in ℝN , (7.53)

for each n󸀠 ≤ ν, n󸀠 ̸= n, we have, by (AO) and Lemma 7.8.1,

2−j
(n)
k

N−2
2 W (n

󸀠)
k ∘ ey(n)k (2−j(n)k ξ )→ 0 a. e. in ℝN ,

so for every n ≤ ν,

2−j
(n)
k

N−2
2 S(ν)k ∘ ey(n)k (2−j(n)k ξ )→ w(n)(ξ ) a. e. in ℝN (7.54)

and, therefore,

2−j
(n)
k

N−2
2 v(ν)k ∘ ey(n)k (2−j(n)k ξ )

= 2−j
(n)
k

N−2
2 (uk − S

(ν)
k ) ∘ ey(n)k (2−j(n)k ξ )→ 0 a. e. in ℝN . (7.55)
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4. Let us show that (AO) is satisfied for m = 1, . . . , ν and n = ν + 1 (or vice versa).
Once we show this, wewill have completed the construction of (y(n)k )k∈ℕ inM, (j(n)k )k∈N
inℕ, j(n)k → +∞, and w

(n) ∈ Ḣ1,2(ℝN ), n ∈ ℕ, such that, on a renamed subsequence of
(uk), condition (AO) is satisfied for all n ∈ ℕ. If w(ν+1) = 0, then necessarily βν+1 = 0,
and we are free replace (y(ν+1)k )k∈ℕ inM and (j(ν+1)k )k∈N with any sequence that satisfies
(7.47) for respective scaling sequences, namely

󵄨󵄨󵄨󵄨j
(ν+1)
k − j

(n)
k
󵄨󵄨󵄨󵄨 + (2

jν+1k + 2j
(n)
k )d(y(ν+1)k , y

(n)
k )→∞, n = 1, . . . ν.

The renamed w(ν+1) will be necessarily zero since βν+1 = 0.
We nowmay assume thatw(ν+1) ̸= 0. If (AO) does not hold with the index ν+ 1 and

some index ℓ ≤ ν, then there exist m ∈ ℤ and λ ∈ ℝ, such that, on a renamed subse-
quence, 2j

(ℓ)
k d(y(ℓ)k , y

(ν+1)
k ) is bounded and j

(ν+1)
k = j

(ℓ)
k −m. Letψk = e−1y(ℓ)k ∘ ey(ν+1)k

. Note that

d(y(ℓ)k , y
(ν+1)
k ) → 0, and since M is of bounded geometry, on a renamed subsequence

we have ψk convergent uniformly, together with its derivatives of every order, and its
limit is the identity map. Also there exists, on a renamed subsequence, an η0 ∈ ℝN

such that 2j
(ν+1)
k ψk(0)→ η0 (since |ψk(0)| = d(y

(ν+1)
k , y

(ℓ)
k )). Then, uniformly on compact

subsets of ℝN , one has

2j
(ℓ)
k ψk(2

−j(ν+1)k ξ )

= 2m2j
(ν+1)
k ψk(0) + 2

mψ󸀠k(0)ξ + 2
j(ℓ)k O(2−2j(ν+1)k ξ )→ 2mη0 + 2

mξ .

Note also that from (AO) and Lemma 7.8.1, one has for any n = ℓ + 1, . . . , ν,

2j
(ν+1)
k

N−2
2 W (n)k ∘ ey(ν+1)k

(2−2j
(ν+1)
k ξ )→ 0.

Substituting the two last calculations into the expression below, one has

2j
(ν+1)
k

N−2
2 v(ν)k ∘ ey(ν+1)k

(2−2j
(ν+1)
k ξ )

= 2j
(ν+1)
k

N−2
2 v(ℓ)k ∘ ey(ν+1)k

(2−2j
(ν+1)
k ξ ) + o(1)

= 2−m
N−2
2 2j
(ℓ)
k

N−2
2 v(ℓ)k ∘ ey(ℓ)k ∘ ψk(2

−2j(ν+1)k ξ )

= 2−m
N−2
2 2j
(ℓ)
k

N−2
2 v(ℓ)k ∘ ey(ℓ)k (2j(−ℓ)k [2j

(ℓ)
k ψk(2

−2j(ν+1)k ξ )])

= 2−m
N−2
2 2j
(ℓ)
k

N−2
2 v(ℓ)k ∘ ey(ℓ)k (2j(−ℓ)k [2mη0 + 2

mξ + o(1)])

→ 0,

by (7.55), which by definition of w(ν+1) implies w(ν+1) = 0, a contradiction.
6. Expandinga trivial inequality∫M gx(d(uk−S

(ν)
k ), d(uk−S

(ν)
k ))dvg ≥ 0bybilinearity

we get

∫
M

gx(duk , duk)dvg ≥ 2∫
M

gx(duk , dS
(ν)
k )dvg − Ik − I

󸀠
k , (7.56)
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where

Ik =
ν
∑
n=1
∫
M

gx(d(2
j(n)k N−2

2 χ ∘ e−1y(n)k (x)w(n)(2j(n)k e−1y(n)k (x))),
d(2j
(n)
k

N−2
2 χ ∘ e−1y(n)k (x)w(n)(2j(n)k e−1y(n)k (x))))dvg ,

and

I󸀠k = ∑
m ̸=n,m,n=1,...ν

∫
M

gx(d(2
j(n)k N−2

2 χ ∘ e−1y(n)k (x)w(n)(2j(n)k e−1y(n)k (x))),
d(2j
(m)
k

N−2
2 χ ∘ e−1y(m)k

(x)w(m)(2j
(m)
k e−1y(m)k
(x))))dvg .

We evaluate the first term in (7.56) by integration in rescaled geodesic coordinates ξ =
2j
(n)
k e−1y(n)k (x)

∫
M

gx(duk , dS
(ν)
k )dvg

=
ν
∑
n=1

2j
(n)
k

N−2
2 ∫

B(y(n)k ,r)
gx(duk , d(χ ∘ e

−1
y(n)k (x)w(n)(2j(n)k e−1y(n)k (x))))dvg

=
ν
∑
n=1

2−j
(n)
k

N−2
2 ∫

Ω
2
j(n)k r

N
∑
α,β=1
(δαβ + o(1))𝜕αuk ∘ ey(n)k (2−j(n)k ξ )

× (χ(2−j
(n)
k ξ )𝜕βw

(n)(ξ ) + o(1)𝜕βw
(n)(ξ ))dξ

=
ν
∑
n=1
∫

ℝN

󵄨󵄨󵄨󵄨∇w
(n)(ξ )󵄨󵄨󵄨󵄨

2dξ + o(1).

where o(1) under the integral denotes a sequence of functions on ℝN uniformly van-
ishing as k →∞.

An analogous evaluation gives

Ik =
ν
∑
n=1

2−j
(n)
k

N−2
2 ∫

Ω
2
j(n)k r

N
∑
α,β=1
(χ(2−j

(n)
k ξ )𝜕αw

(n)(ξ ) + o(1)𝜕αw
(n)(ξ ))

× (χ(2−j
(n)
k ξ )𝜕βw

(n)(ξ ) + o(1)𝜕βw
(n)(ξ ))(δαβ + o(1))dξ

=
ν
∑
n=1
∫

ℝN

󵄨󵄨󵄨󵄨∇w
(n)(ξ )󵄨󵄨󵄨󵄨

2dξ + o(1).
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By (AO) and Lemma 7.8.1, we have I󸀠k → 0. Consequently, (7.56) implies

∫
M

gx(duk , duk)dvg ≥ 2
ν
∑
n=1
∫

ℝN

󵄨󵄨󵄨󵄨∇w
(n)(ξ )󵄨󵄨󵄨󵄨

2dξ −
ν
∑
n=1
∫

ℝN

󵄨󵄨󵄨󵄨∇w
(n)(ξ )󵄨󵄨󵄨󵄨

2dξ + o(1)

=
ν
∑
n=1
∫

ℝN

󵄨󵄨󵄨󵄨∇w
(n)(ξ )󵄨󵄨󵄨󵄨

2dξ + o(1).

Since ν is arbitrary, we have (7.52).
7. It follows from (7.52) that βν → 0 as ν →∞. Repeating the argument in [113] with

only trivial modifications, one can show, for a suitably renamed sequence, that the
series Sk unconditionally converges in H1,2(M) and that this convergence is uniform
in k.

8. It remains to show that defect of compactness is indeed given by the sequence
(Sk). Let (jk) be a sequence inℕ, jk →∞ and let (yk) be a sequence inM. Without loss
of generality, consider two cases.

Case A. For each n ∈ ℕ, pairs of sequences (j(n)k ), (jk) and (y
(n)
k ), (yk) satisfy the

condition (7.47). Then 2−jk
N−2
2 Sk ∘ eyk (2

−jk ⋅) → 0 a. e., because this is true for each term
in the series of Sk by Lemma 7.8.1, and the series Sk is uniformly convergent. On the
other hand, if, on a renamed subsequence, one has 2−jk

N−2
2 uk ∘ eyk (2

−jk ⋅) → w a. e.,
then, necessarily, ‖∇w‖2 ≤ βν for every ν ∈ ℕ, that is, w = 0. Therefore, 2−jk

N−2
2 (uk −

Sk) ∘ eyk (2
−jk ⋅)→ 0 a. e. in this case.

Case B. For some ℓ ∈ ℕ, jk − j
(ℓ)
k = m ∈ ℤ and 2jkd(y(ℓ)k , yk) is bounded. Then,

repeating the argument of Step 4, we have

2−jk
N−2
2 (uk − S

(ℓ)
k ∘ eyk (2

−jk ⋅))→ 0 a. e. ,

while by (AO), Lemma 7.8.1 and the uniform convergence of the series Sk,

2−jk
N−2
2 ((Sk − S

(ℓ)
k ) ∘ eyk (2

−jk ⋅))→ 0 a. e.,

from which follows 2−jk
N−2
2 (uk − Sk) ∘ eyk (2

−jk ⋅)→ 0 a. e. in this case as well.
Then, by Theorem 7.7.1 we have uk − Sk → 0 in L2

∗
.

9. Let q ∈ (2, 2∗) and note that each term in Sk vanishes in Lq(M). Since the series
for Sk converges uniformly in H1,2(M), it also converges uniformly in Lq(M), and thus
it vanishes in Lq(M). Note that uk → 0 in Lp(M), and since (uk) is bounded in H1,2(M),
uk → 0 in Lq(M) as well. Then

‖uk − Sk‖q ≤ ‖uk‖q + ‖Sk‖q → 0.

We have the following consequences of decoupling of concentration in Theo-
rem 7.8.2 in terms of Lq-norms, q ∈ (2, 2∗].
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Proposition 7.8.3. Let uk and w(n), n ∈ ℕ, be provided by Theorem 7.8.2. Then, with
q = 2∗,

∫
M

|uk |
qdvg → ∑

n∈ℕ
∫

ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

qdξ .

Proof. By (7.51), it suffices to show that

∫
M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
n∈ℕ

W (n)k
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q
dvg → ∑

n∈ℕ
∫

ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

qdξ .

Since sequences (W (n)k )k∈ℕ have asymptotically disjoint supports in the sense of (7.47),
and since one can by density of C0(ℝN ) in Ḣ1,2(ℝN ) assume that every profile w(n) has
compact support, we can easily see that

∫
M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
n∈ℕ

W (n)k
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

q
dvg − ∑

n∈ℕ
∫
M

󵄨󵄨󵄨󵄨W
(n)
k
󵄨󵄨󵄨󵄨
qdvg → 0,

so it suffices to show that for each n ∈ ℕ,

∫
M

󵄨󵄨󵄨󵄨W
(n)
k
󵄨󵄨󵄨󵄨
qdvg → ∫

ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

qdξ .

Indeed, if we pass to normal coordinates at y(n)k and then rescale them, we get

∫
M

󵄨󵄨󵄨󵄨W
(n)
k
󵄨󵄨󵄨󵄨
qdvg = 2

j(n)k N ∫
M

󵄨󵄨󵄨󵄨χ ∘ e
−1
y(n)k (x)w(n)(2j(n)k e−1y(n)k (x))󵄨󵄨󵄨󵄨qdvg

= 2j
(n)
k N ∫

Ωρ

󵄨󵄨󵄨󵄨χ(ξ )w
(n)(2j

(n)
k ξ )󵄨󵄨󵄨󵄨

q√g(ξ )dξ

= ∫

ℝN

󵄨󵄨󵄨󵄨χ(2
−j(n)k η)w(n)(η)󵄨󵄨󵄨󵄨

q√g(2−j
(n)
k η)dη→ ∫

ℝN

󵄨󵄨󵄨󵄨w
(n)(η)󵄨󵄨󵄨󵄨

qdη.

Taking the limit at the last step is possible by Lebesgue dominated convergence theo-
rem, once we take into account that in normal coordinates g(0) = 1.

7.9 Profile decomposition – the limiting case

Wewill now assume that the parameter r ∈ (0, r(M)), involved in the statement of The-
orem 7.3.5 satisfies the constraint r < r(M)/8. In the statement below, 𝟙q=2∗ assumes
value 1 if q = 2∗ and 0 otherwise.
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Theorem 7.9.1. Let M be a connected Riemannian manifold of bounded geometry. If
(uk) is a bounded sequence in H1,2(M), there is a renamed subsequence of (uk), weakly
convergent to some u ∈ H1,2(M), sequences (ȳ(m)k )k∈ℕ, m ∈ ℕ, and (y

∗(n)
k )k∈ℕ in M, se-

quences (j(n)k )k∈ℕ, in ℕ, j
(n)
k → +∞ as k → ∞, with n ∈ ℕ, satisfying the following

relations:

uk − u − ∑
m∈ℕ

W̄ (m)k − ∑
n∈ℕ

W∗(n)k → 0 in Lq(M), q ∈ (2, 2∗), (7.57)

where W̄ (m)k are as in Theorem 7.3.5 (relative to sequences (ȳ(m)k )k∈ℕ);

W∗(n)k (x) = 2
j(n)k N−2

2 χ ∘ e−1y∗(n)k
(x)w∗(n)(2j

(n)
k e−1y∗(n)k
(x)), x ∈ M, (7.58)

where

2−j
(n)
k

N−2
2 uk ∘ ey∗(n)k

(2−j
(n)
k ⋅)→ w∗(n) a. e. in ℝN , (7.59)

(as in Theorem 7.8.2); d(ȳ(m)k , ȳ
(ℓ)
k ) →∞ when m ̸= ℓ and sequences (j(n)k ), (y

∗(n)
k ), (j

(n󸀠)
k ),

y∗(n
󸀠)

k satisfy the condition (7.47); both series in (7.57) converge unconditionally and uni-
formly in k.

Moreover, with M(m)∞ , m ∈ ℕ, as in Theorem 7.3.5, we have

∑
n∈ℕ
∫

ℝN

󵄨󵄨󵄨󵄨∇w
∗(n)󵄨󵄨󵄨󵄨

2dξ + ∑
m∈ℕ
∫

M(m)∞
(g(m)∞ (dw̄

(m), dw̄(m)) + 󵄨󵄨󵄨󵄨w̄
(m)󵄨󵄨󵄨󵄨

2
)dvg(m)∞

+ ∫
M

(gx(du, du) + u
2)dvg ≤ ∫

M

(gx(duk , duk) + u
2
k)dvg + o(1), (7.60)

and

∫
M

|uk |
qdvg → 𝟙q=2∗ ∑

n∈ℕ
∫

ℝN

󵄨󵄨󵄨󵄨w
∗(n)󵄨󵄨󵄨󵄨

2∗dξ + ∑
m∈ℕ
∫

M(m)∞
󵄨󵄨󵄨󵄨w̄
(m)󵄨󵄨󵄨󵄨

qdv(m)g∞ + ∫
M

|u|qdvg (7.61)

for every q ∈ (2, 2∗].

Proof. Apply Theorem 7.3.5 to uk and let vk = uk − u − ∑m∈ℕ W̄
(m)
k be the left hand

side of in (7.14) Note that vk is a bounded sequence in H1,2(M) because so are both uk
and∑m∈ℕ W̄

(m)
k (for the latter it can be inferred from (7.15)). Apply Theorem 7.8.2 to vk .

Then (7.57) is immediate from combining (7.14) and (7.51). Relation (7.60) follows from
substitution of (7.52) for vk into (7.15).

If q < 2∗, relation (7.61) is immediate from (7.16). Consider now the case q = 2∗. By
Brezis-Lieb Lemma and (7.57), we have

∫
M

|uk |
2∗dvg = ∫

M

|u|2
∗
dvg + ∫

M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
m∈ℕ

W̄ (m)k + ∑
n∈ℕ

W∗(n)k

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2∗
dvg + o(1). (7.62)
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Leaving details to the reader, we sketch the rest of the argument. Excising small neigh-
borhoods of the concentration points y(nk of the bubblesW∗(n)k we have

∫
M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
m∈ℕ

W̄ (m)k + ∑
n∈ℕ

W∗(n)k

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2∗
dvg = ∫

M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
m∈ℕ

W̄ (m)k

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2∗
dvg + ∫

M

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∑
n∈ℕ

W∗(n)k

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2∗
dvg + o(1).

Then the first term in the right-hand side evaluates by the argument for (7.16) in the
proof of Theorem 7.3.5, which extends to the case q = 2∗ with no furthermodifications,
while the second term evaluates as in Proposition 7.8.3.

Corollary 7.9.2. Let M be a manifold of negative curvature with bounded geometry
(in particular a hyperbolic space). If (uk) is a sequence in H1,2(M) satisfying
∫M gx(duk , duk)dvg ≤ C, then it has a renamed subsequence satisfying the assertions of
Theorem 7.9.1.

Remark 7.9.3. IfM is a noncompact homogeneous space (in particular,ℝN or the hy-
perbolic spaceℍN ) of dimension greater than 2. Then, in face of Theorem 7.6.1, The-
orem 7.9.1 holds with M(m)∞ = M for every m ∈ ℕ, and with W̄ (m)k = w̄

(m) ∘ η(m)k , where
w(m) = w-lim uk ∘ η

(m)
k
−1
, η(m)k are discrete sequences of isometries on M, and the se-

quences η(m)k
−1
∘ η(m

󸀠)
k are discrete wheneverm ̸= m󸀠.

7.10 Compactness in presence of symmetries

Lemma 7.10.1. Let M be a manifold of bounded geometry and let Y be a (ε, r)-
discretization of M, 0 < ε < r. Then for any R > 0 there exists nR ∈ ℕ, such that
#(Y ∩ B(x,R)) ≤ nR for every x ∈ M.

Proof. Bydefinition, #(Y∩B(x,R)) cannot exceed themaximal number of disjoint balls
of radius ε/2 contained in B(x,R + ε), which is finite by (10.39).

Definition 7.10.2. A (ε, r)- discretization Y of a Riemannian manifold M is called an
orbital discretization if there exist nonempty subsets Yi ⊂ Y , i ∈ ℕ, such that:
(a) Y = ⋃∞i=1 Yi and Yi ∩ Yj = 0 for i ̸= j,
(b) #Yi ≤ #Yi+1 <∞, i ∈ ℕ,
(c) limi→∞ #Yi =∞.

We shall write then Y ∈ 𝒪ε,r(M). The sets Yi will be called quasi-orbits.

The term orbital discretization will be justified in the next subsection when we
discretize group orbits on a manifold.

Lemma 7.10.3. Let Y be an orbital discretization. For every R > 0 and j ∈ ℕ, there exists
̄i(R, j) ∈ ℕ such that for all i ≥ ̄i(R, j) and for every x ∈ Yi, there exists a subset Yi(x) ⊂ Yi
satisfying:
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(i) x ∈ Yi(x),
(ii) d(y, z) > R whenever y, z ∈ Yi(x), y ̸= z,
(iii) #Yi(x) ≥ j.

Proof. For j = 1 conditions (i)–(iii) hold tautologically when Yi(x) = {x}. We assume
now that j ≥ 2. Let nR be as in Lemma 7.10.1 and let i0 ∈ ℕ be such that #Yi > jnR
for any i ≥ i0. Such i0 always exists by property (c) in the definition of the orbital
discretization. Let y0 = x and let us choose recursively yk+1 ∈ Yi, k = 0, . . . , j − 2, such
that yk+1 ∉ B(yℓ,R), ℓ = 0, . . . , k. This is possible since the balls B(yℓ,R), ℓ = 0, . . . , k
contain altogether not more than (k + 1)nR points of Yi, and this number is less than
jnR, and thus less than #Yi. Obviously, d(yk , yℓ) > R whenever k ̸= ℓ. We set Yi(x) =
{yk}k=0,...,j−1.

Corollary 7.10.4. Let Y be an orbital discretization. Then limi→∞ diamYi =∞.

Definition 7.10.5. Let Y ∈ 𝒪ε,r(M), r < r(M). Let i ∈ ℕ and λ ≥ 1. A function f ∈ L1loc(M)
is called (i, λ)-quasi-symmetric relative to Y if for every ℓ ≥ i,

max
x∈Yℓ ∫

B(x,r)

󵄨󵄨󵄨󵄨f (y)
󵄨󵄨󵄨󵄨dvg ≤ λ min

x∈Yℓ ∫
B(x,r)

󵄨󵄨󵄨󵄨f (y)
󵄨󵄨󵄨󵄨dvg . (7.63)

We shall write then f ∈ 𝒮Y ,i,λ(M).

Remark 7.10.6. 1. For any Y , i and λ, the set 𝒮Y ,i,λ(M) contains infinitely many linearly
independent functions from H1,p(M). In particular, it has the following functions. Let
φx ∈ H1,p(M) \ {0} be supported in B(x, ε/2), x ∈ Yℓ, and define

f = ∑
x∈Yℓ

φx
∫M |φx|dvg

, ℓ ≥ i.

2. For any Y , i, and λ, the set H1,p(M) ∩ 𝒮Y ,i,λ(M) is closed with respect to the weak
convergence in H1,p(M), since all the quantities in the relation (7.63) are weakly con-
tinuous in H1,p(M).

Theorem 7.10.7. Let M be complete, noncompact, connected, Riemannian manifold of
bounded geometry. Let Y ∈ 𝒪ε,r(M). Let 1 < p < N = dimM, p < q < p∗, i ∈ ℕ, and
λ ≥ 1. If a set K ⊂ H1,p(M)∩𝒮Y ,i,λ(M) is bounded in H1,p(M), then it is relatively compact
in Lq(M).

Proof. By reflexivity, it is sufficient to show that if (uk) is a sequence in H1,p(M) ∩
𝒮Y ,i,λ(M) weakly convergent to zero in H1,p(M), then uk → 0 in Lq(M). Assume that
this is not the case. Then by Theorem 7.1.4 and the Banach–Alaoglu theorem there is
a sequence yk ∈ Y and a function w ∈ H1,p(Ωr), w ̸= 0, such that uk ∘ eyk ⇀ w ̸= 0 in
H1,p(Ωr). Note that if the sequence (yk) has a bounded subsequence, it has a constant
subsequence and (uk)has a nonzeroweak limit, which contradicts the assumption. So
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we can assume that yk ∈ Yℓk with ℓk > i and ℓk →∞. Since the manifold has bounded
geometry, for all k large enough we have the following inequality:

∫
B(yk ,r)

|uk |dvg ≥ C ∫
Ωr

|uk ∘ eyk |dξ ≥ C ∫
Ωr

|w|dξ def
= α > 0. (7.64)

The functions uk are of the quasisymmetry class 𝒮Y ,i,λ(M), so by the Hölder inequality
and (7.63), for k large enough we have for every x ∈ Yℓ, ℓ ≥ i,

∫
B(x,r)

|uk |
qdvg ≥ C( ∫

B(x,r)

|uk |dvg)
q

(7.65)

≥ Cλ−q( ∫
B(yk ,r)

|uk |dvg)
q
≥ Cλ−qαq def

= β > 0.

Let us apply Lemma 7.10.3 with R = 2r and for each j ∈ ℕ choose kj such that ℓkj ≥
̄i(2r, j). This gives

∫
M

|uk |
qdvg ≥ ∑

x∈Yℓkj (yk)
∫

B(x,r)

|uk |
qdvg ≥ jβ. (7.66)

Since j is arbitrarily large, we have a contradiction that proves the theorem.

To study compactness of embedding of spaces invariant with respect to a group
action, it is natural to consider a specific kind of orbital discretizations, namely those
associated with group orbits. Let G be a compact connected group of isometries of a
complete Riemannian manifold M. Then H1,p

G (M) will denote a subspace of H
1,p(M)

consisting of all G-invariant functions.

Definition 7.10.8. Wesay that a continuous action of a groupG on a complete Rieman-
nian manifoldM is coercive if for every t > 0, the set

Ot = {x ∈ M : diamGx ≤ t}

is bounded.

Example 7.10.9. LetM = ℝN and let G = O(n1) × ⋅ ⋅ ⋅ × O(Nm), n1 + ⋅ ⋅ ⋅ + nm = N,m ∈ ℕ.
Then G is coercive if and only if ni ≥ 2 for every i = 1, . . . ,m.

Remark 7.10.10. If the sectional curvature of M is nonpositive and the compact con-
nected groupG of isometries fixes some point, thenG is coercive if and only ifG has no
other fixed point; see [109, Proposition 3.1]. An example of a compact connected coer-
cive group without fixed points (see [109, the end of Section 3]) isM = S1 × ℝn (a Rie-
mannian product of the unit circle and the Euclidean space), n ≥ 2, andG = S1 ×SO(n)
acting onM by the formulas (eiφ, h)(eiψ, x) = (ei(φ+ψ), h(x)), eiφ, eiψ ∈ S1, h ∈ SO(n), and
x ∈ ℝn.
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Proposition 7.10.11. LetG bea compact connected groupof isometries acting coercively
on themanifoldM. Then there exists an orbital discretization Y ∈ 𝒪ε,2ε(M) such that any
quasi-orbit Yi is a subset of a distinct orbit of G.

Proof. Let M̃ be a union of all principal orbits of the groupG. The set M̃ is a dense open
subset ofM. On the coset space M̃/G, one can introduce a Riemannian structure such
that the projections p : M̃ → M̃/G have the following property:

dM̃/G(p(x), p(y)) = dM(Gx,Gy)

where the distances are taken on respective manifolds (see, e. g., [56]). Let Ỹ =
{Gxℓ}ℓ∈ℕ be an (ε, 2ε)-discretization of M̃/G with ε < r(M)/3. Let Ẏℓ be an (ε, 2ε)-
discretization of the orbit Gxℓ inM. Then Y = ⋃∞ℓ=1 Ẏℓ is an (ε, 2ε)-discretization ofM.
Let {Yi} be the family {Ẏℓ} reordered by the number of elements in Ẏℓ. Then Y = ⋃i Yi
is obviously a (ε, 2ε)-discretization of M. We prove that it is an orbital discretization.
Conditions (a) and (b) are satisfied by the construction. The condition (c) is a con-
sequence of the coercivity of the action of G as follows. Let R > 0. By the coercivity,
all sets Yi of diameter not exceeding R lie in a bounded set OR. However, only finitely
many elements of Y may lie in OR. So there exists iR ∈ ℕ such that diameter of Gxℓ
is greater then R whenever ℓ ≥ iR. The orbits Gxℓ are connected since G is connected,
therefore, #Yℓ →∞.

Taking into account the above proposition, one can apply Theorem 7.10.7 to sets
of quasisymmetric functions related to the action of a group G of isometries of M.
In particular, it can be applied to the subspaces H1,p

G (M) of H
1,p(M) consisting of all

G-symmetric functions.

Theorem 7.10.12. Let G be a compact, connected group of isometries of a N-
dimensional noncompact connected Riemannian manifold M of bounded geometry.
Let 1 < p < N and p < q < p∗. Then the subspace H1,p

G (M) is compactly embedded into
Lq(M) if and only if G is coercive.

Proof. Sufficiency in the theorem follows from Theorem 7.10.7 with the orbital dis-
cretization given by Proposition 7.10.11 since H1,p

G (M) ⊂ H
1,p(M) ∩ 𝒮Y ,1,1. Note that by

isometry

∫
B(x,r)

󵄨󵄨󵄨󵄨f (y)
󵄨󵄨󵄨󵄨dvg = ∫

B(z,r)

󵄨󵄨󵄨󵄨f (y)
󵄨󵄨󵄨󵄨dvg , z ∈ Gx

if f ∈ H1,p
G (M).

Proof of necessity. If G is not coercive, there exists R > 0 and a discrete sequence
(xk) in M such that Gxk ⊂ B(xk ,R). Let r ∈ (0, r(M)) and let ψ ∈ C∞0 (Ωr) \ {0} be a
nonnegative function. Let us replace xk with a renumbered subsequence such that
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distance between any two terms in the sequence will be greater than 2(R + r). Let

ψk = ∫
G

ψ ∘ e−1xk (η⋅) dμG(η),

where the Haar measure μG of G is normalized to the value 1. By the Young inequality,
taking into account that G is a group of isometries on M and that M is of bounded
geometry, we have

‖ψk‖H1,p(M) ≤ ∫
G

󵄩󵄩󵄩󵄩ψ ∘ e
−1
xk (η⋅)
󵄩󵄩󵄩󵄩H1,p(M)dμG(η)

= ∫
G

󵄩󵄩󵄩󵄩ψ ∘ e
−1
xk
󵄩󵄩󵄩󵄩H1,p(M)dμG(η)

= 󵄩󵄩󵄩󵄩ψ ∘ e
−1
xk
󵄩󵄩󵄩󵄩H1,p(M) ≤ C‖ψ‖H1,p(Ωr).

Note that the supports of the functions ψk are disjoint and, therefore,

‖ψm − ψn‖
q
Lq(M) = ‖ψm‖

q
Lq(M) + ‖ψn‖

q
Lq(M) ≥ 2 infk

‖ψk‖
q
Lq .

Furthermore,

vg(B(xk ,R + r))
1−1/q
‖ψk‖Lq ≥ ∫

M

ψk dvg

= ∫
G

∫
M

ψ ∘ e−1xk (η⋅) dvg dμG(η) = ∫
G

∫
M

ψ ∘ e−1xk dvg dμG(η)

= ∫
M

ψ ∘ e−1xk dvg ≥ C ∫
Ωr

ψ dξ > 0.

Thus, since supk∈ℕ vg(B(xk ,R + r)) < ∞ by the bounded geometry, ‖ψk‖Lq(M) is
bounded away from zero. Therefore, we have a sequence, bounded in H1,p(M) and
discrete in Lq(M), and so the embedding H1,p(M) 󳨅→ Lq(M) is not compact.

7.11 Bibliographic notes

The earliest profile decomposition for the Sobolev space of a compact manifold, rel-
ative to the limit Sobolev embedding, was proved, to our best knowledge, by Struwe
[119] (see also [39]), and Theorem 7.9.1 is its natural generalization to general se-
quences and noncompact manifolds.

The “spotlight lemma” (Theorem 7.1.4) was proved in [110] for p = 2 and in [111]
for general p, and its counterpart for the limiting Sobolev embedding, Theorem 7.7.1,
in [101]. Both are possibly found elsewhere in literature. Theorem 7.3.5 is proved in
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[110], and Theorems 7.8.2 and 7.9.1 are proved in [101]. Similar results for H1,p(M) with
p ∈ (1,∞) can be proved by analogous arguments. Condition of bounded geome-
try (also called smooth bounded geometry to distinguish from bounds on only some
derivatives of the Riemannian curvature) is quite restrictive, and metric spaces at in-
finity (which are generally no longer Riemannian manifolds) emerge on the grounds
of Gromov’s compactness theoremusing pointedGromov-Hausdorff convergence. Un-
der the stronger pointed Cm-convergence (see [99, Chapter 10]), however, Gromov-
Hausdorff limits of sequences of Riemannian manifolds remain Riemannian mani-
folds, so it should be possible to extend assertions of Theorem 7.3.5 and Theorem 7.9.1
to a larger class of manifolds, and in modified form to an even larger class.

Compactness of embeddings of radial subspaces of Sobolev spaces into Lp is due
to Strauss [115]. For multiradial subspaces of Sobolev spaces see Lions, [81]. Hebey
and Vaugon [66] obtained compactness of local Sobolev embeddings in presence of
symmetries basing on effective dimension of the quotient manifold, that yields a cor-
respondingly higher critical exponent and thus compactness. In this chapter we give
a necessary and sufficient condition for compactness of subcritical embeddings on
non-compact manifolds, based on [111].
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8 Functions of bounded variation. Sobolev spaces on
fractals

This chapter addresses two separate topics. The first three sections address the ques-
tion if one can extend Solimini’s profile decomposition to H1,1, dealing with the weak
convergence issues arising in this non-reflexive space and arriving at a profile de-
composition in the space of functions of bounded variations instead. The remaining
three sections deal with energy spaces on fractal blowups, where concentration pro-
files emerge at functions defined on blowups-at-infinity, resembling the situation de-
scribed in the previous chapter in the case of manifolds. The difference, however, is
that evem if fractal blowups generally do not possess a group of global translations,
they admit local translations of balls of any radius, thus sparing a need in a gluing
argument used in the previous chapter.

8.1 Cocompactness of the embedding ̇BV 󳨅→ L1
∗
(ℝN)

The first difficulty in describing defect of compactness of sequences in a non-reflexive
Banach space in terms of weak*-convergence is that weak*-topology is defined
only if the space is a conjugate of another Banach space and, furthermore, if the
weak*-compactness in this space implies sequential weak*-compactness (which is
true for separable Banach spaces, but not in general).

In particular, in the case of L1(ℝN ), weak*-topology is not defined, while a
sequence of normalized characteristic functions in L1(ℝN ), ( 1An

|An|
)n∈ℕ, where An =

[− 1n ,
1
n ]

N , has no weakly convergent subsequence. Instead, it converges to the point
mass at the origin in the weak* sense in a larger space of finite signed measures,
which it a conjugate of the Banach space C0(ℝN ). Similarly, it is beneficial to regard
the space Ḣ1,1(ℝN ) as a subspace of the space of measurable functions whose weak
derivative, rather than a L1- function, is a finite signed measure. This space is known
as the space of functions of bounded variation ̇BV(ℝN ). It contains, of course, func-
tions that are qualitatively different from those in H1,1(ℝN ). In particular, while every
element in Ḣ1,1(ℝN ) is represented by a function with a connected range, this is not
the case for ̇BV(ℝN ), which contains characteristic functions whose range is {0, 1}. For
basic properties of the space ̇BV(ℝN ), see the Appendix, Section 10.2. In particular,
we note a continuous embedding ̇BV(ℝN ) 󳨅→ L1

∗
(ℝN ), 1∗ def

= N
N−1 , and the notation of

the norm ‖D ⋅ ‖ (see (10.33)).
Since bounded sequences in Ḣ1,1(ℝN ), as the example above shows, are expected

to have concentration profiles in ̇BV(ℝN ), the version of the profile decomposition of
Solimini for Ḣ1,1(ℝN ) studied in this chapter is, in fact, stated for bounded sequences
in ̇BV(ℝN ).

https://doi.org/10.1515/9783110532432-008
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In what follows, we assume that N > 1, and consider the ̇BV(ℝN ). equipped with
the rescaling group 𝒢N−1 (cf. (1.8)), whose elements gj,y : u 󳨃→ 2(N−1)ju(2j(⋅ − y)) are
linear isometries on ̇BV(ℝN ) and on L

N
N−1 (ℝN ).

The proof of the theorem below repeats much of the proof of Theorem 3.2.1 but
with a different argument in evaluation of sums of BV-seminorms over lattices. We
use below notions of 𝒢-weak* convergence and 𝒢-* cocompactness defined by repeat-
ing the definitions of 𝒢-weak convergence and of cocompactness verbatim, but with
weak convergence replaced by weak*-convergence. Throughout this chapter, follow-
ing the prevailing convention for measure spaces, we will call weak*-convergence in
̇BV(ℝN ) weak convergence, and use the notation⇀ rather than ∗⇀. Consistently with

that, we will write 𝒢N−1
⇀ rather than 𝒢N−1∗

⇀ for 𝒢N−1-weak* convergence, and call 𝒢N−1-*-
cocompactness 𝒢N−1-cocompactness.

Theorem 8.1.1. The embedding ̇BV(ℝN ) 󳨅→ L1
∗
(ℝN ) is 𝒢N−1 cocompact, namely if, for

any sequence (jk , yk) in ℤ × ℝN , gjk ,ykuk ⇀ 0 then uk → 0 in L1
∗
(ℝN ).

Proof. Let (uk) be a bounded sequence in ̇BV(ℝN ) such that for any sequence (jk , yk)
in ℤ × ℝN , gjk ,ykuk ⇀ 0.

1. Assume first that supk∈ℕ ‖uk‖∞ < ∞ and supk∈ℕ ‖uk‖1 < ∞. Then, using the
L∞-boundedness of (uk), we have (cf. (10.35))

∫

(0,1)N

|uk |
1∗dx ≤ C(‖Duk‖(0,1)N + ∫

(0,1)N

|uk |dx)( ∫
(0,1)N

|uk |dx)
1−1/1∗
.

Repeating this inequality for the domain of integration (0, 1)N + y, y ∈ ℤN , and adding
the resulting inequalities over all y ∈ ℤN , we have

∫

ℝN

|uk |
1∗dx ≤ C(‖Duk‖ℝN + ‖uk‖1,ℝN )(sup

y∈ℤN
∫

(0,1)N

󵄨󵄨󵄨󵄨uk(⋅ − y)
󵄨󵄨󵄨󵄨dx)

1/N
. (8.1)

Here, we use the fact that the sum∑y∈ℤN ‖Duk‖(0,1)N+y can be split into 3
N sums of vari-

ations over unions of cubes with disjoint closures, each of these sums, as follows from
Definition 10.2.3, bound by ‖Duk‖ℝN , which implies∑y∈ℤN ‖Duk‖(0,1)N+y ≤ 3

N‖Duk‖ℝN .
The last term in (8.1) converges to zero, since by the assumption gjk ,ykuk ⇀ 0 we

have uk(⋅ − yk)→ 0 in L1((0, 1)N ) for any sequence (yk) in ℝN .
2. We now abandon the restrictions imposed in the previous step on the sequence

(uk). Let χ ∈ C∞0 ((
1

2N−1 , 4N−1)) be such that χ(t) = t whenever t ∈ [1, 2N−1]. Let χj(t) =
2(N−1)jχ(2−(N−1)j|t|), j ∈ ℤ, t ∈ ℝ, and note that ‖χ󸀠j ‖∞ = ‖χ

󸀠‖∞. Consider now a general
sequence (uk) in ̇BV(ℝN ) satisfying gjk ,ykuk ⇀ 0 for any (jk , yk) ⊂ ℤ × ℝN . By (10.34),
we have

∫

ℝ(N) χj(uk)
1∗dx ≤ C󵄩󵄩󵄩󵄩Dχj(uk)󵄩󵄩󵄩󵄩( ∫

ℝ(N) χj(uk)
1∗dx)1/N .
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Let us sum up the inequalities over j ∈ ℤ. Note that by (10.36) ‖Dχj(uk)‖ ≤
‖χ󸀠‖∞‖Duk‖Akj

where Akj = {x ∈ ℝN : |uk | ∈ (2(j−1)(N−1), 2(j+2)(N−1))}. Furthermore,
one can break all the integers j into six disjoint sets J1, . . . , J6, such that, for any
m ∈ {1, 2, 3, 4, 5, 6}, all functions χj(uk), j ∈ Jm, have pairwise disjoint supports. Conse-
quently,∑ ‖Duk‖Akj

≤ 6‖Duk‖. We have therefore

∫

ℝN

|uk |
1∗dx ≤ C‖Duk‖ sup

j∈ℤ
(∫ χj(uk)

1∗dx)1/N .
It suffices now to show that for any sequence (jk) in ℤ, χjk (uk) → 0 in L1

∗
. Taking

into account invariance of the L1
∗
-norm under operators gj,y, it suffices to show that

χ(2jk(N−1)|uk(2jk ⋅)|) → 0 in L1
∗
, but this is immediate from the assumption gjk ,ykuk ⇀ 0

and the argument of the step 1, oncewe take into account that for sequences uniformly
bounded in L∞, L1

∗
-convergence follows from L1 convergence.

Corollary 8.1.2. The embedding Ḣ1,1(ℝN ) 󳨅→ L1
∗
(ℝN ) is 𝒢N−1-cocompact.

Proof. The statement is immediate once we note that 𝒢N−1 acts isometrically on
Ḣ1,1(ℝN ) and that C0(ℝN ) ⊂ L1(ℝN )∗.

8.2 Profile decomposition in ̇BV

Theorem 8.2.1. Let (uk) be a bounded sequence in ̇BV(ℝN ). For each n ∈ ℕ, there exist
w(n) ∈ ̇BV(ℝN ), and sequences (j(n)k )k∈ℕ in ℤ and (y(n)k ) in ℝ

N with j(1)k = 0, y
(1)
k = 0,

satisfying

󵄨󵄨󵄨󵄨j
(n)
k − j
(m)
k
󵄨󵄨󵄨󵄨 + (2

j(m)k + 2j
(n)
k )󵄨󵄨󵄨󵄨y
(n)
k − y

(m)
k
󵄨󵄨󵄨󵄨→∞ whenever m ̸= n,

such that for a renumbered subsequence, g−1j(n)k ,y(n)k uk ⇀ w(n), as k →∞,

rk
def
= uk −∑

n
gj(n)k ,y(n)k w(n) → 0 in L

N
N−1 (ℝN), (8.2)

where the series∑n gj(n)k ,y(n)k w(n) converges in ̇BV(ℝN ) unconditionally and uniformly in k,
and

∑
n∈ℕ

󵄩󵄩󵄩󵄩Dw
(n)󵄩󵄩󵄩󵄩 + o(1) ≤ ‖Duk‖. (8.3)

Proof. Without loss of generality, we may assume that uk ⇀ 0 (otherwise, one may
pass to a weakly convergent subsequence and subtract the weak limit). Observe that if

uk
𝒢N−1
⇀ 0, the theorem is proved with rk = uk and w(n) = 0, n ∈ ℕ. Otherwise, consider
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the expressions of the formw(1) = w-lim g−1j(1)k ,y(1)k uk . The sequence uk is bounded, 𝒢N−1 is

a group of isometries, so the sequence g−1j(1)k ,y(1)k uk has aweakly convergent subsequence.
Since we assume that uk is not 𝒢N−1-vanishing, there exists necessarily a sequence
(j(1)k , y

(1)
k ) such that, evaluated on a suitable subsequence, w(1) ̸= 0. Let v(1)k = uk −

gj(1)k ,y(1)k w(1), and observe that g−1j(1)k ,y(1)k v(1)k = g−1j(1)k ,y(1)k uk−w(1) ⇀ 0. If v(1)k
𝒢N−1
⇀ 0, the assertion

of the theorem is verified with rk = v
(1)
k . If not – we repeat the argument above – there

exist, necessarily, a sequence (j(2)k , y
(2)
k ) and a w(2) ̸= 0 such that, on a renumbered

subsequence, w(2) = w-lim g−1j(2)k ,y(2)k v(1)k . Let us set v(2)k = v
(1)
k − gj(2)k ,y(2)k w(2). Then we will

have

g−1j(2)k ,y(2)k v(2)k = g−1j(2)k ,y(2)k v(1)k − w(2) ⇀ 0.

If we assume that g−1j(1)k ,y(1)k gj(2)k ,y(2)k w(2) ⇀̸ 0 or, equivalently, that |j(1)k −j
(2)
k |+(2

j(1)k +2j(2)k )|y(1)k −
y(2)k |has abounded subsequence, thenpassing to a renamed subsequencewewill have
g−1j(1)k ,y(1)k gj(2)k ,y(2)k → gj0 ,y0 in the sense of strong operator convergence, for some j0 ∈ ℤ,

y0 ∈ ℝN . Then

w(2) = w-lim g−1j(2)k ,y(2)k v(1)k
= w-lim(g−1j(2)k ,y(2)k gj(1)k ,y(1)k )g−1j(1)k ,y(1)k v(1)k
= w-lim g−1j0 ,y0g

−1
j(1)k ,y(1)k v(1)k = 0,

a contradiction that proves that g−1j(1)k ,y(1)k j(2)k , y(2)k ⇀ 0 or, equivalently, |j(1)k − j
(2)
k | + (2

j(1)k +
2j
(2)
k )|y(1)k − y

(2)
k |→∞. Then we also have g

−1
j(2)k ,y(2)k gj(1)k ,y(1)k ⇀ 0.

Recursively, we define

v(n)k = v
(n−1)
k − gj(n)k ,y(n)k w(n) = uk − gj(1)k ,y(1)k w(1) − ⋅ ⋅ ⋅ − gj(n)k ,y(n)k w(n),

where w(n) = w-lim g−1j(n)k ,y(n)k v(n−1)k , calculated on a successively renumbered subse-

quence. We subordinate the choice of (j(n)k , y
(n)
k ), and thus the extraction of a subse-

quence for every given n, to the following requirements. For every n ∈ ℕ, we set

Wn = {w ∈ ̇BV(ℝ
N) \ {0} : ∃(jk , yk) ⊂ ℤ × ℝ

N , (k) ⊂ ℕℕ : g−1jm ,ymv
(n)
km
⇀ w},

with the weak convergence holding up to extraction of a subsequence, and

tn = sup
w∈Wn

‖Dw‖.

Note that tn ≤ sup ‖uk‖ < ∞. If for some n, tn = 0, the theorem is proved with
rk = v(n−1)k . Otherwise, we choose a w(n+1) ∈ Wn such that ‖Dw(n+1)‖ ≥ 1

2 tn and
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the sequence (j(n+1)k , y
(n+1)
k ) is chosen so that on a subsequence that we renumber,

g−1j(n+1)k ,y
(n+1)
k

v(n)k ⇀ w(n+1). An argument analogous to the one brought above for n = 1

shows that g−1
j(p)k ,y(p)k gj(q)k ,y(q)k ⇀ 0 or, equivalently,

󵄨󵄨󵄨󵄨j
(p)
k − j
(q)
k
󵄨󵄨󵄨󵄨 + (2

j(p)k + 2j(q)k )󵄨󵄨󵄨󵄨y(p)k − y(q)k 󵄨󵄨󵄨󵄨→∞ (8.4)

whenever p ̸= q, p, q ≤ n.
Let us show (8.3). Let n ∈ ℕ and let (j(i)k , y

(i)
k )k, w

(i), and (v(i)k )k, i = 1, . . . , n, be
defined as above. Let v(i) ∈ C∞0 (ℝ

N ,ℝN ), ‖v(i)‖∞ ≤ 1, i = 1, . . . , n, and set S(n)k =
∑ni=1 gj(i)k ,y(i)k w(i), V (n)k = ∑ni=1 2(1−N)j(i)k gj(i)k ,y(i)k v(i). (To clarify the construction, the operator
2(1−N)j/2gj,y is the L2(ℝN )-adjoint of g−1j,y .) Then, noting that ‖V

(n)
k ‖∞ ≤ 1 and taking into

account (8.4), we have

‖Duk‖ ≥ ∫ v
(n)
k divV (n)k dx + ∫ S(n)k divV (n)k dx

=
n
∑
i=1
∫ g−j(i)k ,−y(i)k v(n)k div v(i)dx +

n
∑
i=1
∫w(i) div v(i)dx.

Since the first term converges to zero by construction, while v(i) is arbitrary, we have
‖Duk‖ ≥ ∑

n
i=1 ‖Dw

(i)‖ + ok→∞(1). Since n is arbitrary, the lower bound in (8.3) fol-
lows.

Note now that∑∞i=1 ti ≤ 2‖Duk‖ + o(1). Furthermore, ‖DS(n)k ‖ ≤ ∑
n
i=1 ti + o(1), and on

a suitable subsequence we have ‖DS(n)k ‖ ≤ 2∑
n
i=1 ti and, furthermore, the inequality

remains true even if one omits an arbitrary subset of terms in the sum S(n)k . Conse-
quently, by an elementary diagonalization argument, on a suitable subsequence,
series S∞k converges in ̇BV(ℝN ) unconditionally and uniformly in k. This together with

(8.4) implies that uk − S∞k
𝒢N−1
⇀ 0, which by Theorem 8.1.1 implies (8.2). Finally, the

second inequality in (8.3) follows from convergence of S∞k and the triangle inequality
for norms.

8.3 Sample minimization problems

Let αN > 0 be such that w
def
= αN 1B, where B is a unit ball, satisfies ‖Dw‖ = 1. Then it

is known that w is a maximizer for the problem

c0 = sup
u∈ ̇BV(ℝN ):‖Du‖=1

∫

ℝN

|u|1
∗
dx.

By scaling invariance, wR = R1−NαN1BR is also a maximizer.
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Theorem 8.3.1. Let F : ℝ → ℝ be a continuous function such that the following supre-
mum is positive and is attained:

0 < m def
= sup

s∈ℝ
F(s)/|s|1

∗
= F(t)/|t|1

∗
for some t ∈ ℝ. (8.5)

Then the maximum in the relation

c = sup
u∈ ̇BV(ℝN ):‖Du‖=1

∫

ℝN

F(u)dx

is attained at u = wR with R = (
αN
t )

1
N−1 .

Proof. Since F(u) ≤ m|u|1
∗
, we have c ≤ mc0. On the other hand, comparing the supre-

mum with the value of the functional at wR we have c ≥ ∫ℝN F(wR)dx = F(t)|BR| =
m|t|1

∗
|BR| = m∫ℝN |αNR

1−N1BR |
1∗dx = mc0. Therefore, c = mc0 and is attained at wR.

Theorem 8.3.2. Let 0 < λ < N − 1. Then the minimum in

κ = inf
u∈ ̇BV(ℝN ):∫ℝN |u|

1∗dx=1 ‖Du‖ − λ ∫
ℝN

|u|
|x|

dx

is attained.

Proof. The proof is based on a standard use of profile decomposition and may be ab-
breviated. Let (uk) be aminimizing sequence. Applying Theorem 8.2.1 and noting that
there exists a subset of indices I ⊂ ℕ such that ∫ℝN

|uk |
|x| dx → ∑n∈I ∫

|w(n)|
|x| dx (provided

that the functionsw(n) are rescaled, as it is always possible, by application of constant
operator gjn,yn ∈ 𝒢N−1), we have using the notation,

J(u) = ‖Du‖ − λ ∫
ℝN

|u|
|x|

dx,

and recalling (8.3),

J(uk) ≥ ∑
n∈I

J(w(n)) +∑
n ̸∈I

󵄩󵄩󵄩󵄩Dw
(n)󵄩󵄩󵄩󵄩 + o(1). (8.6)

On the other hand, from the iterated Brezis–Lieb lemma (Theorem 4.7.1) follows:

∫

ℝN

|uk |
1∗ = ∑

n∈ℕ
∫

ℝN

󵄨󵄨󵄨󵄨w
(n)󵄨󵄨󵄨󵄨

1∗
+ o(1). (8.7)

Moreover, each w(n) necessarily minimizes the respective functional, namely J if n ∈ I
and ‖D ⋅ ‖ if n ∉ I, over the functions u ∈ ̇BV(ℝN ) satisfying ∫ℝN |u|

1∗ = ∫ℝN |w(n)|1∗ . In
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particular,w(n) forn ∉ I aremultiples of the characteristic function of someball,which
(taken with scalar multiples) are clearly not minimizers for the functional J. From the
standard convexity argument, relations (8.6) and (8.7) imply that, necessarily,w(n) = 0
for all n ∈ ℕ except n = mwith somem ∈ I. Thus, ∫ℝN |w

(m)|1
∗
dx = ∫ℝN |uk |

1∗dx = 1 and
J(w(m)) ≤ J(uk) = κ + o(1). This implies that w(m) is a minimizer.

8.4 Fractals and fractal blowups

In this and the subsequent sections, we consider loss of compactness in fractal
blowups—the noncompact metric structures produced by iteration sequences of in-
versed constituentmaps of a fractal (expansionmaps). There is generally an uncount-
able family of different blowups of the same fractal, parametrized by the infinitewords
of indices that determine the sequence of expansionmaps. Similar to manifolds, non-
trivial isometry groups on fractal blowups generally do not exist, and concentration
profiles, produced by local isometries, emerge as functions on different blowups. Exis-
tence of local isometries with uniform properties, by analogy with manifolds, require
a counterpart of the condition of bounded geometry, which in the case of fractals is
a condition that all constituent maps scale the fractal measure, as well as the fractal
energy, by the same factor. In this setting, a uniform family of local isometries on the
blowup can be produced as a compositions of two maps, a “zoom-in” composition
of M constituent maps of the fractal and a “zoom-out” composition of the first M
members of the blow-up sequence.

Let us define a subset of the class of pcf (post-critically finite) fractals, introduced
by Kigami [72], as well as correspondent energy spaces following [117]. An essential
restrictionbelow is that the constituentmapsof the fractal are tohave the same scaling
factor. The class includes the Sierpinski gasket.

Let ψi : ℝ
n → ℝn, i ∈ {1, . . . ,N}, be the contractive similitudes, satisfying

󵄨󵄨󵄨󵄨ψi(x) − ψi(y)
󵄨󵄨󵄨󵄨 ≤ α
−1|x − y| (8.8)

with some α > 1 and assume that there is an open set U ⊂ ℝN such that

U ⊂⋃
i
ψi(U). (8.9)

There exists a unique compact set Ω ⊂ ℝn satisfying

Ω =⋃
i
ψi(Ω) (8.10)

and there is a unique Borel regular measure μ on Ω such that for every integrable u :
Ω→ ℝ,

∫
Ω

udμ = α−d
N
∑
i=1
∫
Ω

u ∘ ψi dμ (8.11)
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where d = logN
log α . The set Ω is called then a self-similar fractal. An equivalent form of

(8.11) is

μ(A) = α−d
N
∑
i=1

μ(ψ−1i (A) ∩ Ω). (8.12)

Let 𝜕Ω be the set of fixed points ofψk, k = 1, . . . ,N0 with someN0 ≤ N . We assume that
Ω is connected and satisfies the finite ramification condition

ψi(Ω) ∩ ψj(Ω) ⊂ ψi(𝜕Ω) ∩ ψj(𝜕Ω) whenever i ̸= j. (8.13)

For every function u : Ω → ℝ, a positive quadratic form (energy) E(u) ∈ [0,+∞], is
defined (see [72, 117]), satisfying for every i ∈ {1, . . . ,N}, u ∈ H, u ∘ ψi ∈ H, and

E(u) = ρ
N
∑
i=1

E(u ∘ ψi) (8.14)

with some ρ > 0. Domain 𝒟 of E(u) consists of functions for which E(u) < ∞. The
Sobolev spaceH1(Ω),whichwe inwhat follows abbreviate asH, is definedas the linear
space𝒟 ∩ L2(Ω), equipped with the norm

‖u‖2 = E(u) + ‖u‖22,μ. (8.15)

By definition, H is continuously imbedded into L2(Ω, μ). Moreover, it is compactly
imbedded into Lp(Ω) for all p ∈ [1,∞) if d ≤ 2 and for p ∈ [1, 2dd−2 ) if d > 2. In par-
ticular, there exists C > 0 such that

(∫
Ω

|u|pdμ)
2
p

≤ C(E(u) + ∫
Ω

|u|2dμ), u ∈ H . (8.16)

In what follows, we assume that d < 2, in which case H is also continuously imbed-
ded into C(Ω). The space H0 of functions in H vanishing on 𝜕Ω is a proper subspace
of H. The functions in H admit continuous restrictions to and continuous extensions
from the sets ψi(Ω). The latter are also continuous operators H0 → H0. As long as it is
not ambiguous, we will not distinguish in notations between the functions and their
extensions, respectively, restrictions. In such terms, one has, in particular,

E(u ∘ ψ−1i ∘ ψj) = 0 whenever i ̸= j. (8.17)

An infinite blowup ΩI of Ω, relative to a sequence I = {i1, i2, . . .}, ik ∈ {1, . . . ,N}, is the
monotone increasing union

∞

⋃
M=1

ΩI
M , where ΩI

M := Φ
I
M(Ω) and Φ

I
M := ψ

−1
i1 ∘ ⋅ ⋅ ⋅ ∘ ψ

−1
iM , M ∈ ℕ. (8.18)

For the sake of consistency, we set Ω0 = Ω and Φ0 = id.
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Themeasure μ and the functional E can be extended to ΩI and to functions there-
upon by self-similarity, as follows. The measure μ induces a measure

μIM = α
dMμ ∘ΦI

M
−1

on ΩI
M , M ∈ ℕ. (8.19)

From (8.13) and (8.11) easily follows that the measures μIM and μIM+1 coincide on ΩI
M ,

M = 0, 1, . . . . This defines, byμIM+1|ΩM
= μIM , ameasure on a generator set of aσ-algebra

on the whole ΩI , and thus, a Borel measure on ΩI .
A similar construction yields an energy functional for the blowup. For a finite

blowup ΩI
M , we set

EIM(u) = ρ
−ME(u ∘ΦI

M), (8.20)

whenever u ∈ HI
M := {v ∘Φ

I
M
−1
, v ∈ H}.

Note that if u ∈ HI
0,M := {v ∘ Φ

I
M
−1
, v ∈ H0} then the extension of u by zero to

ΩI
M+1 is an element of HI

0,M+1 (we will extend the adopted convention not to distin-
guish in notation between u and its extension to this instance). From (8.14) and (8.17),
EIM(u) = E

I
M+1(u). This defines E

I (u) for any u ∈ HI
0 := ⋃M∈ℕ H

I
0,M . The Hilbert space

HI is defined as the completion of HI
0 with respect to the norm

‖u‖I := (E
I (u) + ∫

ΩI

|u|2dμI)
1/2
, I ∈ {1, . . . ,N}ℕ.

8.5 Sobolev inequality and cocompactness on fractals

Let J = {j1, j2, . . . }, jk ∈ {1, . . . ,N}, Φ
J
M = ψ

−1
j1 ∘ . . .ψ

−1
jM , and let

ηI ,J,M
def
= ΦI

M ∘Φ
J
M
−1
: ΩJ

M → ΩI
M . (8.21)

Let I , J ∈ {1, . . . ,N}ℕ,M ∈ ℕ, let

𝒥 I
M

def
= {ηI ,J,M(Ω) | J ∈ {1, . . . ,N}

ℕ}

let

𝒥 I def
= ⋃

M∈ℕ
𝒥 I
M .

Lemma 8.5.1. Let I , J ∈ {1, . . . ,N}ℕ. The collection of sets𝒥 I is a covering ofΩI . Further-
more, for every integrable function w on (ΩI , μI ),

∫

ΩI

wdμI = ∑
ηI,J,M (Ω)∈𝒥 I

∫
ηI,J,M (Ω) wdμ

I = ∑
ηI,J,M (Ω)∈𝒥 I

∫
Ω

w ∘ ηI ,J,Mdμ, (8.22)
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and for every u ∈ HI

EI (u) = ∑
ηI,J,M (Ω)∈𝒥 I

E(u ∘ ηI ,J,M), (8.23)

where the terms in the last two sums, corresponding to J, M resp. J󸀠, M󸀠 such that
ηI ,J,M |Ω = ηI ,J󸀠 ,M󸀠 |Ω, are repeated only once.
Proof. Let x ∈ ΩI . By definition of ΩI , there existM ∈ ℕ and y ∈ Ω, such that x ∈ ΦI

My.
Furthermore, by (8.10) there is a i ∈ {1, . . . ,N} such that y ∈ ΦJ

M
−1
Ω for some J. This

proves that 𝒥 I is a covering.
By density, it suffices to prove (8.22) for functions from HI

0,M , M ∈ ℕ, that is, to
show that for every μI -measurable function w on ΩI

M ,

∫

ΩI
M

wdμIM = ∑
J∈{1,...,N}M

∫
ηI,J,M (Ω) wdμ

I
M . (8.24)

Let v = w ∘ΦI
M . Then (8.24) is equivalent to

∫
Ω

vdμ = ∑
J∈{1,...,N}M

∫

ΦJ−1Ω
vdμ = ∑

J∈{1,...,N}M
∫

ψjM ∘⋅⋅⋅∘ψj1Ω

vdμ.

The last relation easily follows from (8.10) and (8.13).
It suffices to prove (8.23) for functions in HI

0,M ,M ∈ ℕ, that is, to show

EIM(u) = ∑
J∈{1,...,N}M

E(u ∘ ηI ,J,M), for u ∈ HI
0,M . (8.25)

If we set u = w ∘ΦI
M , then (8.25) is equivalent to

E(v) = ρ−M ∑
J∈{1,...,N}M

E(v ∘ΦJ
M
−1
), for v ∈ H0,

which in turn is theMth iteration of (8.14).

Lemma 8.5.2. Let I , J ∈ {1, . . . ,N}N , and letΩ󸀠 ⊂ ΦJ
M(Ω) be a μ

J -measurable set. For any
μI -measurable function u : ΩI → ℝ,

∫

ηI,J,M (Ω󸀠)
udμI = ∫

Ω󸀠 u ∘ ηI ,J,M dμJ . (8.26)

Proof. Using (8.19),

∫

ηI,J,M (Ω󸀠)
udμI = ∫

ΦI
MΦ

J
M
−1
(Ω󸀠)

udμIM
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= α−Md ∫

ΦJ
M
−1
(Ω󸀠)

u ∘ΦI
M dμ =

󸀠

∫
Ω

u ∘ΦI
MΦ

J
M
−1
dμJM .

with understanding that the composition u ∘ηI ,J,M , although not defined on the whole
ΩI , is defined on the domain of the integration.

Corollary 8.5.3. For any μI -measurable function u : ΩI → ℝ,

∫
ηI,J,MΩ udμ

I = ∫
Ω

u ∘ ηI ,J,M dμ. (8.27)

Lemma 8.5.4. Let I , J ∈ {1, . . . ,N}ℕ, M ∈ ℕ. For every u ∈ HI
0,M ,

EJM(u ∘ ηI ,J,M) = E
I
M(u).

Proof. By (8.20) and the definition of ηI ,J,M = ΦI
M ∘Φ

J
M
−1
,

EJM(u ∘ ηI ,J,M) = ρ
−ME(u ∘ΦI

M) = E
I
M(u).

Proposition 8.5.5. Let p > 2. The following Sobolev inequality holds true:

(∫

ΩI

|u|pdμI)
2
p

≤ C(EI (u) + ∫
ΩI

|u|2dμI), u ∈ HI . (8.28)

Proof. It suffices to consider u ∈ H0. From (8.16) for u ∘ ηI ,J,M and Corollary 8.5.3 for
J ∈ {1, . . . ,N}ℕ,M ∈ ℕ, follows

( ∫
ηI,J,M (Ω) |u|

p dμI)
2
p

≤ C(E(u ∘ ηI ,J,M |Ω) + ∫
ηI,J,M (Ω) |u|

2dμI), u ∈ HI
0. (8.29)

Add the inequalities above over J ∈ {1, . . . ,N}M , use Lemma 8.5.1, and then subaddi-
tivity of the left-hand side.

Lemma 8.5.6. Let uk ∈ HI be a bounded sequence and assume that for every sequence
(Ωk) in 𝒥 I , Ωk = ηI ,Jk ,Mk

(Ω), uk ∘ ηI ,Jk ,Mk
|Ω → 0 in Lp(Ω, μ). Then uk → 0 in Lp(ΩI , μI ).

Proof. From (8.29), it is immediate for all u ∈ HI that

∫
ηI,J,M (Ω) |u|

p dμI

≤ C(E(u ∘ ηI ,J,M)|Ω) + ∫
ηI,J,M (Ω) |u|

2dμI )( ∫
ηI,J,M (Ω) |u|

p dμI)
1− 2p
.
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Adding the inequalities above for ηI ,J,MΩ ∈ 𝒥 I and using Lemma 8.5.1 together with
subadditivity of the left-hand side we obtain, setting u = uk,

∫

ΩI

|uk |
p dμI

≤ C(E(uk) + ∫
ΩI

|uk |
2dμI) sup

η−1I,J,M (Ω)∈𝒥 I
(∫
Ω

|uk ∘ ηI ,J,M |
p dμ)

1− 2p
.

Let Ωk = η−1I ,Jk ,Mk
(Ω) ∈ 𝒥 I , be such that

∫
Ω

|uk ∘ ηI ,Jk ,Mk
|p dμ ≥ 1

2
sup

η−1I,J,M (Ω)∈𝒥 I
∫
Ω

|uk ∘ ηI ,J,M |
p dμ.

Then, by the assumption of the lemma,

∫

ΩI

|uk |
p dμI

≤ C(E(uk) + ∫
ΩI

|uk |
2dμI)(∫

Ω

|uk ∘ ηI ,Jk ,Mk
|p dμ)

1− 2p
→ 0.

8.6 Minimizers on fractal blowups

Proposition 8.6.1. Let p > 2 and let

cI = inf{EI (u) + ∫
ΩI

|u|2dμI : u ∈ HI , ∫

ΩI

|u|p = 1}. (8.30)

Then for every I , J ∈ {1, . . . ,N}ℕ, cI = cJ .

Proof. It suffices to show that cI ≥ cJ . Let ϵ > 0 and let uϵ ∈ HI
0 be such that

∫ΩI |uϵ|pdμI = 1 and EI (u)+∫ΩI |uϵ|2dμI ≤ cI +ϵ. By definition ofHI
0, there existsMϵ ∈ ℕ

such that uϵ ∈ HI
0,Mϵ

. Let vϵ = uϵ ∘ ηI ,J,Mϵ
. Then by Lemma 8.5.4 and Lemma 8.5.2, we

have EJ(vϵ) = EI (uϵ), ∫ΩJ |vϵ|2dμJ = ∫ΩI |uϵ|2dμI and ∫ΩJ |vϵ|pdμJ = ∫ΩI |uϵ|pdμI = 1.
Consequently, cJ ≤ cI + ϵ. Since ϵ, I, and J are arbitrary, the lemma follows.

Due to the proposition above, we may denote the common value of constants cI ,
I ∈ {1, . . . ,N}ℕ, as cΩ. Note that cΩ > 0 due to (8.29).

Theorem 8.6.2. Let Ω be a self-similar fractal equipped with the energy E as defined
in Section 8.4. Let ΩI , I ∈ {1, . . . ,N}ℕ, be its blowup with correspondent energy EI , as
defined in Section 8.4, and let p > 2. Then there exists J ∈ {1, . . . ,N}ℕ such that the
minimum in (8.30) with I = J is attained.
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Proof. The proof consists of three steps. On the first step one moves an Ω-sized “spot-
light” ηI ,J,M(Ω) to find a weak limit of the minimizing sequence in restriction to the
spotlight domain. At this step, we also obtain the multiindex J ∈ {1, . . . ,N}N from the
sequence of spotlight shifts ηI ,J,M .

On the second step, we expand the size of the spotlight to the blowup ΩJ , which
is generally different from ΩI , and which becomes a domain of the weak limit for a
shifted sequence of uk .

The third step is a standard concentration compactness argument based on the
Brezis–Lieb lemma for functions on ΩJ .

Step 1. Let uk ∈ HI
0 be a minimizing sequence for (8.30), that is, ∫ΩI |uk |pdμI = 1

and EI (uk) + ∫ΩI |uk |2dμI → cΩ. Since uk does not converge to zero in Lp(ΩI , μI ), by
Lemma 8.5.6, there is a sequence of Jk ∈ {1, . . . ,N}N , Mk ∈ ℕ, such that uk ∘ ηI ,Jk ,Mk

does not converge in Lp(Ω, μ) to zero, and since the local Sobolev imbedding (8.16) is
compact, the sequence does not converge to zero weakly inH. It is bounded, however,
in H due to Lemma 8.5.1 and Lemma 8.5.4. Thus, there exists a w1 ∈ H, such that on a
renumbered subsequence, uk ∘ ηI ,Jk ,Mk

|Ω ⇀ w1 ̸= 0 in H.
Step 2. Consider the sequence of maps

ηI ,Jk ,Mk
= ΦI

Mk
∘ ψjkMk
∘ ⋅ ⋅ ⋅ ∘ ψjk1

: ΩJk
Mk
→ ΩIk

Mk
. (8.31)

We recall that we consider all functions of the class HI
0 extended by zero to all of Ω

I .
Without loss of generality, as both composition chains ΦI

Mk
and ΦJ

Mk
may be length-

ened with mutually cancelling terms, we may assume that the values of renamedMk
are so large that uk ∈ HI

0,Mk
. In more detail, assume first that uk ∈ HI

0,Mk+mk
, with some

mk ∈ ℕ, set jMk+m
def
= iMk+m, m = 1, . . . ,mk and let ΦMk+mk

:= ψjMk+mk ∘ ⋅ ⋅ ⋅ ∘ ψ1. Then
ηI ,Jk ,Mk
= ΦI

Mk+mk
ΦJ
Mk+mk

. The map

ηI ,Jk ,Mk+mk
: ΩJk

Mk+mk
→ ΩIk

Mk+mk

is an extension of the map ηI ,Jk ,Mk
: ΩJk

Mk
→ ΩIk

Mk
. As we renameMk +mk asMk, the map

ηI ,Jk ,Mk+mk
, acquires the notation ηI ,Jk ,Mk

of the map it extended.
There is a renamed subsequence J1k where j1,k ∈ {1, . . . ,N} is constant, to bedenoted

as j1. Moreover, if for a given m ∈ ℕ there is a subsequence Jmk where j1,k , . . . , jm,k are
constant, then it has an extraction where jm+1,k is constant as well. Let J := (j1, j2, . . . ).
Finally, rename JMk

k as Jk so that ji,k = ji for i = 1, 2, . . . ,Mk (so that the componentwise
limit of Jk is J).

The map ηI ,Jk ,Mk
is defined then as a map ΩJ

Mk
→ ΩI

Mk
(since the components of Jk

with k > Mk are not involved in the definition of ηI ,Jk ,Mk
) and uk ∘ ηI ,Jk ,Mk

: ΩJ
Mk
→ ℝ is

a bounded sequence in HJ . Then, on a renamed subsequence, uk ∘ ηI ,Jk ,Mk
⇀ w in HJ .

Due to the step 1, w|Ω = w1 ̸= 0.
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Step 3. Let vk := uk ∘ηI ,Jk ,Mk
−w. By Lemma 8.5.2 and the Brezis–Lieb lemma (Corol-

lary 1.3.3),

1 = lim ∫
ΩI

|uk |
pdμI = lim ∫

ΩJ

|uk ∘ ηI ,Jk ,Mk
|pdμJ (8.32)

= lim ∫
ΩJ

|vk |
pdμJ + ∫

ΩJ

|w|pdμJ .

We also have, since vk ⇀ 0 inHJ , using the scalar products of, respectivelyHI andHJ ,

cΩ = lim ‖uk‖
2
I = lim ‖uk ∘ ηI ,Jk ,Mk

‖2J = lim ‖vk‖
2
J + ‖w‖

2
J . (8.33)

Let t := lim ‖vk‖
p
p,μJ . Then ‖w‖

p
p,μJ = 1 − t, and by (8.30), from (8.33) follows:

cΩ ≥ cΩtp/2 + cΩ(1 − t)p/2,

which is true only if t = 1 (which is impossible since w1 ̸= 0, and thus w ̸= 0) or
t = 0. Therefore, ‖w‖pp,μJ = 1, which easily yields that w is a minimizer for (8.30) with
I = J.

8.7 Bibliographic notes

The first three sections are based on the paper [9], with corrections to both the state-
ment and the proof of Theorem 8.2.1. A similar profile decomposition, with a weaker
remainder and limited to sequences of characteristic functions of sets (but on a gen-
eral Riemannian manifold) is given in [95, Lemma 2.2] (cf. also references to the prior
work of Nardulli therein).

The remaining three sections deal with the scalar field equation on fractals (see
[45], Falconer and Hu [46], and Matzeu [89]) associated with a Dirichlet form ([72, 93,
117]) and extended by self-similarity to fractal blowups (see [116]). The presentation is
based on [106].
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9 Sample applications to variational problems
This chapter contains a very small selection of variational problems where profile
decompositions in Sobolev spaces are used to prove existence of critical points, or
to specify the structure of blowups for critical sequences. The main technical steps
in finding critical points of variational problems is to identify a minimax statement
that yields a critical sequence and to prove convergence of the critical sequence (the
Palais–Smale condition). The most elementary minimax statements are upper/lower
bound of the functional or mountain pass geometry. A common, although far from
optimal, sufficient condition to have a norm bound for a critical sequence for a semi-
linear elliptic functional is the Ambrosetti–Rabinowitz condition [10]. Convergence of
the critical sequences is assured by compactness argument, and in absence of com-
pactness, by means of profile decomposition.

9.1 Nonlinear Schrödinger equation with positive mass

Let N ≥ 2. Let p ∈ (1, 2∗ − 1), and let f : ℝ→ ℝ be a continuous function satisfying:
(f1) |f (s)| ≤ C|s|p,
(f2) lims→0

f (s)
s = 0,

(f3) lim|s|→∞
|f (s)|
|s| =∞.

Let

F(s) =
s

∫
0

f (t)dt (9.1)

and let

φ(u) = ∫
ℝN

F(u)dx. (9.2)

Functional φ has a Fréchet derivative in H1,2(ℝN ) given by v 󳨃→ ∫ℝN f (u)v dx, which
by (f1), (f2) is a continuous map H1,2(ℝN ) → H1,2(ℝN ). In other words, we write φ ∈
C1(H1,2(ℝN )). Moreover,φ󸀠 remains continuous when the domain and the target space
are equipped with the weak topology. We will consider the following C1-functional on
H1,2(ℝN ):

JV ,F(u) =
1
2
∫

ℝN

(|∇u|2 + V(x)u2)dx − ∫
ℝN

F(u)dx, u ∈ H1,2(ℝN). (9.3)

LetV ∈ L∞(ℝN ), lim|x|→∞ V(x) = V∞ > 0, and let us use the equivalent Sobolev norm:

‖u‖1,2,V = (∫
ℝN

(|∇u|2 + V(x)u2)dx)
1
2

. (9.4)

https://doi.org/10.1515/9783110532432-009
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The functional JV ,F has a continuous Fréchet derivative on H1,2(ℝN ), with J󸀠F,V (u) =
u − φ󸀠(u), so that critical points of JV ,F are defined by

−Δu + V(x)u = f (u) a. e. in ℝN . (9.5)

Lemma 9.1.1. Assume (f1)–(f3). Then the function t 󳨃→ γ(t), t ∈ [0,∞), given by

γ(t) = sup
1
2 ‖u‖

2
1,2,V=t ∫ℝN F(u)dx, (9.6)

is locally Lipschitz continuous, nondecreasing and satisfies

γ(t)/t → 0 as t → 0 (9.7)

and

γ(t)/t →∞ as t →∞. (9.8)

Proof. 1. It is easy to see that γ is locally Lipschitz continuous since φ󸀠 is bounded on
every ball.

2. To prove the monotonicity, let Ω = (0, 1)N and let vk ∈ H1,2
0 (Ω) \ {0}, k ∈ ℕ, con-

sidered as extended by zero to functions in H1,2(ℝN ), satisfy vk ⇀ 0 and ‖vk‖1,2,V = 1.
For example, one can choose functions vk(x) = ∏

N
i=1 sin(kπxi) normalized in the norm

(9.4). Let t, τ ≥ 0, and let u satisfy 1
2 ‖u‖

2
1,2,V = t. Then, using expansion by bilinearity

and vk ⇀ 0, we have 1
2 ‖u + τvk‖

2
1,2,V → t + 1

2τ
2, while φ(u + τvk) → φ(u). There-

fore, γ(t + 1
2τ

2) ≥ φ(u). Taking the supremum over all u with 1
2 ‖u‖

2
1,2,V = t, we have

γ(t + 1
2τ

2) ≥ γ(t) with an arbitrary τ.
3. Relations (9.7) and (9.8) follow from (f2) and (f3), respectively.

Definition 9.1.2. A sequence (uk) in a Banach space E is called a critical sequence for
a C1-functional J on E if J󸀠(uk)→ 0 in E∗ and J(uk)→ c for some c ∈ ℝ.

Lemma 9.1.3. Assume (f1)–(f3). There exists a number C > 0 such that any profile de-
composition with respect to group of shifts 𝒢ℤN , for every critical sequence (uk) of the
functional (9.3), satisfying ‖uk‖1,2,V∞ ≤ L, L > 0, has at most M = CL2 + 1 terms. Further-
more, with a convention that a sum over an empty set equals zero,

JV ,F(uk)→ JV ,F(w
(1)) +

M
∑
n=2

JV∞ ,F(w(n)). (9.9)

Proof. Note that if uk(⋅ − yk) ⇀ w and |yk | → ∞, then by (f1) function w satisfies
−Δw + V∞w = f (w) and, in particular, by the Pohozhaev identity ([133, Corollary B4]),
‖w‖21,2,2∗V∞ = 2∗ ∫ℝN F(w)dx, which gives 2τ ≤ 2∗γ∞(τ) where τ = 1

2 ‖w‖
2
1,2,V∞ , and

γ∞(t)
def
= sup

1
2 ‖u‖

2
1,2,V∞=t ∫ℝN F(u)dx, t ∈ [0,∞).
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Note that γ∞ is a function of the form (9.6), so by Lemma 9.1.1 the infimum in

t∞
def
= inf{t > 0 : 2∗γ∞(t) ≥ 2t} (9.10)

is taken on a nonempty set and is positive. Thus ‖w‖21,2,V∞ ≥ 2t∞. Then by (1.15), if the
profile decomposition has at least M terms, and at least M − 1 terms correspond to

|yk |→∞. Thus 2(M − 1)t∞ ≤ lim sup ‖uk‖21,2,V∞ , which givesM ≤ 1 + lim sup ‖uk‖21,2,V∞
2t∞ .

Relation (9.9) follows from (1.15) and Theorem 4.7.3.

Case V ≤ V∞
Theorem 9.1.4. Let f : ℝ→ ℝ be a continuous odd function satisfying (f1), (f2), as well
as
(f4) f (t)

t is increasing on (0,∞), and
(f5) f (s)s − μF(s) ≥ 0 with some μ > 2.

Let JV ,F be the functional (9.3) with V ∈ L∞(ℝN ) and V∞ = lim|x|→∞ V(x) > 0. Let Γ be
a set of all continuous paths γ : [0,∞) → H1,2(ℝN ) such that γ(0) = 0 and JV ,F(γ(s)) →
−∞ as |s|→∞. Let

cV ,F = infη∈Γ
sup
s≥0

JV ,F(η(s)). (9.11)

If V ≤ V∞ a. e. on ℝN , then the functional JV ,F has a critical point u with JV ,F(u) =
cV ,F > 0.

Proof. By (f3), the set Γ contains every path of the form t 󳨃→ tv, v ̸= 0. The func-
tional JV ,F has mountain pass geometry, namely JV ,F is zero at the origin, by (9.7) it is
positive on every sphere of sufficiently small radius, while the path η is necessarily
unbounded and thus crosses these spheres. By the standardmountain pass argument
(e. g., [133, Theorem 1.15]), functional JV ,F has a critical sequence (uk) in H1,2(ℝN ) sat-
isfying J󸀠V ,F(uk) → 0 and JV ,F(uk) → cV ,F > 0. By (f5) and the standard argument of
Ambrosetti–Rabinowitz, [10], it follows that this sequence is bounded. Consider a re-
named subsequence of (uk) that admits a profile decomposition relative to the group
of shifts 𝒢ℤN .

Let us show that cV ,F ≤ JV ,F(w(1)) and cV ,F ≤ JV∞ ,F(w(n)) for n ≥ 2 whenever the
respective profile is not zero. This follows from the inequality cV ,F ≤ maxt>0 JV ,F(η(t)),
where η(t) = t1/2w(n)(⋅ − y), y ∈ ℤN . Indeed, when w(1) ̸= 0 set y = 0. By (f4) t 󳨃→
JV∞ ,F(η(t)) is a strictly concave function, and by the chain rule t = 1 is a critical point
of JV ,F(η(t)) since J󸀠V ,F(w

(1)) = 0. Therefore, t = 1 is a point of maximum and cV ,F ≤
JV ,F(w(1)). For n ≥ 0, when w(n) ̸= 0, take |y|→∞. Then

󵄨󵄨󵄨󵄨JV ,F(η(t)) − JV∞ ,F(η(t))󵄨󵄨󵄨󵄨 ≤ t ∫
ℝN

󵄨󵄨󵄨󵄨V(x + y) − V∞
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨w
(n)(x)󵄨󵄨󵄨󵄨

2dx → 0 as |y|→∞
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uniformly for t near the maximal value for all y. Thus cV ,F ≤ maxt>0 JV∞ ,F(η(t)), where
η(t) = t1/2w(n) and the argument above for w(1) applies in this case as well, giving
cV ,F ≤ JV∞ ,F(w(n)).

Comparing thiswith (9.9),we conclude that theprofile decomposition for (uk) con-
sists of a single nonzero term, say w(m). Consider two cases.

Case 1: V = V∞ a. e. In this case, (uk(⋅ + y
(m)
k )) is also a critical sequence, which

we rename as uk, which gives usm = 1.
Case 2: V < V∞ on a set of positive measure. Assume that m ≥ 2. Then we have,

taking into account that w(m) ̸= 0 by the maximum principle,

JV∞ ,F(w(m)) ≤ cV ,F ≤ max
t∈[0,∞)

JV ,F(tw
(m)) < JV∞ ,F(w(m)),

a contradiction, which shows that m = 1, and thus uk → w(1) in Lp(ℝN ), and thus
φ󸀠(uk)→ φ󸀠(w(1)). Since (uk) is a critical sequence, we have uk = (uk −φ󸀠(uk))+φ󸀠(uk),
that is, a sum of two sequences convergent in H1,2(ℝN ). Therefore, uk converges in
H1,2(ℝN ) to its weak limit w(1). Thus J󸀠V ,F(w

(1)) = 0 and J(w(1)) = cV ,F .

Mountain pass solution as a ground state

Let V be as in the previous section and let F(u) = 1
p |u|

p, p ∈ (2, 2∗), which obviously
satisfies conditions (f1)–(f5).

Let w be a critical point given by Theorem 9.1.4. Consider the minimax value in
(9.11), noting that t 󳨃→ JV ,F(√tw) is a concave function and its unique maximum is
attained at t = 1 because w is a critical point:

cV ,F ≤ max
t>0

JV ,F(√tw) = JV ,F(w) = cV ,F . (9.12)

This implies that the infimum in (9.11) is attained on the path t 󳨃→ √tw and that cV ,F =
maxt>0 JV ,F(√tw). Comparing themaximal value of the functional on the optimal path
t 󳨃→ √tw with other straight-line paths t 󳨃→ √tu, we have

cV ,F = inf
u∈H1,2 :‖u‖p=1max

t>0

1
2
t ∫
ℝN

(|∇u|2 + Vu2) − 1
p
t
p
2

=
p − 2
2p
( inf
u∈H1,2 :‖u‖p=1 ∫

ℝN

(|∇u|2 + Vu2))
p
p−2
. (9.13)

In other words, a function w ∈ H1,2(ℝN ) is a critical point given by Theorem 9.1.4 if
and only if it is theminimizer for the right-hand side of (9.13) multiplied by [ 2pp−2cV ,F]

1
p .

For this reason, a positive-valued critical point from Theorem 9.1.4 is called a ground
state. From (9.13), we find that if w is a ground state, then so is |w|, and by maximum
principle |w| has no internal zeros, so w is strictly positive.
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When V(x) = V∞ > 0, it is known (see [60]) that w is radial with respect to some
point and decreasing, and it is unique up to the sign, once its point of maximum is
fixed (see [75]). We will reserve the notation w∞ for the positive minimizer for (9.13)
with V = V∞ (so that ‖w∞‖p = 1) centered at the origin. Existence of a minimizer for
(9.13) can be also proved directly by an argument similar to one in Example 1.3.7.

Proposition 9.1.5. Every minimizing sequence (uk) for the right-hand side of (9.13) has
a renamed subsequence of the form uk = w∞(⋅ + yk) + rk with |yk | → ∞ and rk → 0 in
H1,2(ℝN ). In particular, w∞ is a minimizer.

Proof. Let κ = infu∈H1,2 :‖u‖p=1 ∫ℝN (|∇u|2 + Vu2)dx. Without loss of generality, assume
that uk ⇀ w ̸= 0 in H1,2(ℝN ). Indeed, if uk(⋅ + yk) ⇀ 0 for any sequence (yk), then by
cocompactness of the embedding uk → 0 in Lp(ℝN ), which contradicts the constraint
‖uk‖p = 1. Then, on a renamed subsequence uk(⋅ + yk) ⇀ w ̸= 0 and w necessarily
satisfies J󸀠V∞ ,F(w) = 0. By the Brezis–Lieb lemma, ‖w‖pp + ‖uk(⋅ − yk) − w‖

p
p → 1. Let

‖w‖pp = s. Since uk(⋅ + yk)⇀ w in H1,2(ℝN ), we have

κ = ∫
ℝN

(|∇uk |
2 + V∞u

2
k)dx + o(1)

= ∫

ℝN

(|∇w|2 + V∞w
2)dx + ∫

ℝN

(󵄨󵄨󵄨󵄨∇(uk − w)
󵄨󵄨󵄨󵄨
2
+ V∞(uk − w)

2)dx + o(1)

≥ κs
2
p + κ(1 − s)

2
p + o(1),

which can be true only if s = 0 or s = 1. However, the case s = 0 is vacuous sincew ̸= 0.
Therefore, uk → w in Lp(ℝN ). Then uk = J󸀠V∞ ,F(uk) + φ(uk) → w in H1,2(ℝN ) and w is
the ground state.

Case V ≥ V∞
We will now give an example of an existence result for the critical points of the func-
tional (9.3) with F(u) = 1

p |u|
p, p ∈ (2, 2∗), where V > V∞ on a set of positive measure.

Let w∞ be the radial positive minimizer in (9.13) with V = V∞, and let α def
=

2p
p−2cV∞ ,F . By calculations in Subsection 9.1,w(∞) def= α 1

pw∞ is the critical point of JV∞ ,F
of the ground state type. Let T be such that JV ,F(Tw(∞)) < 0, let γ0(y, t) = tw(∞)(⋅ − y),
y ∈ ℝN , t > 0, and let, for R ∈ (0,∞),

ΓR
def
= : {γ ∈ C(BR × [0,T],ℝ

N+1) : γ(y, t) = γ0(y, t), whenever (y, t) ∈ 𝜕(BR × (0,T))}.
(9.14)
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Let us introduce the following map η : H1,2(ℝN )→ ℝN+1:

ηi(u) = {
∫ℝN

xi
1+|x| |u|

pdx, i = 1, . . . ,N ,
∫ℝN |u|

pdx, i = N + 1.
(9.15)

Note that η(γ(y, t)) ̸= η∗ def= (0N , α)when (y, t) ∈ 𝜕(BR×(0,T)). Indeed, if t = 0, we have
ηN+1(γ0(y,0)) = 0 < η∗N+1 = α. If t = T wehaveηN+1(γ0(y,T)) = T

p > η∗N+1 = α. If |y| = R,
since w∞ is radially symmetric, positive, and decreasing, (η1, . . . , ηN )(γ0(y, t)) ̸= 0N .
Therefore, for any γ ∈ ΓR, degree deg(η ∘ γ,BR × (0,T), η∗) is well-defined, and

deg(η ∘ γ,BR × (0, t), η
∗)) = deg(η ∘ γ0,BR × (0, t), η

∗) ̸= 0. (9.16)

We set

CV (R,T)
def
= inf

γ∈ΓR
max

y∈BR ,t∈(0,T)
JV ,F(γ(y, t)). (9.17)

We now compare the constant (9.17) with the mountain pass level (9.11).

Lemma 9.1.6. Under assumptions above, there exists δ > 0, independent of R, such that

CV (R,T) ≥ cV∞ ,F + δ. (9.18)

Proof. Since deg(η ∘ γ,BR × (0, t), (0, α)) ̸= 0 for all γ ∈ ΓR, we have

CV (R,T) ≥ inf
‖u‖pp=α,∫ x

1+|x| |uk |pdx=0 JV ,F(u)
def
= Ĉ.

If Ĉ coincides with inf‖u‖pp=α JV∞ ,F(u), which equals cV∞ ,F by (9.13), then there exists a
minimizing sequence for cV∞ ,F that satisfies the constraint∫ x

1+|x| |uk |
pdx = 0.However,

by Proposition 9.1.5 every minimizing sequence for cV ,F has a renamed subsequence
of the form uk = w(∞)(⋅ − yk) + rk, ‖rk‖H1,2(ℝN ) → 0, which cannot satisfy the constraint
∫ x

1+|x| |uk |
pdx = 0 unless yk = y

(1)
k = 0. Then w

(∞) = α1/pw∞ is necessarily a minimizer
for Ĉ. However, since V > V∞ on a set of positive measure, JV ,F(w(∞)) > JV∞ ,F(w(∞)) =
cV∞ ,F , which contradicts the assumption.

Thus Ĉ > cV∞ ,F . Since neither value is dependent on R, the lemma is proved.

Lemma 9.1.7. Under the assumptions above, one has

CV (R,T) ≤ 2cV∞ ,F + oR→∞(1). (9.19)

Proof. Consider the path

γ(y, t)(x) = tw(∞)(x − R y
|y|
) cos(π|y|

2R
) + tw(∞)(x + R y

|y|
) sin(π|y|

2R
),

t ∈ [0,T], |y| ≤ R. (9.20)
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Then

CV ≤ max
|y|≤R,t∈[0,T]

JV ,F(γ(y, t))

≤ max
|y|≤R,t∈[0,T]

(
1
2
t2JV ,0(γ(y, 1)) −

1
p
tp󵄩󵄩󵄩󵄩γ(y, 1)

󵄩󵄩󵄩󵄩
p
p)

= 2 2p
p − 2

cV∞ ,F max
|y|≤R,t∈[0,T]

(
1
2
t2 − 1

p
tp[cos(π|y|

2R
)
p
+ sin(π|y|

2R
)
p
]) + oR→∞(1)

= 2 2p
p − 2

cV∞ ,F max
t∈[0,T]
(
1
2
t2 − 1

p
tp 1
2
p−2
2

) + oR→∞(1)

≤ 2cV∞ ,F + oR→∞(1).
In the course of the proof of the theorembelowwewill need, however, a strict inequal-
ity in (9.19), which will follow from an upper bound imposed on V .

Theorem 9.1.8. Let F(s) = |s|p, p ∈ (2, 2∗), and assume that V∞ ≤ V ≤ 2
p−2
p V∞,

where the first inequality is strict on a set of positive measure. There exists a solution
u ∈ H1,2(ℝN ) to the equation

− Δu + V(x)u = |u|p−2u, x ∈ ℝN , (9.21)

satisfying JV ,F(u) = CV (R,T), where CV (R,T) > cV∞ ,F > 0 is given by the relation (9.17)
with R > R0 sufficiently large.

Proof. Let (uk) be a critical sequence for JV ,F at the level CV (R,T). By the standard
Ambrosetti–Rabinowitz argument [10], we have the sequence (uk) bounded in
H1,2(ℝN ). By Lemma 9.1.3, with somem ∈ ℕ ∪ {0} we have

CV (R,T) = mcV∞ ,F + JV ,F(w(1)), (9.22)

where w(1) is the weak limit of the renamed subsequence of uk, which necessarily is a
critical point of JV ,F . Assume that we have proved that w(1) ̸= 0. Then

JV ,F(w
(1)) =

p − 2
p

JV ,0(w
(1))

≥
p − 2
p

JV∞ ,0(w(∞)) ‖w
(1)‖2p
‖w(∞)‖2p

= JV∞ ,F(w(∞)) JV ,0(w(1))
1
p

JV∞ ,0(w(∞)) 1p ,
which implies JV ,F(w(1)) ≥ JV∞ ,F(w(∞)) = cV∞,F . Combining this with (9.22) and (9.19),
we get (m + 1)cV∞ ,F + δ ≤ CV (R,T) ≤ 2cV∞ ,F + oR→∞(1), which implies m < 1, that

 EBSCOhost - printed on 2/10/2023 3:51 PM via . All use subject to https://www.ebsco.com/terms-of-use



180 | 9 Sample applications to variational problems

is, m = 0, provided that the value of R is fixed sufficiently large. Consequently, the
profile decomposition of the critical sequence (uk) consists only of the term w(1), that
is, uk → w(1) in Lp. Since J󸀠V ,F(uk)→ 0 in H1,2(ℝN ), we also have uk → w(1) in H1,2(ℝN ),
which implies J󸀠V ,F(w

(1)) = 0 and JV ,F(w(1)) = CV (R,T).
It remains therefore to prove thatw(1) ̸= 0. Assume thatw(1) = 0. Combining (9.22),

(9.18), and (9.19) we have necessarily CV (R,T) = 2cV∞ ,F with a critical sequence of the
form w∞(⋅ − yk) + w∞(⋅ − zk), where |yk |→∞, |zk |→∞, and |yk − zk |→∞modulo a
remainder vanishing inH1,2(ℝN ). On the other hand, evaluating the functional on the
path γ0(y, t) = tw∞(⋅ − y) and using V ≤ 2

p−2
2 V∞, we have

CV (R,T) ≤ max
|y|≤R,t∈[0,T]

JV ,F(γ0(y, t))

≤ max
|y|≤R,t∈[0,T]

J
2
p−2
p V∞ ,F(γ0(y, t))

< max
t∈[0,T]
∫

ℝN

[2
p−2
p
t2

2
(|∇w(∞)|2 + V∞|w

(∞)|2) −
tp

p
|w(∞)|p]dx,

and from an elementary evaluation of the maximum in the last line, analogous to
(9.13), one has CV (R,T) < 2cV∞ ,F uniformly in R, which contradicts (9.19), and thus
proves the theorem.

9.2 Nonlinear Schrödinger equation – zero mass case

Let N ≥ 3 and let f : ℝ→ ℝ be a continuous function, positive on (0,∞) and negative
on (−∞,0), satisfying
(f*) f (2

N−2
2 s) = 2

N+2
2 f (s), s ∈ ℝ.

An example of such function is f (s) = |s|2
∗−2s, and in general (f*) implies that there

exist C1,C2 > 0 such that C1|s|2
∗−1 ≤ |f (s)| ≤ C2|s|2∗−1. Let F be the primitive of f as

in (9.1) and let φ be the functional (9.2). Fréchet derivative φ󸀠 of φ in Ḣ1,2(ℝN ) equals
v 󳨃→ ∫ℝN f (u)vdx, which is by (f*) is a continuous as a map Ḣ1,2(ℝN ) → Ḣ1,2(ℝN ), as
well as a map from Ḣ1,2(ℝN ) equipped with weak topology to Ḣ1,2(ℝN ) equipped with
weak topology.Note thatφ is invariantwith respect to the rescalinggroup𝒢

N−2
2 .Wewill

consider now the functional of the form (9.3) with V ∈ LN/2(ℝN ), defined on Ḣ1,2(ℝN ).
It has a continuous Fréchet derivative on Ḣ1,2(ℝN ) and J󸀠F,V (u) = u+ [Vu]−φ

󸀠(u), where

[Vu](v) def= ∫ℝN V(x)uv dx.

Lemma 9.2.1. Assume (f*) and let V ∈ LN/2(ℝN ). There exists a number C > 0 such
that every profile decomposition in Ḣ1,2(ℝN ), relative to the rescaling group 𝒢

N−2
2 , for

any critical sequence (uk), ‖∇uk‖2 ≤ L of the functional (9.3) has at most M = CL2 + 1
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terms. Furthermore,

JV ,F(w
(1)) +

M
∑
n=2

J0,F(w
(n)) ≤ lim sup JV ,F(uk). (9.23)

Proof. Note that if gk ∈ 𝒢, gk ⇀ 0, and gkuk ⇀ w then functionw satisfies −Δw = f (w),
and, in particular, by the Pohozhaev identity, ‖∇w‖22 = 2

∗ ∫ℝN F(w)dx. Let

γ(t) = sup
1
2 ‖∇u‖

2
2=t
∫

ℝN

F(u)dx, t ∈ [0,∞).

By setting u(x) = v(t−
1

N−2 x), we easily get that
γ(t) = γ(1)t

N
N−2 . (9.24)

From this, it is easy to see that ‖∇w‖22 ≥ 2
N
2 (2∗γ(1))

2−N
2 . Then by (1.15), if the profile

decomposition has at leastM terms, then at leastM − 1 terms correspond to gk ⇀ 0,
and then (M − 1)2

N
2 (2∗γ(1))

2−N
2 ≤ lim sup ‖∇uk‖22, which givesM ≤ 1 +

lim sup ‖∇uk‖22
2
N
2 (2∗γ(1)) 2−N2 .

Relation (9.23) is analogous to (9.9).

Theorem 9.2.2. Let f : ℝ → ℝ be a continuous function satisfying conditions (f*) and
(f5) of Theorem 9.1.4. Let Γ be a set of all continuous paths γ : [0,∞) → Ḣ1,2(ℝN ) such
that γ(0) = 0 and JV ,F(γ(s))→ −∞ if |s|→∞. Let

c = inf
η∈Γ

sup
s≥0

JV ,F(η(s)). (9.25)

If V ≤ 0, then the functional JV ,F has a critical point u with JV ,F(u) = c > 0.

Proof. Note that the set Γ contains all paths of the form t 󳨃→ v(t−1⋅) with v ̸= 0 and
thus it is nonempty. The functional JV ,F has the mountain pass geometry since it is
positive on any sphere of sufficiently small radius by (9.24), and since the path η is
necessarily unbounded, and thus crosses the sphere. This yields c > 0. By the stan-
dard mountain pass argument (e. g., [133, Theorem 1.15]), functional JV ,F has a critical
sequence (uk) satisfying J󸀠V ,F(uk)→ 0 and JV ,F(uk)→ c. From (f4) and the argument of
Ambrosetti–Rabinowitz, it follows that this sequence is bounded. Consider a renamed
subsequence of (uk) that admits a profile decomposition relative to the rescaling group
𝒢

N−2
2 . Note that for any n ≥ 2, w(n) is a critical point of J0,F . This follows from the weak-

to-weak continuity of φ󸀠 and of [Vu].
Assume now thatw(n) ̸= 0 for some n ≥ 2. By definition of the minimax value cwe

have c ≤ maxt>0 JV ,F(η(t)), where η(t) = w(n)(t−1(⋅ − y)), y ∈ ℝN . As we take |y| → ∞,
we have

󵄨󵄨󵄨󵄨JV ,F(η(t)) − J0,F(η(t))
󵄨󵄨󵄨󵄨 ≤ ∫

ℝN

󵄨󵄨󵄨󵄨V(x + y)
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨w
(n)(t−1x)󵄨󵄨󵄨󵄨

2dx → 0
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uniformly for t near the maximal value for all y, since V ∈ LN/2(ℝN ) (details are left to
the reader). We have then

c ≤ max
t>0

J0,F(w
(n)(t−1⋅)) = max

t>0

1
2
tN−1󵄩󵄩󵄩󵄩∇w

(n)󵄩󵄩󵄩󵄩2 − t
Nφ(w(n)).

By the chain rule, t = 1 is a critical point of J0,F(η(t)) since J󸀠0,F(w
(n)) = 0. Therefore,

t = 1 is a point ofmaximumand c ≤ J0,F(w(n)). Comparing thiswith (9.23), we conclude
that the profile decomposition for (uk) consists of a single non-zero term g(n)k w(n). In
the exceptional case V = 0, the problem is shift-invariant, so g(n)k

−1
uk is also a critical

sequence, renaming which as uk, so that its weak limit is w(n), to be renamed as w(1),
we get uk → w(1) in L2

∗
(ℝN ). If, however, our assumption w(n) ̸= 0 were false for all

n ≥ 2, this would imply uk → w(1) in L2
∗
(ℝN ).

Consider the case when V < 0 on a set of positive measure. Taking into account
that w(n) ̸= 0 by the maximum principle, we have

J0,F(w
(n)) ≤ c ≤ max

t∈[0,∞)
JV ,F(w

(n)(t−1⋅)) < J0,F(w
(n)),

a contradiction, which shows that uk → w(1) in L2
∗
(ℝN ) also in the case V ̸= 0.

Then φ󸀠(uk) → φ󸀠(w(1)) and [Vuk] → [Vw(1)]. Since (uk) is a critical sequence, we
canwrite (uk) a sum of two sequences convergent in Ḣ1,2(ℝN ): (J󸀠V ,F(uk)) = (uk +[Vuk]−
φ󸀠(uk)) and (φ󸀠(uk)−[Vuk]). This implies that uk converges in Ḣ1,2(ℝN ) to its weak limit
w(1). Therefore, J󸀠V ,F(w

(1)) = 0 and JV ,F(w(1)) = c.

9.3 Equations with finite symmetry

Let N ≥ 2, let p ∈ (2, 2∗), and let JV ,F be the functional (9.3) with F = ∫ℝN |u|
pdx.

Theorem 9.3.1. Let G be a subgroup of O(N) such that there is m ∈ ℕ such that for every
y ∈ ℝN , y ̸= 0, the orbit Gy contains at last m distinct vectors. Let JV ,F be the functional
(9.3) with V ∈ L∞(ℝN ), limx→∞ V(x) = V∞ and V ∘ η = V for every η ∈ G, and consider
JV ,F defined on H1,2

G (ℝ
N ) = {u ∈ H1,2(ℝN ) : ∀η ∈ G, u ∘ η = u}. Let Γ be a set of all

continuous paths γ : [0,∞ → H1,2
G (ℝ

N ) such that γ(0) = 0 and JV ,F(γ(s)) → −∞ if
|s|→∞. Let

cG = infη∈Γ
sup
s≥0

JV ,F(η(s)). (9.26)

If

V(x) ≤ m
p
p−2V∞ with a strict inequality on a set of positive measure, (9.27)

then JV ,F has a critical point u ∈ H1,2
G (ℝ

N ) satisfying JV ,F(u) = cG.
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Proof. Similar to the proof of Theorem 9.1.4, the functional JV ,F has a bounded critical
sequence (uk) in H1,2

G (ℝ
N ) satisfying J󸀠V ,F(uk) → 0 and JV ,F(uk) → cG > 0. Consider a

renamed subsequence of (uk) that admits a profile decomposition relative to the group
of shifts 𝒢ℤN . Note that any nonzero profile w

(n) with n ≥ 2 equals (as discussed in the
previous section), a radially symmetric ground state w(∞) def= λw∞, up to a sign and
an Euclidean shift, with λ = ( p−2p cV∞ ,F) 1p . As in the proof of Theorem 9.1.4, we have
that if w(1) ̸= 0, then cG ≤ JV ,F(w(1)). Comparing this with (9.9), we conclude that the
profile decomposition for (uk) has no terms w(n), n ≥ 2, that is, uk → w(1) and, as in
Theorem 9.1.4, w(1) is the required critical point and the theorem is proved. It remains
to prove that w(1) ̸= 0.

Assume that w(1) = 0 and that, without loss of generality, w(2) = w(∞). Since u ∈
H1,2
G (ℝ

N ) and uk(⋅ + y
(2)
k ) ⇀ w(∞), we also have uk(η(⋅ + y

(2)
k )) ⇀ w(∞), η ∈ G, and

thus uk(⋅ + ηy
(2)
k ) ⇀ w(∞) ∘ η−1 = w(∞). Passing to a renamed subsequence, assume

that y(2)k
|y(2)k | → ω. By the assumption of the theorem, there exist η1, . . . , ηm ∈ G such that

vectors η1ω, . . . , ηmω are distinct. Then |ηny
(2)
k −ηℓy

(2)
k |→∞ as k →∞whenever n ̸= ℓ,

and thus a renamed subsequence of (uk) has a profile decomposition with at least m
nonzero terms w(∞)(⋅ − ηℓy

(2)
k ), ℓ = 1, . . . ,m. Then by (9.9), we have CG ≥ mcV∞ ,F . On

the other hand,

CG ≤ max
t>0

JV ,F(tw
(∞)) < max

t>0
J
m

p
p−2 V∞ ,F(tw(∞)) = (m

p
p−2 ) 1

p−2 cV∞ ,F = mcV∞ ,F ,
which yields a contradiction. Thus w(1) ̸= 0 and, consequently, w(1) is the required
critical point.

9.4 Blowups for the Moser–Trudinger functional

Webeginwith a partial refinement of Corollary 1.4.2 concerningweak continuity prop-
erties of the Moser–Trudinger functional

J(u) = ∫
Ω

eαN |u|
N
N−1 dx, αN = Nω

1
N−1
N . (9.28)

Letmt, t ∈ (0, 1), be the family (3.68) of Moser functions on H1,N
0,rad(B), B = B1(0):

mt(r)
def
= (ωN )

− 1
N log(1/t)

N−1
N min{ log(1/r)

log(1/t)
, 1}, r = |x|, r, t ∈ (0, 1). (9.29)

and consider the following functional on H1,N
0,rad(B):

⟨m∗t , u⟩
def
= ∫

B

|∇mt |
N−2∇mt ⋅ ∇udx, t ∈ (0, 1). (9.30)
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An elementary computation shows that the functional m∗t is continuous. By
Lemma 3.11.1, we have

⟨m∗t , u⟩ = ω
1/N
N log(1/t)−

N−1
N u(t), t ∈ (0, 1). (9.31)

Proposition 9.4.1. Let uk ∈ H1,N
0,rad(B), ‖∇uk‖N ≤ 1, uk ⇀ u, and let J be the functional

(9.28) Then J(uk) → J(u), unless the sequence (uk) has a renamed subsequence such
that uk −mtk → 0 in H1,N

0,rad(B), with tk → 0.

Proof. Let us substitute (9.31) into (9.28). After elementary simplifications one arrives
at the following representation:

J(u) = ωN−1(
1

∫
0

rN(1−⟨m
∗
r ,u⟩

N
N−1 ) dr

r
), (9.32)

where u ∈ H1,N
0,rad(B) and ‖∇u‖N = 1. Assume first that there exists ε > 0 such that

⟨m∗t , uk⟩ ≤ 1 − ε. Then J(uk) → J(u) by the Lebesgue dominated convergence theo-
rem. The remaining case is when for some tk ∈ (0, 1), uk − mtk → 0 in H1,N

0,rad(B). As-
sume first that the weak limit u is not zero. Then, necessarily, uk → mt in H1,N

0,rad(B)
for some t ∈ (0, 1). This implies the uniform convergence of uk on [t, 1] as well as
∫B |∇uk |

Ndx → 0, from which easily follows J(uk)→ J(mt). If uk = mtk + o(1)⇀ 0 with
tk → 1, an argument repetitive of that for the case uk → mt above will give J(uk) →
J(0). We have, therefore, with necessity, a renamed subsequence uk = mtk + o(1) with
tk → 0.

The rest of this section is dedicated to the structure of Palais–Smale sequences
for a semilinear elliptic problem of critical growth in two dimensions. We should note
that unlike the critical nonlinearity ∫ |u|2

∗
dx when N > 2, in the case N = 2 the Moser-

Trudinger functional lacks scale invariance and, as we seen above, has weak continu-
ity behavior that is absent in ∫ |u|2

∗
dx (which lacks weak continuity at any point). In

this context, it is not a surprise that critical sequences of the semilinear elliptic func-
tional with a critical nonlinearity have more complex structure in the case N = 2 than
in the case N > 2.

Let B denote an open unit disk in ℝ2 centered at the origin.

Definition 9.4.2 (Moser–Carleson–Chang tower functions). Let C+, C− be closed sub-
sets of (0, 1), such that C = C+ ∪ C− is nonempty, let A = (0, 1) \ C, and let 𝒜 =
{(an, bn)}n∈ℕ be an enumeration of all connected components ofA startingwith a1 = 0.
A continuous radial function μC+ ,C− ∈ H1,2

0,rad(B) is called a Moser–Carleson–Chang
tower if

μC+ ,C− (r) =
{{{{
{{{{
{

√ 1
2π log

1
r , r ∈ C+,

−√ 1
2π log

1
r , r ∈ C−,

An + Bnlog
1
r , r ∈ (an, bn),An,Bn ∈ ℝ.

(9.33)
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If C− = 0, we will use the notation μC instead.

When the set C+ consists of a single point t ∈ (0, 1) and C− = 0, the function μC
is an original Moser function (3.68). When C ⊂ (0, 1) is a closed interval, a function
of the form μC is found in the proof of existence of extremals for the Moser–Trudinger
functional by Carleson and Chang ([28], p. 121) written in the variable t = log 1

r .
Let us prove some elementary properties of Moser–Carleson–Chang towers.

Proposition 9.4.3.
(i) Coefficients An, Bn are defined uniquely by continuity at the points an, bn ∈ C. In

particular, if C = C+,

An =
1
√2π

√log 1
an
√log 1

bn

√log 1
an
+√log 1

bn

,

Bn =
1
√2π

1
√log 1

an
+√log 1

bn

(9.34)

(when n = 1 the values in (9.34) are understood in the sense of the limits as a1 → 0,
that is, A1 = √

1
2π log

1
b1
and B1 = 0).

(ii) The function μC+ ,C− (r) has continuous derivative at every point of (0, 1) except
{an, bn}(an ,bn)∈𝒜 .

(iii) Let 𝒜󸀠 be the set of all intervals (a, b) ∈ 𝒜 where μC+ ,C− does not change sign, and
let𝒜󸀠󸀠 = 𝒜 \𝒜󸀠. Then

‖∇μC+ ,C−‖22 = 14 ∫
C

dr
rlog 1

r

+ ∑
(a,b)∈𝒜󸀠
√log 1

a −√log
1
b

√log 1
a +√log

1
b

+ ∑
(a,b)∈𝒜󸀠󸀠

√log 1
a +√log

1
b

√log 1
a −√log

1
b

. (9.35)

(iv) The number of zeros of μC+ ,C− on (0, 1) is less or equal than the value of ‖∇μC+ ,C−‖22-1.
(v) For any choice of C−, C+, one has ‖∇μC+ ,C−‖22 ≥ 1 and the equality holds only if C

consists of one point.

Proof. (i): Values (9.34) for n ≥ 2 are the unique solutions of continuity conditions at
an and bn, An + Bnlog

1
an
= √ 1

2π log
1
an
and An + Bnlog

1
bn
= √ 1

2π log
1
bn
. Since μC+ ,C− has

a finite Sobolev norm, we have, necessarily, B1 = 0, which yields A1 = √
1
2π log

1
b1
.

(ii): For the sake of simplicity, we consider the caseC = C+, the general case is sim-
ilar. If (ank , bnk ) ⊂ 𝒜 and ank → c for some c, then necessarily bnk → c, from which, by

elementary computation, follows μ󸀠C(c) = lim μ󸀠C(ank ) = lim μ󸀠C(bnk ) = (√
1
2π log

1
r )
󸀠|r=c.

Consequently, since μC is (by definition) smooth at all internal points of A and of C,
the only points in (0, 1) where μ󸀠C is discontinuous are the points an and bn.
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(iii) It follows from the direct computation of the right-hand side in

‖∇μC+ ,C−‖22 = 2π ∫
C+ ,C−
󵄨󵄨󵄨󵄨μ
󸀠
C+ ,C− (r)󵄨󵄨󵄨󵄨2rdr + 2π∑n

bn

∫
an

󵄨󵄨󵄨󵄨μ
󸀠
C+ ,C− (r)󵄨󵄨󵄨󵄨2rdr.

(iv): The terms in (9.35) corresponding to the set 𝒜󸀠󸀠 are greater than 1. Further-
more, on the interval (a, 1) ∈ 𝒜, one has necessarily μC+ ,C− (r) = ± log 1

r

√2πlog 1
a

and the

contribution of this interval to (9.35) is

∫
r∈(a,1)

|∇μC+ ,C− |2 = 1.
(v): By the last observation, the sum in (9.35) is greater than or equal to 1, and the

equality occurs only if the sum consists of the one term (a, 1), a situation correspond-
ing to𝒜 = {(0, a), (a, 1)}, that is, to the Moser functionma.

We consider critical nonlinearities as defined in [3]. Without loss of generality,
we restrict the consideration to the factor b in the exponent equal to 4π, since the
general case can be always recovered by replacing the variable uwith a suitable scalar
multiple. Let f ∈ C(ℝ) and F(s) = ∫s0 f (t)dt.

Definition 9.4.4. We say that a continuous function f : ℝ → ℝ is of the 4π-critical
growth, if f (s) = 8πg(s)e4πs

2
and for any δ > 0,

lim
|s|→∞

g(s)e−δs
2
= 0.

We will study the functional

J(u) = 1
2
∫
Ω

|∇u|2dx − 1
8π
∫
Ω

F(u)dx, u ∈ H1,2
0,rad(B). (9.36)

We write 1
8π f (t) = g(t)e

4πt2 , and we will use the following assumptions:
(g0) lim|t|→∞

g󸀠(t)
g(t)t = 0;

(g1) There is a T > 0 such that inft≥T g(t) > 0 and supt≤−T g(t) < 0;
(g2) lim|t|→∞

F(t)
f (t)t = 0.

Remark 9.4.5. Examples of g(t) can be found in [3]. They include g(t) = t.

We use the fact that uk is a critical sequence for the functional (9.36) in order to
make the expansion (4.44) more specific, namely, to verify that every asymptotic pro-
file (4.41) is a Moser–Carleson–Chang tower and that the expansion (4.44) has finitely
many terms. This is stated at the end of this section as Theorem 9.4.7.
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Theorem 9.4.6. Assume that function f be of 4π-critical growth and satisfies (g0) and
(g1). Let uk be a critical sequence of (9.36). Then every concentration profile w(n),
n ≥ 2, of (uk), given by (4.41), equals a function μC(n)+ ,C(n)− with some disjoint closed sets
C(n)+ ,C

(n)
− ⊂ (0, 1), as given by Definition 9.4.2.

Proof. Let us derive first the equation satisfied by the limit (4.41). Index n in the argu-
ment below is fixed and will be omitted. Since uk is a critical sequence, and operators
(3.66) are isometries on H1,2

0,rad(B),

(gsk J
󸀠(uk), v)H1,2

0 (B)
→ 0. (9.37)

Since gskuk ⇀ w by (4.41), we have gsk (uk − J
󸀠(uk)) ⇀ w, which in turn implies that

gsk(−Δ)−1
f (uk)
8π ⇀ w, where (−Δ)−1 is the inverse of the Dirichlet Laplacian on B (re-

sponsible for representation of the scalar product of L2 as a bilinear form in H1,2
0 ). An

elementary computation shows the following identity:

Δgsψ = s
2r2j−2gsΔψ.

Taking now ψ = (−Δ)−1 f
8π , we have

ΔgskΔ
−1 f
8π
= s2kr

2jk−2gsk
f
8π
,

from which it immediately follows that

s3/2k r2jk−2 1
8π

f (uk(r
sk )⇀ −Δw (9.38)

in the sense of H−1,2(B).
Recall that 1

8π f (s) = g(s)e
4πs2 . It easily follows from (g0) and (g1) that

lim
|s|→∞

log |g(s)|
s2
= 0. (9.39)

Note that |w(r)| ≤ √ 1
2π log

1
r for all r ∈ (0, 1]. Indeed, if for some a ∈ (0, 1] a converse

inequality is true, then for all k sufficiently large, 4πuk(ρsk )2−2sklog
1
ρ will be bounded

away from zero when r is in some neighborhood of a and θ ∈ S1, and thus, taking
into account (9.39), we have the left-hand side in (9.38) uniformly convergent to∞ on
an interval. Taking a positive test function supported on an interval, we arrive at a
contradiction, since −Δw is a distribution.

Let C1 = {r ∈ (0, 1] : |w(r)| = √
1
2π log

1
r }. Since w is continuous on (0, 1], the set C1

is relatively closed in (0, 1]. Since w ∈ H1,2(B) and√ 1
2π log

1
r ∉ H

1,2(B), C1 ̸= (0, 1]. Thus
the complement of C1 in (0, 1] is an at most countable union of open intervals of (0, 1].
Let 𝒜 be an enumeration of all such intervals. If (a, b) ∈ 𝒜, then w(a) = ±√ 1

2π log
1
a ,
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w(b) = ±√ 1
2π log

1
b and |w(r)| < √

1
2π log

1
r for r ∈ (a, b). From (9.38) it follows that w is

harmonic on (a, b), and, as a radial function, it has the form A + Blog 1
r , A,B ∈ ℝ, and

the values ofA and B are uniquely defined by the valuesw(a) andw(b). Let C = C1 \{1}.
It remains to show that w is constant in a neighborhood of zero and is harmonic in a
neighborhood of 1. Assume first that 𝒜 is infinite, and thus countable in this case.
Then, by elementary calculations alreadymentioned in the proof of Proposition 9.4.3,
we have that w satisfies (9.35), which in turn shows that the set 𝒜󸀠󸀠 of intervals in 𝒜,
where the function w changes sign, is finite. Setting σn = 1 when an = 0, σn = +∞
when bn = 1 and

σn
def
=
√log 1

an

√log 1
bn

otherwise, we have

‖∇w‖22 ≥ ∑
(an ,bn)∈𝒜󸀠

σn − 1
σn + 1
. (9.40)

Note that the sequence σn is bounded, otherwise the sum above would have in-
finitely many terms greater than 1/2, say σn ≤ M − 1, M > 0. Then from the relation
above it is immediate that σn → 1, and

∏
n
σn ≤ C ∏

(an ,bn)∈𝒜󸀠 σn ≤ Ce
∑n(σn−1) ≤ CeM∑n

σn−1
σn+1 ≤ CeM‖∇w‖22 = Ĉ <∞.

Let ν be any finite subset of ℤ such that (an, bn)n∈ν are ordered by n and none of an is
zero. Then

maxn∈ν √log
1
an

minn∈ν √log
1
bn

≤∏
n∈ν

σn ≤∏
n∈ℤ

σn ≤ Ĉ,

fromwhich one immediately concludes that there are no sequences (ank , bnk ) ∈ 𝒜 such
that ank > 0 and ank → 0 or bnk → 1. No such sequences exist when the set𝒜 is finite.
Thus there exists an ε > 0 such that on the whole interval (0, ε), respectively, (ε, 1), the
function w is either harmonic or equals ±√ 1

2π log
1
r . The latter, however, cannot occur

since this contradicts w ∈ H1,2
0 (B).

We derive the specific form of profile decomposition given by Theorem 4.8.1 to
critical sequences of the functional (9.36).

Theorem 9.4.7. Let J be the functional (9.36) with f of critical growth satisfying (g0),
(g1), and (g2). Let uk ∈ H1,2

0,rad(B) be a bounded sequence such that J󸀠(uk) → 0 and
J(uk) → c. Then the sequence uk has a renumbered subsequence of the following form:
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There exists an m ∈ ℕ, m ≤ 2c, sequences (s(1)k ), . . . , (s
(m)
k ) of positive numbers, conver-

gent to zero except s(1)k = 1, and closed sets C
(1)
± , . . . ,C

(m)
± ∈ (0, 1), such that

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
log 1

s(p)k
− log 1

s(q)k

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
→∞ whenever p ̸= q, (9.41)

uk −
m
∑
j=1

gs(j)k μC(j)+ ,C(j)− → 0 in exp L2, (9.42)

and

‖∇uk‖
2
2 →∑

j
‖∇μC(j)+ ,C(j)− ‖22.

If Zj is the number of zeros of w(j) = μC(j)+ ,C(j)− , then∑mj=1 Zj < 2c−2m. In particular, if c ≤ m,
all functions w(j) are sign definite. Furthermore, if m

2 = c, then for every j = 1, . . . ,m,
C(j) = {tj} for some tj ∈ (0, 1), and μC(j) is a Moser function mtj , j = 1, . . . ,m.

Proof. The statement follows immediately from application of Theorem 9.4.6 to The-
orem 4.8.1 and properties of the profiles μC+ ,C− from Proposition 9.4.3. Note that from
(g2) it follows that ∫ F(uk)→ 0, so c ≥ 1

2 ∑j ‖∇μC(j)+ ,C(j)− ‖22. Then relation∑mj=1 Zj < 2c − 2m
is immediate from Proposition 9.4.3. If c = m/2 then, necessarily, each of the norms
in the right-hand side equals 1, each μC(j)+ ,C(j)− is a Moser function, the inequality be-
comes an equality, and the resulting convergence of H1,2

0 -norms in (9.42), ‖∇uk‖22 →
∑ ‖∇μC(j)+ ,C(j)− ‖22, together with convergence in exp L2 implies H1,2

0 -convergence.

Remark 9.4.8. It is natural to ask if any sum of the form as in (9.42) is a critical se-
quence for the functional (9.36). The answer is negative in the direct sense: the sim-
plest expressionof the kind, λkgskmt with λk → 1mayormaynot be a critical sequence,
dependent on the choice of the sequence (λk) approximating 1 (see [5]). Rephrasing the
question, however, whether every sum of the form (9.42) becomes a critical sequence
if appended with a suitable sequence vanishing in H1,2

0,rad(B), the answer is answered
positively in [33] in the cases when the sets C(j)± are singletons of when the family C(j)± j
consists of a single set which is a closed interval.

9.5 Bibliographic notes

A general introduction to direct methods of calculus of variations one may find in
many books, such as Chabrowski [30], Struwe [120], or Willem [133]. Profile decom-
positions for Palais–Smale sequences of semilinear elliptic functionals containing
finitely many terms (Lemmas 9.1.3 and 9.2.1 above), are abundant in literature, for ex-
ample, Struwe [119] (bounded domain, critical nonlinearity), Lions [85] (unbounded
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domain, subcritical nonlinearity), Benci and Cerami [17] (unbounded domain, crit-
ical nonlinearity). Theorems 9.1.4 and 9.2.2 stem from Proposition 9.1.5, proved by
Lions [83], whose different generalizations are too numerous to be cited here. Theo-
rem 9.1.8 uses a baricentric minimax statement inspired by [24] (see also [18] and [29,
Proposition 3.3]).

Existence of solution with finite symmetry under relaxed conditions, Theo-
rem 9.3.1, is due to [137].

Proposition 9.4.1 is following [7]. It uses some technical elements from [94] and is
related to a step in the proof in [28] for existence of extremals for the functional (9.28),
which then shows that the functional attains, on a function of the type (9.33), a higher
level than the value where it fails to be weakly continuous. Section 9.4 is the radial
case of the corresponding results in [33].
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10 Appendix

10.1 Topics in functional analysis

Weak compactness

A Banach space is locally compact if and only if it is finite-dimensional. Infinite di-
mensional Banach spaces possess weaker compactness properties.

Theorem 10.1.1 (Banach–Alaoglu theorem). A closed ball in a Banach space E, which
is a conjugate of another normed vector space, is compact in the weak*-topology of E.

We recall that if F is a Banach space, then weak*-topology on E = F∗ is gener-
ated by sets {x ∈ E : ⟨x,φ⟩F < a}, a ∈ ℝ, φ ∈ F, and a sequence (xn)n∈ℕ in E is
weak*-convergent to a point x ∈ E if and only if ⟨φ, xn⟩→ ⟨φ, x⟩ for every φ ∈ F.

Theorem 10.1.1 does not imply that every bounded sequence in E has a weak*-
convergent subsequence. This is true, however, if weak*-topology is metrizable on the
bounded subsets of E, which is the case, in particular, if E is reflexive or separable:

Theorem 10.1.2. Let (xn)n∈ℕ be a bounded sequence in a Banach space E.
(i) If E is reflexive, then (xn)n∈ℕ has a weakly convergent subsequence.
(ii) If E is a conjugate of another normed vector space and is separable, then (xn)n∈ℕ

has a weak*-convergent subsequence.

For more details the reader may refer, for example, to [23, Chapter 3].

Uniformly convex and uniformly smooth Banach spaces

Definition 10.1.3. A normed vector space X is called uniformly convex if the following
function, called themodulus of convexity of X, is strictly positive for all ε > 0:

δ(ε) = inf
x,y∈X, ‖x‖=‖y‖=1, ‖x−y‖=ε

1 −
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

x + y
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
, ε ∈ [0, 2].

The function ε 󳨃→ δ(ε)/ε is nondecreasing on (0, 2], ([48] Proposition 3, p. 122),
and thus ε 󳨃→ δ(ε) is strictly increasing if δ(ε) > 0.

Uniform convexity is equivalent to the property

x, y ∈ X, ‖x‖ ≤ 1, ‖y‖ ≤ 1 󳨐⇒
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

x + y
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ 1 − δ(‖x − y‖) , (10.1)

[48, Lemma 4, p. 124].

https://doi.org/10.1515/9783110532432-010
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From (10.1), it follows that for any two elements u, v ∈ X which satisfy ‖u‖ ≤ ‖v‖
and v ̸= 0,

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

u + v
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ ‖v‖(1 − δ( ‖u − v‖

‖v‖
)). (10.2)

This in turn implies that for every two elements u, v ∈ X that are not both zero one has
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

u + v
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤ C1 − C2δ(

‖u − v‖
C2
) (10.3)

whenever C1 ≥ max{‖u‖, ‖v‖} and C2 ≥ max{‖u‖, ‖v‖}. When C1 = C2 = max{‖u‖, ‖v‖}
relation (10.3) is exactly (10.2), up to an interchange of u and v.

One calls a Banach space X uniformly smooth if for every ε > 0 there exists δ >
0 such that ‖x + y‖ + ‖x − y‖ ≤ 2 + ε‖y‖ whenever ‖x‖ = 1 and ‖y‖ ≤ δ, x, y ∈ X.
The conjugate space X∗ is uniformly convex if and only if X is uniformly smooth, see
[80, Proposition 1.e.2]. If X is uniformly convex, then the norm of X, as a function
ϕ : x 󳨃→ ‖x‖, considered on the unit sphere S1 = {x ∈ X, ‖x‖ = 1}, is uniformly Gateaux
differentiable, which immediately implies that ϕ󸀠 is a uniformly continuous function
S1 → S∗1; see [80, p. 61].

If one considers ϕ as a function on the whole X, by homogeneity one has ϕ󸀠(x) =
ϕ󸀠(x/‖x‖) ∈ S∗1 for all x ̸= 0, and it is easy to see thatϕ󸀠(x) coincides with the uniquely
defined duality conjugate x∗ of x relative to the modulus ‖x‖ (i. e., with normalization
⟨x∗, x⟩ = ‖x‖). We summarize this in the following statement.

Lemma 10.1.4. Let X be a uniformly convex and uniformly smooth Banach space. Then
the map x 󳨃→ x∗, where x∗ is a duality conjugate element of x relative to the modulus
‖x‖, is a continuous map X \ {0} → X∗ with respect to the norm topologies on X and X∗

and is in fact uniformly continuous on all closed subsets of X \ {0}.

In uniformly convex spaces, one also has an important connection between weak
convergence and convergence in the norm.

Proposition 10.1.5 ([23, Proposition 3.32]). Let E be a uniformly convex space. If
(uk)k∈ℕ is a sequence in E, such that uk ⇀ u and ‖uk‖→ ‖u‖, then uk → u in E.

Schauder basis

For more details on Schauder bases, we refer to [79]. A Schauder basis {bn}n∈ℕ of a
Banach space E is a sequence of elements of E such that for every element x ∈ E there
exists a unique sequence αn of scalars such that

x =
∞

∑
n=0

αnbn,

where convergence is in the norm of E.
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Every expansion in Schauder basis is unconditionally convergent. It follows from
the Banach–Steinhaus theorem that the linear mappings Pn defined by

x =
∞

∑
k=0

αkbk 󳨀→ Pn(x) =
n
∑
k=0

αkbk

are uniformly bounded in norm by some constant C.
Let b∗n denote the coordinate functionals, where b

∗
n assigns to every vector x ∈ E

the coordinate αn of x in the above expansion. Each b∗n is a bounded linear functional
on E. Indeed, for every vector x ∈ E,

󵄨󵄨󵄨󵄨b
∗
n (x)
󵄨󵄨󵄨󵄨 ‖bn‖ = |αn| ‖bn‖
= ‖αnbn‖ =

󵄩󵄩󵄩󵄩Pn(x) − Pn−1(x)
󵄩󵄩󵄩󵄩 ≤ 2C‖x‖.

Functionals b∗n are called bi-orthogonal functionals associated with the basis bn.
When the basis bn is normalized, one has a uniform bound ‖b∗n‖E∗ ≤ 2C. The famous
question of Banach if separable Banach spaces always admit a Schauder basis was
answered negatively by Paul Enflo [43].

The real and the convex interpolation methods

Let (X0,X1) be two Banach spaces continuously embedded into some Hausdorff topo-
logical vector space (such spaces are called a Banach couple or a compatible cou-
ple). Their interpolation by the real method can be defined with help of the Peetre
K-functional

K(x, t;X0,X1) = inf{‖x0‖X0 + t‖x1‖X1 : x = x0 + x1, x0 ∈ X0, x1 ∈ X1}. (10.4)

The interpolated space Xθ,q is the space of all elements in X0 +X1 for which the follow-
ing norm is finite:

‖x‖θ,q;K = (
∞

∫
0

(t−θK(x, t;X0,X1))
q dt
t
)

1
q

, 0 < θ < 1, 1 ≤ q <∞, (10.5)

‖x‖θ,∞;K = sup
t>0

t−θK(x, t;X0,X1), 0 ≤ θ ≤ 1. (10.6)

One has ([2, p. 216, Corollary 7.17], [19, p. 46] or [128, pp. 25–26]) the following inclu-
sion:

(X0,X1)θ,q0 ⊂ (X0,X1)θ,q1 for all θ ∈ (0, 1) and 1 ≤ q0 ≤ q1 ≤∞. (10.7)

Let now (A0,A1) be a compatible couple of Banach spaces (over the field ℂ) and
define Φ = Φ(A0,A1) as the space of all functions f of the complex variable z = x + iy
with values in A0 + A1 such that:
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(a) f is bounded and continuous on the strip 0 ≤ x ≤ 1;
(b) f is analytic from the strip 0 < x < 1 into A0 + A1;
(c) f is continuous on the line x = 0 into A0 and ‖f (iy)‖A0

→ 0 as |y|→∞;
(d) f is continuous on the line x = 1 into A1 and ‖f (1 + iy)‖A1

→ 0 as |y|→∞.

The space Φ endowed with a norm

‖f ‖Φ = max{sup
y∈ℝ

󵄩󵄩󵄩󵄩f (iy)
󵄩󵄩󵄩󵄩A0
, sup
y∈ℝ

󵄩󵄩󵄩󵄩f (1 + iy)
󵄩󵄩󵄩󵄩A1
}

is a Banach space. The complex interpolation spaces Aθ, θ ∈ (0, 1), are defined as

Aθ = [A0,A1]θ = {u ∈ A0 + A1 : u = f (θ) for some f ∈ Φ}

(see Calderón [26]), and they are Banach spaces with norms

‖u‖Aθ
= inf{‖f ‖Φ : f (θ) = u}.

Interpolation estimates

Theorem 10.1.6 (see, e. g., [2, pp. 220–221]). Let (A0,A1) and (B0,B1) be two Banach
couples. Let T : A0 + A1 → B0 + B1 be a linear operator continuous as a map A0 → B0
and as a map A1 → B1. Then

‖T‖(A0 ,A1)θ,p→(B0 ,B1)θ,p ≤ ‖T‖θA0→B0‖T‖
1−θ
A1→B1 , (10.8)

and

‖T‖[A0 ,A1]θ→[B0 ,B1]θ ≤ ‖T‖
θ
A0→B0‖T‖

1−θ
A1→B1 (10.9)

for every p ∈ [1,∞] and every θ ∈ (0, 1).

For elements a ∈ A0 ∩ A1 the following estimates hold:

‖a‖[A0 ,A1]θ ≤ ‖a‖
1−θ
A0
‖a‖θA1

(10.10)

and

‖a‖(A0 ,A1)θ,p ≤ cθ,p‖a‖1−θA0
‖a‖θA1
. (10.11)
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Examples of interpolated spaces

1. Interpolation of Lebesgue spaces (see, e. g., [2, Chapter 7]):

(Lp0 , Lp1)θ,p = [L
p0 , Lp1]θ = L

p for all 1 ≤ p0 < p1 ≤∞ and θ ∈ (0, 1), (10.12)

with 1
p =

1−θ
p0
+ θ

p1
.

2. Sobolev spaces by interpolation (see [2, p. 250]):

Hs,p(ℝN) = [Hm,p(ℝN), Lp(ℝN)]s/m, m ∈ ℕ, p ∈ (1,∞),0 < s < m . (10.13)

Note that all choices ofm as above give the same space.
3. Interpolation of Besov spaces (see [19] for the homogeneous case, and [128, p. 186]

or [2, p. 230]) for the inhomogeneous case): for each s0, s1 ∈ (0,∞), p ∈ (1,∞) and
q ∈ [1,∞], s0 ̸= s1, sθ = θs1 + (1 − θ)s0, one has

Ḃsθ ,p,q(ℝN) = (Ḣs0 ,p(ℝN), Ḣs1 ,p(ℝN))θ,q, (10.14)

and

Bsθ ,p,q(ℝN) = (Hs0 ,p(ℝN),Hs1 ,p(ℝN))θ,q. (10.15)

4. Lorentz spaces are obtained by the real-method interpolation of Lebesgue spaces:

(Lp0(ℝN), Lp1(ℝN))θ,q = L
pθ ,q(ℝN),

1
pθ
=

θ
p1
+
1 − θ
p0
. (10.16)

10.2 Function spaces with scale invariance

In this section, we summarize properties of Banach spaces of functions (or classes of
equivalence of functionsmodulo polynomials) onℝN whose norms are invariant with
respect to the rescaling group (3.1). We follow here [51, 128], and [2].

Sobolev spaces

Sobolev spaces Ḣm,p(ℝN ), m ∈ ℕ, p ∈ [1,∞] are defined as completions of C∞0 (ℝ
N )

with respect to the norm ‖∇mu‖p, where

∇mu = {∇α}|α|=m = {
𝜕mu

𝜕xα11 , . . . , 𝜕x
αN
N
}
α1+⋅⋅⋅+αN=m

is the collection of all partial derivatives of u of order m. This definition extends to
the case of Ḣ0,p(ℝN ) = Lp(ℝN ). The space Ḣm,p(ℝN ) is continuously embedded into
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the space of distributions only if N > pm, in which case one has the limiting Sobolev
embedding Ḣm,p(ℝN ) 󳨅→ Lq(ℝN ) with 1/p − 1/q = m/N .

A common extension of the Sobolev spaces to fractional values of m, which re-
tains the name Sobolev spaces (otherwise called potential Sobolev spaces or spaces
of Bessel potentials), denoted Ḣs,p(ℝN ), s ∈ ℝ, p ∈ [1,∞], is characterized by the norm
‖(−Δ)

s
2 u‖p.

A different extension, Sobolev–Slobodecki spaces, denoted Ẇ s,p(ℝN ), s > 0, s ∉
ℕ, p ∈ [1,∞), are defined with the help of the Slobodecki–Gagliardo seminorm

[f ]θ,p,Ω = (∫
Ω

∫
Ω

|f (x) − f (y)|p

|x − y|θp+n
dx dy)

1
p

, 1 ≤ p <∞, θ ∈ (0, 1),

and are characterized by the norm

‖f ‖W s,p(Ω) def= ‖f ‖H⌊s⌋,p(Ω) + sup
|α|=⌊s⌋
[∇αf ]s−⌊s⌋,p,Ω, s > 0.

Sobolev–Slobodecki spaces coincidewith the real interpolation spaces of Sobolev
spaces, that is, in the sense of equivalent norms the following holds:

Ẇ s,p(Ω) = (Ḣk,p(Ω), Ḣk+1,p(Ω))s−⌊s⌋,p, k ∈ ℕ, s ∈ (k, k + 1). (10.17)

When p = 2 and s > 0 Sobolev and Sobolev–Slobodecki spaces coincide.
Corresponding inhomogeneous spaces are defined, respectively, asHs,p = Ḣs,p∩Lp

andW s,p = Ẇ s,p ∩ Lp.

Besov and Triebel–Lizorkin spaces via Littlewood–Paley decomposition

The Littlewood–Paley family of operators {Pj}j∈ℤ is based on existence of a family of
functions {φj}j∈ℤ with the following properties:

suppφj ⊂ {ξ ∈ ℝ
N : 2j−1 ≤ |ξ | ≤ 2j+1}, (10.18)

∑
j∈ℤ

φn(ξ ) = 1 for all ξ ∈ ℝN \ {0}, (10.19)

φj(ξ ) = φ0(2
−jξ ) for all ξ ∈ ℝN and j ∈ ℤ, (10.20)

φj−1(ξ ) + φj(ξ ) + φj+1(ξ ) = 1 for all ξ ∈ suppφj . (10.21)

Then Pj : Ḣ1,p(ℝN )→ ℝ, j ∈ ℤ, are given by

Pju = ℱ
−1φ0(2

−j⋅)ℱu, (10.22)
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where ℱ is the Fourier transform. Homogeneous Besov and Triebel–Lizorkin spaces
are characterized by the following norms (cf [128, (4) in Chapter 5] or [51, (5.2)]), re-
spectively,

‖u‖Ḃs,p,q = 󵄩󵄩󵄩󵄩(󵄩󵄩󵄩󵄩2jsPju󵄩󵄩󵄩󵄩Lp)j∈ℤ󵄩󵄩󵄩󵄩ℓq , s ∈ ℝ, 1 ≤ p ≤∞, 1 ≤ q ≤∞,

‖u‖Ḟs,p,q = 󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩(2jsPju)j∈ℤ󵄩󵄩󵄩󵄩ℓq󵄩󵄩󵄩󵄩Lp , s ∈ ℝ, 1 ≤ p <∞, 1 ≤ q ≤∞.

Strictly speaking, the expressions above, evaluated on tempered distributions (space
𝒮󸀠), are seminorms vanishing on polynomials, so the homogenous Besov and Triebel-
Lizorkin spaces are initially defined as quotient spaces. However, they can be real-
ized as functional spaces, in particular by means of embeddings into known function
spaces or via wavelet decompositions.

Inhomogeneous Besov spaces with s > 0, p, q ∈ [1,∞], can be identified as inter-
section of homogeneous Besov spaces with Lebesge spaces: Bs,p,q(ℝN ) = Ḃs,p,q(ℝN ) ∩
Lp(ℝN ) ([19, Theorem 6.3.2]).

Sobolev spaces Hs,p(ℝN ) and Sobolev–Slobodecki spacesW s,p(ℝN ) are identified
as subfamilies of Triebel–Lizorkin spaces:

Ḣs,p(ℝN) = Ḟs,p,2(ℝN), 1 < p <∞, s > 0, (10.23)

Ẇ s,p(ℝN) = Ḟs,p,p(ℝN)[= Ḃs,p,p(ℝN)], 1 < p <∞, s > 0, s ∉ ℕ. (10.24)

Space Ḟ0,∞,2 is identified as the space of boundedmean oscillations BMO. The follow-
ing refined Sobolev inequality is due to Gerard, Meyer, and Oru [59]:

‖u‖q ≤
󵄩󵄩󵄩󵄩(−Δ)

s
2 u󵄩󵄩󵄩󵄩

p/q
p ‖u‖

1−p/q
Ḃs−N/p,∞,∞ , 1 < q < p <∞, and s = N/q − N/p. (10.25)

Embeddings of Besov and Triebel–Lizorkin spaces

The first of the following embeddings is immediate from the definition, and the other
is an elementary consequence of order between ℓp-norms:

Ḃs,p,p(ℝN) = Ḟs,p,p(ℝN), s ∈ ℝ, p ∈ [1,∞), (10.26)

Ḃs,p,a(ℝN) 󳨅→ Ḃs,p,b(ℝN), 1 ≤ a < b ≤∞, p ∈ [1,∞], s ∈ ℝ. (10.27)

Other embeddings are of the same character as Sobolev embeddings: in heuristic
terms, they trade smoothness for integrability. For p, q, a, b ∈ [1,∞], s, t ∈ ℝ,

Ḃs,p,a(ℝN) 󳨅→ Ḃt,q,a(ℝN), s − N/p = t − N/q, s > t, (10.28)

Ḟs,p,a(ℝN) 󳨅→ Ḟt,q,b(ℝN), s − N/p = t − N/q, s > t, q <∞. (10.29)

There is also a continuous embedding, derived fromembeddings into Lebesgue spaces
and interpolation (10.16),

Ḃs,p,a(ℝN) 󳨅→ Lp
∗
s ,a, p ∈ (1,N/s), a ∈ [1,∞]. (10.30)
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Wavelet characterization of Besov spaces

We follow the presentation of the topic from [92, Section 6.10] and [13].

Definition 10.2.1. Let𝒢0 be a set of linear bijective isometries on a Banach spaceE and
let ψ ∈ E. A set

𝒲(ψ,𝒢0) = {gψ}g∈𝒢0

is called awavelet basis of E with amother waveletψ if it forms a Schauder basis for E.

For s ∈ ℝ and 1 ≤ p, q ≤ ∞, Besov spaces Ḃs,p,q(ℝN ) have normalized wavelet
bases with the same mother wavelet and with a set of rescalings

𝒢0 = {u 󳨃→ 2rju(2j ⋅ −k) j ∈ ℤ, k ∈ ℤN} ⊂ 𝒢r , r = N − sp
p
.

Let cj,k(u), j ∈ ℤ, k ∈ ℤN , denote coefficients of the wavelet expansion of an ele-
ment u from one of the spaces above, that is,

u = ∑
j∈ℤ,k∈ℤN

cj,k(u)2
rjψ(2j ⋅ −k). (10.31)

Remark 10.2.2. Expansion (10.31) uses the same wavelets for any values of N, p, q, or
s, but with different normalization, which dependent only on the value of r = N

p − s,
so the coefficients cj,k(u) in (10.31) with different values of s, p, q, and N depend only
on the value of r = N

p − s.

Then equivalent norms in Besov spaces can be expressed in terms of the wavelet
coefficients as:

‖u‖Ḃs,p,q =󵄩󵄩󵄩󵄩(‖(cj,k(u))k∈ℤN 󵄩󵄩󵄩󵄩ℓp )j∈ℤ󵄩󵄩󵄩󵄩ℓq . (10.32)

Space ̇BV(ℝN) – functions of bounded variation

For a comprehensive exposition on functions of bounded variations, we refer the
reader to the book [11]. We consider the case N ≥ 2.

Definition 10.2.3. The space of functions of bounded variation ̇BV(ℝN ) is the space of
all measurable functions u : ℝN → ℝ vanishing at infinity (i. e., ∀ε > 0 |{x ∈ ℝN :
|u(x)| > ε}| <∞) such that

‖Du‖ def= sup
v∈C∞0 (ℝN ;ℝN ):‖v‖∞=1 ∫ℝN udiv v dx <∞. (10.33)
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The ̇BV(ℝN )-norm can be interpreted as the total variation ‖Du‖ of the measure
associated with the derivative ∇u (in the sense of distributions on ℝN ). If u ∈ C10(ℝ

N ),
then the right-hand side in (10.33) by integration by parts equals ∫ℝN |∇u|dx. The value
of the total variation of Du on a measurable set A ⊂ ℝN we denote as ‖Du‖A.

The space ̇BV(ℝN ) is a conjugate space and therefore is complete. We follow the
convention that calls the weak* convergence in the space of bounded variation weak
convergence. The space ̇BV(ℝN ) is separable and, therefore, each bounded sequence
in ̇BV(ℝN ) has a weakly (i. e., weak*-) convergent subsequence. We use the following
properties of ̇BV(ℝN ):
1. A sequence (uk) in ̇BV(ℝN ) is weakly convergent to u if and only if uk → u in

L1loc(ℝ
N ) and the weak derivatives 𝜕iuk, i = 1, . . . ,N converge to 𝜕iuweakly as finite

measures on ℝN .
2. Density of C∞0 (ℝ

N ) in strict topology (note that the closure of C∞0 (ℝ
N ) in the norm

topology is Ḣ1,1(ℝN )). One says that uk converges strictly to u if ‖uk − u‖1∗ → 0
and ‖Duk‖ → ‖Du‖. Consequently, the rescaling group 𝒢N−1 (3.1) extends by this
density property to a group of isometries on ̇BV.

3. V.Maz’ya’s inequality (often referred to as Sobolev, Aubin–Talenti or Gagliardo–
Nirenberg inequality) [90]:

NV 1/N
N ‖u‖1∗ ≤ ‖Du‖, (10.34)

where 1∗ = N
N−1 and VN is the volume of the unit ball inℝN . A local version of this

inequality is

‖u‖1∗ ,Ω ≤ C(‖Du‖Ω + ‖u‖1,Ω), (10.35)

where Ω ⊂ ℝN is a bounded domain with sufficiently regular, say locally C1-
boundary.

4. Hardy inequality:

‖Du‖ ≥ (N − 1) ∫
ℝN

|u|
|x|

dx .

(It follows from the Hardy inequality in Ḣ1,1(ℝN ) and the density of C∞0 (ℝ
N ) in

̇BV(ℝN ) with respect to the strict convergence, if one first replaces 1/|x| with its
LN (ℝN )-approximations from below.)

5. Local compactness: for any set Ω ⊂ ℝN of finite Lebesgue measure, ̇BV(ℝN ) is
compactly embedded into L1(Ω) and any sequence weakly convergent to zero in
̇BV(ℝN ) converges to zero in L1(Ω).

6. Chain rule (a cruder version of a more refined statement due to Vol’pert, see [11,
Remark 3.98]): let φ ∈ C1(ℝ). Then for every u ∈ ̇BV(ℝN ),

󵄩󵄩󵄩󵄩Dφ(u)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩φ
󸀠󵄩󵄩󵄩󵄩∞‖Du‖. (10.36)
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10.3 Manifolds of bounded geometry

We list some general properties of Riemannian manifolds of bounded geometry. For
basic definitions and notation, see Chapter 7.

Lemma 10.3.1 ([41]). Let M be a Riemannian manifold of bounded geometry and let
0 < r < r(M). If k ∈ ℕ, then there exists a constant Ck dependent on the curvature
bounds and r but independent of x ∈ M, which bounds the Ck-norm of components gij
of the metric tensor g and its inverse gij in any normal coordinate system of radius not
exceeding r at any point x ∈ M.

Manifolds of bounded geometry have the following properties (see [107] for the
first assertion and [65] for the second one):

Lemma 10.3.2. If the manifold M has bounded geometry and 0 < r < r(M), then for any
α ∈ ℕN0 there exists a constant Cα > 0, such that

󵄨󵄨󵄨󵄨d
α(e−1y ∘ ex)(ξ )

󵄨󵄨󵄨󵄨 ≤ Cα whenever x, y ∈ M, and B(x, r) ∩ B(y, r) ̸= 0.

Moreover, there exists λ > 0 such that for any y ∈ M, x ∈ B(y, r),

λ−1δij ≤ gij(ey(x)) ≤ λδij. (10.37)

The following corollary is the immediate consequence of Lemma 10.3.1 above.

Corollary 10.3.3. Let p ∈ (0,∞) and r ∈ (0, r(M)). There exists a constant C > 1 such
that for any x ∈ M,

C−1 ∫
B(x,r)

|u|pdvg ≤ ∫
Ωr

|u ∘ ex|
pdξ ≤ C ∫

B(x,r)

|u|pdvg , (10.38)

and

C−1 ∫
B(x,r)

gx(du, du)dvg ≤ ∫
Ωr

N
∑
i=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝜕
𝜕xi
(u ∘ ex)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2
dξ ≤ C ∫

B(x,r)

gx(du, du)dvg .

A related global estimate that follows fromBishop–Gromov theorem (see [65, The-
orem 1.1]) says that whenever 0 < r < R, there is a C(r,R) > 0 such that

vg(B(x,R)) ≤ C(r,R)vg(B(y, r)) for any x ∈ M, y ∈ B(x,R). (10.39)

Let us also recall a technical but useful equivalent norm ofH1,2(M); cf. [64] or [129,
Chapter 7].
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Lemma 10.3.4. Let Y be a (ε, r)-discretization of an N-dimensional manifold M with
bounded geometry, r ∈ (0, r(M)) and let {χi} be a partition of unity subordinated to the
covering {B(yi, r)}yi∈Y and satisfying (7.1). Then

|||f |||H1,2(M) def= (∑
i
‖χif ∘ expyi ‖

2
H1,2(ℝN ))1/2 (10.40)

is an equivalent norm in H1,2(M). Moreover,

‖f ‖H1,2(M) ∼ |||f |||H1,2(M) ∼ (∑
i
‖χif ‖

2
H1,2(M))1/2.

Below is a particular case of the gluing theorem from Gallier et al. [55, Theo-
rem 3.1].

Definition 10.3.5 ([55, Definition 3.1], [54, Definition 8.1]). A set of gluing data is a
triple ({Ωi}i∈ℕ0 , {Ωij}i,j∈ℕ0 , {ψji}(i,j)∈𝕂) satisfying the following properties:
(1) For every i ∈ ℕ0, the set Ωi is a nonempty open subset ofℝN and the sets {Ωi}i∈ℕ0

are pairwise disjoint;
(2) For every pair i, j ∈ ℕ0, the set Ωij is an open subset of Ωi. Furthermore, Ωii = Ωi

and Ωji ̸= 0 if and only if Ωij ̸= 0;
(3) 𝕂 = {(i, j) ∈ ℕ0 × ℕ0 : Ωij ̸= 0}, ψji : Ωij → Ωji is a diffeomorphism for every
(i, j) ∈ 𝕂, and the following conditions hold:
(a) ψii = id|Ωi

, for all i ∈ ℕ0,
(b) ψij = ψ−1ji , for all (i, j) ∈ 𝕂,
(c) For all i, j, k ∈ ℕ0, if Ωji ∩ Ωjk ̸= 0, then ψij(Ωji ∩ Ωjk) = Ωij ∩ Ωik, and ψki(x) =

ψkj ∘ ψji(x), for all x ∈ Ωij ∩ Ωik;
(4) For every pair (i, j) ∈ 𝕂, with i ̸= j, for every x ∈ 𝜕Ωij ∩ Ωi and every y ∈ 𝜕Ωji ∩ Ωj,

there are open balls Vx and Vy centered at x and y so that no point of Vy ∩ Ωji is
the image of any point of Vx ∩ Ωij by ψji.

Each set Ωi is called parametrization domain or p-domain, each nonempty set Ωij is
called a gluing domain, and each map ψij is called transition map or gluing map.

Theorem 10.3.6 ([55, Theorem 3.1]). For every set of gluing data,

({Ωi}i∈ℕ0 , {Ωij}i,j∈ℕ0 , {ψji}(i,j)∈𝕂),

there exists a N-dimensional smoothmanifoldM an atlas (Ui, τi)i ofM such that τi(Ui) =
Ωi, whose transition maps are τj ∘ τ−1i = ψji : Ωij → Ωji. i, j ∈ ℕ0.

Remark 10.3.7. Note that the theorem does not provide any specifics about the maps
τi which are obviously not uniquely defined.
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Corollary 10.3.8. Let 0 < ρ < r < a and let Ωρ ⊂ Ωr ⊂ Ωa be balls in ℝN centered at the
originwith radius ρ, r, and a, respectively. Let {ψ̃ij}i,j∈ℕ0 be a family of smooth openmaps
ψ̃ij : Ωr → Ωa. Assume that a family {ψji = ψ̃ji|Ωρ

}i,j∈ℕ0 satisfies the following conditions:
(i) ψii = id, i ∈ ℕ0;
(ii) ψji is a diffeomorphism between Ωij

def
= ψij(Ωρ) ∩ Ωρ and Ωji, i, j ∈ ℕ0, whenever

Ωji ̸= 0;
(iii) ψij = ψ−1ji on Ωji, whenever Ωji ̸= 0, i, j ∈ ℕ0;
(iv) ψij(Ωji ∩ Ωjk) = Ωij ∩ Ωik , and ψki(x) = ψkj ∘ ψji(x) for all x ∈ Ωij ∩ Ωik , i, j, k ∈ ℕ0;

(v) for all (i, j) ∈ 𝕂 def
= {(i, j) ∈ ℕ0×ℕ0 : Ωij ̸= 0} and all x ∈ 𝜕Ωij∩Ωρ, ψji(x) ∈ 𝜕Ωji∩𝜕Ωρ.

Then there exists a smooth differential manifold M with an atlas {(Ui, τi)}i∈ℕ0 , such that
τi(Ui) = Ωρ for any i ∈ ℕ0 andwhose transitionmaps τj ∘τ−1i are ψji : Ωij → Ωji. i, j ∈ ℕ0.

Proof. Fix an enumeration (zi)i∈ℕ0 of the lattice 3aℤ
N ⊂ ℝN . Set Ω󸀠i

def
= zi + Ωρ, i ∈ ℕ0,

and Ω󸀠ij
def
= Ωij + zi, ψ󸀠ij

def
= ψij(⋅ − zj) + zi, for (i, j) ∈ 𝕂. The corollary is immediate from

Theorem 10.3.6 oncewe show that ({Ω󸀠i }i∈ℕ0 , {Ω
󸀠
ij}i,j∈ℕ0 , {ψ

󸀠
ij}(i,j)∈𝕂) is a set of gluing data

according to Definition 10.3.5. Conditions of the definition verify as follows.
Condition (1) is immediate since 3a > 2ρ.
Condition (2). The sets Ωij (and thus Ω󸀠ij) are open since the mapsψji are open. The

relationΩ󸀠ij ⊂ Ω
󸀠
i follows fromΩij ⊂ Ωρ in (ii). By (i), we haveΩii = Ωρ, and thusΩ󸀠ii = Ω

󸀠
i .

If Ω󸀠ij ̸= 0, thenΩij ̸= 0, and sinceψij is the inverse ofψji, Ωji
def
= ψji(Ωρ∩ψijΩρ) = ψjiΩij ̸=

0. Thus Ω󸀠ji ̸= 0.
Conditions (3): properties (a), (b), and (c) are immediate, respectively, from (i), (iii),

and (iv).
Condition (4). Let x ∈ 𝜕Ω󸀠ij ∩Ωρ(zi) and y ∈ 𝜕Ω󸀠ji ∩Ωρ(zj). Then x̃ = x − zi ∈ 𝜕Ωij ∩Ωρ

and x̃ = x − zj ∈ 𝜕Ωji ∩ Ωρ(zj). By assumption (v), we have ỹ ̸= ψji(x̃). In consequence,
there exist Euclidean balls Ω(x̃, ε) and Ω(ỹ, ε) such that no point of Ω(ỹ, ε) ∩ Ωρ is an
image of Ω(x̃, ε) ∩ Ωρ.

10.4 Concentration compactness – traditional approach

Defect of compactness of sequences in functional spaces can be described in terms of
sequences of measures, rather than as profile decompositions. In the pioneering work
of Lions, defect of compactness was identified in two types: type I, studied in [83],
related to the group of shifts 𝒢ℝN , and type II, studied in [84], related to the rescaling
group (actions of translations and dilations) 𝒢r .

Concentration compactness I is used in applications involving subcritical Sobolev
embeddings H1,p(ℝN ) 󳨅→ Lq(ℝN ), 1 < p < N, p < q < p∗, which admit profile decom-
position with the scaling group of shifts 𝒢ℝN . We quote it in a slightly refined version,
[30, Theorem 8.7.1].
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Theorem 10.4.1 (Concentration compactness I). Let (uk) be a bounded sequence in
H1,p(ℝN ), 1 < p < N, and let ρk = |uk |p with ∫ℝN ρkdx = λ > 0 for all k. Then there exists
a renamed subsequence satisfying one of the three following possibilities:
(i – Tightness)There exists a sequence (yk) inℝN , such that (ρk) is tight, that is, for every

ε > 0 there exists R ∈ (0,∞) such that

∫
BR(yk)

ρkdx ≥ λ + ε,

(ii – Vanishing)

sup
y∈ℝN
∫

BR(y)

ρkdx 󳨀→ 0 as k →∞,

(iii – Dichotomy) There exists α ∈ (0, λ), such that for all ε > 0 there exists k0 ∈ ℕ and
bounded sequences (u(1)k ) and (u

(2)
k ) in H

1,p(ℝN ) satisfying for k ≥ k0,

󵄩󵄩󵄩󵄩uk − (u
(1)
k + u

(2)
k )
󵄩󵄩󵄩󵄩q ≤ δq(ε), q ∈ [p, p∗),

with δq(ε)→ 0 as ε → 0,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

ℝN

󵄨󵄨󵄨󵄨u
(1)
k
󵄨󵄨󵄨󵄨
pdx − α
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
< ε,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

ℝN

󵄨󵄨󵄨󵄨u
(2)
k
󵄨󵄨󵄨󵄨
pdx − (λ − α)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
< ε,

dist(supp u(1)k , supp u
(2)
k )→∞ as k →∞,

and

lim inf
k→∞
∫

ℝN

(|∇uk |
p − 󵄨󵄨󵄨󵄨∇u

(1)
k
󵄨󵄨󵄨󵄨
p
− 󵄨󵄨󵄨󵄨∇u
(2)
k
󵄨󵄨󵄨󵄨
p
)dx ≥ 0.

Concentration compactness II, [84, formula (1.15)], describes defect of compact-
ness and is used in applications related to the embedding Ḣ1,p(ℝN ) 󳨅→ Lp

∗
, 1 < p <

N, relative to the scaling group 𝒢r, r = N−p
p . We cite a significantly improved ver-

sion of Chabrowski, [30, Sections 9.2–9.3], that, in particular, addresses concentra-
tion at infinity, which, in terms of profile decomposition, accounts for concentrations
trkw(tk(⋅ − yk)) with |yk | → ∞. We will denote as SN ,p the best constant in the limiting
Sobolev inequality on ℝN , 1 ≤ p < N, ‖∇u‖p ≥ SN ,p‖u‖p∗ .
Theorem 10.4.2 (Concentration compactness II). Let (uk) be a sequence in Ḣ1,p(ℝN ),
1 < p < N, weakly convergent to u, and such that:
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(i) μk
def
= |∇uk |pdx is weak*-convergent to a measure μ;

(ii) νk
def
= |uk |p

∗
dx is weak*-convergent to a measure ν;

(iii) μ∞
def
= limR→∞ lim supk→∞ ∫|x|>R |∇uk |

pdx;

and
(iv) ν∞

def
= limR→∞ lim supk→∞ ∫|x|>R |uk |

p∗dx.
Then there exist an at most countable index set J, sequences (xj)j∈J , in ℝN ; (μj)j∈J , 0 <
μj <∞; and (νj)j∈J , 0 < νj <∞, such that

ν = |u|p
∗
dx +∑

j∈J
νjδxj , (10.41)

μ ≥ |∇u|pdx +∑
j∈J

μjδxj , (10.42)

where δxj are atomic measures supported at xj. Furthermore,

lim sup
k→∞
∫

ℝN

|uk |
p∗dx = ∫

ℝN

|u|p
∗
dx +∑

j∈J
νj + ν∞, (10.43)

lim sup
k→∞
∫

ℝN

|∇uk |
pdx = ∫

ℝN

|∇u|pdx +∑
j∈J

μj + μ∞, (10.44)

SN ,pν
p
p∗
j ≤ μj and SN ,pν

p
p∗
∞ ≤ μ∞. (10.45)

Moreover, if u = 0 and μ(ℝN )SN ,pν(ℝN )
p
p∗ , then J is a singleton and, for some γ ≥ 0,

ν = γδx0 = S
−1
N ,pγ

p
N μ.

A similar statement by Palatucci and Pisante deals with embeddings of fractional
Sobolev spaces Ḣs,2(Ω), where 0 < s < N/2 and Ω ⊂ ℝN is a bounded domain, defined
as the completion of C∞0 (Ω), in the Ḣs,2(ℝN )-norm. For 0 < s < N/2, this space is
continuously embedded into L2

∗
s
loc(ℝ

N ), where 2∗s
def
= 2N

N−2s .

Theorem 10.4.3 (Palatucci and Pisante, [98]). Let Ω ⊂ ℝN be a bounded domain, and
let (uk)k∈ℕ be a sequence in Ḣs,2(Ω), 0 < s < N/2, weakly convergent to u, and such that

󵄨󵄨󵄨󵄨(−Δ)
s
2 uk
󵄨󵄨󵄨󵄨
2dx ∗⇀ μ and |uk |

2∗s dx ∗⇀ ν inℳ(ℝN).

Then, either uk → u in L2
∗
s
loc(ℝ

N ) or there exists a (atmost countable) set of distinct points
{xn}n∈J ⊂ Ω̄ and positive numbers {νn}n∈J such that we have

ν = |u|2
∗
s dx +∑

n
νnδxn . (10.46)
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Moreover, there exist a positive measure μ̃ ∈ℳ(ℝN ) supported in Ω̄ and positive num-
bers {μn}n∈J such that

μ = 󵄨󵄨󵄨󵄨(−Δ)
s
2 u󵄨󵄨󵄨󵄨

2dx + μ̃ +∑
n
μnδxn , νn ≤ S(μn)

2∗s
2 , (10.47)

where S = inf‖u‖2∗s =1 ‖(−Δ) s2 u‖2 is the best Sobolev constant in ℝN .
Sketch of proof. We sketch how to derive this statement from the profile decomposi-
tion (1.16). Without loss of generality, we may assume that uk ∈ C∞0 (Ω). Consider a
subsequence of (uk), extended by zero to a sequence in Ḣs,2(ℝN ), that has the profile
decomposition (1.16). By the definition of profile decomposition,w(1) = u. The fact that
sequence (uk) is supported in a bounded domain Ω restricts the possible values of s(n)k
and y(n)k in (1.16). In particular, if for some n ∈ ℕ, s(n)k is not bounded from below, then
corresponding profilew(n) is zero. This and analogous arguments concerning possible
support ofw(n), togetherwith passing to subsequence, allow to conclude that, without
loss of generality, s(n)k →∞ for n ≥ 2, and y(n)k → xn with some xn ∈ Ω̄.

Evaluating ∫ℝN φ|uk |
2∗s dx with φ ∈ Cc(ℝN ), and taking into account uniform con-

vergence of the series (1.16) and the asymptotic orthogonality (1.12), we arrive at a de-
coupled sum

∫
Ω

φ(x)󵄨󵄨󵄨󵄨uk(x)
󵄨󵄨󵄨󵄨
2∗s dx

= ∫
Ω

φ(x)󵄨󵄨󵄨󵄨w
(1)(x)󵄨󵄨󵄨󵄨

2∗s dx + ∑
n≥2
∫

ℝN

φ(x)2Ns
(n)
k 󵄨󵄨󵄨󵄨w
(n)(2s

(n)
k (x − y(n)k ))

󵄨󵄨󵄨󵄨
2∗s dx + o(1)

= ∫
Ω

φ(x)󵄨󵄨󵄨󵄨u(x)
󵄨󵄨󵄨󵄨
2∗s dx + ∑

n≥2
φ(xn) ∫
ℝN

󵄨󵄨󵄨󵄨w
(n)(x)󵄨󵄨󵄨󵄨

2∗s dx + o(1).
We have arrived at (10.46) with

νn =
󵄩󵄩󵄩󵄩w
(n)(x)󵄩󵄩󵄩󵄩

2∗s
2∗s . (10.48)

Similar calculations based on (1.15) yield the first relation in (10.47) with

μn =
󵄩󵄩󵄩󵄩∇w
(n)(x)󵄩󵄩󵄩󵄩

2
2,

which, compared with (10.48), provides the second relation in (10.47).

Classical concentration estimates like those inTheorem10.4.3 havebeen extended
to the case of unbounded domains with help of the notion of concentration at infinity,
that adds further positive measures to the counterparts of (10.46) and (10.47). We refer
the reader to [133, Lemma 1.40], that originates in the work of Bianchi, Chabrowski,
and Szulkin [21, inequality (1.16)] and Ben-Naoum, Troestler, and Willem [16]. Con-
centration at infinity, similar to Theorem 10.4.3, can be also interpreted in terms of
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concentration profiles: when the domain is unbounded, profile decompositions con-
tain blowup terms whose supports may escape to infinity (|y(n)k |→∞), or spread over
the space (s(n)k → −∞).

It is natural to expect that the case of dichotomy in Theorem 10.4.1 allows a further
splitting of cluster sequences (u(1)k ) and (u

(2)
k ) until they become tight. This idea can be

seen as a precursor of profile decomposition, but it was also developed for abstract
sequences of measures on metric spaces by Mihai Mariş [87].

Theorem 10.4.4 (Mihai Mariş). Let (Ω, d) be a metric space and (μn)n≥1 a sequence of
positive Borel measures on Ω such that

M def
= lim sup

n→∞
μn(Ω) <∞.

Let φ : [0,∞) → [0,∞) be an increasing function such that φ(s) ≤ s
2 for all s and

lims→∞ φ(s)=∞.
Then either (μn)n∈ℕ is a vanishing sequence, or there exists an increasing mapping

j : ℕ→ ℕ such that the subsequence (μj(n))n∈ℕ satisfies one of the following properties:
(i) There are k ∈ ℕ, positive numbers m1, . . .mk , sequences of points (x(i)n )n∈ℕ inΩ and

increasing sequences of positive numbers (r(i)n )n∈ℕ such that r
(i)
n → ∞ as n → ∞,

i ∈ {1, . . . , k}, satisfying the following properties:
(a) For each n the balls Br(i)n (x(i)n ), i ∈ {1, . . . , k} are disjoint.
(b) For each i ∈ {1, . . . , k}, we have

μj(n)(Bφ(r(i)n )(x(i)n ))→ mi as n→∞,

μj(n)(Br(i)n (x(i)n ) \ Bφ(r(i)n )(x(i)n )) ≤ 1
2n+i
,

and the sequence of measures (μj(n)|B
r(i)n (x(i)n ))n∈ℕ concentrates around (x(i)n )n∈ℕ.

(c) The sequence of measures (μj(n)|Ω\⋃ki=1Br(i)n (x(i)n ))n∈ℕ is a vanishing sequence.
(ii) There are positive numbersm1, . . .mk , . . . such that mk+1 ≤ 2mk , sequences of points
(x(i)n )n≥i in Ω and increasing sequences of positive numbers (r(i)n )n≥i such that r

(k)
n →

∞ as n→∞ for each fixed k and the following properties hold:
(a) For each n, the balls Br(1)n (x(1)n ), . . . ,Br(n)n (x(n)n ) are disjoint.
(b) The same as (b) in (i) above.
(c) Denote by q̃ℓn is the concentration function of μj(n)|Ω\⋃ℓi=1Br(i)n (x(i)n ) for ℓ ≥ n. Then

lim
ℓ→∞

lim
t→∞

lim sup
n→∞

q̃ℓn(t) = 0.

(d) The sequence of measures (μj(n)|Ω\⋃ni=1Br(i)n (x(i)n ))n∈ℕ is a vanishing sequence.
In [87], this theorem is used to prove a weaker version (from [58]) of the profile

decomposition of Solimini.
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Spaces

E 󳨅→ F continuous embedding
C∞0 (Ω) space of smooth functions with compact support
C(ℝN ,V(x)), L∞(ℝN ,V(x)) space of continuous, resp. measurable, functions with

the norm supx∈ℝN |u(x)|V(x).
Ċ0,λ(ℝN ) space of Hölder continuous functions modulo constants
‖u‖p, ‖u‖p,Ω Lp-norm
Erad(ℝN ) for a space of functions on ℝN , its subspace of radially

symmetric functions
exp Lq Orlicz space with the modulus e|u|q − 1
Lp,q Lorentz space
Ḣs,p(ℝN ) homogeneous Sobolev space
Hs,p(ℝN ) Sobolev space
Hs,p
0 (Ω) closure of C∞0 (Ω) in the Hs,p-norm

W s,p Sobolev–Slobodecki space

Sets

ℕ0 setℕ of natural numbers with added zero
B(x, r) geodesic ball of radius r centered at x on a Riemannian

manifold
Br(x) ball of radius r centered at x on ℝN

Ωr ball of radius r centered at the origin in ℝN

Groups

Iso(M) group of isometries on a Riemannian manifold
O(N) the orthogonal group on ℝN

SL(N) special linear group on ℝN

Miscellaneous

ωN area of the unit N − 1-dimensional sphere
r(M) injectivity radius of a Riemannian manifold
1A characteristic (index) function of a set A
id identity mapping; identity element of a group
p󸀠 conjugate of p ∈ [1,∞]: 1

p +
1
p
󸀠
= 1

https://doi.org/10.1515/9783110532432-011
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on→∞(1) a sequence of real numbers convergent to zero
own→∞(1) a sequence in a Banach space weakly convergent to zero
p∗s critical Sobolev exponent, p∗s = pN

N−sp for 1 ≤ p < N/s
p∗ same as p∗1
ℱ(u) Fourier transform, normalized as a unitary operator in

L2(ℝN ).
un

𝒢
⇀ u 𝒢-weak convergence

un
𝒢
⇁ u 𝒢-Delta convergence
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