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M. T. Lazim and A. Al-Faoury
Multi-phase Current Source Cycloconverter
Using Amplitude Modulation Technique

Abstract: This paper proposed a new frequency changer which can be regarded as a
current source cycloconverter. Frequency changing is achieved bymixing two ormore
amplitude modulated current waves at supply frequency using power transistors. By
appropriate selection of the modulation indices and phase shift between the supply
voltages, the supply frequency component can be entirely suppressed. The harmonics
content of the resulting current wave is found to be very low. This converter solves the
problems and severe restrictions associated with the ordinary full-cycle synchronous
AMmodulation when applied to three-phase andmulti-phase systems. The process of
conversion involves only natural commutation.

Keywords: power electronics, A.C. converters, cycloconverter, frequency changers, a.c
drives.

Classification: 65C05, 62M20, 93E11, 62F15, 86A22

1 Introduction
The circuits used for power frequency conversion are classified into two groups:
inverters and cycloconverters. In inverters, the conversion process is accomplished
via DC link, while in cycloconverters; the alternating voltage at supply frequency is
converted directly to a lower frequency voltage without any intermediate DC stage.
Inverters that commonly used in industry are classified into two groups: voltage
source inverters (VSI) and current source inverters (CSI) [1–6]. The VSI were used
more often than the CSI because of their better properties. On the other hand, only
voltage source cycloconverters in the forms of phase angle controlled and envelope
cycloconverters are known in industry [1]. The operating principles of these types
of frequency changers are well known and their circuits are well developed in the
last six decays. These circuits have an advantage on inverters in that they permit the
conversion of a fixed input frequency to a variable output frequency at variable voltage
in single stage (direct AC to AC conversion). Such schemes are attractive for AC motor
drives.

M. T. Lazim and A. Al-Faoury:M. T. Lazim: Philadelphia University-Jordan,
email: drmohamadtofik@yahoo.com A. Al-Faoury: Al-Balqa’ Applied University-Jordan,
email: audihalfaoury@gmail.com
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2 | M. T. Lazim and A. Al-Faoury

Some other new conversion methods from AC to AC have also been reported
such as matrix converter, integrated PWM converter / inverter and bi-phase integral
cycle control technique systems [7–10]. These methods have gained considerable
acceptance as schemes in the field of power frequency changing and speed control
of induction motors.

Compared with a VSI system, the output current of a CSI system is not influenced
by the supply voltage, so its output current has low THD and high PF. Hence, in the
1980s the current source inverters were the main commonly used electric machine
feeding devices. The current source inverter was constructed of a thyristor bridge with
large inductance and large commutation capacitors. Serious problems in such drive
systems were unavoidable overvoltage cases during the thyristor commutation, as
the current source inverter current is supplied in a cycle from a dc-link circuit to the
machine phasewinding. The thyristor CSI has been replaced recently by the transistor
reverse blocking IGBT devices (RBIGBT), where the diode is series-connected and
placed in one casing with transistor. The power transistors like RBIGBT or Silicon
Carbide (SiC) used in the modern CSIs guarantee superior static and dynamic drive
characteristics. The use of current sources for the electric machine control ensures
better drive properties than in case of voltage sources, where it may be necessary to
use an additional passive filter at the inverter output [11, 12].

In this paper an attempt is made to design and build a new current source cyc-
loconverter exploiting the principle of discrete amplitude modulation using RBIGBT
power transistor. Although the voltage source cycloconverter is well known in in-
dustry, no previous work, to the knowledge of the authors, had been reported on a
current source cycloconverter.

2 Principles of discrete amplitude modulation in
power transistor circuits (AM current waves
mixing)

It has been shown, by the first author, that the load voltagewaveforms, corresponding
to symmetrical phase-angle triggering and integral-cycle triggering in thyristor cir-
cuits, are all discrete forms of amplitude modulation [13]. In each case the modulated
output voltage is obtained from a sinusoidal (supply) carrier signal by use of a
rectangular modulating function, depending on the power semiconductor device
switching pattern.

In general, to illustrate the amplitude modulation process of synchronous type,
consider a current wave shown in Fig. 1(a), which represent a voltage or current
function c(t) (carrier wave) of angular frequencyω. If this function ismultiplied (mod-
ulated)with a rectangularmodulating signal s(t)whose frequency is a sub-multiple of
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Multi-phase Current Source Cycloconverter | 3

Fig. 1: Amplitude modulation process in power transistor circuits. N : number of conducting cycles
and T : control period in cycles.

the carrier (ωT), produced by the switching device, Fig. 1(b), the resultant modulated
wave will be as shown in Fig. 1(c).

Mathematically the resultant modulated wave is found to consist of two terms as
given in the following general equation [13]:

f(t) = A(NT )sinωt + ∞∑r=1Hr sin
πrN
T sin r

T (ωt − πN) (1)

where:

Hr = AT
π(T2 − r2) , r ̸= T (2)

r = rth order harmonic component, and A = Amplitude of c(t).
The first term on the RHS of equation (1) gives the carrier component. The second

term denotes the positive frequency upper side band only.
The use of amplitude modulation (AM) techniques for frequency conversion

to realise voltages of non-supply frequency using thyristor circuits, in the form of
integral-cycle triggering, are now in common use. However, it is possible to realise
amplitude modulated current waves of the same characteristics as that of AM voltage
waves by using the power transistor devices such as IGBTs. In order to understand this
concept, consider the simple system shown in Fig. 2. Input voltages v1 and v2 are of
the same frequency and amplitude, but they are shifted in time phase by an angle θ.
These voltage sources, together with the large series inductors represent the required
current sources.

Now if each controller is gated independently with same switching (modulating)
functions of rectangular waveforms of amplitude ±l, to permit a different number of
conduction cycles N1 or N2 for the current drawn from each source, the modulator
produces a compositewave of the two amplitudemodulated current waveforms i1 and
i2. For reference current i1 and assuming resistive load, the modulated current waves
drawn from the two controllers are,
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4 | M. T. Lazim and A. Al-Faoury

Fig. 2: Two-phase to single-phase converter.

i1(t) = Im(N1
T )sinωt + ∞∑

r=1
Hr sin

πrN1
T sin r

T (ωt − πN1) (3)

i2(t) = Im(N2
T )sin(ωt − θ)+ ∞∑

r=1
Hr sin

πrN2
T sin r

T (ωt − πN2 − θ) (4)

where:

Hr = ImT
π(T2 − r2) , r ̸= T (5)

Assuming now, for simplicity, that N1 = N2 = N, the mathematical expression for the
load current iL(t) becomes: iL(t) = i1(t)+ i2(t). Thus,

iL(t) = 2Im(NT )sin θ
2 sin(ωt +φ)+ ∞∑r=12Hr√sin πrN

T sin rθ
2 sin( rωtT + β) (6)

where:

φ = arctan sinθ
1− cosθ (7)

and

β = arctan (1− cos 2πrNT )(1− cos rθT )− sin 2πrNT sin θ
2(1− cos rθ2 )sin 2πrNT +(1− cos 2πrNT )sin rθ
2

(8)

Equation (6) represents an amplitude modulated wave whose phase is varying with
undefined angle θ.It is interesting to consider certain features that can arise from
the mixing of two amplitude modulated current waves. It is clear that the phase
difference angle is the effective parameter that specifies the resulting waveform. The
supply frequency component (carrier) can entirely be suppressed from the output
current waveform by proper selection of phase angle, (θ = 2πN in this case). Also with
judicious selection of the values N, T and θ, it is easy to produce a current waveform
with harmonic content less than that of the individual current waveforms, as it will be
seen in the three-phase to single-phase conversion illustrated in the following section.
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3 Three-phase to single-phase frequency changer
If we use three controllers (modulators) and a three-phase current power supply, as
shown in Fig. 3, then we can obtain a three-phase to single-phase frequency changer.
If a synchronous full-cycle AM technique is applied to respective three modulators of
Fig. 3.

The resultant wave of Fig. 4 can be expressed using (2) as a general form for ia, ib,
and ic with θ1 = 0, θ2 = 2π

3 , and θ3 = 4π
3 , and for r ̸= T as:

iL = Im(NT )[sinωt + sin(ωt − 2π
3 )+ sin(ωt − 4π

3 )]+ ∞∑
r=1

Hr(sin πrN
T ) 3

2 3∑
k=1

sin r
T (ωt − 2π

T (k −1)− πN) (9)

where:

Hr = 2Im T
π(T2 − r2) (sin πrN

T ) 3
2

(10)

and for k = 1,2,3 (number of phases), The first term of the RHS of (9) will sum to zero
leaving only the second term . This indicates that the supply frequency component
(r = T) or the carrier is entirely suppressed. Hence, the final form of (9) becomes:

iL = 2 ∞∑
r=1

2Im
T

π(T2 − r2) sin πrN
T

sin πr
T

sin πr
3T

sin r
T (ωt − 2π

3 − πN) (11)

The amplitude of the rth harmonic of the load current for r ̸= T is given by:

Cr = 2Im T
π(T2 − r2) sin πrN

T
sin πr

T
sin πr

3T
(12)

Fig. 3: Three-phase to single-phase converter. then the individual and the resultant modulated
current, iL(t) = ia(t)+ ib(t)+ ic(t), waveforms will be as shown in Fig.4.
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6 | M. T. Lazim and A. Al-Faoury

Fig. 4:Modulated current waveforms of the individual phases and the resultant load current
waveform for N = 1, T = 2 (output frequency f0 =25 Hz).

It should be noted that only odd harmonics exist since, for even harmonics, Cr = 0.
Frequency spectra of the resultant load current wave of Fig. 4 is shown in Fig. 5, while
Figs. 6 to 9 show the resultant current wave and frequency spectra for different values
of modulation indices respectively.

It is of significant to not that the subharmonics generated for all cases are between
the limits f = 1

T and f = +∞. Consequently, one can obtain frequency division below
the supply frequency by proper selection of the modulation indices N and T.

Fig. 5: Frequency spectra of the resultant modulated wave for N = 1, T = 2.

 EBSCOhost - printed on 2/13/2023 5:35 AM via . All use subject to https://www.ebsco.com/terms-of-use



Multi-phase Current Source Cycloconverter | 7

Fig. 6:Modulated current waveforms of the individual phases and the resultant load current
waveform for N = 2, T = 4 (output frequency f0 = 12.5Hz).

Fig. 7: Frequency spectra of the resultant modulated wave for N = 2, T = 4.

4 Multi-phase system
For m-phase balanced input current system it can be prove that the amplitude of the
rth harmonic of the load current for r ̸= T, is given by

Cr = 2Im T
π(T2 − r2) sin πrN

T
sin πmr

T
sin πr

3T
(13)
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8 | M. T. Lazim and A. Al-Faoury

Fig. 8:Modulated current waveforms of the individual phases and the resultant load current
waveform for N = 2, T = 3 (output frequency f0 = 16.6Hz).

Fig. 9: Frequency spectra of the resultant modulated current wave for N = 2, T = 3.

where m is the number of phases used.
For a six-phase system, for example, the resultant modulated load current wave

in case of resistive load is shown in Fig. 10 for modulation indices, N = 1, T = 2. The
harmonic content of this concurrent consecutive modulated wave is shown in Fig. 11.

From Fig. 10, it can be seen that the output current waveform obtained by
six-phase system is nearly sinusoidal. The harmonic content of this waveform is
very low as it is clear from Fig. 11. The resultant waveform is free from spikes and
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Fig. 10:Modulated current waveforms of the individual phases and the resultant load current
waveform for N = 1, T = 2, for six-phase system (output frequency f0 = 25Hz).

Fig. 11: Frequency spectra of the resultant wave for six-phase system with N = 1, T = 2.

undesirable discontinuities as it is compared with that produced by the conventional
voltage source cycloconverters.

For higher modulation indices, N = 1 and T = 3, the resultant output current wave
will be at lower frequency (16.3Hz) and the quality of the waveform is still acceptable,
see Figs. 12 and 13 for the output waves and frequency spectra respectively.

5 Practical Implementation
The three-phase to single-phase converter shown in Fig. 13 was designed, built and
tested in the laboratory. Experimental results were found to agree well with the
theory. Oscillogram of the load current wave with resistive load is shown in Fig. 14.
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Fig. 12:Modulated current waveforms of the individual phases and the resultant load current
waveforms for six-phase system for N = 2, T = 3, (output frequency f0 = 16.6Hz).

Fig. 13: Frequency spectra of the resultant modulated wave of Fig.12 for N = 2, T = 3.

A three-phase version of three-phase to single-phase converter was also constructed
and testedwith resistive load, highly inductive load and inductionmotor. A schematic
diagram of this three-phase to three-phase converter is shown in Fig. 15 feeding a
three-phase induction motor.

With resistive load, the converter showed fewest problems since there is no energy
fedback to the supply. However with R − L, freewheeling transistors are added for
each phase to overcome this problem. Three-phase 220V, 50Hz, supply was used for
experimental purposes. The motor parameters are: P = 500W, V = 380V Y/220V △,
I = 1.2A / 2.1A, ns = 2850r.p.m., frequency=50Hz, Number of poles = 2. With motor
load, the converter showed satisfactory operation with output frequencies of 25 Hz
and lower with motor load. Table 1 gives the theoretical as well as the experimental
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Fig. 14: Phase load current i0 and supply phase current ia waveforms of the converter loaded with
R−load. Scale: current ia 1A/Div. Current i0 2A/Div. Horiz. 10 ms/Div.

Fig. 15: Three-phase to three-phase converter supplying a star-connected three-phase induction
motor.

Tab. 1:Motor performance with some desired frequencies produced by the proposed frequency
changer.

T 2 3 4 5

Theoretical desired frequency (Hz) 25 16.6 12.5 10
Theoretical desired shaft speed (r.p.m.) 1468 979 734 587
Actual shaft speed measured experimentally (r.p.m.) 1467 978 727 576
Corresponding Actual operating frequency (Hz) 24.97 16.65 12.37 9.8
Mechanical vibration noticed experimentally Very Low Very Low Low Low
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results for the converter performance with the three-phase induction motor for N = 1
and variable T.

With small values of T, the mechanical vibration was very low and the converter
showed excellent performance. As T becomes larger the mechanical vibration is
increased to some extent. This is because the output frequency is low as well as
the dead time in the output current wave becomes large, (see Fig. 12), so the torque
produced is less.

6 Conclusion
A new technique of power frequency changing using power transistors is explained.
This technique exploits the principle of mixing amplitude modulated current wave-
forms to obtain power frequency division. The initial investigation of this type of
frequency changing technique shows that it exhibits very good power frequency
conversion efficiency and low harmonic content current (voltage) waveforms. The
quality of the output current, waveform can largely be improved by usingmulti-phase
supply system.

Different versions of converter circuits were built and tested in the laboratory. The
results confirm both the principles and theoretical prediction of the performance. The
converter accommodates all types of loads for three-phase control and considered as
a current source cycloconverter (CSC).
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E. Ponce, L. Benadero and A. El Aroudi
Bifurcation Analysis in a Self-Oscillating
Series Resonant Converter

Abstract: In this paper, the dynamics of a dc-ac resonant self-oscillating LC series
inverter is analyzed from the point of view of piecewise smooth dynamical systems.
The systemunder study is defined by two symmetric configurations and its bifurcation
analysis is performed in a one dimensional parameter space. This analysis reveals
that a non smooth transition takes place between two strongly different dynamical
behaviors. The first one is an oscillating regime, which is the one used in applications
and it involves a repetitive switching sequence between the system configurations.
This behavior is exhibited whenever the open loop equilibrium corresponding to the
system configurations are foci. The second one is a non desired stationary regime
corresponding to the equilibriumpoints of node typewhose stablemanifolds preclude
the appearance of oscillations.

Keywords: Piecewise linear dynamics. Limit cycles. Bifurcations. Power inverters.

Classification: 34A36, 34C23, 34D45

1 Introduction
Resonant converters have been investigated formany years and they are still receiving
attention from power electronics community [1, 2]. They have been used to reduce
the switching losses in many industrial applications involving switched mode power
supplies such as in lighting [3], induction heating [4, 5], battery charging [6] andwire-
less power transfer [7] among others. Roughly speaking, there are three basic types
of the resonant converters: series resonant converters, parallel resonant converters
and series-parallel resonant converters. Zero current switching is a common method
of controlling the output voltage in resonant converters [8]. Due to its simple circuit
topology and control system, the series resonant converter is widely used in many
applications [9].

In series resonant inverters, the resonant tank is formed by a series LC circuit
as seen in Fig. 1, which shows the circuit diagram of the system considered in this
study. The LC tank and the load are also connected in series and hence it works as
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Fig. 1: Schematic diagram of the LC series resonant inverter.

a voltage divider since the voltage gain is always lower than one. Although, this is
a clear disadvantage of this inverter topology together with many others, there are
many advantages of series resonant converters such as a the existence of a DC current
blocking capacitor and the associated good efficiency due to reduced conduction
losses.

Currently, resonant inverters are knowing renewed interest and are substituting
their non-resonant counterparts due to the simplicity and straightforwardness of
their working principle. Namely, whenever the current reaches zero, the control
signal is switched. This working mode leads to variable switching frequency which
can vary in a wide range. The variable frequency operation and large harmonic
content of the state variables make conventional modeling techniques no longer
applicable and this pose serious problems for their modeling and stability analysis
using conventional averaging procedures largely used in switchedmodepower supply
design. While averaged models are only accurate for switching frequency well above
the system bandwidth, the switching frequency in resonant inverters is close to the
resonant tank. Hence, in spite of the simplicity of the circuit topologies used and the
control mechanism, the mathematical description of the self-oscillating mode leads
to piecewise models that could exhibit complex dynamical behaviors.

State space analysis techniques have been used in [10] for optimal trajectory
control. Some other advanced smooth techniques have been used to describe the
dynamical behavior of such systems. For instance, in [5], first harmonic approximation
and order reduction were followed by assuming slowly varying amplitude and phase
with the aim to obtain simple analytical model of resonant inverters. In [11], phasor
transformation was applied to analyze series resonant converters. In [12] a describing
function-based analysis is used to predict the steady-state behavior of a resonant
converter. Hamel locus is presented in [13] to determine the mode of oscillation of a
resonant LCL converter under a self-oscillating hysteretic controller for a given value
of the hysteresis width. In [7], a method based on a stroboscopic mapping model is
presented for accurately determining all possible steady-state operating points of a
switchmode LCLWPT resonant converter. A similar approach was used in [14, 15] and
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recently in [1] to study the stability of induced limit cycles in a series resonant DC-DC
power converter and a parallel LC resonant inverter respectively. In [1], self-oscillating
resonant inverter uses a simple control, whose input is the inductor current so that the
two switching branches are alternatively activated. Although the previous approaches
are enough accurate for high enough quality factors, their accuracy decreases when
this parameter decreases.

In this paper, we deal with the bifurcation analysis of an LC series resonant
inverter, following the same approach used in [16] for its LC parallel counterpart. We
put in evidence some relevant differences between these two implementations from
the point of view of nonlinear dynamics and bifurcation of limit cycles, which are
mainly related to the location of the equilibria regarding the switching manifold. In
particular, we show that sliding orbits responsible for the coexistence ofmultiple limit
cycles in parallel resonant inverters, can not exist in series resonant inverters and
these are therefore free from this undesired behavior.

The rest of the paper is organized as follows. Section 2 presents the mathematical
switched model of the system and its normalization, thus resulting in a unique
bifurcation parameter. In section 3,we show that the local linear transition of the open
loop equilibrium from spiral to node further implies a non smooth global bifurcation,
thus inhibiting the desired oscillatory mode of the converter. Some notes regarding
merit figures of interest in applications are given in Section 4 and, finally, concluding
remarks are drawn in the last section.

2 System description and mathematical Modeling
Figure 1 shows the circuit diagram of the system considered in this study that is an LC
series resonant inverter. The circuit parameters, which can be identified in this circuit
are: C the capacitance of the output capacitor with ESR rC, L the inductance of the
inductor with winding resistance rL, R the load resistance, and Vg the input source
voltage. The switches S1 and S4 are in the on state when iL > 0 (δ = 1), and they are
turned off when iL < 0 (δ = 0). The switches S2 and S3 are driven in a complementary
way to S1 and S4. Notice that the system is autonomous, i.e., the switching action is
not explicitly time dependent.

By applying KVL and considering the control condition, the dynamical model of
the system defined by the diagram in Fig. 1 is as follows:

d
dt ( vC

iL
) =( 0 1

C−1L −Rs
L

)( vC
iL

)+( 0
Vg
L

) , (1)

h(vC , iL) = iL , (2)
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where Rs = R + rC + rL is the equivalent series resistance of the circuit. Besides, the
capacitor voltage vC and the inductor current iL are the state variables of the system.

In order to simplify these expressions by reducing the number of parameters,
let us introduce the natural frequency ω0, the characteristic impedance Z0 and
quality factor Q of the LCR resonant series circuit, which are given by the following
expressions

ω0 = √ 1
LC , Z0 = √ L

C , Q = Z0
RS

.

Then, by defining a new time τ and state vector x = (x1, x2)⊺ as follows
τ = ω0t, x1 = vC

Vg
, x2 = iLZ0

Vg
,

system equations (1)-(2) get the simplified form

dx
dτ = Ax+bu, (3)

h(x) = c⊺x, (4)

where c⊺ = (0,1), and the matrix A and the vector b are

A =( 0 1−1 − 1Q ) , b = ( 0
1
) .

Note that the open loop system (3), in which the switch variable u remains constant,
either u = 1 or u = −1, has as unique attractor the equilibrium point x̄ = (u, 0)⊺.

The eigenvalues of the matrix A are

p± = − 1
2Q ±√ 1

4Q2 −1,
and it can be deduced, due the physical restriction Q > 0, which implies eigenvalues
withnegative real part, that the open loop equilibrium is always stable.However, there
is a minor transition at Q = 1/2, because the eigenvalues change from real to complex
values. IfQ >1/2, the two eigenvalues are complex conjugated, so that the equilibrium
is surrounded by spiraling trajectories. Otherwise, if Q ≤ 1/2, the equilibrium is a
node, and therefore, the orbits tend to the stable manifold corresponding to the
eigenvector associated to the highest or to the lowest eigenvalue considering forward
or backward time evolution respectively. Unlike in the linear system, we will prove
that in our piecewise smooth system (3)-(4), a non trivial non smooth bifurcation is
produced at the same value Q = 1/2.
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3 Piecewise smooth analysis

3.1 The switching manifold and the sliding subset

Recall that from (4), the switching manifold is defined here as Σ = {x : x2 = 0}, thus
splitting the phase in plane in two regions Σ− = {x : x2 < 0} and Σ+ = {x : x2 > 0}.
Accordingly, system (3)-(4) can also be expressed as follows

dx
dτ = F(x) = {F+(x) = (F+1(x), F+2(x))⊺ = Ax+b, x ∈ Σ+,F−(x) = (F−1(x), F−2(x))⊺ = Ax−b, x ∈ Σ−. (5)

Following to the Filippov theory [17], sliding dynamics can occur in a subset ΣS of the
switching manifold Σ, if the vector fields F+ and F− satisfy the condition

ΣS = {x ∈ Σ : (∇h(x) ⋅F+(x)) (∇h(x) ⋅F−(x)) < 0} , (6)

in which ∇(⋅) is the gradient operator. This means that in a sliding region, the vector
field points inwards or outwards at both sides of ΣS. Conversely, in the points not
belonging to ΣS, the vector field crosses Σ. Roughly speaking, three different cases
of switching dynamics can exist, one of them corresponding to simple crossing
associated to Carathéodory solutions. The other two cases are the attracting and the
rejecting sliding motions.

In our case, the field F+ and F− points outwards ΣS, so the sliding set is repelling
and turns out to be the subset ΣS = {x : −1 < x1 < 1, x2 = 0} . In fact, the two vector
fields are anti-collinear at any point in ΣS, so that the corresponding Filippov vector
field is identically zero and there is no proper sliding dynamics, since all the points
are non isolated unstable pseudo-equilibrium points. This fact excludes the existence
of limit cycles involving a sliding dynamics, in a clear contrast to the parallel resonant
converter, in which unstable limit cycles, partially with a sliding dynamics, can take
place. More details concerning the existence conditions and the implications of these
limit cycles in the parallel resonant converter can be found in [18].

3.2 The non oscillatory dynamics

We deal first with the non oscillatory dynamics. Actually, this is a non desired
operation of the converter in real applications, which occurs under the over damping
condition, that is in the parameter domain 0 < Q ≤ 1/2. This case is illustrated
in Fig. 2(a) using Q = 0.4, where some ad hoc trajectories have been depicted. If
0 < Q ≤ 1/2, the eigenvalues of the matrix A are real and negative, and so the
dynamics evolving around each equilibrium cannot cross their corresponding stable
manifolds. The consequence of this fact is that for any arbitrary trajectory, at most
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(a) Q = 0.4 < 1
2 (b) Q = 1.5 > 1

2

Fig. 2: State diagrams for system (3)-(4) under parameter Q = 0.4 < 1/2 in (a), and Q = 1.5 > 1/2
in (b). Note in (a) the boundaries of the attraction basin of the twin equilibria (blue points), defined
by the rejecting sliding segment and the eigenvectors corresponding to the lowest eigenvalue (red
lines). Conversely, in (b), the dynamics is oscillatory, thus converging to a limit cycle (in blue color)
defined by two half cycles connected each other.

only one switching can be produced and therefore, the oscillating regimen cannot
be attained. The boundary of attraction between the twin equilibrium points, which
is also depicted in Fig. 2(a) using red color, is made up of three pieces: the sliding
subset ΣS and the part of stable manifold corresponding to the lowest (more negative)
eigenvalue in the valid side of the state plane for each equilibrium.Note that fromeach
pseudo-equilibrium point of the sliding sets two heteroclinic orbits emanate [19], one
to the point (−1,0) and the other to the point (1,0). Thus, there are infinitely many
heteroclinic orbits to these two singular points. Furthermore, we must consider two
additional heteroclinic orbits that forms a closed path, joining the two singular points.

After the non-smooth bifurcation that occurs at Q = 1/2, that is for Q > 1/2, all the
heteroclinic orbits are destroyed and one stable limit cycle bifurcates from the above
closed path, as shown below.

3.3 The self oscillating dynamics

In the following, we consider the quality factor restricted to the range Q > 1/2. Then,
system (3)-(4) has an oscillatory dynamics, the one useful for industrial applications.
Notice that for the linear case (3), with either u = 1 or u = −1, we have naturally a
focus dynamics converging to an equilibrium, so that the self sustained oscillation is
enabledby the switching action introduced in (4). Toprove this, let us choose an initial
point located in the upper half plane. Because the trajectory evolves clockwise around
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the right side equilibrium x̄+ = (1,0), it will necessarily cross Σ at a point (x1 > 1, x2 =
0). Then, the trajectory enters the lower half plane, so evolving around the left side
equilibrium x̄− = (−1,0) to reach and cross Σ again at a point (x1 < −1, x2 = 0). This
process is repeated indefinitely, thus converging the trajectory to a finite limit cycle,
which is the desired oscillatory dynamics.

To study the stable limit cycle, it is very convenient (see [20–22]) to introduce
the bifurcation parameter 𝛾 as the real and the imaginary part ratio for the focus
eigenvalue p+, so that

p+ = − 1
2Q + i√1− 1

4Q2 = σ + iωr = σ(1+ i𝛾) ,
in which 𝛾= σ

ωr
= − 1√4Q2 −1 < 0.

Thus, if we take the new time and variables θ = ωrτ, y1 = x1, y2 = ωrx2, and take into
account that ω−2r = 𝛾2 +1, we obtain from (3)-(4) the normalized system

dy
dθ = ( 0 𝛾2 +1−1 2𝛾 )y+( 0

1
)u, (7)

h(y) = c⊺y, (8)

inwhich y= (y1, y2)⊺ is the redefined vector state. Accordingly, the switchingmanifold
and the two involved partitions are redefined as Σ = {y : y2 = 0}, Σ− = {y : y2 < 0} and
Σ+ = {y : y2 > 0}. Furthermore, the two corresponding focus are ȳ± = (±1,0).

Taking into account the symmetry of the vector field with respect to the origin, we
focus our attention on to the half-plane Σ+, where u = 1 with corresponding attractor
ȳ+ = (1,0). Thus, solving equation (7) with u = 1, we get( y1(θ)−1

y2(θ)
) = e𝛾θ( cosθ −𝛾sinθ (𝛾2 +1)sinθ−sinθ cosθ +𝛾sinθ )( y1(0)−1

y2(0)
) . (9)

Since we are dealing with orbits for y2 ≥ 0 starting at Σ and returning to Σ at time
θ1 after surrounding the focus, we can write y2(0) = y2(θ1) = 0 in (9) thus resulting
θ1 = π. This simple solution reflects the fact that any orbit running from Σ to Σ around
the focus, will last exactly half time of the cycle corresponding to the linear system,
because both focus are at Σ itself. Imposing also the symmetry condition y1(θ1) =−y1(0), we obtain after somealgebra an expression for the amplitude of the limit cycle,
as its crossing point at Σ, namely

Y1 = y1(θ1) = coth(−𝛾π2 ) .
In Fig. 3, the value Y1 of the normalized variable y1 at the switching condition is
represented versus the two parameters 𝛾 and Q. It is worth noting that if the quality
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factor is high enough, the expression Y1 ≈ 4Q/π is a reasonable approximation for the
amplitude of the steady oscillation. Also, if 𝛾 is made negative enough, Y1 converges
to its lowest value Y1 = 1. In Fig. 4, the normalized values (y1, y2) for one cycle
of the steady state oscillation have been represented for two different parameters
Q = 5 (𝛾= −0.3535) and 𝛾= −1 (Q = 0.7071).

(a) Y1(𝛾) (b) Y1(Q)

Fig. 3: Amplitude Y1 of the limit cycle versus γ in (a) and versus Q in (b). The gray dashed lines
are the asymptotes to which the amplitude tends for high absolute values of the corresponding
parameter.

(a) Q = 5 (𝛾= −0.3535) (b) Y1(Q)𝛾= −1 (Q = 0.7071)
Fig. 4: Limit cycle waveforms with y1(θ) in red color and y2(θ) in blue color, with parameters
specified in the caption.
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4 Some features concerning applications
Focusing on applications, let us define a new variable yR to account for the relative
load voltage. Thus, recalling that y2 = ωriLZ0/Vg and considering the voltage divider
relation α = R/RS between the load R and the series equivalent RS, we deduce that

yR = iLR
Vg

= αy2
ωrQ

= −2α𝛾y2. (10)

Using one of the two symmetrical half cycles in the steady state,wededuce from (9) the
expression y2(θ) = (1+ Y1)e𝛾θ sinθ, and then yR(θ;𝛾) = YR(𝛾)g(θ;𝛾) follows, in which
YR is a sort of amplitude and g takes care of the dependence on time for 0 ≤ θ ≤ π.
These terms are

YR(𝛾) = −2α𝛾(1− coth 𝛾π2 ) , g(θ;𝛾) = e𝛾θ sinθ.
From these expressions, it is then possible to evaluate the peak value YR(𝛾) and
the root mean square (rms) value ỸR(𝛾) for yR(θ;𝛾). To achieve this, we proceed to
calculate these items for g(θ;𝛾). Considering the instant θ0(𝛾) = cot−1(−𝛾) at which
g(θ;𝛾) is maximal and the integral of g2(θ;𝛾) in a half cycle (from θ = 0 to θ = π), with
the result (e2𝛾π −1)(4𝛾(𝛾2 +1))−1, we get after some algebraic manipulations

YR(𝛾) = −2α𝛾(1− coth 𝛾π2 )e𝛾cot−1(−𝛾)√𝛾2 +1 ,

ỸR(𝛾) = α(1− coth 𝛾π2 )√−𝛾(1− e2𝛾π)
π(𝛾2 +1) .

In Fig. 5, the peak YR and rms ỸR values are represented in terms of both parameters 𝛾
andQ, considering an ideal divider α =1. Notice the asymptotic behavior of YR for 𝛾→−∞ (Q→ 1/2) and for Q→∞ (𝛾→ 0) , thus giving YR = 4/e and YR = 4/π respectively.
Also, ỸR tends to 4/√2π if Q→∞ and to a null value if 𝛾→ −∞. We then conclude
that function yR(θ) approaches more to the ideal harmonic case as the quality factor
increases. On the contrary, though the oscillation is sustained whenever Q > 1/2, this
function progressively tends to a narrow pulse shape if Q tends to that limit value,
thus degrading the inverter efficiency in terms of energy delivered to the load (see Fig.
4(b) and red lines for ỸR in Fig. 5).

Finally, taking into account that due to the symmetry all even harmonics vanish,
the total harmonic distortion (THD) is defined and then calculated as

THD = 100√PT
P1

−1 = 100√π𝛾(𝛾2 +4)coth π𝛾
2

8(𝛾2 +1) −1,
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(a) YR(𝛾) and ỸR(𝛾) (b) YR(Q) and ỸR(Q)

Fig. 5: Peak YR and rms ỸR values using a dashed blue line and a continuous red line respectively,
in front of parameter γ in (a) and parameter Q in (b). The gray dashed lines are the asymptotes to
which these values tend for high absolute values of the corresponding parameter.

Fig. 6: THD versus parameter γ in (a) and versus parameter Q in (b).

where both PT and P1 stand for output power averages, but considering the full signal
or only the first harmonic for PT or P1 respectively. Notice that the expression given
above can be obtained by appropriate time integrations of the function g(θ;𝛾). The
harmonic distortion is represented in the two diagrams in Fig. 6 in front of both
parameters 𝛾 and Q. Obviously, from the point of view of distortion, the performance
of the inverter is also degraded for low values of the quality factor.

5 Concluding Remarks
The dynamics of a self-oscillating zero current switching dc-ac LC series resonant
inverter was analyzed in this paper. At the critical value of the quality factor Q =
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1/2, for which there is a transition from non-spiral to spiral dynamics in the open
loop system, a dramatic bifurcation occurs. This non-smooth bifurcation implies a
transition from a bi-stable behavior with a pair of symmetric equilibrium points if
Q ≤ 1/2 to the desired oscillatory dynamics if Q > 1/2.

Such bifurcation is associated here to the simultaneous destruction of infinitely
many heteroclinic orbits that determine a bounded set. This behavior is different
from the appearing in the parallel resonant inverter, for which the transition from
equilibrium to oscillation involves unstable limit cycles, see [16, 23] and also [18] for
a generalized version of the circuit here considered, along with the corresponding
bifurcation analysis.
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R. Ben Ayed
Optimal design targeting the environmental
footprint reduction of an electrical railway
subsystem

Abstract: In this paper, we present a design problem targeting the improvement of
the environmental performance of a railway traction transformer associated to a
fully-controlled IGBT rectifier. The Life Cycle Assessment tool was used to evaluate
and assess environmental impacts in order to obtain a single environmental criterion
of the studied system. This environmental criterion is taken into account on the design
stage of the transformer. The design problem with the new criterion is expressed
as an optimization problem and solved by using a deterministic multi-objective
algorithm. Results are shown as trade-off sets between the environment indicator and
the subsystem mass. The convenient solution will be chosen according the price that
consumers agree to pay for a reduced environmental footprint.

Keywords:LCA, footprint reduction,multiphysicmodels, optimization, fully-controlled
IGBT rectifier, transformer, electrical railway traction.

Classification: 65C05, 62M20, 93E11, 62F15, 86A22

1 Introduction
With the introduction of different environmental standards and regulations like
ISO 14001 [1], ISO 14040 [2] and the commission Regulation EC N° 640/2009 [3],
industrial concerns are more and more oriented to the design of green products.
Amongst problems met when designing such products is the cost control. Indeed,
the cost of the eco-designed product shall match with the price that customers
agree to pay for a reduced environmental footprint. The design process of railway
traction transformer (TT) associated to a fully-controlled IGBT rectifier (FCR) is a
multi-physical and systemic problem. Indeed, such system implies several models
that are: electromagnetic, thermal, mechanic, fluid mechanic, etc. These models
are strongly linked together and a special attention has to be paid to ensure the
consistency of modelling. Moreover, some design parameters [4] have antagonist
effect on each component of the system. For example, the increase of the switching
frequency of FCR leads to a smaller harmonic content in the traction transformer
windings operating at 50Hz so, then less losses. Nevertheless, it increases FCR loss.

R. Ben Ayed: R. Ben Ayed, Professional Freelancer, Power Design Engineer, Consultant at IPSIS
Belgium, email: benayed.ramzi@gmail.com
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A suited approach is then required to handle such as complex issue for the
designer. Multi-objective optimization algorithms are a great help to find a set of
trade-offs between conflicting goals that fulfil the technical specifications and design
constraints. The consistency of the sub-models used for the multi-physical modelling
can be ensured by adding additional constraints and variables in the optimization
problem.

This work proceeds in three steps. Firstly the design problem of TT associated
to FCR is presented. Secondly, all required models of both components are built.
These models are connected together to ensure the consistency of results. Finally,
optimization results are analysed. Before starting going indepth of the designproblem
let’s present the system and remember briefly some definitions.

2 Railway Traction Chain Subsystems
A typical synoptic of an AC railway traction chain is given in Fig. 1. The traction
Transformer which passes the whole power needed by the train reduces the primary
voltage and ensures the galvanic isolation. The full IGBT rectifier converts the AC
energy to DC energy in traction mode and the contrary in braking mode. The inverter
regulates the traction motors’ torque in braking and traction mode.

Fig. 1: Electrical synoptic of an electrical AC rolling stock.
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3 Ecodesign and Life cycle assessment

3.1 Ecodesign

Ecodesign is an approach that allows the consideration and the minimization of
an environmental criterion during the design steps. In literature the environmental
criterion can be assessed by several tools. The Life Cycle Assessment (LCA) is among
the most widely used.

3.2 Life Cycle Assessment

Life Cycle Assessment [5] is a preventive approach that takes into account the full
life cycle of the product (from raw material extraction to end of life) and, the all
environmental criteria (raw material depletion, water depletion, energy depletion,
toxicity of water and air, hazardous waste production...). The LCA can be used in
identifying the main environmental impacts and integrating them in earlier stage of
the design process.

A Life Cycle Assessment of a railway traction chain [6] revealed that the traction
transformers with its associated rectifiers are the most energy consumers in the
traction chain and an optimization of the energy consumption of the subsystem is
done. In this paper we will go into details and we will share the most important
problems we met during the establishment of models and optimization.

4 Problem Design
The design problem of the subsystem is expressed into an optimization problem.
It contains 8 design variables: 7 geometric variables, that are radius of magnetic
iron core, width and thickness of wires used in primary and secondary windings,
thickness of cooling channels in primary and secondary winding and IGT switching
frequency (fp) in the FCR. fp is a multiple of the operating frequency (50Hz) and
the other variables are considered continuous. X refers to the vector of these design
variables. The objectives of the optimization is to minimize the mass of TT and
minimize the environmental indicator (EI) of the subsystem including the TT and the
FCR with the respect of 23 constraints: 8 thermal constraints, 5 geometric constraints,
2 mechanical constraints, 4 electrical constraints, 2 constraints on life time of primary
and secondary windings, one constraint on fluid mechanics and one magnetic
constraint.
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5 Required Models

5.1 Transformer models

In order to calculate the optimization criteria and all constraints expressed in the
technical requirement specifications, 4 models of the transformer are developed, that
are electromagnetic, thermal, mechanics, and fluid mechanics models. These models
are connected together to ensure the consistency of results. For example, the thermal
model needs the copper and iron losses calculated by the electromagnetic model in
order to calculate winding temperatures and the electromagnetic model needs copper
temperature to calculate windings resistance allowing the calculation of winding
losses.

5.1.1 Electromagnetic model

Thismodel allows calculating themagnetic field and fluxwithin the iron core, leakage
inductance, copper and iron losses, transformer efficiency and the parameters of the
equivalent circuit.

The iron core losses are calculated using Steinmetz formula improved by Y. Chen
and P. Pillay in 2002 [7] with this analytic formula we got accuracy around 5% on iron
losses.

The copper losses were calculated with taking into account proximity and skin
effect within transformer winding [8].

The leakage inductance was calculated in a first time by using classical formula
based on the transformer geometry, layers number and channel thickness. These for-
mulas reach accurate results only for low frequency studies. But for high frequencies
the values obtained shall be multiplied by a coefficient calculated in [9] considering
the current harmonics frequencies.

5.1.2 Thermal model

The thermal model is very important while the thermal constraints limit the designer
in suchas embedded system. Each layer in the transformer ismodelledby four thermal
resistances that are those of conductor and insulation layer between two conductor
layers. The copper losses of each layer were calculated by the electromagnetic model
are modelled as current sources in the equivalent thermal circuit given in Fig. 2.

In Fig. 2, Th is the oil temperature in channels, Rth_condj, j = 1...M are thermal
resistance of conductor, Rth_inj, j = 1...M + 1 are thermal resistances of the insulator
between layers, Tcondj, j = 1...M are layers temperature, PJj, j = 1...M are copper
losses for each layer and Rconv is the convection thermal resistance of each layers
agglomeration.
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Fig. 2: Equivalent thermal circuit of layers agglomeration located between two cooling oil channels.

The convection resistance is calculated using the convection coefficient which is
calculated fromNusselt number. The Nusselt number is calculated fromReynolds and
Prandlt numbers, the oil dynamic velocity in the bulk and the contact surface with
layers all detailed calculation can be found in [10, 11].

Aswe can see the convection coefficient depends on the cooling oil velocity which
is calculated by the fluid mechanics model.

5.1.3 Fluid Mechanics model

This model is very important because it calculates not only the oil velocity which
affects the temperature calculation ofwindings but also the oil pressure losses that are
essential for sizing the motor pump. There are two causes for pressure losses: the first
ones are due to channel geometric forms and the second ones are due to the friction
of oil with insulation and conductor layers. In our case we neglected the first type of
losses as we have straight cooling channels and we assume that the pump provide a
constant oil flow Ḋ. Then, the oil pressure losses could be expressed by:

Plosses = Λ L
Deq

ρ v2
2 (1)

Λ is the Darcy coefficient, ρ and v are, respectively the density and the velocity of
cooling oil, Deq and L are hydraulic diameter and length of the cooling channel. This
relation could be expressed also by:

Plosses = ρ
2S2

Λ L
Deq

Ḋ2 = Z Ḋ2 (2)

where Z is the equivalent channels coefficient [12] and it’s calculated by:

1
Z = ( nc∑

i=1

1√Zi)2

(3)
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with nc is channel number and Zi is the coefficient of one channel. The mechanics
fluid equivalent model is shown in Fig. 3. Ḋi is the oil flow in channel number i, then
the oil velocity canbe calculated in each channel.

5.1.4 Mechanics model

The mechanics model calculates the pressure generated by electromagnetic forces on
the outsidewall ofwindings during a short-circuit phase. Indeed, one of constraints in
the technical requirement specifications of the transformer to check that this pressure
is less than 60 MPa in short circuit case.

The electromagnetic forces reach its maximum value on the last winding outside
wall (N.I Amps/turn are maximum) when the short circuit current reaches its max-
imum value. Let’s consider the current in the positive alternation, the forces could be
presented as in Fig. 4.

The pressure is calculated from electromagnetic force applied onwinding circum-
ference element Fe and the winding height hwind as:

p = Fe
hwind

(4)

Fig. 3: Equivalent fluid mechanics model.

Fig. 4: Pressure on the outside wall of the winding during short circuit phase.
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Fig. 5: Electromagnetic force applied on winding circumference element.

In order to calculate this force Fe, we assume that the leakage flux are axial and the
amps-turn (NI) are consumed in and between windings. Then the magnetic field H
varies linearly in the radial direction as shown in Fig. 5.

According to Laplace formula we have:

dFe
dl = NI

e dx μ0
NI

hwind
x
e (5)

By integration from 0 to winding thickness e we got:

Fe = (NI)22h enr (N/m) (6)

Then the constraint shall be expressed as:

σm = p r
e = Fe r

Ns ≤ 60MPa (7)

where N is the conductor turns number and s is the section of the conductor.

5.2 FCR models

Three models are developed for the FCR, that are thermal, electrical and control
models. The controlmodel calculates the PWMsignals provided to IGBTdriver in order
to regulate the fundamental voltage (VPMCF) phase and peak across the secondary
winding of the transformer. The purpose of the regulation is working with a power
factor equal to one.
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5.2.1 Control Model

The electrical synoptic of the studied subsystem is given in Fig. 6.
The control model allows calculating the command signals (f11 and f21) for FCR’s

IGBT. A synchronous commandis used. This type of command consists of comparing
two a sine wave signal to a saw tooth signal as shown in Fig. 7. In the railway
application for such as subsystem the switching frequency fp is about some hundreds
Hz.

We want that the power factor of the subsystem is equal to one. Then the ratio
between sinewave amplitude and the saw tooth signal amplitude and the phase delay
between both signals are calculated according the power duty point, the secondary

Fig. 6: Electrical synoptic of the TT and one fully-controlled IGBT rectifier.

Time (s)

Fig. 7: Command signals for IGBT and the voltage across the FCR.
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Fig. 8: Vector diagram.

transformer voltage and theDCvoltage across theDCbus according the vector diagram
shown in Fig. 8.

5.2.2 Electrical Model

The electrical model allows calculating the switching and conducting losses in
semi-conductors components.The conduction losses within the IGBT and diodes
could be easily calculated from their datasheet and the conducted current (Is). Let’s
note the conduction losses with the IGBT by LossesCondIGBT and the conduction losses
within the diode by LossesCondIGBT .

The total energy losses during switching are the sum of the energy losses during
switching-on (Eon), switching-off (Eoff ) and reverse recovery losses (Err). The simplest
way found to calculate these losses in literature is in [13].

Eon(Ic ,VDC ,Tj) = kon(Tj)IsVDC (8)
Eoff (Ic ,VDC ,Tj) = koff (Tj)IsVDC (9)
Err(Ic ,VDC ,Tj) = krr(Tj)IsVDC (10)

with:

kon = tdon + tr (11)
koff = tdoff + tf (12)
krr = trr (13)

tdon is the turn-ondelay time, tr is the turn-on rise time, tdoff is the turn-offdelay time,
tf is the turn-off fall time, and trr is the reverse recovery time. All these parameters are
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in the component datasheet. On each switching on the energy losses could be written
as:

Eon(t) = k125řCon VDC(t)is(t) (14)

The average energy losses during the positive alternation is:

Eaverageon = 2k125řCon VDC
T

φ
ω + T2∫
φ
ω

Is√2sin(ωt −φ)dt = 2√2k125řCon VDCIs
π (15)

As the IGBT 1 commute 1
2 fp times per second (only during positive alternation), the

power losses could be deduced as:

Losseson = Fp√2k125řCon VDCIs
π (16)

By doing the same exercise with the switching-off and reverse recovery losses we got:

Lossesoff = Fp√2k125řCoff VDCIs
π (17)

Lossesswdiode = Fp√2trrVDCIs
π (18)

Then, switching losses within IGBT:

LossesswIGBT = losseson + lossesoff = FpVDC√2Is
π [tdon + tr + tdoff + tf ) (19)

The total losses within IGBT and diode are:

LossesIGBT = LossesswIGBT + LossesCondIGBT (20)
Lossesdiode = Lossesswdiode + LossesConddiode (21)

These losses are used by the thermal model in order to calculate the junction
temperature of IGBT packs.

5.2.3 Thermal model

The thermal resistance of the heat-sink Rth−sink, The thermal resistance of the case
Rth−case, the thermal resistance of the diode junction Rth−jundiode and the thermal
resistance of the IGBT junction Rth−junIGBT are given by component suppliers.

The thermal model we consider is given in Fig. 9, where Tj means temperature
junction, Tcase means case temperature, and Tamb is the ambient temperature inside
the FCR cubicle. This model is validated on a test bench.
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Fig. 9: The thermal model of the subsystem.

5.3 Environmental model

We built an environmental model using environmental management software named
EIME® (Environmental Information and Management Explorer) [15]. This software
allows the calculation of eleven impacts. They are:
RMD: Raw Material Depletion,
ED: Energy Depletion; WD: Water Depletion,
HWP: Hazardous Waste production,
GW: Global Warming; OD: Ozone Depletion,
POC: Photochemical Ozone Depletion,
AA: Air Acidification,
AT: Air Toxicity,
WT: Water Toxicity,
WE: Water Eutrophication.
We assume in our model that all impacts are linear functions that can be expressed
as:

Imi = ∑
mat
(αimatMmat)+ LDαiwat(β1Pall + β2Piron) (22)

where: Imi is one of eleven impacts calculated by EIME, αimat is the value of Imi
calculated by EIME for 1 kg of material (mat); is the mass (Kg) of material (mat); LD
is lifetime of transformer in years; αiwat is the value of Imi calculated by EIME for
consuming a watt in a year; β1 is the percentage of operating time of the transformer
in full load, β2 is the percentage of operating time of the transformer at no-load. The
EM calculates the eleven impact of EIMEwith a high accuracy (error is less than 0.1%).
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Fig. 10 shows the contribution of each life stage of the transformer (Manufacturing
(M), Distribution (D), and Use (U)) on its environmental impacts. Fig. 10 confirms
that the use stage is the most polluting comparing to manufacturing and distribution
stages. So to reduce substantially the impacts we need to reduce the transformer
energy consumption.

After calculating the 11 impacts that are results of the life cycle inventory,
the next step according to life cycle assessment process is the impact assessment.
Several methods exist to aggregate the impacts calculated by EM. Impact 2002 + is
chosen because it is the most recent method and its approach respects the standard
ISO 14044 [19]. This method is detailed in [5]. The environmental indicator (EI) of
Impact 2002+ is obtained by weighting the four categories of damage: damage of
global warming, damage on ecosystem, damage on human health and damage on
resources. Each category of damage is an aggregation of impacts calculated by the
environmental model. Figure 11 shows the impact (midpoint) categories and the four
damage categories within which they interfere. For some of environmental impacts,
it is necessary to convert environmental impacts units in order to prepare data for
EM. For instance, in the case of “Air Acidification” impact, unit shall be converted
from gram equivalent of (ion of hydrogen) to kg of nitrogen oxides to be used by
Impact2002+.

At this level of the study the optimization problem is simplified by reducing
the number of objectives: a bi-objective optimization (M,EI) problem instead of an
optimization problem which has twelve objectives (the mass and the 11 impacts).

Fig. 10: Contribution of each life stage of the transformer on its environmental impacts.
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Fig. 11: Overall scheme of the IMPACT 2002+ framework, linking Life Cycle Inventory (LCI) results via
the midpoint categories to damage categories.

5.4 Consistency of multi-physical models

A complete multi-physical model shown in Fig. 12 was built. Multi-physical models of
both components are connected because the FCR model needs values of equivalent
AC resistances Rs and leakage inductances Lf of the transformer secondary to
calculate the phase and the amplitude of VFCR by the control model (see also Fig.
8). Multi-physical model of the TT needs the harmonic spectrum of VFCR (H.VFCR)
to calculate the current harmonic spectrum that flows transformer windings and

Fig. 12: Complete model of the TT and FCR.
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then iron and copper losses are calculated. To solve these interactions within the
optimization process, theMDF formulation [14] combinedwith the fixed-pointmethod
is chosen as the characteristics of the used calculator aren’t suitable for parallel
computing.

6 Multi-objective Optimization
As said in the design problem paragraph our design problem is a bi-objective
optimization problem where the both objective are conflictual. Indeed, by reducing
the TT mass the electrical losses will increase. It’s demonstrated in [15], that for
electrical systems whose the life time is long and the losses are important the use
phase dominates the manufacturing and the end life phases in the life cycle of the
product [16]. Then, if the TT mass is minimized, the electrical losses increase and the
environmental indicator (EI) becomes worst.

So, to recapitulate, we have two conflictual objectives that are EI and TT mass,
but we proved also that the EI is proportional to minus the efficiency (-?) of the system
(TT+FCR). To overcome this optimization problem we combined both objectives in a
single objective (Ob) which is a weighting of our objectives, for α ∈ [0,1]:

Ob = αTTmass(p.u)+ (α −1)η(p.u) (23)

Now, our optimization problem is a single optimization problem with 8 variables, we
choose the SQP method combined with the weighting method [17] to obtain many
compromises between the TT mass and −η). Therefore, many design configurations
are available to best meet the needs of customers. Algorithm optimization is shown in
Fig. 13.

Optimization results are shown in Fig. 14. These results show separate Pareto
fronts for different switching frequencies. This confirms that fp has a direct influence
on the geometric parameters of the transformer. According to these results, the
switching frequency of 750 Hz which is higher than the actual frequency allows to
reduce losses within the subsystem. But, we know that the losses within the FCR
increase as well as the switching frequency increase. To explain these results we will
study what happened with the TT losses.

According to the Dowell formula shown in [8, 9] and already used in the
electromagnetic model. The copper losses are calculated as:

Lossescopper = Rdc I2s + ∞∑
h=2

FR(fh)RdcI2h (24)

Where Rdc is the equivalent DC resistance of the TT, and FR is a coefficient allowing
calculating the equivalent AC resistance from DC resistance. In this equation we have
to see two terms: the first one is the current harmonic Ihand the second one is FR. We
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Fig. 13: Optimization process.
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Fig. 14: Trade-offs for different switching frequency.

made a comparison between Rac and 2πLf fh values from the fundamental frequency
to the highest harmonic frequency we find ratio from 140 to 311. So, Rac could be
neglected, and the current harmonic could be simplified as:

Ih = Vh
2πLf fh

≃ C1Vh
fh

(25)

wher C1 is a constant.
We studied also in the Fig. 15 the evolution of the FR coefficient with harmonic

frequencies. This figure shows that for high frequencies FR could be expressed
according to the square root of the frequency as:

FR ≃ C2√fh (26)

where C2 is a constant.
By replacing these equations in the copper losses equation, the copper losses for

high frequency could be written as:

Lossescopper = Rdc I2s + ∞∑
h=2

C3
1√fh3 (27)

This demonstrates that for high switching frequency (also high harmonic frequen-
cies), that the copper losses that are the dominate losses in TT (98%of losses) decrease
and are close to the DC copper losses.Optimization results show also that it’s possible
to design a TT 18% lighter than the actual transformer with the same efficiency or a
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Fig. 15: Evolution of the coefficient FR with harmonic frequencies.

TT which has the same mass, but with an efficiency 1% higher than the actual TT
with a switching frequency equal to 750Hz. More intermediate solutions that present
a balance between both criteria are also available.

7 Conclusion
In this work, a specific approach is investigated in order to reduce the environmental
footprint of a railway traction transformer associated to a fully-controlled rectifier. A
LCA allowed calculating 11 environmental impacts of the system and then combined
them in one criterion thanks to “impact 2002+” method. The design problem is
simplified and expressed as a bi-objective optimization problem and solved by
Multi-objective algorithms. A multiphysics model was built and used within the
optimization process to calculate problem constraints and criteria. Results show that
is possible to minimize the transformer mass by 18%, or improve the transformer
efficiency by 1% by changing its geometric parameters and the switching frequency
of the fully-controlled rectifier. These results are obtained considering that all trans-
former parameters are continuous. If some parameters are discrete, other algorithms
as Branch and Bound [18] could be used. The optimization process will be more
expensive in terms of computing time and new results are expected.
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A. Alfaoury and A. Agha
Long - Term Energy Losses Analyses For
Jordanian Power system (Commercial Losses)

Abstract: This paper aims to investigate the electrical energy losses (∆E) in the
Jordanian national electrical power system (ES); their types, values, as well as their
impacts on overall performance of the energy system. The main focus of the paper
is to calculate and investigate the value of the technical losses (∆ET) as well as the
commercial losses (∆EC) to the whole system losses value. In this paper, analyses
of the (∆E) data are carried out for the last sixteen years. This period of time is
divided in two equal intervals of time; which are (2000-2007) and (2008-2015). The
analyses concentratemainly on the (∆EC) with special attention on the black losses of
energy (theft), (∆EB1). The results of the two time periods are compared and evaluated
by using statistical indexes. Furthermore the paper attempts to provide answers
to the following questions: How and up to what value can (∆EC) be minimized?
What is the economic influence of (∆EC) in [MWh]? Finally, a set of conclusions and
recommendations on the obtained results are along with offered of the commercial
losses for the next five years a forecast.

Keywords: Electricity losses analyses, commercial losses, thefts of electrical energy.

Classification: 65C05, 62M20, 93E11, 62F15, 86A22

1 Introduction
Since 2013, The Jordanian media has been attentive to the subject of the black losses
(∆EB1), which called also, electrical energy thefts, introducing different figures from
different sources about the amount of energy thefts in [MWh].

The electrical energy losses (∆E) can be simply defined as the difference between
the total of electrical plants output minus the total sent out energy. Various ap-
proaches have been used to assess the amount of the (∆E) of the (ES), which include
analytical [1], statistical [2] and heuristic methods [3]. These approaches mainly differ
in theway of (∆E) calculation, simplicity, the input data required, computational time
as well as the accuracy of the achieved results.

In order to get the right answer of (∆E) amount in [MWh], the presented method
in [4, 5] is used to analyze (∆E) for the periods (2000-2007) and (2008-2015). The study
of the (∆E) is carried out to investigate the amount of the black losses (∆EB1) -also
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known as- “the misuse of the electrical energy”. The definitions and determination of
the (∆E) types will be subject to the further discussion in the following sections.

Moreover, section 2 presents the classifications of the electrical energy losses;
whereas, the formulation of the mathematical model of the electrical energy losses is
demonstrated in section 3. Section 4 further investigates energy losses analyses along
with the statistical indexes calculations. While section 5 forecasts the commercial
losses amount for the next five years. Finally, propositions and recommendations
towards the reduction of the misuse of the electrical energy and results / conclusions
are presented in sections 6 and 7 respectively.

2 Energy losses Classification
The electrical energy losses (∆E) can be classified into two parts; technical losses
(∆ET) and commercial Losses (∆EC) as follows:

2.1 Technical Losses (∆ET )

These are the “Joule effect” or heat losses, produced by the flow of the current in the
(ES) transmission lines, transforms and associated equipment. They consist of load
losses and the no-load losses, as the main part of (∆E).

2.2 The Commercial Losses (∆EC)

These are defined as the difference between the energy actually consumed and the
energy- effectively billed by the different electric utilities. They are also, defined by [6]
as a portion of energy, which is either not billed precisely or not entirely billed. The
(∆EC) can be caused by one or more of the followings:
1. Metering Instruments Errors (∆EMIE): These are due to the errors or malfunction-

ing of the (CT’), (VT’s) and (kWh) meters, the effects of these errors to the (∆EC)
amount vary between (0.75% - 3%), [7].

2. Billing Error (∆EBSE): caused by the shifting of the energy meters reading, where
this error for one month is about (3.36 %), however for the average value over the
year, it is approximately around (0.28 %), (i.e. 3.36% / 12 month = 0.28% /year).

3. Human Error (∆EHE): caused by human during the translocations of the energy
meters readings data and normally is compensated for a long period of time.

4. Illegal Consumption of Electrical Energy (∆EB1). This type of losses is also called
“black losses” (??Bl) or (thefts of energy), and cannot be considered as technical
losses. To determine the amount of the thefts energy (∆EB1) to the total energy
(∆E) amount, a mathematical model is formulated.
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3 Energy Losses Mathematical Model
The (∆E) for a certain period of time can be expressed as the difference between the
sums of electrical plants as:

∆E = ∆EC + ∆ET (1)

The amount of (∆ET) can be determined by the integration of the power losses (∆P)
over a certain period of time (T):

∆ET = T∫
0

∆P(t)dt (2)

(2) The (∆P) is the real part of the complex power losses [8–10], obtained from the
power flow program, which is subject to the line conductance (Gik) and the voltage
(V) magnitude between the buses (i) and (k), as:

Pi,k = Gi,k ∆V2ik (3)

And from equation (1), we obtain:

∆EC = ∆E − ∆ET (4)

Taking into account, the different types of errors as explained in (section 2), the
commercial losses (∆EC) balance can be expressed as:

∆EC = ∆EMIE + ∆EBSE + ∆EHE + ∆EBl (5)

These values of (∆EMIE), (∆EEMA), (∆EBSE), and (∆EHE) can be estimated by using
statistical and engineering practice. Having the value of (∆EC) from equation (4) and
equation (5) then, the product is the value of the (∆EBl) as:

∆EBl = ∆EC − (∆EMIE + ∆EBSE + ∆EHE) (6)

By using equation (6), it will be possible to determine the amount of the black losses
(∆EBl), -thefts of energy-.

4 Electrical Energy Losses ANALYSIS (2000–2015)

4.1 Energy Losses Input Data

The (∆E) data for the period (2000-2015) will be analyzed. As mentioned in (section 1)
this period is divided into two equal periods of time:

 EBSCOhost - printed on 2/13/2023 5:35 AM via . All use subject to https://www.ebsco.com/terms-of-use



52 | A. Alfaoury and A. Agha

Tab. 1: System Energy Balance (Extracted from the Energy Balance) [11].
A [GWh]: Sum (Gen.)+(Tran.)+(Dist.)losses
B [GWh]: Generated & Imported Energy
C [GWh]: Consumed & Exported Energy
D [GWh]: Total Sys. Losses D = B − C
E [GWh]: Commercial losses E = |A−D|
F [%]: Total Sys. Losses F = DB
K [%]: Commercial Losses K = EA
AVG.: Average returns the (arithmetic mean) of the arguments.
STDEV: The standard deviation is a measure of how widely values are dispersed from the average
value.
MIN./AVG.: The smallest number in a set of values to the average value
MAX./AVG.: The largest number in a set of values to the average value.

Year A B C D E F K

2008 2526 14385 11832 2553 27 17.75 1.07
2009 2534 14655 12095 2560 26 17.47 1.03
2010 2520 15447 12900 2547 27 16.49 1.07
2011 2713 16385 13621 2764 51 16.87 1.88
2012 2934 16497 14555 1942 992 11.77 33.81
2013 2979 16722 14356 2366 613 14.15 20.58
2014 3201 17666 15121 2545 656 14.41 20.49
2015 3325 18548 15787 2590 611 14.33 18.38
AVG. 2,841.5 16,288.1 13,783.9 2,483.9 342.63 / /
STDEV. 317.23 1,426.45 1,423.89 243.7 419.03
MIN. / AVG. 0.8869 0.8832 0.8584 0.782 -0.1489 / /
MAX. /AVG. 1.1702 1.139 1.145 1.113 2.895 / /

– The first period; is related to the (∆E) data for the period (2008-2015) as demon-
strated in (Tab. 1), which shows the relations between the obtained figures.
Statistical indexes also, are calculated.

– The second period; is related to the electrical energy losses data for the period
(2000-2007). The results for this period of time are obtained in the same way as
the first period. However, to avoid the repetition in calculation, only the statistical
indexes for this period (2000-2007) are demonstrated and compared with the
period (2008-2015). The results of comparison are presented in (Tab. 2).

The MIN./AVG and MAX./AVG. ratios are used both to describe the minimum or
maximum values of system and to guide policy decisions. The higher the ratio of
the minimum value to the average (mean), the better is the relative position of the
minimum value and vice versa. Consequently, the lower the ratio of the maximum
value to the average (mean), the better is the relative position of the maximum value
and vice versa [12].
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Tab. 2: Statistical Indexes for (2000-2007) and (2008-2015).
(1): Sum = (Gen.) + (Tran.) + (Dist.) losses [GWh]
(2): Generated & Imported Energy [GWh]
(3): Consumed and Exported Energy [GWh]
(4): Total System Losses = (B − C) [GWh]
(5): Total System Losses = (D/B) (%)
(6): Commercial losses = |A−D| [GWh]
(SI): Statistical Indexes
(Ch): Change (%).
)1 : - is due to division by zero, where the [Change (%) = (∆C/C1)%(C2 − C1)/C1]%.

(SI) AVG. STDEV MIN./AVG. MAX./AVG.

Years 00-07 08-15 00-07 08-15 00-07 08-15 00-07 08-15
Sn. A1 A2 B1 B2 C1 C2 D1 D2
(1) 1,746.75 2,841.50 374.85 317.23 0.75 0.89 1.41 1.17
(Ch) 62.67 –18.16 18.43 –17.15
(2) 9,462.75 16,288.13 1,986.41 1,426.45 0.76 0.88 1.37 1.14
(Ch) 72.13 –28.19 16.56 –16.91
(3) 7,723.75 13,783.38 1,612.69 1,423.89 0.76 0.86 1.36 1.15
(Ch) 78.45 –11.71 12.91 –15.76
(4) 1,739.00 2,483.38 377.85 243.65 0.75 0.78 1.04 1.11
(Ch) 42.80 –35.52 4.77 7.45
(5) 18.37 13.61 0.47 2.07 0.96 0.86 1.04 1.30
(Ch) –25.88 339.15 –10.24 25.87
(6) 11.25 299.00 12.85 385.63 0.00 0.0835 3.644 3.3177
(Ch) 2,557.78 2,901.48 (#DIV)1 –8.96

4.2 Analyses of Electrical Energy Losses Results (2015)

To demonstrate the analyses of the obtained results, as an example, the analyses are
conducted for the data related to the year (2015) from (Tab. 1) and as follows:
1. The value of the total system energy losses (∆E), as (in column F) is (14.33%),

which illustrates the difference between the (generated and imported energy) and
(consumed and exported Energy) (i.e.: column B and column C), the result of that
is 2590 [GWh] as in (column D).

2. The commercial energy losses (∆EC) are the difference between the sum of
(generation, transmission and distribution losses - i.e. column A) and the (total
system losses, i.e. column D), the result of that is 611 [GWh] as in (column E),
which is percentage is equal to (18.38%) of the total amount of energy losses as in
(column K).

3. Since last decade till 2011, the commercial energy losses (∆EC) value was varied
between (1% to around 2.0%) as in (column K), and, for the last three years this
value was drastically increased (i.e. 20.58%, 20.49%, 18.38% for the years 2013,
2014 2015 respectively) as in (column K). Therefore, the value of the thefts energy
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(∆EB1) as indicated in eq. (6) is the difference between Energy commercial losses
(∆EC) and the sum of justified lo (i.e. 1% - 2.5%). The product of that shall be
varied between 17.38% and 16.38%, (i.e. 18.38% – 1% = 17.38% and 18.38% – 2.0%
= 16.38%).

4. The value of the thefts (∆EB1) is varying between 17.38% and 16.38% of the total
system energy (∆E) which equal 14.33% for the year 2015. Thus, (∆EB1) is equal
between (18.38% – 14.33% = 2.63% and (16.38% - 14.33% = 2.35%). The total value
of the (generated & imported energy) is 18548 [MWh] as in (column B). Finally,
the (∆EB1) amount in [MWh] is varying between (2.63% × 18548 = 487.8 [GWh])
and (2.35% × 18548 = 435.9 [GWh]. This represents the black losses (the thefts of
energy) for the year 2015.

4.3 Statistical Indexes Determination

The results of comparison between the statistical indexes of the electrical energy
losses for the Periods of (2000-2007) and (2008-2015) are demonstrated in (Tab. 2).

4.4 Energy Losses Statistical Indexes Analyses

The analyses are carried out here based on the statistical indexes as in (Tab. 2) and as
follows:
1. The “average change in percentage” (chg %) of the (consumed and exported

energy) is equal to (78.45%), and is more than (chg %) of the (generated &
imported energy) which equal to (72.13%). This means, there is still a need for
new generating units to be added to the electrical system.

2. The (chg %) of the (total system losses) is equal to (–25.88%). The sign (–) is due
to the total energy amount (∆E) for the period of (2008-2015) is less in total than
for the period (2000-2007) which calculated from the relation of column (D/B) in
(Tab. 1).

3. The (chg %) of the (commercial losses) is about (–8.96%), and is due to the
great efforts taken by the electric providers companies in striving the illegal
consumption of energy (thefts).

4. The (chg%) of the standard deviation (STDEV) of the (commercial losses) is equal
to (2.9%) and this is due to illegal consumption of energy (thefts).

5. The (chg %) of the value of (MIN/AVG) in the (total system losses) is equal
(–10.24%), this means that there is a decrease of the total losses value due to
the efforts taken against the illegal consumption of energy (thefts). And the same
conclusion can be extracted from the relation of (MAX/AVG) value of the sum
losses which is equal (25.87%).
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Fig. 1: System losses.

Furthermore, a lot other relations can be deduced from (Tab. 2).
Electrical System Losses Curve The system energy losses (∆E) for whole the

analyzed period (2008-2015) is presented as in Fig. 1, where; (line D4) is slightly
decreased in comparison to (line A4), meanwhile the commercial losses (line F4)
are increased. This can be interpreted as follows: as there was an increment on the
demand for electrical energy due to the increment in loads, this causes a relative
reduction in the ratio of the total losses. Consequently, the relative system losses are
reduced and the whole system efficiency is slightly improved.

5 Electrical Commercial Losses Forecasting
(2016-2020)

In order to forecast the behavior of the commercial losses to the total amount of
commercial losses for the next five years (2016-2020), the analyses is run based on
the existing data of the commercial losses in (%) as presented (Tab. 1) column (K),
moreover, the analysis is performed by using regression line analysis, whereas the
least squares method is used to provide the best possible fit [13]. By that, the liner
regression model as in equation (7) is used.

Y = a t + b (7)

where: Y: The regression line
a: The slope of the line is the change in (Y) which accompanies an increase of one unit
of time (t).
t: Time, it is equal 1 for the first year of the analyzed period and so up to n-years.
R2: The coefficient of determination is varying between (0 and 1). The more (R2) is
close to 1, the more strong relationship is in the fitting of the data.

The illustration of the commercial losses is as plotted in Fig. 2.
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Tab. 3: Existing and Forecasting of Commercial Losses (%)

Existing Energy Commercial losses (2008-2015)
Years 2008 2009 2010 2011 2012 2013 2014 2015
Losses (%) 1.07 1.03 1.07 1.88 33.81 20.58 20.49 18.38

Five Year Forecasting (2016-2020)
Years 2016 2017 2018 2019 2020
Losses (%) 27.83 31.51 35.19 38.86 42.54

Fig. 2: System losses. The dotted line is the trend line of the commercial losses (2016-2020). The
straight line is the existing commercial losses (2008-2015).

6 Proposition Towards Electricity Theft Reduction
The supplier of electricity shall seek to provide legal and economic actions on the
consumers of the illegal energy [14, 15], and these effortswould be andnot only limited
to the followings:
1. Increase the penalties on electrical energy thefts in order to make the decision

misuse of electrical energy is very risky and not economical at all.
2. Punishment and Deterrence: shall be proportional to the amount of electrical

energy thefts with some minimum boundary limit.
3. Not allowing the consumers of electrical energy to install at their premises any

kind of (black boxes etc.) without prior approval of the electrical energy suppliers.
4. Setting up a plan to change the existing energy meters to the smart type, and

starting with the consumers who are already suspect of misuse of electrical
energy.

5. Establish software programs to control the amount of consumed energy, and to
indicate any unjustified deviation in electrical energy consumption.
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6. Exchange the experience andmethodology with other institutions and personnel
involved in reduction of the electrical energy thefts.

7. Electrical energy prices shall be within a reasonable price for the low income
populations to avoid themisuse of electrical energy, the price might be supported
either by direct or indirect subsidy.

7 Results and Conclusions
An overview of electrical energy commercial losses has been presented in this paper.
Moreover, definitions of the types of electrical energy losses have been introduced and
evaluated. Themathematical model of the losses has been constructed along with the
developed statistical indexes to evaluate the rate of changes of the variables.

The analysis of statistical indexes shows that, the amount of thefts of electrical
energy is sometimes becoming one of the major parts of the commercial losses
contents.The amount of thefts of electrical energy is drastically increased for the years
(2012-2015) as presented in (Tab. 1) and in (2015) is slightly reduced to (≈ 2%) due to
the actions taken against the thefts.

In the case that quick and vital actions are not taken in nearest future, the value of
commercial losses could reach -due to the thefts of electrical energy- to value of (42%)
of the total energy losses value as deduced from the forecasting analyses as in (Tab.
3).

Additionally, the analyses show that the actions taken by the electrical energy
providers are still not sufficient to reduce the illegal consumption of electrical energy.
Therefore, recommendations concerning electricity theft reduction are presented,
including; technical, economical and special regulations as presented in (section 6).
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A. Al-Faoury, M. T. Lazim, H. Al-Khashashna
A Novel Dynamics Approximation method for
Analysis and Design of DC Drive Systems

Abstract:Asimplified frequencymethod for the parameters design of a thyristor speed
regulator of a DC motor is presented. The approximation of dynamics of the thyristor
controller by Pades expansion simplifies the design and gives more accurate results
than that when using the approximation by means of Hurwitz polynomial approxim-
ation or other conventional approximation techniques. The proposed method gives
a simple approach for analysis and design of DC drive system parameters without
going to the more complicated methods suggested recently for solving the DC drive
problems.

Keywords:DCmachine, power electronics, speed and current controllers, closed loop
control theory, Pade expansion.

Classification: 34A36, 34C23, 34D45

1 Introduction
DCmotors are preferred to beused inmany industrial applications suchas steel rolling
mills, electric trains, textile factories, plastics industries, paper mills and robotic
manipulators. This is because they provide smooth and precise speed control that
makes the DC drives more attractive than AC drives in such applications. However,
most of DC drives require current and speed controllers to perform a given application
task. A feedback automatic control systems for a speed control of DC motors usually
consists of two basic feedback loops. The first loop is for the control of armature
current of the motor, and the second loop is for the control of motor speed.

Usually, the current feedback loop includes a current transducer, which feeds a
signal to a current controller having proportional-integral characteristic (PI). Simil-
arly, for the speed feedback loop , it is necessary to have speed transducer, which
is usually a tachogenerator feeding a signal to a PI controller. This means that, the
structure of the feedback automatic control system is allocated and it is required to
adjust the parameter of both the controller gains and the time constants, to ensure
the desired dynamics of the entire system.
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The major problems in applying a conventional control algorithm to the control-
lers design are the effects of nonlinearity in DC motor drive system. The nonlinear
characteristics such as friction and saturation in the DC motor itself and the control
circuit of the converter could largely affect the performance of the controllers.

Several advanced model-based control methods such as variable structure con-
trol, model reference adaptive, and model order reduction techniques have been
developed to reduce these effects. However, the performance of these methods
depends on the accuracy of models and parameters and most of the approaches do
not include the effects of the converter parameters which are very important issues.

Conventionally, the dynamics of the DC drive is usually described using time
delays (or transportation lags). This fact leads to some difficulties in the analysis,
synthesis and simulation of practical systems. The exact analysis of high order
systems for stability problem is both tedious and costly.

To overcome the stability problem Hutton & Friedland [2] and Appiah [3] gave
different methods, called stability based reduction methods which make use of some
stability criterion. Other approaches in this direction included methods such as that
given in references [4, 5] which do not make use of any stability criterion but always
lead to the stable reduced order models. Bosley , Lees and others [6] had proposed
method of reduction based on the fitting of the time moments of the system and
its reduced model, but this method have a serious disadvantage that the reduced
order model may be unstable even though the original high order system is stable.
Some combined methods are also given in references [7, 8] in which the denominator
of the reduced order model is derived by some stability criterion method while
the numerator of the reduced model is obtained by some other methods [9]. The
model order reduction method is a mixed method, where the numerator polynomial
of reduced order model is obtained by using the stability equation method and
numerator polynomial is obtained by the method proposed in reference [10].

In reference [11], a model order reduction method is proposed and its helps in
finding the current controller gain value only.

It is found, from the above previous works, that the exact analysis of complex
systems for stability problem is both tedious and costly. In order to derive a simple
and accurate method of solution one can use some conventional and well known
methods for this purpose. In this paper a simple method is proposed which helps in
finding both the speed and current controller gain values using conventional control
theory. The time delay is approximated by mean of the Pades expansion [12]. This
derived mathematical model gives more accurate result than that given in any other
techniques as will be shown in the following sections.
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2 DC Motor Drive System
Asimplifiedblockdiagramof theDCdrive closed loop system that employsAC-DCcon-
verter (rectifier) using thyristor or any other power semiconductor devices elements is
shown Fig. 1. The thyristor bridge converter gets its ac supply through a single- phase
transformer and fast acting ac contactors. The dc output is fed to the armature of the
dc motor. The field is separately excited, and the filed supply can be kept constant or
regulated, depending on the need for the field weakening mode of operation.

Here, the feedback control system with the thyristor elements is, in fact,
non-linear sample-data system with variable parameters. The block diagram of such
system is shown in Fig. 2. In this case the thyristor unit is considered as sampler with a
sampling period T = 1

qf , where f = supply frequency and the factor (q) depends on the
drive type, (q = 1 for half wave rectifier, q = 2 for full wave rectifier and corresponding
by q = 6 for three phase rectifier).

Fig. 1: Typical electric DC drive components.

Fig. 2: Electric DC drive block diagram with speed and current controllers.
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For full wave rectifier, the static characteristic of the thyristor unit is given by the
following equation [2]:

V = Vmax
π (1− cos πVx

V0
) (1)

The dependence (1) is depicted on Fig. 2, curve (1). It is obvious that the static
characteristic is nonlinear and the gain of thyristor unit is not constant since ∂Vmax

∂Vx
will be varied according to Vx.

The function ∂Vmax
∂Vx

= f (Vx
V0

) is shown in the Fig. 3, curve (2). However in the
present work a linear approximation of the static characteristic of the drive unit is
considered, however, the gain of the unit KR = Vav

Vx
is also assumed to be constant.

The zero order holder shown Fig. 2 represents a memory holding average voltage
until next coming pulse from the triggering unit. Discreet properties of the thyristor
controller can be replaced by means of time delay in the form of transfer function
given by:

GR = Vav(s)
Vx(s)

= KRe−
Ts
2 (2)

In Fig. 1, theDCmotor has a tachogeneratorwhose output is used for closing the speed
loop. The motor is driving a load TL considered to be frictional for this treatment. The
output of the tachogenerator is filtered to remove the ripples to provide the signal,
ω. The speed command ω is compared to the speed reference signal to produce a
speed error signal. This signal is processed through a proportional-plus-integral (PI)

Fig. 3: Gain of thyristor unit.
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controller to determine the torque command. The torque command is limited, to keep
within the safe current limits and the current command is obtained by proper scaling.
The armature current command ia is compared to the actual armature command ic to
have a zero current error. The PI controller produces the equivalent control signal Va
whenanerror signal is occurred. The control signal accordinglymodifies the triggering
angle α to be sent to the converter for implementation.

The main objective of the present work is to simplify the procedure of parameters
design on the base of linear theory of feedback control systems. This will be shown
here in after.

3 Closed Loops Transfer Functions
A typical feedback automatic control system is as shown in Fig.4. This system consists
of individual elements having transfer functions as follows,

For the DC armature controlled motor:

GM(s) = ω(s)
Vav(s)

= KM
TEMTEs2 + TEMs +1 (3)

where:

TEM = RaJ
(Cϕ)2

, TE = La
Ra

The transfer function (TF) of the motor with respect to speed and load torque is:

GT(s) = ∆ω(s)
TL(s)

= Ra
Cϕ

TEs +1
TEMTEs2 + TEMs +1 (4)

The (TF) of thyristor unit may be approximated by the well known Pade’s expansion
as:

GR = Vav(s)
Vx(s)

= KR e−
Ts
2 = KR

1− 1
4Ts

1+ 1
4Ts

(5)

Fig. 4: Block of the DC drive system with speed and current controllers.
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Fig. 5: Simplified block diagram and the transfer functions of the DC drive.

The transfer function of the current controller and speed controller has proportional-
integral character given by [13–15]:

GC = K2
1+ T2s

s (6)

Gω = K1
1+ T1s

s (7)

and the TF of the tachogenerator is:

GT(s) = Vr(s)
ω(s) = KT (8)

The block diagram corresponds to the DC drive system is shown in Fig. 4. This diagram
can be rearranged by using the block algebra rules such that one can use bode plot for
the design of the parameters. Themodified block diagram is indicated on Fig. 5 which
shows the performance of the system under no load condition.

The minor loop I represents the influence of a motor terminal voltage on current
control, and consequently, the minor loop II, with positive feedback, represents the
influence of the induced voltage E on the control of the motor current.

4 Design of Drive Prameters Using Bode Plot
The design procedure of DC drive parameters is given by solution of minor loops to
ensure the stable condition of operation. This can be arranged as follows.

4.1 Minor loop of current control

The transfer function of the open loop is given by:

GI
o(s) = K01

Ra

(1+ T2s)(1− T
4 s)

s(1+ TEs)(1+ T
4 s)

(9)
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where K01 = KRK2KC.
Under the assumption that TE > 1

4T, the time constant of the current controller is
taken to be T2 = TE, and the transfer function (TF) of the minor closed loop is:

GI(s) = −GC(s)GR(s)
1+GI

0(s)
= −Ra

Kc

(1+ TEs)(1− T
4 s)

1+2ξ1τ1s + τ21s2 (10)

where:

τ1 = √ RaT
4K01

, ξ1 = 1
2τ1

( Ra
K01

− T
4)

It is obvious that for a stable operation of the minor loop I, the following condition
must be valid:

Ra
K01

> T
4 (11)

Moreover, the term (1 − 1
4Ts) leads to what is called “the non-minimal systems” and

for these reasons it is convenient to use the Bode plot and to apply a Nyquist’s stability
criterion [13–15]. The procedure will be shown later.

4.2 Minor loop of current control

The open loop transfer function is:

GII
o (s) = 1− 1

4Ts
(1+2ξ1τ1s + τ21s2)(1+ TEMs + TEMTEs2) (12)

Correspondingly the TF of the closed loop is:

GII(s) = KII
GI(s)GM(s)
1−GII

o (s)
= (1− 1

4Ts)(1+ TEs)
s(1+ a1s + a2s2 + a3s3) (13)

where:

KI I = KM Ra

KC(TEM +2ξ1τ1 + 1
4T)

a3 = τ21TEMTE
TEM +2ξ1τ1 + 1

4T

a2 = 2ξ1τ1TEMTE + τ21TEM
TEM +2ξ1τ1 + 1

4T

a1 = TETEM +2ξ1τ1TEM + τ21
TEM +2ξ1τ1 + 1

4T

Thefinal arrangement leads to the transfer function of open loop of the overall system:

G0(s) = GII(s)Gω(s)GI(s) = K (1− 1
4Ts)(1+ TEs)(1+ T1s)

s2(1+ a1s + a2s2 + a3s3) (14)
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From equation (14), it is obvious that the DC drive system with two PI controllers is a
feedback automatic control system of type 2. It is required to adjust the parameters K1,
K2, T1, T2 and KC in such a manner as to ensure the stability of operation as well as
to obtain better and acceptable transient process. The transient process is evaluated
in the frequency domain by the well-known cross over frequency and phase margin
techniques. When the bode plot of equation (14) is drawn, the value of open loop gain
can be found as:

K = K1KMKTRa

KC(TEM +2ξ1τ1 + 1
4T)

(15)

where K1 and KC which are unknown parameters and consequently τ1 the time
constant of the speed controller can be determined. Now by using equation (9) , the
unknown parameters like T2 and K2 can also be determined.

4.2.0.1 Application of the method:
The design procedure under investigation is applied for the case of DC armature
controlled motor with permanent magnet excitation with parameters presented in
appendix I.

The thyristor controller unit, which is in this case, is full-wave rectifier of 50 Hz
supply frequency having a sampling period T = 1

2f = 0.01s. For the given parameters
of the DC motor under consideration, the time constant of the current controller T2 =
Tm. The transfer function (9) is:

Gr
0(s) = K01

Ra

1− 1
4Ts

s(1+ 1
4Ts)

(16)

The Bode plot is shown in Fig. 6 where the gain K01
Ra

= 150 and the gain margin and
the phase margin are Pm = 76 and ∆φ = 50.This is a sufficient value in order to fulfill
the condition given in equation (1). The step response and pole-zero map are shown
in Fig. 7,while the magnitude response and system noise are shown in Fig. 8.

Now with time constant T1 = 0.0041s and damping ratio ξ = 0.52 , the transfer
function of the minor loop I is:

G0(s) = 0.211
KC

(1−0.0025s)(1+0.00865s)
1+0.0043s +1.7×10−5s2 (17)

In the next step the transfer function of the minor loop II is calculated:

Grr(s) = 14.8
KC

(1−0.0025s)(1+0.00865s)
1+0.007s +2.6×10−5s2 +7.1×10−8s3 (18)
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Fig. 6: Bode plot for equation (16).

Step response Pole-Zero Map

Real axis

Imaginary axisAmplitude

time(s)

(a) (b)

Fig. 7: (a) Step response, and (b) pole-zero map of equation (16).

Some noise

(a)
(b)

Bode diagram

Magnitude (dB)

Frequency (rad/s)

Fig. 8: (a) Magnitude response, and (b) Noise in system I of equation (16).
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Some noise

(a)
(b)

Bode diagram

Magnitude (dB)

Frequency (rad/s)

Fig. 9: Bode plot for main open loop.

In equation (18), the term 7.1 × 10−8 can be neglected since it is very small,
therefore the final form of overall system open loop TF is:

Grr(s) = 14.8K1Kr
KC

(1−0.0025s)(1+0.00865s)
s2(1+0.00754s +2.6×10−5s2 +7.1×10−8s3) (19)

The Bode plot of equation (19) is shown in Fig. 9, from which, the phase margin is
found to be =68. The time constant T1 is designed to be the range of the medium part
of frequency characteristic per one decade. The gain of the open loop is K = 750, and
the ratio of gains K1Kc = 50.6

Kr
. In the previous step K01 = KRK2KC = 31 has been

determined and consequently K2KC = 31
KR

. The time constant of speed controller is

T1 = 0.066s. and the time constant of the current controller is T1 = 8.65×10−3s.
5 Conclusion
A more accurate mathematical description of dynamics of the thyristor unit has been
taken into consideration when designing the parameters. For such mathematical
mode it is preferable to use Bode plot as engineering approach to adjust the para-
meters of the feedback system. Furthermore, a block diagram of the feedback system
has been derived including the effect of the induced voltage on current control. The
frequency domain method facilitates the design of optimal parameters graphically
and the effect of variation of parameters on stability can be also judged. The thyristor
unit gain variation and consequently discontinuous current operation are not taken
into consideration. An adaptive current controller solves this problem. To treat the
design of the parameters rigorously a simulation of the thyristor speed regulator as a
sampled-data automatic control system by means of Mat- lab program is needed. The
simulation technique of the thyristor speed regulator is necessary as a preliminary
design before production of speed regulator prototype.
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APPENDIX I

List of symbols

t: Time (s)
C = PN

2πa : Motor constructional constant
J: Polar moment of intertia of armature
Km = 1

C : gain of the motor La: Armature circuit inductance (H)
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Rm: Armature circuit resistance (Ω)
TE: Electromagnetic time constant of a motor (s)
TEM = RmJ

(Cϕ)2 : Electromechanical time constant of a motor (s)
Vav: Average output voltage of the thyristor (V)
Vmax: Maximum voltage (rectified) (V)
V0: Reference voltage of triggering circuit (V)
Vx: Control voltage of the triggering circuit (V)
ω: Angular speed (or angular frequency in Bode plot) (rad/s)
TL: Load torque (Nm)
T: Sampling period (s)
G(s): Transfer function
ϕ: Magnetic flux (Wb)
φ(ω): phase frequency

Parameters of DC armature controlled motor with permanent magnet excitation

Motor of type 3 SHAT 112M used in NC system:
Rated torque 47 Nm
Rated voltage 67 V
Rated speed 52.4 rad/s
Rated current 47 A
Max. Torque 280 Nm
Armature resistance Ra = 0.211Ω
Armature inductance La = 1.83×10−3 H
Moment of inertia J = 0.033 Kg m2
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Abstract:Today, leadacidbatteries are even studied in an intensiveway thanks to their
economic interest related to their use in renewable energies and automotive sectors.
The modelling of lead acid batteries can be done in several ways depending on the
accuracy and system requirements. An accurate electrical model is very helpful for
simulation,modelling, optimization, and control of battery cell systems. In this paper,
an effective and suitable mathematical model of a battery cell has been treated. The
implementation of the third order model well describes the internal aspect of the
battery and reveals a good compromise between the precision and the complexity.
In order to imitate the real behaviour for this kind of batteries and then to extract
the charge and the discharge characteristics, an identification algorithm of internal
parameters of the proposed model has been suggested with several methods: (i)
the identification using electrical characteristics established by the manufacturer
datasheet, (ii) the identification through a genetic algorithmand (iii) the identification
using a particle swarm optimization.
UsingMatlab-Simulink, recovered simulations have been compared to those provided
by POWER KINGDOM 7Ah-12V battery’s datasheet. Then, the behaviour of the third
order model has been validated by an experimental test under real conditions. The
setup is based on voltage and current sensors. An Arduino Board is used to acquire
data from sensors and send them to the computer.
The influence and variation effects of the temperature and the discharge current have
been evaluated for the proposed model.
Obtained results show an acceptable correspondence with the data issued by the
manufacturer, the genetic algorithm, the particule swarm optimisation and the
experimentalwork. Thesemethods becomeanuseful tool for researchers to determine
easily the optimal internal parameters of lead acid batteries.
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1 Introduction
Currently, the electrical energy consumption is greatly increasing. Therefore looking
for an other attractive alternatives is necessary. Today, renewable energies are con-
sidered as inexhaustible sources that can be substituted for future energy demand.
However, the production by this clean systems is very fluctuant and depends espe-
cially on weather conditions. To overcome this problem, the exploitation of storage
devices is critical to maintain the stability and the supply of the load power in case of
a failure of this renewable energy systems. Several types of batteries are now subject
to further development and research.

Among these, the lead acid battery is considered as an effective technology. It
remains the dominant battery chemistry for several applications. It is the best choice
of chemical storage systems thanks to the low cost, the good recyclability, the low
auto− discharge current and the favorable electrochemical characteristics [1, 2].

Battery modeling has received an important attention in recent years [1, 5]. So,
The main challenge of researchers is to improve an efficient battery model that can be
able to describe and to estimate effectively the behaviour and the performance of this
device under different operating conditions. Lead acid battery cell modeling involves
the formulation of the non−linear of its electrical characteristics. Therefore, numerous
models have been developed such as generic models [3, 4], electrochemical models
[5, 6], and electric circuit based models [7–9]. They vary from models with simple
assumptions to advanced models accompanying with several physical variables.

The electric-circuit based model is one of the most commonly used in the
literature. It is more suited to well describe the battery charge and discharge status.
Moreover, it can be easily integrated with control algorithms. For themodeling of lead
acid batteries, various equivalent circuit models are presented like Thevenin model
[10, 11], the Third order model, Randle and Copetti model, etc. [12–14].

The third order model is the focus of this paper. It is widely used. It well
describes the behaviour of the battery and takes more in consideration variations of
the temperature and the state of charge (SOC) [15].

In the literature, several investigations have been developed to identify different
parameters of the battery model. Indeed, it is very important to discover these
unknown parameters in order to estimate the perfection degree, the state of charge,
the state of health and the quality of this device. In [16], an algebraic method is used
for extracting parameters of Thevenin’s equivalent circuit for any initial condition.
Fairweather, and Foster demonstrated that a Pseudo Random Binary Sequence
excitation is an useful tool [17]. It lead to the identification of specific parameters for
Valve Regulated Lead Acid batteries. Tremblay and louis have shown how parameters
of a Generic battery model can easily be determined from a manufacturer’s discharge
curve. In [18], a technique called an impedance spectroscopy has been described in
order to deduce unknown components of the model.
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In this paper, a POWER KINGDOM battery module with a nominal voltage of 12V
and a nominal capacity of 7Ah has been studied.

In order to refine the electrical characteristics of a battery, solving the problem
of battery parameter identification has been addressed by the use of the producer
datasheet, the genetic algorithm (GA), and the particle swarm optimization (PSO).

2 Mathematical model of a lead acid battery
Developing an equivalent circuit model for the battery is necessary to understand
the physical configuration of battery’s cell as well as electrical characteristics of each
component [19, 20].

The network of the followingmodel of the battery is described by Fig. 1. It has been
designed to have the ambient temperature Ta and the charge/discharge current I as
inputs, and the voltage Vbatt, the electrolyte temperature Te, and the state of charge
SOC as outputs. The battery model has two operation modes: charge and discharge.
The battery is considered in discharge mode when the current is negative, and in
charge mode when the current is positive.

The temperature, the battery storage capacity, the age life, the depth of charge
(DOC), the state of charge (SOC), the state of health (SOH), and the charge and
discharge currents are main factors that affect battery performances. Thus, they must
be analyzed and treated. The state of charge (SOC) is defined as the percentage of
the energy stored in a fully charged battery. The depth of charge (DOC) measured the
remaining usable charge. The state of health is defined to show howweak the battery.
It represents the percentage of remaining capacity to the initial capacity when the
battery is new.

The third order model takes into consideration the most of these parameters. It
can well reflect the dynamic behaviour of the battery. The electrical equivalent circuit
of the third order model is shown in Fig. 2. The model is composed by two parts: a
main branch which describes the battery dynamics under operating conditions. It is
formed of an electromotive force Em, a resistance R2 placed in series with the bloc R1,
and C1. The second part is the parasitic branch. Not all the energy issue to the battery

Ta

I

Vbatt

Te

Battery SOC

Fig. 1: Battery model
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Em

C1

R1

R2 Im

Ip

R0
I

Vcell

Fig. 2: Third order model

will be stored, part of this will be lost for different reasons such aswater electrolysis. A
parasitic branch presents the energy loss, it approximates the behaviour of the battery
at the end of the charge.
– Em (V) represents the open circuit voltage.
– R1 (Ω) resistance affects the battery during discharging.
– C1 (F) describes the transient dynamic.
– R2 (Ω) resistance affects the battery during charging.
– Ip (A) presents the parasitic branch current.
– R0 (Ω) is the terminal resistance.

The presented model illustrates one cell of the battery. To obtain the required
operating battery voltage (12 V), cells should be connected in a serie arrangement.
Therefore, the output of the cell should be multiplied by the number of series cells (6
cells).

Different elements of the equivalent circuit are based on nonlinear equations. All
these include parameters that depend on the temperature of the electrolyte Te, the
discharge current and the state of charge SOC [21–25].
– Main branch voltage Em: The internal electromotive force Em should be expressed

according to the following equation:

Em = Em0 −KeTe(1− SOC) (1)

– Em0 (V): Internal electromotive force at full charge
– Ke (V/ K): Constant
– Te (K): Electrolyte temperature

– Main branch resistance R1: The resistance R1 varies with DOC. It increases
exponentially when the battery will be exhausted during a discharge. It can be
approximated by:

R1 = −R10 ln(DOC) (2)

– R10 (Ω) : Constant
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– Main branch capacitance C1: The relationship between the resistance R1, and the
main branch capacitance C1 is described as follows:

C1 = τ1
R1

(3)

– τ1 (s): Main branch time
τ1 models the voltage delay when the battery current change.

– Main branch resistance R2: It increases exponentially when the battery becomes
full. It can be determined as follows:

R2 = R20 exp[A21(1− SOC)]
[1+ exp A22 Im

In ]
(4)

– R20 (Ω): constant
– A21, A22: constants
– Im (A): Main branch current
– In (A): Nominal battery current

– Terminal resistance R0: In the following, the expression of the resistance seen at
the battery terminals R0 is given by:

R0 = R00[1+A0(1− SOC)] (5)

– R00 (Ω): The value of R0 for SOC=1
– A0: Constant

– Parasitic branch current Ip: The parasitic current is very small under most
conditions, except at high state of charge.
Ip is expressed as follows:

Ip = VPNGP0 exp[VPN
VP0

+Ap(1− Te
θf
)] (6)

– VPN (V): Voltage of parasitic branch
– GP0, Ap, VP0: Constants
– θf : Electrolyte freezing temperature θf ∈ [-35 ∘C, -40 ∘C]

– Voltage parasitic branch VPN : The voltage of the parasitic branch VPN can be
determined as follows:

VPN = Em +VR +V2 (7)
VR = R1I1 (8)
V2 = R2Im (9)

– VR (V): Voltage of resistance R1.
– V2 (V): Voltage of resistance R2.
– I1 (A): Current of the resistance R1.

 EBSCOhost - printed on 2/13/2023 5:35 AM via . All use subject to https://www.ebsco.com/terms-of-use



78 | J. Loukil et al.

– The state of charge:
SOC = 1− Qe

C(0,Te)
(10)

– The depth of charge:
DOC = 1− Qe

C(I,Te)
(11)

– Qe: Extracted charge
– C(0,Te) (Ah): Nominal capacity
– C(I,Te) (Ah): Used capacity
The battery’s charge expires prematurely, when the discharge current is rather
important.
The expression of the extracted charge Qe is given by:

Qe = − t∫
0

Imdt (12)

The equation corresponding to the battery’s capacity:

C(I, θ) = [KcC0(1− Te
θf )

ε]

[1+ (Kc −1)( IIn )δ] (13)

The relation between currents I, Ip, and Im is:

Im = I − Ip (14)

– Im (A): Main branch current
– Ip (A): Parasitic current
– I (A): Charge/Discharge current
The dynamic equation of I1 can be expressed as follows:̇I1 = Im − I1

τ1
(15)

The output voltage of one cell is:

VCELL = VPN +R0I (16)

The thermalmodel tracks the battery’s electrolyte temperature. Thismodel allows
to estimate the change of the temperature due to the ambient temperature and the
power loss. The dynamic equation of the cell temperature can be estimated by this
equation:

Te = Teinit + t∫
0

(PsRθ − (Te − Ta))
(RθCθ)

dt (17)

– Ta (K): Ambient temperature.
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– Teinit (k): Initial temperature of the electrolyte
– Rθ (∘C/W): Thermal resistance
– Cθ (KJ/∘C): Thermal capacitance
– Ps (J): Power loss
When the battery is discharging, or charging, there is a current lost through the
battery, which produces heat. The power loss can be calculated as follows:

Ps = VRI1 +R0I2 (18)

3 Determination of unknown parameters
Considering the model mentioned above, there are unknown electrical parameters
that must be defined. These parameters are Em0, Ke, R10, R00, A0, Kc, C0, ε, δ,
R20, A21, A22, Rθ, Cθ, GP0, VP0, AP. Three main approaches have been used to
solve the parameter identification problem. In a first part, the determination of these
quantities is based on solving some equations using manufacturer’s information.
In the second part, an identification methodology through a meta-heuristic search:
genetic algorithm (GA) and particle swarm optimization (PSO) will be proposed.

3.1 The manufacturer’s datasheet

The proposed battery to be studied in this paper is the lead acid marketed under the
reference POWER KINGDOM 7Ah-12V. Electrical performances of the battery consist
of measuring the discharge characteristic (V, t) in a fixed temperature and in a
fixed current value. This performance provides a method for reporting the electrical
behaviour of battery cells. The manufacturer includes in the datasheet the evolution
of the discharge characteristic curve which is supplied by the battery with different
values of the discharge current in an ambient temperature 25∘C as shown in Fig. 3.

Electrical specifications provided by the manufacturer in the datasheet are
summarized in Table I.

3.2 Identification using the datasheet

To identify internal parameters of a battery cell, the basic idea is to exploit measures
provided by the manufacturer’s datasheet. The determination of these quantities is
based on solving a system of equations.

The (V,C) characteristic curve of the battery defined in Fig. 4 illustrates some key
points namely:
– The Nominal voltage , coordinated (a) = (V3).
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Fig. 3: Discharge Characteristics for different discharge currents

Tab. 1: Electrical specifications of battery 12V/7Ah

Electrical quantities values

Nominal voltage 12 V
Nominal Capacity 7 Ah
Ambient temperature 25 ∘C
Maximum discharge current 2.1 A
Internal resistance 22 mΩ

– The Maximum capacity, coordinated (b) = (V4).
– The Exponential voltage, coordinated (c) = (V2).
– The discharged current , coordinated (d) = 1.19A.
– The Voltage at 10 %maximum capacity, coordinated (e) = (V1).
– The Fully charged voltage, coordinated (f ) = (V0).

The identification of the unknown parameters (Em0, Ke, R00, R10, A0 ) of the
equivalent electrical model is based on solving the system formed by the following
relationships.

Em0 = V0 (19)

Ke = V1 −V2
Te

(20)

R00 = V1 −V2
I (21)

R10 = V0 −V1
I (22)

A0 = V3 −V4
V0 −V2

(23)

(24)
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Fig. 4: battery datasheet: I=1.19A, C=5.95Ah

Tab. 2: Thermal parameters

Parameters Value obtained from datasheet

Rθ(∘C/W) 10
Cθ (KJ/∘C) 0.9

The proposed thermal model depends on the implementation of the battery in his
environment. It is composed by a simple thermal resistance Rθ, thermal capacitance
model Cθ. These two parameters can be obtained by the manufacturers of batteries or
can be derived experimentally.

The mentioned equation of the parasitic branch contains parameters (GP0,
Ap, VP0) that should be determined. To identify these constants, the electrolyte
temperature can be estimated equal to the ambient temperature, and the batterymust
be considered completely full. For this reason, it can be assumed that themain branch
current is zero.

The constant GP0 is considered very small, on the order of 2×10−12 Ω−1.
For computing the unknown parameter Ap, several tests have been demonstrated

that :

Ip(30%) ≈ 10Ip(30%) (25)

The identification of VP0 can be calculated by using equation (6) considering Ip is
equal to the nominal discharge current which means that the battery is completely
full (Im=0).
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Tab. 3: Parameters from different discharge curve

Discharge current(A) Temperature (∘C) Capacity (Ah)

0.35 25 7
0.35 40 8.4
0.65 25 6.51
1.19 25 5.95

To find the rest of electrical parameters, a battery test should be realised in four
times and in different conditions C(I1,Ta), C(I1,T2), C(I2,Ta), C(I3,Ta).

Table III illustrates these different tests.
The adopted idea in determining the unknown parameters of a battery cell is to

exploit values from different test showing in table III.
Starting by computing the temperature coefficient α:

C(I, θ) = (1+ α∆θ)C(I, θ0) (26)

The following relation can be estimated between the two parameters ε and α:

ε = α(Ta − θf) (27)

Then, the unknown parameter C0 can be calculated:

C(In , θn) = C0(1− θn
θf
)ε (28)

To determine Kc and δ, it is necessary to calculate: C(I1,Ta) and C(I2,Ta):

C1 = C(I1,Ta) (29)

C2 = C(I2,Ta) (30)

C1 = [KcC0(1− Ta
θf )

ε]

[1+ (Kc −1)( I1In )δ] (31)

Equation (29) can be rewritten as follows:

C1
C0(1− Ta

θf )
ε
= Kc

1+ (Kc −1)( I1In )δ (32)

Considering the following relation:

A = Kc

1+ (Kc −1)( I1In )δ (33)
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By developing equation (31), the parameter Kc can be expressed as follow:

Kc = A(1− I1
In )

δ

1−A( I1In )δ (34)

Equation (32) is expressed in terms of the two unknownparameters: Kc and δ. To solve
this problem, we can use equation (28):

C2 = [KcC0(1− Ta
θf )

ε]

[1+ (Kc −1)( I2In )δ] (35)

Rewriting equation (33):

C2
C0(1− Ta

θf )
ε
= Kc

1+ (Kc −1)( I2In )δ (36)

Considering the following relation:

B = Kc

1+ (Kc −1)( I2In )δ (37)

By developing the equation (33), the parameter Kc can be expressed as follows:

Kc = B(1− I2
In )

δ

1− B( I2In )δ (38)

Solving the system with the two relations (32) and (36), δ and Kc can be calculated.

3.3 Identification using a meta-heuristic algorithms

Sometimes, several parameters are not provided usually by the producer. Therefore,
the identification of the model unknown parameters should be treated with an
optimization process that can be able to adjust these quantities [26]. Recently,
meta-heuristic algorithms have attracted significant attention. This paper proposes
the use of a genetic algorithm and a particle swarm optimization. These algorithms
should minimize an objective function. If this step is achieved, the model output
could fit the experience to have a new generation of parameters. Figure 5 describes
the process of identification through these two types of algorithms.

3.3.1 Identification using a genetic algorithm

GA is an adaptive heuristic search which is based on an analogy with the behaviour of
chromosomes, and the evolutionary ideas of natural selection. It rely on bio-inspired
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Fig. 5: Identification process.

Generation of initial random population
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SelectionThe criterion

End

No

Yes

Start

Crossover operator

Mutation operator

Fig. 6: Flowchart of the genetic algorithm.

operators such as mutation, crossover and selection. Figure 6 shows the flowchart of
a genetic algorithm.

3.3.2 Identification using a particle swarm optimization

PSO is a population based on stochastic optimization techniqueS inspired by the
social behavior of a flock of bird. This metaphor has been explained that all particles
in the swarm fly through an environment following the fitter members of the swarm
and biasing their movement toward their good areas. The goal of this algorithm is to
have all particles located at the optimum [27]. Figure 7 reveals different steps of this
method.

In order to validate this step, an experimental test should be established. Figure 8
shows the test bench of discharging and charging a lead acid battery 12V/7Ah under
real conditions.

It is composed by the following components:
– Battery : Lead acid battery 12V/7Ah.
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Fig. 7: Flowchart of the particle swarm optimization
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Fig. 8: Experimental test
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– The current sensor : allows the measurement of the battery current.
– The voltage sensor : allows the measurement of the voltage on battery terminals.
– The variable resistance: to change the value of the connected load.
– ARDUINO Boards: allows the acquisition of current and voltage data for registra-

tion on a computer file.
– Voltage source 12V: to supply the battery during the period of charge.

4 Simulation results
Focus on the analysis of the electric characteristics of the third order model, simu-
lation works has been established. At the first part, model’s parameters have been
extracted through methods mentioned above, and in the second part, a study work
has been realised in order to evaluate the effect of the temperature on the behavior of
the developed equivalent electric model.

4.1 Results of parameter identification

The proposedmodel and algorithms have been tested on the lead acid battery 7 Ah, 12
V. Results are illustrated in Table IV.

Tab. 4: Electrical parameters

Parameters Values obtained Values obtained Values obtained
from datasheet from GA from PSO

Kc 0.93 0.9529 0.93
C0(AS) 24164 16775 20182
δ 0.01 0.43 0.0895
ε 0.078 0.8567 0.8938
Em0 2.2833 2.3163 2.3251
Ke 1.67710−4 2.273010−4 1.88710−4
R10 Ω 0.0336 0.0964 0.0963
R00 Ω 0.1471 0.1796 0.14
A0 0.6273 0.41 0.0198
GP0 10−12 10e−12 10−12
AP -8.057 0.2528 -8
VP0 0.15 0.7168 0.15
Rθ 10 13.7489 10
Cθ 0.9 0.9129 0.9
R20 1510−3 1510−3 2010−3
A22 2 10 1.8
A21 0.1 0.5706 3
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Fig. 9: Terminal voltage of battery: I = 1.19A

An acceptable agreement of measured and simulated curves obtained from the
genetic algorithm and the particle swarm optimization is shown in Fig. 9. This
discharge characteristic of the third order model can be mentioned similar to the
battery discharge curve. So, it can be assumed that this proposed model can be used
to well modulate the lead acid battery.

According to these results, solving the problemof battery parameter identification
can be addressed by GA and PSO. In fact, these meta-heuristic algorithms yield better
results than traditional ones (identification using the manufacturer datasheet). They
are easy to implement, and they converge quickly to the good results.

The SOC is an important parameter which reflects the battery performances.
Therefore, it is necessary to discharge the batterywith an adequate current and not for
a long period. An accurate use of the battery can not only prevent an over-discharge,
and improve the battery life but also allows us to save energy. Fig. 10 shows variations
of the state and depth of charge of the battery (considered battery full charged for
t = 0).

During the discharge of the battery, the state of charge decreases linearly. After
discharging the accumulator, the voltage becomes equal to 10.78 V and the SOC
approaches to zero. As defined above, the depth of charge depends on the average
discharge current, so a high level of current can expire the battery’s charge more
prematurely. For this reason, DOC is usually less than or equal to SOC.
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Fig. 10: State of charge SOC and depth of charge DOC during discharge test

4.2 Battery cell characteristics at various temperature

Equations of parameters of the battery cell described above are sensitive to temperat-
ure variations. These characteristics described in the datasheet have been established
when the battery is put under the standard conditions 25∘C. Otherwise, under other
values of the temperature, these characteristics take other gaits.

Figures 11 and 12 draw the influence of the temperature on the discharge and
charge voltage of the battery.

The lead acid reaction is sensitive to the temperature. When the lead-acid battery
is made at low temperature, its internal resistance increases. This means that voltage
is increased under recharging, and it is depressed under discharging in cold cells. The
effect of temperature becomes pronounced enough to distinctly change not only the
behavior of the basic operating characteristics of the storage system voltage, but also
its useful capacity.

Figure 13 presents the effect of the temperature on the discharge capacity.
The temperature has big influences on the speed of the discharge of the battery.

In fact, an increase of the temperature is accompanied by a moderate decrease of the
capacity of the battery according to the storage time, so a reasonable rise is shown in
the used capacity. This is explained by an decrease of the resistivity of the electrolyte
and an increase of the diffusion coefficient of the sulfuric acid solution.
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Fig. 11: Effect of the temperature on the discharge battery voltage (I = −1.19A)
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Fig. 12: Effect of the temperature on the charge battery voltage (I = 0.3A)

5 Conclusion
Taking into account the complexity of the modeling of the behavior of the storage
system, we have exploited the third order model. This model allows us to characterize
the operation of batteries, using three methods of identification algorithms. The
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Fig. 13: Influence of the temperature on the used capacity

genetic algorithm and a particle swarm optimization has been implemented in order
to search optimal internal parameters of the proposed model. An experimental
validation test has been applied on the battery lead acid 12V/7Ah to obtain the
discharge characteristic under real conditions. Computing internal parameters, using
themanufacturer’s datasheet, could imitate the behavior of the real battery. The effect-
iveness of the proposed equivalent circuit model has been carried out considering in
the first part simulation works whose results have been validated by experiments and
in the second part simulation works that has been improved with the data calculated
through algorithms.
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A short circuit fault estimation in PMSM: A
comparative study of an adaptive observer and
an unknown inputs observer

Abstract: Recently, interest has been increased on model-based approaches for fault
detection and particularly focused on observers. The fault detection methods based
on observers are considered as successful method. This paper presents a comparative
study between two observation techniques applied to field oriented control of per-
manent magnet synchronous machine (PMSM) under inter turn short circuit. These
approaches are used to estimate the PMSMmachine state vector and the fault current.
The comparative study is donebetween the adaptive and theunknown inputs observer
in order to choose which exhibits the highest performance. Finally, the simulation
results are compared to validate the accuracy of analytic method.

Keywords: inter turn short circuit, adaptive observer, unknown inputs observer, fault
estimation

Classification: 65C05, 62M20, 93E11, 62F15, 86A22

1 Introduction
The PMSM is actually considered the most used, according to an important role in
different applications, the high power and high efficiency [1, 2]. The reliability and
safety of PMSMbecame an interesting domain to avoid a severe damage. The causes of
the faults in PMSM can be of various origins such as mechanical vibrations, warming
up losses in coppers and cooling problems temperature. About 35% to 40% of the
faults in PMSM are related to the insulation of the stator winding and the short circuit
fault, as considered the inter turn short circuit is themost occurred faults [3]. This fault
spreads quickly and leads to dangerous damage. There is a large volume of published
studies describing this fault[4, 5]. The early detection of inter turn short circuit fault is
necessary to maintain the operation of the machine [6].
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Different strategies exist in the literature concentrated on the faults detection.
These methods can be classified into three main categories; model-less methods,
model-based methods and artificial intelligence methods.
Also known as fault detection methods based on signal analysis, the model-less
method based on measured machine signals, harmonic or stochastic oscillations.
Especially for the vibrations of the machine, the analyzed measurement of the speed,
the torque, the position or the currents can be applied in order to make a decision on
the health state of the concerned machine. Methods based on signal analysis can be
temporal, such as statistic [7], frequency-basedmethods such as the Fourier transform
[8] or methods using a time-frequency approach such as wavelets [9].
In the bibliography, there are also fault detection approaches known by intelligent
approaches which are developed in recent years that apply to systems with artificial
intelligence. These techniques can combine signal analysis and model-based method
to detect and locate a fault. The intelligent method are interested to; expert systems,
fuzzy logic, failure trees, neural networks and shape recognition.
Several research works concerning fault detection methods has focused on
model-based method. In fact, the parametric method using equations which describe
the system. The presence of fault is manifested by a difference between the evolution
of the machine parameters in healthy and faulty cases. The identification of the
parameters and variables can be done using optimization algorithms, or observers
such as the Kalman filter [10].
Much of the current literature on detection methods is increased attentiveness in
many applications related to observers approaches. This technique has become a
very important area of research [11, 12]. Contrary to the other detection methods, this
technique enable to determinate the faults presence and the time of detection, the
kind, the fault location, the size, severity and time-variant of the faults. This technique
uses the input and output signals to estimate the state and the faults, which is then
employed to establish the fault tolerant control loop. It has been developed also
to reduce the complexity and the reliability of the electrical structures [13]. Due to
their simplicity, many observation methods have been developed in the literature. As
presented in [14] and [15] a sliding mode observer of PMSM has been used to estimate
the rotor speed and position. A kalman filter has been proposed for stator inter-turn
short-circuit detection in permanent magnet synchronous generators [16]. New fault
impedance modeling for magnetic characteristics analysis has been used for fault
detection in [17]. Also, a high order sliding mode observer has been used to detect the
considering fault in [18]. A full adaptive PMSM observer has been applied for fault
detection in [19]. The estimation techniques are treated by several research works.
This paper present two observation methods, adaptive observer and unknown inputs
observer (UIO)to estimate the fault,the rotor speed and the stator phase currents of the
permanent magnet synchronous machine (PMSM). The estimation faults methods of
the inter turn short circuits fault of PMSM operating under the Field Oriented Control
(FOC). Then, a comparative study between two observers has been performed in order
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to discover the most suitable method of detection based on the obtained simulation
results. These two observers have been investigated in the healthy condition and
under inter turn short circuit fault.
The organization of the paper is as follows. In section II, the mathematical modeling
of PMSM in abc frame under field oriented control is given. In Section III, the adaptive
observer design is described and the simulation results are illustrated. TheUIO design
is developed in section IV. Moreover, the simulation results are compared to validate
the efficiency observer. Finally, in section V some conclusions are presented.

2 model of faulty PMSM
The equations system of faulty PMSMmachine in abc frame is described by:

[[[[[
Va
Vb
Vc
0

]]]]] = [[[[[
Rs 0 0 −Ra2
0 Rs 0 0
0 0 Rs 0−Ra2 0 0 −Ra2 +Rf

]]]]]
[[[[[

ia
ib
ic
if

]]]]]
+[[[[[

Ls 0 0 −La2 −Ma1a2
0 Ls 0 −Ma2b
0 0 Ls −Ma2c−La2 +Ma1a2 −Ma2b 0 0 La2

]]]]]× d
dt

[[[[[
ia
ib
ic
if

]]]]]+
[[[[[

ea
eb
ec
ef

]]]]]
(1)

with [[[[[
ea
eb
ec
ef

]]]]] = ψm
[[[[[

cosθ
cos(θ − 2π

3 )
cos(θ + 2π

3 )
μ cosθ

]]]]] (2)

where (Va,Vb,Vc), (ia,ib,ic,if )and (ea,eb,ec,ef ) are respectively the phase voltages,
the stator phase currents and the backemf in the abc frame. if is the fault current. RS
and Ls are the stator resistance and the stator inductance respectively. ψm is the flux
linkage due to the permanent magnets.
Ra2,rf and La2 are respectively the resistance of the faulty windings, the short circuit
resistance and the self-inductance of the faulty windings, Ma2b,Ma2c and Ma1a2 are
respectively themutual inductances betweenwindings and μ is the fraction of shorted
turns.

The electromagnetic torque (Te) and the mechanical rotation speed of the faulty
PMSM (Ω) are described respectively by:

Te = eaia + ebib + ecic + ef if
Ω (3)
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dΩ
dt = − fJ Ω + 1

J (Te − Tl) (4)

where Tl is the load torque, f is the friction coefficient and J is the motor inertia.
According to equation (1) and (4) the electrical state model of the faulty synchronous
motor in the reference frame (a,b,c) can be written by system (5).{ ẋ(t) = Ax(t)+ Bu(t)+ Ff(t)

y(t) = Cx(t) (5)

where the state vector x(t), the output vector y(t), the control vector u(t) and f(t)
represents the fault are given by the following equations:

x(t) = [[[[[
ia(t)
ib(t)
ic(t)
Ω(t)

]]]]], y(t) = [[[[[
ia(t)
ib(t)
ic(t)
Ω(t)

]]]]], u(t) = [[[[[
va (t)− ea (t)
vb (t)− eb (t)
vc (t)− ec (t)
Te (t)− Tl (t)

]]]]] , f(t) = [[[
if (t)

d
dt if (t)

]]]
The state matrix A, the input matrix B, the matrix C and the matrix F are given by the
following equations:

A = [[[[[[[[[[[

−RS
Ls

0 0 0

0 −RS
Ls

0 0

0 0 −RS
Ls

0

0 0 0 −f
J

]]]]]]]]]]]
, B = [[[[[[[[[[[

1
Ls

0 0 0

0 1
Ls

0 0

0 0 1
Ls

0

0 0 0 1
J

]]]]]]]]]]]
C = [[[[[

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

]]]]] , F = [[[[[[[[[
Ra2
Ls

La1a2
Ls

0 Ma1b
Ls

0 Ma1c
Ls

0 0

]]]]]]]]]
3 Adaptive observer applied to PMSM

3.1 Adaptive observer design

The adaptive observer, in the referential (a, b, c), is presented by (6).{ ̇x̂ (t) = Ax̂ (t)+ Bu (t)+ Ff (t)− L (ŷ (t)− y (t))
ŷ (t) = Cx̂ (t) (6)
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Fig. 1: Architecture of the PMSM vector control with adaptive observer.

Where x̂ (t) ∈ ℝ4, ŷ (t) ∈ ℝ4 and ̂f (t) ∈ ℝ2 are the estimated state vector, the estimated
output vector and the estimated fault vector respectively. Since it has been verified
that the pair (A,C) is observable, the observer gain matrix L can be chosen in such
away that (A − LC) is a stable matrix.
The adaptive observer of the PMSM under field oriented control as shown in Fig. 1.

The existence conditions of this observer are presented in Assumptions 1 and 2.
Assumption 1: rank(f (t)) = rank(CF).
Assumption 2: The invariant zeros of (A, E, C) belong to open left half plane (LHP).

The error vector ex (t) of the state x (t), the output y (t) and the fault f (t) are
presented as follow.

ex (t) = x̂ (t)− x (t) (7)

ey (t) = ŷ (t)− y (t) (8)

ef (t) = ̂f (t)− f (t) (9)

Then, the state error dynamic ex (t) is defined as state space by (10).

ėx (t) = (A + LC)ex (t)+ Fef (t) (10)
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To ensure the observer convergence, it is necessary that the (10) is stable. The
Lyapunov function is chosen in the form as follows:

V (t) = eTx (t)Pex (t)+ 1
δ e

T
f (t)Φ

−1ef (t) . (11)

Where P is a positif matrix such as PT = P and δ is a strictly positive scalar. The
symmetric positive matrix Φ ∈ ℝ4×4 is the learning rate.
Theorem1: If there exist symmetric positive definite matrices P,R ∈ ℝ4×4, an observer
gain L ∈ ℝ4×4 and a matrix S ∈ ℝ2×4 satisfy the following conditions:

P (A + LC)+ (A + LC)TP = −R (12)

FTP = SC (13)

Theorem2:Under Assumptions (1) and (2), given scalars d, l >0, if there exist
symmetric positive definite matrices P ∈ ℝ4×4, G ∈ ℝ2×2 and S∈ ℝ2×4 such that 13 and
the following condition are verified.[ P (A + LC)+ (A + LC)TP − 1

δ (A + LC)TPF
∗ −21

δ F
TPF + 1

δλ G
] < 0 (14)

Then the FFE algorithm is ̇̂f (t) = −ΦS (ėy (t)+ δey (t)) (15)

Proof: To ensure the observer convergence, it is requested that the derivative of Va
must be negative and definite [20]. Thus we have:

V̇a (t) = ėTx (t)Pex (t)+ eTx (t)Pėx (t)+21δ eTf (t)Φ−1 ėf (t) . (16)

V̇a (t) = exT (t)((A + LC)TP + P (A + LC))ex (t)+2eTx (t)PFef (t)−21δ eTf (t)Φ−1 ̇f (t)−21δ eTf (t)S (ėy (t)+ δey (t)) . (17)

using 13, we obtain:−21δ eTf (t)S (ėf (t)+ δey (t)) = −21δ eTf (t)FTP (ėx (t)+Φ−1ex (t)) (18)

V̇a = exT (t)((A + LC)TP + P (A + LC))ex (t)−21δ eTf (t) f TP (A + LC)ex (t)−21δ eTf (t)FTPFef (t)−21δ eTf (t)Φ−1 ̇f (t) (19)

To simplify the (19), we can use lemma 1.
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Lemma 1: if G is a positive definite matrix and λ is a strictly positive constant, the
following inequality is verified:−21δ eTf (t)ϕ ̇f (t) ≤ 1

δλ e
T
f (t)Gef (t)+ λ

δ
̇f T (t)ϕ−1G−1ϕ−1 ̇f (t) (20)

or we have  ddt if (t) = μ
μ(1− μ)Ra +Rf

U0 (21)

where fmax = μ
μ(1− μ)Ra +Rf

U0 is a finite value:

0 ≤ fmax <∞ (22)

According to lemma, (20) is developed as:−21δ eTf (t)ϕ ̇f (t) ≤ 1
δλ e

T
f (t)Gef (t)+ λ

δ fmax
2 (ϕ−1G−1ϕ−1) (23)

Then, the derivative of Va satisfies the following condition:

V̇a ≤ ζ T (t)Θζ (t)+ α (24)

where

α = λ
δ fmax

2 (ϕ−1G−1ϕ−1), ζ (t) = [ ex (t)
ef (t)

]
Θ = [ P (A + LC)+ (A + LC)TP − 1

δ (A + LC)TPF
⋆ −21

δ F
TPF + 1

δλ G
]

and ⋆ denotes the symmetric elements in a symmetric matrix.
When Θ < 0 we can obtain ζ T (t)Θζ (t) < −εζ (t)2, where ε = βmin (−Θ).
Thus, the observer (6) is stable (V̇a < 0)if it satisfies the inequality.

εζ (t)2 > α (25)

Which means that the estimation errors of the state and the fault are uniformly
bounded, then the adaptive fault estimatioṅ̂f (t) = −ΦS (ėy (t)+ δey (t)) (26)

Here,we canuse the LinearMatrix Inequality (LMI) technique to solveΘ <0 inequality
[21]. The LMI technique is based on the condition of asymptotic stability of the
state error based on Lyapunov direct method. But, it is difficult to solve Θ < 0 and
13 simultaneously. Luckily we can transform 13 to the following optimisation [22].
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minimise h subject to Θ < 0 and 27[ ηI FTP − SC(FTP − SC)T ηI
] > 0 (27)

Then the fault estimation based on adaptive observer algorithm is describe by:

̂f (t) = −ΦS(ey (t)+ δ t∫
tf

ey (τ)dτ) (28)

3.2 Simulation results

The adaptive observer was applied to PMSM and tested in different stages of speed
under field oriented control. The characteristics of the machine is given in Table 2.
Simulation tests were performed using Matlab-Simulink software with a Runge-Kutta
method (with sampling time 10−5 sec).

After starting the PMSM, a load torque Tl = 5 N. m at time t = 0.5 s is applied.
Moreover,the inter turn short circuit occurred at time t = 1.5 s.
Figure (2) shows the evolution of the stator phase currents in the (a,b, c) frame.
Considering a inter turn short circuit failure occurring at time t = 1.5 s, we remark that
the magnitude of the stator phase currents in (a,b, c) frame grows significantly with
a quite large asymmetry between them. Figure 3.a shows the estimated stator currents
using adaptive observer. Figure 3.b shows the current error ia, so we can observe that
the magnitude of this error is around 0.02 A.

The PMSM speed evolution under the field oriented control follow correctly to the
reference value as shown in Fig. 4.a. Moreover, we remark at 1. 5 s an increase in the
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Fig. 2: Simulation results of the stator phase currents in (a,b, c) frame.
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Fig. 3: Evolution of the current ia. (a) Evolution of the estimated stator phase currents. (b) Evolution
of the current ia error.
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Fig. 4: Evolution of the rotor speed wr . Evolution of the measured and the estimated speed wr .
Evolution of the speed wr error.
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Fig. 5: Evolution of the fault current if . (a) Evolution of the measured and the estimated fault current
if . (b) Evolution of the fault current if error.

speedmagnitude ripple. Therefore, the estimated speed has the same evolution of the
measured one. The error speed takes a small value reaches to orders of 0. 2 rd/s as
shown in Fig. 4.b.

Figure 5.a shows the evolution of the fault current if . This fault is average zero at
time t = 1.5 s and take then the sinusoidal form after the failure occurs. We note that
the fault current if is a time-varying fault.Wenote that the convergence of this observer
with a small error between the measured and the estimated fault current around 0.01
A value, as shown in Fig. 5.b.

4 Unknown inputs observer application

4.1 Unknown inputs observer design

The electrical state model of the synchronous motor, can be written with unknown
inputs as follows: { ẋ (t) = Ax (t)+ Bud (t)+ Ff (t)+Dd (t)

y (t) = Cx (t) (29)
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Where the control vector ud(t) and the unknown input d(t) are given by the following
equations:

ud(t) = [[[[[
va − ea
vb − eb
vc − ec
Te

]]]]] , d (t) = Tl (t)
The unknown inputs matrix D is given by the following equation:

D = [[[[[[[
0
0
0−1J

]]]]]]]
We note that:
– rank (CD) = rank (D) = q
– rank (CF) = rank (F) = l
– rank [ sIn −A D F

C 0 0
] = rank (A)+ rank (D)+ rank (F) ∀ s ∈ ℂ, ℝ (s) > 0

A non singular matrix T is chosen such that rank (T) = rank (A) = n.
Where T = [ N D F ]with N is an arbitrary matrix. A transformation of the initial
system which can be represented in the following equation:{ ̇x̄ (t) = Āx̄ (t)+ B̄ud (t)+ D̄d (t)+ F̄f (t)

ȳ (t) = C̄x̄ (t) (30)

Ā = T−1AT = [[[ Ā11 Ā12 Ā13
Ā21 Ā22 Ā23
Ā31 Ā32 Ā33

]]], B̄ = T−1BT = [[[ B1
B2
B3

]]],
D̄ = T−1D = [[[ 0

Il
0

]]], F̄ = T−1F = [[[ 0
0
Iq

]]], C̄ = CT = [ CN CD CF ].
Corresponding to the state vectors x2 (t) and x3 (t), the unknown input d (t) and

the fault f (t) are introduced, where x̄ (t) = T−1x (t) = [[[ x̄1 (t)
x̄2 (t)
x̄3 (t)

]]] and x̄1 (t) ∈ℝn−l−q , x̄2 (t) ∈ ℝl , x̄3 (t) ∈ ℝq.
So the unknown input and fault free-system is written as follows:[ In−l−q 0 0 ] ̇x̄ (t) = [ Ā11 Ā12 Ā13 ] x̄ (t)+ B̄1ud (t) (31)

y (t) = [ CN CN CF ] x̄ (t) (32)
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x̄2 (t) and x̄3 (t) can be obtained from y (t) and x̄1 (t).
We choose the non singular matrix U = [ CD CF Q ], Q ∈ ℝp∗p−l−q is an arbitrary
matrix with p ⩾ l + q.
which can be defined:

U−1 = [[[ U1
U2
U3

]]] (33)

U1 ∈ ℝl∗p , U2 ∈ ℝq∗p , U3 ∈ ℝ(p−l−q)∗p
We obtain:

U−1U = [[[ U1
U2
U3

]]][ CD CF Q ] = [[[ U1CD U1CF U1Q
U2CD U2CF U2Q
U3CD U3CF U3Q

]]]= [[[ Il 0 0
0 Iq 0
0 0 IP−l−q

]]] (34)

Equation (32) is multiply by U−1 by two sides, taking into account the two relations
(33) and (34), the observation equation is given by:

U1y (t) = U1CNx̄1 (t)+ x̄2 (t) (35)

U2y (t) = U2CNx̄1 (t)+ x̄3 (t) (36)

U3y (t) = U3CNx̄1 (t) (37)

Therefore, the substitution of (35) and (36) in (31), and the combinationwith (37), gives
the following system: { ̇x̄1 (t) = Ã1 x̄1 (t)+ B̄1ud (t)+ E1y (t)

ȳ (t) = C̃1 x̄1 (t) (38)

where
E1 = Ā12U1 + Ā13U2

C̃1 = U3CN
ȳ (t) = U3y (t)

(39)

An unknown inputs observer may be developed as follows:

ẇ (t) = (Ã1 − LC̃1)w (t)+ B̄1ud (t)+ Lȳ + E1y (t)
= (Ã1 − LC̃1)w (t)+ B̄1ud (t)+ (LU3 + E1)y (t) (40)

where w (t) = x̂1 (t), w ∈ ℝn−l−q.
L is the observer gain to maintain the stability of (Ã1 − LC̃1) The existence conditions
of this observer is described by:
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– The pair (Ã1,C̃1) observable or detectable

– Rank [ sIn−l−q − Ā11 −Ā12 −Ā13
CN CD CF

] = n∀s ∈ ℂ,ℝ (s) ⩾ 0
The state estimation error dynamics becomes:

ėx̄1 (t) = (Ã1 − LC̃1)ex̄1 (t) (41)

where ex̄1 (t) = w (t)− x̄1 (t).
If (Ã1 − LC̃1) is Hurwitz, the estimation error converges exponentially to zero. From
(35) and (36), the state of the original system (29) can be estimated as follows:

x̂ (t) = T ̂x̄ (t) = T[[[
̂x̄1 (t)̂x̄2 (t)̂x̄3 (t) ]]] = T[[[ w (t)

U1y (t)−U1CNw (t)
U2y (t)−U2CNw (t)

]]] (42)

After an algebraic manipulation of the equations corresponding to the state vector in
(30), the reduced order observer (40) and the equation (42), we can obtain an estimate
of the unknown input d denoted by d̂ (t) ∈ ℝl, such that:

d̂ (t) = ̇̂x̄2 (t)− [ Ā21 Ā22 Ā23 ] ̂x̄ (t)− B̄2ud (t)
= U1 ẏ (t)+G1w (t)+G2y (t)+G3u (t)

(43)

where

G1=U1CN (LU3CN−Ā11+Ā12U1CN+Ā13U2CN)−Ā21+Ā22U1CN+Ā23U2CN (44)

G2 = U1CN (−LU3 − Ā12U1 − Ā13U2) − Ā22U1 − Ā23U2 (45)

G3 = −U1CNB̄1 − B̄2 (46)

The estimation error of the unknown input, designated by ed (t) is:

ed (t) = d (t)− d̂ (t) = U1CNė (t)x̄1 (t)+ (Ā12 − Ā22U1CN − Ā23U2CN)ex̄1 (t) (47)

In the same way,the estimated fault is given by:̂f (t) = ̇̂x̄3 (t)− [ Ā31 Ā32 Ā33 ] ̂x̄ (t)− B̄3ud (t)
= U2 ẏ (t)+G4w (t)+G5y (t)+G6ud (t)

(48)

where

G4 = U2CN (LU3CN−Ā11+Ā12U1CN+Ā13U2CN)−Ā31+Ā32U1CN+Ā33U2CN (49)

G5 = U2CN (−LU3 − Ā12U1 − Ā13U2) − Ā32U1 − Ā33U2 (50)
G6 = −U2CNB̄1 − B̄3 (51)
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The estimation error of the fault ef (t) is given by:

ef (t) = f (t)− ̂f (t) = U2CNėx̄1 (t)+ (Ā31 − Ā32U1CN − Ā33U2CN)ex̄1 (t) (52)

4.2 Simulation results

The UIO was applied to PMSM machine and tested in different stages of speed under
field oriented control. The obtained simulations results are shown in the following
figures.

Figure 6.a shows the estimated stator currents usingUIO and Fig. 6.b illustrate the
current error ia. We can observe that the magnitude of this error is around 5.10−14 A.
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Fig. 6: Evolution of the current ia. (a) The estimated stator phase currents. (b) Evolution of the
current ia error.
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Fig. 7: Evolution of the rotor speed wr . (a) Evolution of the measured and the estimated speed wr . (b)
Evolution of the speed wr error.

Compared to adaptive observer, the UIO presents a low level error for stator currents.
Therefore, the UIO is more efficient than the adaptive observer.

Based on the Fig. 7.a, we observe that the UIO estimated speed follows correctly
the measured speed. Therefore the measured and estimated speed have the same
evolution with a similar magnitude. Fig. 7.b shows that the error speed is average
around 6.10−14 rd/s.

Figure 8.a shows the measured and the estimated fault current if . We note that
the convergence of this observer with a small phase shifting between the measured
and the estimated fault current as shown in 8.b. Figure 9.a shows the measured and
the estimated load torque Tl. Therefore the measured and estimated load torque have
the same evolution. Moreover, considering inter turn short circuit failure occurring at
time t = 1.5 s, we note an increase in the load torque magnitude ripple. The error load
torque takes a value reaches to 1 N. m as shown in Fig. 9.b.
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Fig. 8: Evolution of the fault current if . (a) Evolution of the measured and the estimated fault current
if . (b) Evolution of the fault current if error.

Tab. 1: Comparison of both observers

Adaptive Observer Unknown inputs Observer

Stator currents + ++
Speed + ++
Fault current ++ +
Load torque — +

Table 1 presents a qualitative comparison between the both observers. For the
state estimation; the stator currents and the rotor speed, it can be seen that the
unknown inputs observer are more efficient. On the contrary, for the fault estimation,
the adaptive observer give a better performance compared to the UIO.We note that the
UIO can be estimate the load torque of the machine which represents the unknown
input.
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Fig. 9: Evolution of the load torque Tl. (a) Evolution of the measured and the estimated load torque
Tl. (b) Evolution of the load torque Tl error.

Tab. 2: Specifications adopted for PMSM

Parameter values of PMSM

Ls 3. 1 mH
Rs 0. 44 Ω
J 0. 00001 Kg m2

p 4
F 0. 00001 Kg m2/s

5 Conclusion
The both observers techniques, adaptive and unknown inputs are presented and
applied to a variable speed PMSM. These techniques estimate the stator phase
currents, the rotor speed and the inter turn short circuit faults. The first observer is
based on LMI approach, although, the principal of the second observer is to make the
error estimation independent of the unknown inputs. The comparison between these
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observers is presented to validate the efficient one. Simulation results are shown that
the high performance is obtained using the unknown inputs observer for the stator
phase currents and rotor speed estimation. In contrary, the adaptive observer can
estimate an inter turn short circuit fault more rapidly and give a better performance
compared to unknown inputs observer.
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R. Mars, B. Bouzidi, B. El Badsi and A. Yangui
DCC and DTC of Three-Level Inverter Fed
Brushless DC Motor Drives with Torque Ripple
Reduction

Abstract: In medium and high power applications, the BLDC motor is associated
to multi-level inverters particularly the three levels NPC topology (B12). To improve
the torque performance of the B12-inverter fed BLDC motor drives, this paper deals
with the synthesis and performance analysis of three control strategies, namely:
(i) DCC strategy with current controlled, (ii) DTC1 strategy, with torque controlled,
inspired from the one developed by Takahashi in inductionmotor drives and (ii) DTC2
strategy that eliminates the torque dips penalizing DTC1. Simulation results, carried
out considering low and high reference motor speeds, prove the high performance
exhibited by the proposed DTC2 strategy which exhibits a remarkable reduction of
the torque ripple and a low distortion in the line currents.

Keywords: Three level NPC inverter, brushless DCmotor, direct current control, direct
torque control, torque ripple, simulation results.

Classification: 65C05, 62M20, 93E11, 62F15, 86A22

1 Introduction
The brushless DC motor is used in a variety of industry applications due it high
efficiency and high power density due to the absence of field winding, in addition
the absence of brushes leads to high reliability, low maintenance and high capability
[1]. BLDC motor, with a trapezoidal back-electromotive-force (EMF) waveform, has a
larger torque and a higher power density than Permanent Magnet Synchronous (PMS)
Motor with the sinusoidal back-EMF and the sine wave current [2, 3]. Although these
features bring several advantages, the torque ripple is one of the key issues in BLDC
motors [4, 5]. Therefore, reducing the torque pulsation is essential to improve the
torque performance of the BLDC motor drive system [6–8].

Hence, different control strategies have been successfully implemented in the
BLDC motor drives, considering the conventional inverters (two-level three-phase
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inverters) [9] as well as the unconventional ones (two-level four-switch inverters) [10].
Following a literature review, these strategies are based on the current and torque
control approaches [11–13]. Dealing with the most popular control strategies one can
distinguish:
– strategywhich is basedon thedirect control of the current (DCC). In [13], hysteresis

current controllers are used to drive BLDC motors.
– strategy which is based on the direct control of the torque (DTC). Since its

introduction in the middle of the 1980’s by Depenbrock and Takahashi, the DTC
strategy remains, to date, a state of the art topic which is selected by many
research teams worldwide [14, 15]. Recently, different DTC strategies have been
successfully implemented in B6 inverter fed BLDC motor drives. In [16], a high
performance DTC strategy has been proposed. It considers a vector selection table
simply-reduced to the torque control with a two-phase conduction mode during
sectors and three-phase conduction mode during sector-to-sector commutations.
Although the torque ripple amplitude has been reduced, it has been noticed that
this strategy yields unbalanced switching frequencies of the inverter upper and
lower IGBTs and a relatively high average value of the common mode voltage of
the BLDC motor. In [9], an improved DTC strategy has been proposed to eradicate
the above-described strategy limitations.

The conventional two-level inverter is a preferred choice in most industrial low
power applications. However, in medium and high power applications, conventional
two-level voltage source inverters can be limited by the high distortion in the output
voltage (high THD) and the voltage ratings of power switches. For these reasons, the
multilevel inverters such as flying-capacitor multilevel inverters, cascaded H-bridge
multilevel inverters, and the-point clamped (NPC)multilevel inverters are increasingly
being used in high power applications due to their superior performance compared
to two-level inverters [17]. Indeed, it offers a lower harmonic distortion of the
output currents and operates with reduced dv

dt stress as compared to the two-level
inverter driven acmachines [18, 19]. Following a literature review, the flying-capacitor
multilevel inverter requires a large number of bulky and expensive capacitors to
clamp the voltage. The voltage tracking and pre-charging to the same voltage level of
capacitors requires a complex control [20, 21]. In [22], a cascaded H-bridge five-level
inverter has been proposed in to suppress torque ripple and harmonics of BLDCmotor
drive with speed and current closed loop control. This topology needs a galvanic
isolation of the dc source for each of the H-bridge. Compared to the cascadedH-bridge
and flying-capacitor topologies, the NPC topology operates with a lower number of
power semiconductor devices and DC sources.

In this paper three control strategies of BLDCdrives fed by three-level NPC inverter
(B12) inverter have been proposed for torque ripple suppression, namely: (i) DCC with
current controlled , (ii) classical DTC strategy DTC1, and (iii) a proposed DTC2 strategy
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leads to suppress the torque ripple penalizing the DTC1 strategy. A comparative
evaluation of the three control strategies performances is presented and commented.

2 Three-Level Inverter Fed BLDC Motor Drive

2.1 Description

TheBLDCmotorwith trapezoidal back-EMFs is suitably fedby 120∘ rectangular shaped
currents, which should be synchronized with the back-EMFs to develop a constant
electromagnetic torque with reduced ripple. The BLDC motor is driven according to
the six steps of the rotor positions determined by the Hall-effect signals as illustrate
in Fig. 1.

Figure 2 illustrates the stator phase currents (ia, ib and ic), the phase back-EMFs
(ea, eb and ec), and the corresponding Hall-sensor signals (Ha, Hb and Hc) under the
maximum torque operation. The stator voltage equations of the BLDCM are described

Step 1: HC/HB/HA: 011 Step 2: HC/HB/HA: 010 Step 3: HC/HB/HA: 110

Step 4: HC/HB/HA: 100 Step 5: HC/HB/HA: 101 Step 6: HA/HB/HC: 001

Fig. 1: Two-phase excitation method with six steps for driving three-phase BLDC motors.
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by:

( va = Rsia + (Ls −M) iadt + ea
vb = Rsib + (Ls −M) ibdt + eb
vc = Rsic + (Ls −M) icdt + ec ) (1)

where:
ia, ib, ic: armature phase currents (A),
ea, eb, ec: back-EMFs (V),
Ls: self and mutual inductances (H),
Rs: armature resistance (Ω).
The electromagnetic torque Tem produced by the BLDC motor is given as:

Tem = eaia + ebib + ecic
Ω (2)

where Ω is the rotor angular speed.
The equivalent circuit of the BLDC motor drive including the conventional

three-level NPC inverter is shown in Fig. 2. This topology consists of a three-leg inverter

Fig. 2: BLDC motor phase currents and back-EMFs and the corresponding Hall-effect signals under
maximum torque operation.
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Fig. 3: Connections of the three-level NPC inverter fed BLDC motor drive.

with four power switches per leg rather than two in the case of the conventional
two-level three-phase inverter.

2.2 Voltage Vectors Intrinsically-Generated by the Three-Level
NPC Inverter

Let us denote the states of the four switches (top to bottom) of a given leg (numbered
i=1 to 3) by the binary variables Sil, Si2, Si3 and Si4, where the binary “1” corresponds
to an ON-state and the binary “0” indicates an OFF-state.

Let us call Sk the combination of the states of the power switches of a leg, with:
Sk = [Sil, Si2, Si3, Si4] and the subscript k is referred to the motor phases that can be
“a”, “b” or “c”.

The corresponding switching combinations are presented in Tab. 1 considering
the case of the two-phase conduction mode of the BLDCmotor. Hence, the three-level
NPC inverter under two-phase conduction mode generates twelve active voltage
vectors V1 to V12 as shown in Fig. 4. According to their magnitudes, these vectors
are divided into two groups, namely:
– half voltage vectors (V1 to V6) have a magnitude equal to 1

√6Vdc,
– intermediate voltage vectors (V7 to V12) have a magnitude equal to 1

√2Vdc.

Under three-phase conduction mode, the three-level NPC inverter generates twelve
active voltage vectors (U1 to U12) and three null vectors V01, V02 and V03, as defined
inTab. 2. According to theirmagnitudes, the active vectors are divided into twogroups,
namely:
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Tab. 1: The switch state combinations under the two-phase conduction mode of the BLDC motor.

(Sa Sb Sc) Vα Vβ |Vi | Vector

Half voltage vectors

(1100 0000 0000) 1
√6 Vdc 0 1

√6 Vdc V1
(0000 0000 0011) 1

√24 Vdc
1
√8 Vdc

1
√6 Vdc V2

(0000 1100 0000) − 1
√24 Vdc

1
√8 Vdc

1
√6 Vdc V3

(0011 0000 0000) 1
√6 Vdc 0 1

√6 Vdc V4
(0000 0000 1100) − 1

√24 Vdc −
1
√8 Vdc

1
√6 Vdc V5

(0000 0011 0000) 1
√24 Vdc − 1

√8 Vdc
1
√6 Vdc V6

Intermediate voltage vectors

(1100 0000 0011) √ 3
8 Vdc

1
√8 Vdc

1
√2 Vdc V7

(0000 1100 0011) 0 1
√2 Vdc

1
√2 Vdc V8

(0011 1100 0000) −√ 3
8 Vdc

1
√8 Vdc

1
√2 Vdc V9

(0011 0000 0011) −√ 3
8 Vdc − 1

√8 Vdc
1
√2 Vdc V10

(0000 0011 1100) 0 − 1
√2 Vdc

1
√2 Vdc V11

(1100 0011 0000) √ 3
8 Vdc

1
√8 Vdc

1
√2 Vdc V12

Tab. 2: The switch state combinations under the two-phase conduction mode of the BLDC motor.

(Sa Sb Sc) Vα Vβ |Ui | Vector

Half voltage vectors

(1100 0000 0000) 1
√6 Vdc 0 1

√6 Vdc U1

(0000 0000 0011) 1
√24 Vdc

1
√8 Vdc

1
√6 Vdc U2

(0000 1100 0000) − 1
√24 Vdc

1
√8 Vdc

1
√6 Vdc U3

(0011 0000 0000) 1
√6 Vdc 0 1

√6 Vdc U4

(0000 0000 1100) − 1
√24 Vdc −

1
√8 Vdc

1
√6 Vdc U5

(0000 0011 0000) 1
√24 Vdc − 1

√8 Vdc
1
√6 Vdc U6

Intermediate voltage vectors

(1100 0000 0011) √ 3
8 Vdc

1
√8 Vdc

1
√2 Vdc U7

(0000 1100 0011) 0 1
√2 Vdc

1
√2 Vdc U8

(0011 1100 0000) −√ 3
8 Vdc

1
√8 Vdc

1
√2 Vdc U9

(0011 0000 0011) −√ 3
8 Vdc − 1

√8 Vdc
1
√2 Vdc U10

(0000 0011 1100) 0 − 1
√2 Vdc

1
√2 Vdc U11

(1100 0011 0000) √ 3
8 Vdc

1
√8 Vdc

1
√2 Vdc U12
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Fig. 4: Space voltage vector in the α − β stationary frame of the active voltage vectors generated by
the B12-inverter in the two-phase conduction mode.

– intermediate voltage vectors (U1 to U6) have a magnitude equal to 1
√6Vdc,

– full voltage vectors (U7 to U12) have a magnitude equal to√ 2
4Vdc.

Figure 5 shows the active voltage vectors, generated by the three-level NPC inverter
under the three-phase conduction mode, represented in the stationary α − β plane.

Fig. 5: Space voltage vector in the α − β stationary frame of the active voltage vectors generated by
the B12-inverter in the three-phase conduction mode.
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3 Control Strategies
In variable speed applications based on BLDC motor drives, two types of popular
control techniques are distinguished: (i) direct current control (DCC), and (ii) direct
torque control (DTC). In the following, the control techniques are reviewed, the
simulation results of the control performance for each control technique are also
recapitulated.

3.1 First Strategy

The first strategy, noted DCC, is based on the direct control of the motor currents
through an appropriate selection of the inverter control signals.

Figure 6 shows the block diagram of the DCC strategy dedicated to the control of
the BLDC motor drives. This diagram includes:
– Sector selector: The sectors are identified through the combinations of the three

Hall-effects signals (Ha, Hb and Hc) as illustrated in Fig. 1 and Fig. 2.
– Speed estimator: To improve the drive cost-effectiveness, the speed estimation

is carried out according to the Hall-effect signals which eliminates the encoder by
using the zero-order estimation algorithm discussed in [23].

– Speed controller (PI): The output of the Speed controller (PI), determine the
reference torque.

Fig. 6: Block diagram of the direct current control strategy implemented in the three level inverter
fed BLDCM drives.
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– The torque constant Kt:This constant determine the current amplitude. TheDCC
strategy is achieved by setting an autopilot angle ? equal to zero. In this case, the
expression of the electromagnetic torque can be expressed as:

Tem(ψ = 0) = 3Pϕeff Ieff (3)

where:
ϕeff : The rms value of the flux
Ieff : The fundamental of the armature current.
Mainly provided by the BLDC motor, the flux remains almost constant. Con-
sequently, the expression of the electromagnetic torque is reduced to:

Tem(ψ = 0) = KtIeff (4)

– 120∘ Current generator: The current generator is used to generate the reference
currents i⋆a, i⋆b and i

⋆
c .

– Current hysteresis: The DCC strategy is based on the use of hysteresis current
controllers. The outputs of these controllers are used to control the IGBTS.

3.2 Second Strategy

The second strategy, notedDTC1, allowsadirect control of theBLDCmotor electromag-
netic torque through an appropriate selection of the inverter control signals, in order
to fulfill the requirements aswhether the electromagnetic torqueneeds to be increased
or decreased. This strategy was inspired from the conventional one introduced by
Takahashi.

Figure 7 shows the block diagram of the DTC1 strategy dedicated to the control of
three level inverter fed BLDC motor drives.

The vector selection table of the DTC1 strategy, is summarized in Tab. 3. For the
case of sector I, DTC1 strategy considers the following control laws:
– the application of the active voltage vector V8, achieves the control combination

(cτ = +1),
– to achieve the control combination (cτ = −1), the conventional DTC1 strategy

applies the vector V11.

The vector selection table generates the sequence (0000 0011 1100) to reduce the
torque (cτ = −1). This vector is characterized by a regenerative sequence as shown
in Fig. 8. The two currents ib and ic are forced to flow through the diodes D23, D24,
D31 and D32 and the supply source Vdc which generates the fairly fast variations of dibdt / and  dicdt / during this regenerative phase.

As a conclusion, the major drawback of the DTC1 strategy is due to the systematic
application of active voltage vectors to maintain the electromagnetic torque (cτ =
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Fig. 7: DTC scheme of three level inverter fed BLDC motor drives.

Tab. 3: Vector selection table corresponding to the DTC1 strategy.

Sectors

cτ I II III IV V VI
+1 V8 V9 V10 V11 V12 V7
−1 V11 V12 V7 V8 V9 V10

−1). The application of these voltage vectors affects the electromagnetic torque. This
latter undergoes rather rapid drops which lead on the one hand, to a high switching
frequency of the IGBTs, and on the other hand, to an important torque amplitude
ripple due to the exceeding of the torque hysteresis band during the falls of this latter.

3.3 Third Strategy

The third strategy, noted DTC2, is based on the subdivision of the ?-? stationary frame
into six sectors. Such a subdivision is similar to the one adopted in the DTC1 strategy
dedicated to the control of three level inverter fed BLDC motor drives.

The DTC2 is proposed to minimize the torque ripple penalizing the DTC1 strategy.
The implementation scheme of this strategy is similar to the one adopted in the DTC1
strategy. The control rules embedded in the vector selection table is the only difference
between the control schemes of the proposed DTC1 and DTC2 strategies. The synthesis
of the vector selection table considers the following control laws:
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Fig. 8: Current transition during sector I under the conventional DTC1 strategy considering the case
of a torque decrease (cτ = −1).

– for the six sectors, the DTC2 strategy applies the same active voltage vectors
considered in DTC1 to achieve the control combination (cτ = +1) corresponding
to the increase of the electromagnetic torque

– the application of the voltage vectors Vi (i = 1 to 6) achieves the control
combination (cτ = −1), making a difference with DTC1 that considers the voltage
vector Vi (i = 7 to 12). To obtain balanced switching frequencies of the upper and
lower IGBTs, these vectors are characterized by freewheeling sequences involving
theupper (IGBTanddiode) for a given sector and the lower (IGBTanddiode) in the
next sector. The above-adopted reasoning has been considered in the six sectors.

Dealing with sector I, the decrease of the torque, in the case of the counterclockwise
rotation, is achieved by the active voltage vector V7. As illustrated in Fig. 9.a , this
vector is characterized by a freewheeling sequence involving the lower (S33 and
S34) IGBTs and (D23 and D24) diodes making a difference with the DTC1 strategy
that considers the voltage vector V5 witch characterized by a regenerative phase.
This condition can be also achieved by the application of an active voltage vectors
characterized by a freewheeling sequence involving the upper (S21 and S22) IGBTs
and (D31 and D32) diodes as illustrated in Fig. 9.b. The resulting vector selection table
is provided in Tab. 5. Although the two approaches are different, it has been found
that they lead to the same performance.

The application of the intermediate voltage vector Vi (i = 7 to 12) is characterized
by a decrease of the torque with a slope that has an absolute value lower than the one
observed under the application of the half voltage vector Vi (i = 1 to 6). Consequently,
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Fig. 9: Current transition during sector I under the DTC2 strategy. Legend (a): torque decrease (cτ =
−1) (first approach) and (b): torque decrease (cτ = −1) (second approach).

the DTC2 strategy leads to minimize the torque ripple during sequence operation
by the application of appropriate half voltage vectors instead of intermediate active
voltage vectors. It exhibits lower switching losses than the ones yielded by the
conventional DTC1 strategy.
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Tab. 4: First vector selection table of the proposed DTC2 strategy in the case of anticlockwise
rotation.

Sectors

cτ I II III IV V VI
+1 V8 V9 V10 V11 V12 V7
−1 V2 V3 V4 V5 V6 V1

Clamped K33 K21 K13 K31 K23 K11
Signal & K34 & K22 & K14 & K32 & K24 & K24

Tab. 5: Second vector selection table of the proposed DTC2 strategy in the case of anticlockwise
rotation.

Sectors

cτ I II III IV V VI
+1 V8 V9 V10 V11 V12 V7
−1 V3 V4 V5 V6 V1 V2

Clamped K21 K13 K31 K23 K11 K33
Signal & K22 & K14 & K32 & K24 & K24 & K34

4 Simulation-Based Investigation of the proposed
strategies Performance

This paragraph is aimed at simulation-based investigation of the proposed strategies
performance. The ratings and parameters of the BLDC motor, used in the simulation
works, are provided in Tab. 6. The sampling period Ts is equal to 55μs. For the sake of
comparison, the same PI controller parameters have been adopted in both strategies.
TheProportional-Integral controller of the speed loop is definedbyaproportional gain
Kp = 1 and an integral gain Ki = 0.5. The hysteresis bounds of the stator currents are
equal to ±0.001A. For both implemented DTC strategies DTC1 and DTC2, the hysteresis
controllers of the electromagnetic torque are two-level comparators. The hysteresis
bounds of the torque are equal to ±0.001Nm.

Tab. 6: BLDC motor parameters

DC-link voltage 24 p 3
Rated torque 2.5 Nm Rs 0.2 Ω
Rated speed 2500 rpm Ls 0.3 mH

J 4.1 gm2 f 0.5 mN.m.s
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Fig. 10: Simulated steady-state variables yielded by the direct current control strategy (subscript 1),
the DTC1 strategy (subscript 2) and the proposed DTC2 one for a speed Ω = +40rad/s considering
the case of an anticlockwise rotation. (a): motor speed (b): electromagnetic torque.

Fig. 11: Simulated steady-state variables yielded by the direct current control strategy (subscript 1),
the DTC1 strategy (subscript 2) and the proposed DTC2 one for a speed Ω = + 40rad/s considering
the case of an anticlockwise rotation. (a): sector succession, (b): phase currents, (c): phase voltage
Vao, (d): electromagnetic torque.

The obtained simulation results at steady state operation of the BLDCM drive
corresponding to the case of a high reference speed of +120rad/s are illustrated in
Fig. 12 and Fig. 13.
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Fig. 12: Simulated steady-state variables yielded by the direct current control strategy (subscript 1),
the DTC1 strategy (subscript 2) and the proposed DTC2 one for a speed Ω = + 120rad/s considering
the case of an anticlockwise rotation. (a): motor speed (b): electromagnetic torque.

Fig. 13: Simulated steady-state variables yielded by the direct current control strategy (subscript 1),
the DTC1 strategy (subscript 2) and the proposed DTC2 one for a speed Ω = + 120rad/s considering
the case of an anticlockwise rotation. (a): sector succession, (b): phase currents, (c): phase voltage
Vao, (d): electromagnetic torque.

Figure 12 shows the waveforms of the motor speed, the electromagnetic torque.
From the analysis of Figs. 12.a1, 12.a2 and 12.a3, one can notice that both strategies
exhibit a high dynamic of the motor speed.
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Figures 13.b1, 13.b2 and 13b3 give the stator phase currents iabc which are
rectangular with a phase shift of 120∘. The comparison of these figures shows that the
stator current waveforms present a lower harmonic distortion, in the case of the DTC2
strategy.

Figures 13.c1, 13.c2 and 13.c3 illustrate the Vao waveforms yielded by both control
strategies. Referring to these Figures, it can be noted that Vao is characterized by
an alternative waveform with an average value not-exceeding 1.25% of the DC-bus
voltage. This is due to the balanced switching frequencies of the upper and the lower
IGBTs yielded by both developed strategies.

Figures 13.d1, 13.d2 and 13.d3 give the electromagnetic torque waveform at
steady-state. Referring to Fig. 13.d1, it is clearly noted that the proposed DCC strategy
leads to an important torque amplitude ripple. Figure 13.d3 clearly confirms the lower
torque ripple exhibited byDTC2 due to the application of the half active voltage vectors
Vi such benefit is missed in the case of the conventional DTC1 strategy due to the
application of intermediate active voltage vectors Vi to maintain the electromagnetic
torque (cτ = −1).

In what follows, the effectiveness of both strategies under a referencemechanical
speed Ω = 40rad/s is presented in Figures 10 and 11 considering a steady-state
operation characterized by a same load torque Tl = 1Nm. Referring to these Figures,
one can clearly confirm that the proposed DTC2 strategy leads to a low distortion in
the line currents. It exhibits a lower torque ripple for both reference speeds compared
to the ones offered by the DCC and the DTC1 strategies.

5 Conclusions
As the BLDC motor is integrated in many industrial variable speed applications
covering a wide range of power, it is associated to two-level inverter, while in medium
and high power applications it is associated to multi-level inverters, particularly the
three-level NPC topology. In this paper, a comparative study between three control
strategies has been treated. The considered strategies are described as follows: (i)
DCC which is based on the direct current control, (ii) DTC1 which is inspired from
the one implemented in induction motor drives, and (iii) DTC2 which has been
proposed to eradicate the torque ripples penalizing the DTC1 strategy. Simulation
results, carried out considering low and high reference motor speeds, leads the high
performance exhibited by the proposed DTC2 strategy. This strategy is motivated by
many performances such as: lower switching losses, lowdistortion in the line currents
and remarkable reduction of the torque ripple.
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