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Preface

Software has been part of professional life since the 1960s and has made calculations 
easier. The beginning of these initiatives dates back to German Schickard, the 
inventor of the first mechanical calculator to work with gears and wheels in the 17th 
century and Pascal (1642), the inventor of the first commercial calculator. With the 
start of the industrial revolution in Europe in the 18th century, the model designed 
by Jacquard was developed to operate the weaving looms made the most important 
contribution of mechanics to the calculation; this discovery has also paved the way 
for today’s electronic world. Babbage’s Analytical Machine, which was able to 
make strong calculations in different number systems in the late 19th century, was 
developed using Jaguard’s weaving looms. This machine was defined as a general-
purpose machine with the ability to read/write data and make comparisons, and this 
resulted in the first programmable machinery concept. In the same years, Hollerith’s 
commercial machine will later be named as IBM (International Business Machines).

Considering these developments, it would not be right to exclude the NATO 
conference, where software engineering was first used as a term and as the milestone 
of the east of software engineering. In fact, by going back even further, Gödel’s 
incompleteness theorem and Shannon’s information theory should also be examined 
as scientific problems. Abstract mathematics, which is used for the implementation 
of these problems and for the analysis and design of today’s many complex real-
world problems, is also the sub-discipline of software engineering.

After the first NATO conferences in 1968 and 1969, it has been started to search 
how the software to be developed would be a high-quality product. The software 
developed in the 1970s was customer-oriented. With an article published in 1970 
(Royce, 1970), the first software development methodology, the waterfall model, was 
formally published. This model, which was later implemented (Bell & Thayer, 1976), 
has been the pioneer of iterative (Royce, 1987) incremental and spiral (Boehm, 1988) 
software development models and today’s contemporary development approaches 
according to changing needs in information systems modeling. In those years, 
overcoming the software lifecycle crisis was the most important quality criterion. 
The term quality was used for the first time at the NATO 1968 conference and this 

vii
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meant difficulties in completing growing software problems on time and with the 
determined budget. Although the aim of the developed product was to realize all 
the requirements in time and in the budget, this could happen at a very low rate for 
various reasons.

Software applications developed in the 1980s turned towards shared responsibility 
and customer satisfaction consideration. Languages for object concept starting 
with Simula language (Nygaard, 1978); languages such as Ada (Booch, 1983), C 
++ (Stroustrup, 1986), Smalltalk (Goldberg & Robson, 1983) and Eiffel (Meyeri 
1988) laid the foundations of object modeling in the 80s. It had never been used 
until Booch first mentioned the term object-oriented design in 1982 in an article 
(Booch, 1982). In fact, procedure-oriented development methods have started this 
process step by step over time. In the end, the number of object-oriented design 
methods that combine data and methods with cohesive units and classes has increased 
(Lorensen, 1986; Jacobson, 1987; Wirfs-Brock et al., 1990; Rumbaugh et al., 1991; 
Booch,1991) and the use of unified modeling language (UML) (Booch et al.,1999) 
that models these systems has become widespread. This design technique, called 
object-oriented software engineering, has been used in modeling real-world problems 
since those years and is also an irreplaceable part of today’s software development 
methodologies.

CHALLENGES AND MODERN SOLUTIONS

In the requirements, analysis and design stages of software development lifecycle 
models, visual analysis is performed at successive levels and the problem is prepared 
for implementation. The fact that the shared responsibility, which was the quality 
criterion of software products developed in the 1980s, continues by expanding its 
scope; the visualizations of the problem in the abstract analysis have great importance. 
The worst-case scenario for the quality of the software is the problems detected by the 
user (customer). As long as any small problem is not solved, it causes more problems. 
Therefore, shared responsibility has been important since the time it was taken as an 
assessment criterion in determining the quality and it grows in importance every day. 
Brooks, known as one of the leaders (pioneers) of software engineering, stresses in 
his famous article No Silver Budget (Brooks, 1987) that the difficulties in fulfilling 
the quality criteria cannot be overcome by object-oriented programming languages 
or the rule-based programming languages of artificial intelligence applications while 
solving the complex software problems of those years. According to Brook, it is 
important to achieve the solution of the problem at the end of good design. And 
this happens when designers who do their job well choose a suitable development 
method for the problem and perform a strong conceptual analysis. As we can see, 
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the history of taking the human factor as a criterion for a highly qualified software 
product dates back to the 80s.

With the problems becoming more complicated in the 1990s, the scope of quality 
was expanded. For example, security has turned from mathematical vulnerability into 
cryptography as a non-functional issue. While security-focused more on protecting 
the database in those years, today, many security vulnerabilities can be seen at any 
time at the end of the faults in the software. Therefore, the software test is rapidly 
becoming the main problem of the software industry. Today, the web aims to reach 
more users in a competitive environment as now being an indispensable deployment 
platform. Enterprise applications are that more users can access large programs 
that are quite comprehensive. In addition, embedded software is becoming more 
ubiquitous day by day. Open-source codes are increasingly meeting the expectations 
of software developers. All this means that giving security much more importance 
as a non-functional issue requires developers to have more knowledge about testing. 
Agile processes also oblige (force) both testers and developers to test better. The fact 
that high testability components give more confidence is not enough. The testability 
of low testability components should also be increased to reduce the risk. And this 
requires a good risk analysis.

Developed in a complex and tightly linked open eco-system, contemporary 
software systems have placed software ethics to the first place in quality assessments. 
As the developed systems grow and become more open every day, an increasingly 
large amount of data is intricately linked, and safety in relationships begins to be 
questioned. Social embedding of software in developed systems requires software 
engineers to evaluate ethical concerns in much greater detail. These are defined as 
non-functional requirements. For example, as a service-oriented software engineering 
application on peer-to-peer (P2P) networks; a malicious, undesired application that 
has never been encountered before can be detected automatically with the integration 
of different analysis techniques. Criteria for determining the ethical issues of software 
engineering have started to take shape in recent years. Although Ethical automation 
toolkits have started to be seen as a new application of data science, it is clear that 
the ethics of automating everything will be questioned more and more over time. 
In small-scale studies, it is possible to decide on ethical requirements by using the 
abstract, comprehend and communicative infrastructure of conceptual models. Just 
as in determining software requirements, specific ethical tools for specific problems 
can be designed with interviews and surveys made with communities. Thus, even 
if the risk taken by such an application is not reduced by 100% it will still prevent 
misusing of the application.

In summary, the concept of quality, which is the most important measurement 
of the software product, was about how to achieve software maintainability in 
the early stages of software engineering. As factors with customer satisfaction; 

ix
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providing the needs for the decision to continue using the software, the simplicity 
of the product usability and the speed of the software were important. While the 
cost, timely delivery, and reliability of the product were important quality criteria 
for management; the number of bugs in the software was the fundamental constraint 
that developers had to set to ensure reliability needs.

For the quality criteria that must be included in the documentation of software, 
functional specifications that describe what to do for the solution are determined 
first. Then, the quality plan that shows the quality attributes to be defined for the 
implementation and how these attributes will be assured is prepared. In the final 
stage, the project management plan is required. A project management plan can be 
given as timing, dependencies, and resource requirements.

The software metric, which is one of the factors determining the quality of 
software, is a quantifiable measurement of the quality criteria of the problem to be 
solved. The software metrics may not always give the desired result. A few of these 
situations are that the relationship between quality criteria and metric values doesn’t 
give the intended results, some criteria cannot be measured, or there are no tested 
metrics. Another problem is the difficulty in estimating some metrics since they 
are associated with more than one criterion. In addition to all these disadvantages, 
software metrics can bring additional costs to the project. Therefore, a predetermined 
quality model should be chosen according to the structure of the product to be 
developed for quality metrics classified with 3P as a process, product, and project, 
and it should be aimed to meet the criteria for this model. This formal process, 
called software quality assurance, makes evaluations and documentations related 
to the targeted criteria of the product developed during software development life 
circle. (Boehm et al., 1978; Grady, 1992; McCall et al., 1977). In software quality 
standards studies, which started 10 years after software engineering was accepted 
as a separate discipline, new technologies such as computational grids have started 
to be used as problems become more complex, and more advanced object-oriented 
modeling techniques have been implemented (Czajkowski et al., 2001).

Coupling is a software metric as quality measurement and it defines how closely 
the software modules are linked together. This concept was first introduced in the 
1960s as the foundations of structural design, formulated in an article in 1974 and 
later turned into a book as the basis of structural design (Yourdan & Constantine, 
1979). This feature, which dates back to the birth of software engineering, has become 
the cornerstone of large-scale distributed event-based applications with the 21st 
century. Coupling’s downgraded grid computing has been the solution environment 
for many real-world problems. Service-oriented architecture has started to be used by 
the business community in applications and has pioneered the large-scale distributed 
applications of the next 10 years. Interactions of software agents providing loose 
coupling are defined to create both functional and non-functional requirements in 

x
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today’s applications by creating a service-oriented architecture. The notification 
of web service at the design stage of the life cycle is realized with object-oriented 
design techniques and a single responsibility principle that provides loose coupling 
and high cohesion. The aim of the design in web service projects is not only to 
obtain solutions with high availability and efficiency but also to choose the most 
appropriate technologies to the characteristics of the infrastructure to be used. Many 
libraries and standards are used for this. Thus, the infrastructure becomes easier to 
understand and use, and its portability increases. In summary, technologies to be 
used to achieve the desired performance level of the application should be selected 
very carefully. Large-scale web service applications using the event-based approach 
aim to meet performance requirements by reducing coupling. The specifications of 
the security and reliable messaging standards of a highly decoupled web service 
system are also important (Kowalewski, et al., 2008).

Service computing provides flexible computing architectures to support modern 
service industry. With the spread of cloud computing, cloud infrastructures have 
been developed to provide stronger functionality in services. Both the number of 
services and service users are increasing rapidly. Therefore, data generation has 
also been huge with the data come from mobile devices, user social networks, and 
large-scale service-oriented systems. Large-scale service-oriented systems are 
required instead of traditional infrastructures to solve the current problems. As the 
scalability and complexity of distributed systems increase, cloud computing systems 
have been required as large-scale distributed systems. This structure includes a 
large number of interactions between service components. It may also cause the 
performance problems. Trace logs provide valuable information to find the cause 
of performance problems. Furthermore, a dynamic environment forces to be built 
reliable service-oriented systems. Therefore, software fault tolerance is an important 
approach to build reliable systems. It is achieved by employing functionally equivalent 
components. Since distributed systems include a number of service components, 
the service environment is highly dynamic. Hence, dynamic service migration is 
in need by moving the service from one physical machine to another at runtime as 
in many commercial cloud platforms.

Finally, with the transformation to the digital environments in the industrial 
sector and the transition from the industrial economy to the service economy, it is 
necessary to modernize the solution methodologies of complex real-world problems 
in order to implement technological developments.

xi
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ORGANIZATION OF THE BOOK

The book is organized into three sections under the titles of “Power of Science and 
Technology on the Software Products”, “Some Matters on Object-Oriented Design 
and Architecture”, and “A Real-World Application on Internet of Things”. The first 
article that constitutes the first chapter describes the effects of science, especially 
abstract mathematics and physics, technology and also as a very important factor 
humans, in the development of electronic devices from the past to the future. In the 
second section, there are six chapters. Although the subject of the book has been 
extensively studied in the literature, the researchers of this chapter have clarified 
object-oriented design problems that are commonly encountered in the solution of 
today’s real-world problems. In addition, for the detailed design of the software 
problem, they examined the architectures used in today’s products comparatively. 
Another topic of this stage is the software metrics of which was analyzed in a 
different chapter. The third section includes a chapter which explains an Internet 
of Things application in detail beginning from the specification of requirements to 
the development of design phases, and finally to the implementation of the product.

A brief description of each of the chapters follows:

Section 1: Power of Science and Technology 
on the Software Products

Chapter 1 starts with the statement that the first NATO Conference hold in 1968 has 
shaped the future of the computer and software world, and continues by explaining 
the contributions of abstract mathematics and physics to present day and the future. 
The effects of information theory to the first computers progressed with the Neumann 
architecture as modern computers, and in the last decades computers have begun 
to be designed with quantum information. Not only science but also technological 
advances have contributed to all of these improvements. On the other hand, abstract 
mathematics has great impression on solving complex real world problems. If the 
studies of Shannon, Gödel, Turing and others were absent, it would be impossible 
to talk about digital transformation.

Section 2: Some Matters on Object-
Oriented Design and Architecture

Chapter 2 highlights the integrations problems of applications in distributed 
information systems. For the solution, it is important to achieve the lowest coupling 
while ensuring the least interoperability requirements between the applications. In 
other words, the changeability has to be kept in minimum, but applications have to 

xii
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be able to interact effectively to supply the dependency attribute. This is a way of 
merging the applications with exact interoperability. Compliance and conformance 
concepts allow an application to replace by another without breaking the service, 
or to remain in service while a variant serves additional clients.

Chapter 3 states that there are inconsistencies in the definitions of many 
architectural methods and applications in the literature and analyzes the fundamental 
concepts of object such as MOF, MDA, PIM, MVC, BCE. The researcher designs 
a consistent system as a Model Driven Engineering approach that enabled the 
unambiguous determination of the responsibility of components of these patterns. 
Consecutive model elements beginning from CIM, through PIM to the PSM form 
has been established by using UML and BSMN notations.

Chapter 4 deals with various aspects of service oriented software architecture 
patterns in big data systems. Microservice architecture and serverless computing are 
examples of transferring from monolithic systems to service oriented architecture. 
Microservice architecture, as an efficient platform for data intensive applications 
in Internet of Things environments, implements the technology independently 
and heterogeneously. Differently with the widespread use of cloud platforms, 
cloud programming models and adoption of cloud technologies plays crucial role 
in the progress of serverless computing. In addition to many advantages of these 
architectures, both have some issues according to each other and to other architectures.

Chapter 5 clarifies the concepts, architectures, technologies and techniques 
associated with big data processing. Firstly, it has been expressed data generation, data 
storage and data processing stages in detail which constitute the big data life cycle. 
Later, chapter elaborates six different big data analytics techniques. Lastly, Apache 
Hadoop which has been developed for software safety, distributed environments and 
scalable software projects is described. The chapter will be a guide to the researchers 
who is willing to work in this field.

Chapter 6 investigates the RESTful web services and their behaviors in terms of 
object-oriented principles. Before the clarification of RESTfull service thoroughly, 
the comparison of this service with big web services has done according to four basic 
properties of services, and big web services have been explained briefly. Then, the 
chapter illustrates how a RESTfull service is developed step by step and demonstrates 
the general and technical differences between big and RESTfull services. Anyone 
who reads this chapter will clarify the ambiguities about the choice of which service 
is more appropriate for her project.

Chapter 7 clarifies the importance of software metrics in software engineering 
concept. The chapter takes into account different and most popular object-oriented 
software metrics and some software testing tools. When a new metric is added to a 
software product, it brings a new problem together, therefore the choice of software 
testing tools are also substantial for the development team.

xiii
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Section 3: A Real-World Application on Internet of Things

Chapter 8 presents the development of a mobile and web application utilizing new 
technologies to collect and distribute blood bags between blood banks and hospitals 
in order to enhance the healthcare sector. The development team has categorized 
the application based on main stakeholders as the hospital sub-system, the blood 
bank and campaign sub-systems, and the donator sub-system. One of advantages of 
this system is the friends or family members are informed in case of any emergency 
case. The developed application is open to perform automatic notification with 
more detailed Internet of Things technologies such as the use of wearable devices.

REFERENCES

Boehm, B. W. (1988). A spiral model of software development and enhancement. 
IEEE Computer, 21(5), 61–72. doi:10.1109/2.59

Boehm, B. W., Brow, J. R., Lipow, M., McLeod, G., & Merritt, M. (1978). 
Characteristics of software quality. North Holland Publishing.

Booch, G. (1982). Object oriented design. ACM SIGAda Ada Letters, 1(3), 64–76. 
doi:10.1145/989791.989795

Booch, G. (1983). Software engineering with Ada. Benjamin Cummings.

Booch, G. (1991). Object-oriented design with applications. Redwood City, CA: 
Benjamin/Cummings.

Booch, G., Rumbaugh, J., & Jacobson, I. (1999). The unified modeling language 
user guide. Reading, MA: Addison-Wesley.

Brooks, F. (1987). No silver bullet: essence and accidents of software engineering. 
Proceedings of International Federation for Information Processing, 1069-1076.

Czajkowski, K., Fitzgerald, S., Foster, I., & Kesselman, C. (2001). Grid information 
services for distributed resource sharing. Proceedings of the Tenth IEEE 
International Symposium on High-Performance Distributed Computing. 10.1109/
HPDC.2001.945188

Goldberg, A., & Robson, D. (1983). Smalltalk-80: The language and its 
implementation. Reading, MA: Addison-Wesley.

Grady, R. B. (1992). Practical software metrics for project management and process 
improvement. Prentice Hall.

xiv

 EBSCOhost - printed on 2/9/2023 1:26 PM via . All use subject to https://www.ebsco.com/terms-of-use



Preface

Henderson-Sellers, B., & Edwards, J. M. (1990). The object oriented systems life 
cycle. Communications of the ACM, 33(9), 142–159. doi:10.1145/83880.84529

Jacobson, I. (1987). Object Oriented Development in an Industrial Environment. 
ACM SIGPLAN Notices, 22(12), 183–191. doi:10.1145/38807.38824

Kowalewski, B., Bubak, M., & Balis, B. (2008). An event-based approach to 
reducing coupling in large-scale applications. Computational Science. International 
Conference on Computational Science ICCS 2008. 10.1007/978-3-540-69389-5_41

Lorensen, W. (1986). Object-oriented design. CRD Software Engineering Guidelines, 
General Electric Co.

McCall, J. A., Richards, P. K., & Walters, G. F. (1977). Factors in software quality, 
RADC TR-77-369. Rome Air Development Center.

Meyer, B. (1988). Object-oriented software construction. Englewood Cliffs, NJ: 
Prentice-Hall.

Nygaard, K., & Dahl, O.-J. (1978). The development of the SIMULA languages. 
In History of Programming Languages, (pp. 439-480). ACM Digital Library. 
doi:10.1145/800025.808391

Royce, W. W. (1987). Managing the development of large software systems. 
Proceedings of the 9th International Conference on Software Engineering, 328-338.

Rumbaugh, J., Blaha, M., Premerlani, W., Eddy, F., & Lorensen, W. (1991). Object-
oriented modeling and design. Englewood Cliffs, NJ: Prentice Hall.

Stroustrup, B. (1986). The C++ programming language. Reading, MA: Addison-
Wesley.

Thomas, E., & Thayer, T. A. (1976). Software requirements: are they really a problem? 
In Proceedings of the 2nd International Conference on Software Engineering. IEEE 
Computer Society Press.

Winston, R. (1970). Managing the development of large software systems. Proceedings 
of IEEE WESCON, 26, 1–9.

Wirfs-Brock, R., Wilkerson, B., & Wiener, L. (1990). Designing object-oriented 
software. Englewood Cliffs, NJ: Prentice Hall.

Yourdon, E., & Constantine, L. L. (1979). Structured design: fundamentals of a 
discipline of computer program and systems design. Prentice-Hall.

xv

 EBSCOhost - printed on 2/9/2023 1:26 PM via . All use subject to https://www.ebsco.com/terms-of-use



Section 1

Power of Science and 
Technology on the 
Software Products

 EBSCOhost - printed on 2/9/2023 1:26 PM via . All use subject to https://www.ebsco.com/terms-of-use



Copyright © 2020, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  1

1

DOI: 10.4018/978-1-7998-2142-7.ch001

ABSTRACT

The NATO conference held in Garmisch in 1968 was on the future of the computer 
and software world, and it presented the process of realization of what has been talked 
about in those dates to the present day. This chapter also examines the development 
of software systems since 1968, depending on the technological developments. The 
contribution of mathematics and physics to the development of information systems 
was explained in chronological order by comparing the possibilities of yesterday and 
today. Complementary contributions of science and technology have been evaluated 
in the evolutionary and revolutionary developments ranging from the definition 
of information theory in 1948 to teleportation. It can clearly be seen that discrete 
mathematics directly affects the improvements in computer science. This review study 
clearly shows that it would not be possible to talk about digital transformation and 
quantum computation if the discoveries of Shannon, Turing and Neumann, and the 
studies of other scientists before them did not exist.
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INTRODUCTION

At the NATO conference in Garmisch in 1968, the future of the computer and 
software world was dealt with. The arguments at the sessions were in preparation for 
today’s digital world. The conference was held for two consecutive years and software 
engineering was recognized as an independent discipline. One of the editors of the 
meeting booklets of today’s software infrastructure, Randel (2018) evaluated fifty 
years of software engineering. The paper summarizes the development of software 
engineering as a new discipline. The transfer of conference reports to an electronic 
platform in 2001 (McClure, 2001) informed the IT industry about the conversations 
held at the conferences and confirmed that all progress in information technologies 
and the software sector aligned with previous experiences.

The roles of science, technology, and human beings are all entwined when 
examined in the context of software engineering. Although all engineering disciplines 
utilize these three parameters, software engineering differs from others. The resulting 
software product in this discipline is abstract and is the product or a portion of the 
product that must entirely be completed. However, in civil engineering, for example, 
it is possible to open a bridge before the side roads are completed. This example 
should not be confused with the delivery of the software product to the user in parts. 
No matter how small a software product is, it is a stand-alone product and must be 
delivered to the user in a fully operational state. Examples can be increased for all 
other engineering fields that offer tangible, concrete products. Therefore, software 
engineering is different from other engineering disciplines because customer 
satisfaction is most prominent; the software needs to meet the needs of the user. This 
puts the human factor in the first three criteria. Today’s rapidly changing software 
products require developers to work closely with the customer. In this context, the 
evaluations of satisfaction and performance for software engineers and software 
developers are indispensable criteria for this engineering discipline. In fact, the quality 
of the work performed in most labor sectors has been measured psychologically 
by scientific studies for a long time. There are many models investigating the 
relationship between the pleasure of the working environment and quitting the 
working, and intention not to work. While the intention of a software engineer or 
a product developer to quit their job is an important risk factor for the company, 
doing the job willingly is a positive appraisal for the business. In fact, the degree to 
which an organization’s employees are satisfied with the working conditions and 
the working environment is an indication of how much that organization attaches 
importance to its employees.

In the first fifty years of software engineering, and by changing over from hardware 
engineering to software development processes, new techniques were developed 
and tools were used to deal with the complexity problem. During the evolution of 
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software engineering, advanced engineering principles and complicated mathematical 
foundations have been applied to solve more complex software problems. While the 
effectiveness of the developed product was important in the early applications of 
software engineering, the accuracy and usability of the result (i.e., software) became 
more substantial as the problems became more complex. Therefore, the contribution 
of individuals on the product had to increase. Complex, real-world problems led 
to the development of reusable products, and new development tools and methods 
have emerged as a result. However, since these tools solve increasingly complex 
problems and are designed according to the scope of human capabilities, the success 
in producing solutions with today’s new technologies will guide the solution of 
complex systems in the future. Therefore, the integration of software engineering 
with system engineering and the cognitive psychology highlighted by human factors 
have important roles in overcoming the problems of today’s engineering world. On 
the other hand, it is also necessary to consider the extent to which it is appropriate 
to use technological developments and important revolutions in solving current and 
future problems. Many of the negative conditions that can be caused by the modern 
world, especially security, are important issues that engineers must consider.

The technological advances of the 60s and 70s made significant contributions 
to the development of the software sector and it continued to develop in the 80s in 
cooperation with the software industry. Technology-driven software products that 
were effective in the 90s have transformed into a business world that uses technology 
as a focus today. The improvement of software engineering projects through the 
success stories of the past have always moved this new discipline forward. It is 
reported in the Standish Reports that similar, previously completed software projects 
have been utilized in many software projects. Furthermore, if there had been no 
major changes in the past in software technologies, it would have been impossible 
to imagine future of software applications.

Becoming an independent discipline in 1968 stemmed from prior scientific studies. 
Later, these studies were applied in the software field. In the 1950s, the people who 
focused on solving a software problem were either mathematicians or engineers who 
specialized in hardware. In this context, the problems were focused on the military, 
scientific calculations, and space research. The software development processes of 
the problems were being developed in the computing capacity of the computers of 
that time and under the guidance of hardware engineering. This is clear from the 
fact that the hourly cost of room-sized computers was 300 times higher than the cost 
of the engineer working on the system. However, it should be remembered that the 
system that solved the problems were also the first application of sequential waterfall 
models in the 70s. The solution from the 60s focused on developing the software 
product as the antithesis of the 50s. Thus, many software applications have changed 
from hardware intensive to human-intensive. Since human-computer interaction 
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issues have become more significant than the strict engineering rules applied in 
software projects, the projects have been evaluated from a psychological perspective.

Since the software does not wear out like hardware, the maintainability concept of 
software was measured differently from the maintenance evaluation of the previous 
period. During this period, the human factor had been an effective parameter for 
planning and determining the cost of untouched software products. In the 70s, this 
factor made the solution difficult even though the problem was not very complex. 
Because the quality of software would become the focus of the product, the 
determination of this abstract concept would become more difficult. The prominence 
of the product to be developed led to the rapid development of programming 
languages. However, the languages used in software development in those years 
were not developed according to any software standard. NATO Conferences gave 
software engineering a formal structure that started in the 70s. Software products 
were being developed based on a software development methodology so that it was 
possible to work on large software projects. These large software projects were the 
first examples of today’s digital world. Almost all design and programming principles 
of today’s applications were created in this period. The software products of this 
era were compute-intensive. Further technological improvements were required to 
implement more data-intensive applications. These would constitute the electronic 
world of the 21st century.

In the 80s, the scalability of the products began to rise. The most important 
principle of the 80s was productivity. The specification of the software development 
standards was one of the main reasons for the increase in product productivity. 
Software development standards were examples of software products developed in 
the following periods.

Other important criteria for productivity are the usage of software tools, the 
realization of the environment configurations, and the integration of them; together, 
they developed software products on a global scale. Utilizing the abstract mathematics 
theories, formal software development principles have contributed significant effort 
to the improved productivity of software products. With the support of knowledge-
based approaches, advanced software development environments have resulted in 
the first expert system applications. As the scope of the problems widened, the 
complexity of the software that would challenge the productivity solutions have 
appeared. Since the early 00s, new software development approximations have 
continuously been designing. They resolve the disadvantages seen in the previous 
projects and continue updating the methods to solve real-world problems.

Conceptualization and visualization in the solutions to problems are guided by 
the reuse of software as an important solution approach in the later periods of the 
software discipline and became one of the basic parameters in increasing productivity. 
With the spread of the Internet, distributed software engineering applications have 
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increased worldwide. Further, with the combination of software departments of 
many companies on an international scale, some problems such as communication 
difficulties, timetable issues, infrastructure deficiencies, and documentation 
mismatches have occurred. As an outcome of technological developments and 
improvements in software applications, it has been seen that today’s global projects 
could easily overcome these obstacles. Concurrent software applications of distributed 
software development methodology have strongly contributed to the transformation 
of open-source software development.

Returning back to the 90s, human-computer interaction has found its place in 
the computer world and usability has become an important criteria for product 
development. Thus, the focus was on the group developing the product rather than 
the performance of the individuals. This approach constitutes the agile software 
development methods of the 00s. It was also the beginning of rapid changes in 
information technologies due to globalization.

The remainder of the chapter is organized chronologically. The next section 
describes the birth of the first computers and the advances from the calculations 
performed with the existing computers to the future of the calculations, namely 
quantum computing. Then, the indispensable contribution of logic to the evolutionary 
development of technology and applications is discussed, and the study continues 
by discussing the evolutionary developments and revolutionary innovations. The 
ongoing study concludes with a general assessment of the human factor in successful 
software products.

COMPUTERS AND COMPUTING FROM 
THE PAST TO THE FUTURE

First Computers and Information Theory

George Stibitz developed the electrical digital computer that could compute complex 
numbers in 1937 and is considered one of the fathers of the first modern computers 
(Saxson, 1995). With Stibitz, Boolean logic was used for the first time in electronic 
world applications (Ceruzzi, 2012). At Bell Labs, where he was also a researcher, 
he designed computer circuits with adding, subtracting, and storing operations. 
Stibitz did not know that Konrad Zuse, in Berlin, was working on the same subject; 
but he was aware that Claude Shannon had designed binary relay circuits using 
symbolic logic in his doctorate study at MIT (Collins, 2002). These studies were 
carried out independently of each other in the same years and are the first examples 
of modern-day computers. Shannon also studied coding theorems, which is one of 
the concepts of information.
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The general definition of information theory is the quantification, storage, and 
communication of information. In 1948, Shannon developed a general system that 
would form the basis of communication theory by enabling the transmission of 
information by signals, just as in today’s data compression. A transmitter described 
by the system provided the appropriate signal and processed the message from the 
source throughout the channel. The entropy value of the source calculated by the 
noiseless channel coding theorem measured the optimal compression of incoming 
messages (Shannon, 1948). The capacity of a channel measured the speed of maximum 
transmission of the information at a certain noise level with the noisy channel coding 
theorem (Shannon & Weaver, 1949). Error-correcting codes, a fundamental principle 
of Shannon’s information theory, were obtained after these theoretical studies and 
are still valid in boosting the transmissions of today’s modems.

In the 1980s, modems carried out data transmission via telephone lines with a 
maximum speed of 9.6 kilobits per second. In those years, the need to increase the 
speed of data transmission meant that there were a large number of errors in the 
data. If Shannon had not developed information theory, there would have been no 
rapid data transmission, not enough space on disks, and no Internet world would 
emerge. The definition of Shannon entropy is the measurement of the information 
in the message in bits, while the Shannon limit is the information that can be sent 
with zero error at maximum speed (Lombardi, Holik & Vanni, 2016a). This can be 
explained using the following example: if a 3-bit message is transmitted 3 times, 
the receiver will receive 9 bits. But, the correct 3 bits will be sent with the error 
correction code. When the noisy status of the channel increases, more information 
will be needed to meet the errors. Shannon’s studies have shown that the longer 
the code, the more accurate the message will be. Today, every device used has an 
error-correction function.

Today’s Computers and Neumann Architecture

Developments in the field of electronics, along with the Von Neumann architecture 
(O’Connor & Robertson, 2003), were led by Moore’s law (Moore, 1965). Moore 
expressed the need to integrate the circuit design with a greater number of components. 
Therefore, Moore, the father of semiconductor components, should be mentioned 
together with Neumann, the father of computers. In 1975, computers were generated 
by squeezing 65,000 components in a single silicon chip where the unit cost was 
reduced by taking advantage of Moore’s law (Thackray et al. 2015). This was 
the beginning of many technological developments striving to meet the need for 
intensive data processing from integrated circuits to the present day. Computations 
made in the technological conditions of those days were performed at a much lower 
cost due to the lower power consumption than in previous years and with a higher 
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performance where power densities increased dramatically. With the introduction 
of silicon chips, the era of low-efficiency hardware was over. By 1989, with the 486 
processor, the transistor number rose to 1.4 million.

Increases in today’s computer capacities in the last quarter of the 20th century 
enabled the development of product configurations; therefore, certain large computer 
manufacturers focused on platform-oriented products. The transformation into an 
all-encompassing architecture with a general-purpose processor has spawned the 
concept of reconfigurable computing. To meet the calculation need, operating 
systems that perform multi-task management, resource management, and time-
sharing were developed. In these systems, global data transmission is realized 
according to tasks defined by making graph partitioning. Scientists think that the 
correction in the error-correction functions of devices will lead to the improvement 
in much more effective techniques with quantum information. In other words, if 
information carriage in problem-solving and data processing is a quantum system 
instead of a binary system, the problem of error correction will be eliminated. It is 
claimed that data transmission will be much more secure than today’s technology 
(Lombardi, Holik & Vanni, 2016b). The binary structure of the computer architecture 
still in use also performs protection with entanglement systems, providing security 
by processing only slightly more knowledge. In today’s computer systems, error 
corrections perform automatic communication with self-integration instead of the 
combination of different devices that are required in older applications. In other 
words, computer scientists are constantly designing more efficient algorithms to 
prevent traditional computers from lagging behind in the race.

Recently, requirements for new processor configurations for companies using 
data-intensive, powerful machine learning techniques such as deep learning have been 
rapidly increasing. Even today’s supercomputers are forced to update their calculations 
on a machine with the same capacity. Still, 3D chips continue to improve processor 
performance. Another solution to the computing power of machines has been the 
migration of data centers to a single computation entity. Cloud services offer fairly 
cheap and easy alternatives, called in-house software. Despite these developments, 
the question of how to produce more powerful hardware that is compatible with 
complex data science, analytics applications, and self-learning systems is already 
one of the major problems of the processor manufacturers.

Quantum Information Theory and Quantum Computers

Quantum technology is rapidly improving, though it is controversial whether quantum 
computers will close the gap between classic and quantum computers. In companies 
using information technology, hardware capacities are constantly being increased, 
but this is not enough. Although large-scale quantum processors are very expensive 
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today, quantum theory and algorithms will be the hardware infrastructures of future 
generations of computers, and the huge information of the future will be easily 
processed with these processors. Nations equipped with high technology are in a 
race to achieve supremacy in quantum computing, and huge systems have quantum 
computer requirements. The IBM Q System is the first quantum computer created 
in laboratories with quantum researchers and is preparing to serve the scientific 
and business world (Lardinois, 2019; Vincent, 2019). Despite being designed for 
commercial purposes, it is reported that this computer is not yet ready for widespread 
use. Google, on the other hand, claims that they have quantum supremacy and have 
a quantum computer with one million processors. Google’s studies on artificial 
intelligence (AI) continue with powerful chips growing at an exponential speed 
relative to those in use (Hartnett, 2019).

Returning to how this radical quantum technology transformation began in 
information technology, it was claimed in 1999 that Shannon’s knowledge was 
incompatible with the quantum context (Brukner & Zeilinger, 1999). When information 
storage, processing, and transmission were realized with quantum information theory 
according to the laws of quantum physics, no powerful computer operating with 
classical information technology would have access to this computational power 
that evolved at an exponential speed. Quantum bits (qubits) are the two states of a 
classical data bit, in which the transistor on the chip has two different voltage forms 
(Neilsen & Chuang, 2010). In other words, qubit symbolizes the state of a bit in a 
2-dimensional vector space as 0 or 1. Qubit has the same characteristics as bits if 
it is single-way. Any qubit state space has a permanently expanding schedule. It is 
possible to summarize the existent application areas of quantum computing with 
the following titles:

1. 	 Sophisticated modeling of financial services,
2. 	 Research in medicine and pharmacy, simulations on biomedical,
3. 	 Supply chain logistics applications in which billions of trillions of operations 

are Performed per person, where existing optimization problems will be 
insufficient for the Solution,

4. 	 Applications that contain huge information in which exponentially faster data 
analysis is performed, in other words, machine learning.

One of the biggest changes in the Internet is that cloud computing made data 
computing power much more important as a revolution of the 21st century. In sum, 
quantum information theory studies continue to increase in three subjects depending 
on the field of application: super dense coding, quantum teleportation, and quantum 
computation (Wilde, 2019).
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THE CONTRIBUTION OF LOGIC IN THE EVOLUTION 
OF MACHINES AND SOFTWARE TECHNOLOGY

Decision Problem and Computation Theory

Kurt Gödel’s incompleteness theorem has made significant contributions to computer 
science and the modern-day computer world (Raattkaine, 2015). The Turing machine 
was a machine that called everything that has been calculated computable. This was 
Hilbert’s solution, who was a famous decision and problem-solver in mathematics. 
Turing developed the Turing Machine to answer the following question, which 
Hilbert asked in 1928:

How can a general algorithm be written so that any mathematician can solve any 
mathematical expression?

This machine, with which Turing proved that a machine that can calculate 
everything, put an end to the famous decision problems of mathematics, suggested by 
Hilbert. Alan Turing’s paper on computable numbers is proof that he is the principal 
originator of modern computers (Turing, 1936). Hilbert described the axiomatic 
formalization of systems before the solution of the decision problem with a number 
of formulas, and Turing also designed his famous abstract machine with axioms in 
formal terms. As a universal computational device where any algorithm is solved, 
the Turing machine performs calculations using the sequence of symbols found in an 
infinite tape. The number of states used to solve the problem is finite and the right 
end of the tape is limited to the operations that the computer can perform at once.

John von Neumann, who worked on the incompleteness theorem during the same 
period as Turing, solved this theory and described the infrastructure of computer 
architecture that has been in use since the 1940s. This solution represents the basis of 
modern-day architecture as Von Neumann Architecture was designed concretely with 
an input device, control mechanism, memory and output device, and the processing 
of the expressed system used in the solution of the incompleteness problem (Istrail 
& Marcus, 2013).

The English physicist Deutsch pioneered a new computing system by asking the 
following question aimed at Turing’s theory:

Is there a single (universal) computing device that can effectively simulate any other 
physical system? (Deutsch, 1985)

In addition to physics, the graph theory, which is an important subfield of discrete 
mathematics, has been used in solving both hardware and software problems of 
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systems. An example of this can be given from circuit design: a VLSI (Very Large 
Scale Integration) design is the algorithm of a multilevel graph partition (Karypis 
& Kumar, 1998). An implementation of this is the realization of a highly qualified 
hypergraph partitioning in a short time is in the design of telephone networks.

Ontology and Semantic Technologies

Since the perception and reasoning of knowledge are different in various people, it 
is natural to encounter communication difficulties. With the emergence of different 
terminologies, the data that refers to the same concept may not be able to connect 
different storing devices. When there is a huge amount of data using different 
terminology, ontology is a good technology that can solve this problem.

Ontology is the formal depiction of a shared conceptualization (Borst, 1997). 
The most important advantage of using ontologies is the symbolization and sharing 
of knowledge with the vocabulary used. In short, ontology acts as a format provider 
for information exchange, enables interoperability, reuses information, and integrates 
knowledge with automated verification. Thus, the machine’s readability and operation 
can be more easily understood. The concept of lattice (described as Galois lattice) had 
important applications in data mining; it is a partial ranking system symbolized by 
the Hasse diagram (Berry & Sigayret, 2004), and it is the indispensable of ontology. 
Ontology languages such as OWL have also been developed based on description 
logic. OWL (Web Ontology Language) is widely used in many applications for 
representing and reasoning processes, planning and recognizing AI (Gil, 2005), 
modeling business processes (OMG, 2011), in web services, and for recognizing 
human behavior (Rodriguez, 2014). Different conceptualizations between systems 
exist, and different terminologies and meanings can be shared using ontology. The 
integration of ontologies is achieved if the relations between two or more ontology 
concepts are deduced in the solutions of real-world problems. Thus, the realization 
of heterogeneous data applications in distributed systems through ontology is a 
success of green information technology (Binder & Suri, 2009). In sum, the negative 
impact of information technology operations is minimized in computers and in every 
product related to computers at every stage from design to product manufacturing.

The main problems in the industry can be summarized as semantic interoperability, 
ubiquitous computing, enterprise integration, and business convergence. Mobile 
computing has been an integral part of daily life in the last five years. Mobile 
application developers are increasingly utilizing the benefits of semantic technologies 
in sharing, reusing knowledge, and knowledge decoupling. The wisdom of developed 
applications comes from the measure of new knowledge extracted from the inferred 
information (i.e. semantic reasoning). But, purpose-specific, standardized, and 
unambiguous data prepared with semantic technology imitates human logic by using 
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simpler algorithms. Much simpler algorithms are used in operations using big data, 
and these algorithms attempt to imitate human memory.

Solving the Problems with Inference Rules

As mobile platforms became more widespread, ontology-based reasoning became 
indispensable and using semantic data became prevalent. The conceptual solution 
of many problems with uncertainty in this symbolization is generalized with 
probabilistic description logic. As description logic is determined in standardizing 
decision problems in big problems, the usage of finite automata has also been seen. 
Mobile devices on different platforms have established their own semantic APIs 
(Application Program Interface) using description logic with the improvement of 
semantic web technology. For example, description logics defined for health care and 
life sciences (e.g., tourism and augmented reality) have been realized with different 
ontology languages. Further, the solution for many real-world problems can easily 
be transformed into applications with influence diagrams (Borgida et al., 2019).

A classic example of influence diagrams used in many studies is the problem 
of deciding whether to go to a weekend picnic by looking at weather forecasts. To 
automatically transform the inference rules on mobile applications between platforms, 
rules defined in different languages need to be transformed syntactically (i.e., from 
Java to Swift) because such definitions play an important role in the performance 
evaluation between APIs (An et al., 2018). Another example of a transformation 
between APIs of two different platforms is for Java and C# (Nguyen et al., 2014). 
The success criterion of the transformation between platforms is determined by 
defining the unambiguous grammar used by the intermediate representations of 
each API. The possibility of a duplicate solution from the code with intermediate 
representations (e.g., the occurrence of condition before and at the end of the loop) 
is out of the question.

Such ambiguity problems are eliminated by defining the formal representations 
of grammar rules with multiple statements. In addition, the syntactic tree may be 
designed in such a way that intermediate representations do not allow expressions 
to be nested and the source code is normalized. Even though these features seem to 
be commonplace, they are important criteria that allow the solution of the problem 
to be transformed into code as clean code.

Toward Quantum Computing

Since computer theory was developed so rapidly, computer scientists were looking 
for a new universal computer; they frequently expressed the possible contribution of 
physics in universal computers and the changes to the laws of physics (Feynmann, 
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1982). With the exact simulations of quantum physics, computers were intended to 
operate in complete harmony with nature. According to the researchers, this was 
only possible in a finite volume of space and time and therefore, a finite number 
of logical operations could be fully analyzed. These studies reveal that quantum 
computing has been built on Turing’s legacy.

The main goal of simulation studies, which have been going on since the 80s, 
is that when a large physical system is fully simulated, the boundary value of 
exponentially growing computers in power will drop. In this context, incomplete 
physical knowledge and its conversion into practice are still being studied with 
great effort. Additionally, the speed of continually renewed computer processors 
in the last fifty years according to Moore’s law (e.g., the logarithmic increase in 
the number of transistors on chips in every two years) has begun to slow down 
in the second half of the 2010s. It is expected that this slowdown will be fixed in 
the 2020s and computers that operate quantum computing with qubit chips whose 
prototype studies continue, will commercially begin to be implemented (Health, 
2018). But, despite the theoretical quantum teleportation studies that began in 1993 
and developed rapidly (Bennett et al., 1993), the transmission of an unknown qubit 
state to another location in the early 2000s still had not succeeded. The studies of 
those years drew attention to the concept of entanglement and teleportation and 
scientifically laid the foundations for the computer world by stating that information 
will not be copied, just as it is today.

Teleportation, which took place in 2017 between entangled photons in a 1200 
km distance between China and Tibet, was an application of the new technology 
studies (Messier, 2019). This Chinese experiment has been the longest quantum 
teleportation phenomenon ever made. The explanation by the scientists confirms 
that the experiments depending on Einstein’s statement “spooky action at a distance” 
told in 1948 (Musser, 2015) continue to increase the speed.

Numbers Theory and Cybersecurity

As quantum computers have enormous power in computing, it is envisaged that it 
will solve the problem of cybersecurity as well. The security studies, which began 
entirely intuitively, evolved from ad-hoc designs from the 1980s to a methodology 
whose principals were determined. These methodologies were determined as (1) a 
mathematical problem that had not yet been solved for any security problem was 
selected and (2) whether the solution to this problem provides the targeted confidence 
was investigated. Numbers theory has been the biggest contributor to solving these 
problems. The basis of today’s encryption, cryptography and cybersecurity theorems 
are also based on numbers theory. When the first studies on numbers theory were 
investigated, Pythagoras who lived in Ancient Greek in 600 BC was found. In 300 
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BC, Euclid’s work on this subject was seen in converting the mathematics of that 
period into deductive science. Further, the Sumerians (2500 BC) had studies on 
number systems and the Babylonians (2000 BC) had mathematical tables written 
on tablets before these two Greek scientists (Ore, 1948). The theory of numbers, the 
fundamental theorem of arithmetic, has found its application in many important and 
critical issues today, thanks to the mathematicians and scientists who have followed 
the important inventions of prehistory.

TRACES OF THE NATO CONFERENCES IN 
CONTEMPORARY SOFTWARE PRODUCTS

Software Engineering in 1968 and Agile Manifesto

The concept of a software crisis, defined by Bauer in 1968 at the NATO Conference, 
revealed that programs were not sufficient in solving problems using computers and 
in the control of solutions. Therefore, it was suggested that software engineering 
should be used as a term (Bauer, 1987). This meant that the software product that 
was developed was not successful for different reasons. The developments in the 
software world from the 50s to the beginning of the 70s generally followed the 
technological evolutions in the first, second, and third-generation computers. Looking 
at NATO conferences (Buxton & Randell, 1969; Naur & Randell, 1968), Ercoli 
(1968) addressed the cost of very large operating systems per instruction in his talk. 
Harr, on the other hand, emphasized the importance of developing the operating 
system according to a scheduling algorithm for quality as user requirements change. 
D’Agapeyeff asked questions about whether a single operating system would be 
sufficient for a computer, and whether a computer made up of a single framework 
could meet the requirements of different users. Lampson made additions to Harr’s 
opinion at the conference in 1969 and said that systems should be designed as open-
ended so that they could be expanded to meet changing requirements. All of these 
talks were the predictions of the development stages of hardware systems described 
in the previous chapter.

Another speaker at the conferences, Dijkstra, said that as the problems become 
complicated, the need for the distribution of knowledge would be inevitable and 
this would lead to incorrect coding of the problem. In addition, as it is impossible 
to determine the quality of the product being developed, he argued that the design 
process and implementation must be interpenetrated. The views advocated in 
those years still remain valid today. It is no coincidence that the importance (and to 
some extent necessity) of formal representations of solving software problems was 
mentioned before the 70s. It is possible to see the role of conceptualization in the 
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progress of computing and the computer world as much as possible in the previous 
sections. Dijkstra advocated for:

Complexity controlled by the hierarchical ordering of function and variability 
explained the solutions to the software crisis in his book (Dijkstra, 1976). 

Royce (1970) proposed the waterfall method to solve large-scale problems and 
laid the foundations for the new methodologies in software/system development. 
The waterfall method requires documentation at each stage before moving from 
one development stage to another in the product because the output of the previous 
stage is the input of the next stage. Dijkstra (1968) explained the necessity of 
documentation for successful software in his speech:

I have a point with respect to the fact that people are willing to write programs and 
fail to make the documentation afterward… I would suggest that the reason why 
many programmers experience the making of predocumentation as an additional 
burden, instead of a tool, is that whatever predocumentation he produces can never 
be used mechanically.

The Agile Manifesto (2001) was published by 17 computer scientists in Utah 
(Beck, 2001). Even though contemporary methods are based on the manifesto 
have been used in many software products to emphasize that documentation is not 
necessary and focus on the importance of the software operating in small parts 
instead, this has not been the case. Soon after the manifesto’s applications began to 
appear, the importance of documentation in a software project was understood, and 
it was concluded that documentation should be added to new product development 
approaches.

Dijkstra had another speech at the conference that formed the second of the four 
key principles of the Agile Manifesto where decisions on the future of software 
development were made. In this session, he stated that communication between 
groups will make the flow of negative information easier and this will also positively 
reflect the development of the product. He also described software developers as 
manufacturers and stated that it was not right to blame them for each problem. The 
message jointly given by other speakers in this session was that the software system 
should be a product that is acceptable to all users. This view is fundamental for 
today’s service-based architecture in the software industry. When associated with 
the manifesto, the third principle is encountered as customer collaboration.
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Software Engineering in 1968 and Service Contracts

Software developers, called manufacturers at that time, would lose money and time 
by collecting false data on the product to be developed and should plan accordingly. 
Randell foresaw further and asked users to demand safeguards with contracts due 
to the rapid increase in the size of the problems. Until the manifesto, contract 
negotiations were made between the user and the developer that contained the 
entire product to be developed. These later were transformed into the contract of 
the software piece to be developed. Randell’s speech at the 1968 conference is a 
reminder of today’s service contracts as the agreement between a remote service and 
a service consumer. The inbound and outbound data organized in the contract format 
illustrates the foresight at the NATO conference because it said the operation of the 
data would be complicated in the future. In today’s application, the data used in the 
contract is decided in the planning stage and could be XML (Extensible Markup 
Language), JSON (JavaScript Object Notation), Java Object, etc., and the solutions 
are compatible with the work produced. Service contracts have an important function 
in problem-solving and are prepared either as service-based or consumer-driven 
contracts. The only difference between these contracts is collaboration. While you 
get to be the sole owner of the contract in the first, the latter has a close relationship 
between the service and the service consumer. Remote access protocols in Internet 
applications such as REST or SOAP operate according to the service-based contract 
principle (Flander, 2009; Richards, 2015). While service-based contracts can be 
modified by the owner regardless of requirements, this type of contract requires that 
the consumer complies with the rules. Thus, while healthy solutions are offered to 
complicated problems, challenging conditions also arise. This is one of the hidden 
parameters of the software crisis that was first discussed in 1968 and continues to 
exist even as complex, real-world problems are solved.

Even though the importance of the compiler was emphasized by many speakers of 
the first NATO conference due to complex problems, could d’Agapeyeff’s following 
question be a prediction of the reduction of today’s health system’s electronic solution 
to the mobile platforms?

An example of the kind of software system I am talking about is putting all the 
applications in a hospital on a computer, whereby you get a whole set of people to 
use the machine. This kind of system is very sensitive to weaknesses in the software, 
particular as regards the inability to maintain the system and to extend it freely.

At the time, d’Agapeyeff was designing the bridge between the assembler and 
compiler by putting middleware between the application program and the control 
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program. d’Agapeyeff’s speech describes the real-world problems of today, in which 
the inference rules are explained with description logic.

Software Crisis and Chaos Reports

Chaos reports have been published regularly since 1994 by the Standish Group and 
have the same levels of complex problems. The lean software sector of the earlier 
years has developed over time and has spread across industries such as banking, 
financial, government, healthcare, manufacturing, retail, services, telecom, and others; 
time overrun in the projects has increased from 50% to 100% (Jensen, 2014; Mulder, 
1994). The changes in project size, along with time-out in chaos demographics have 
also resulted in cost overrun and the limited rate of the performance of the target/
scope. Thus, the evaluation criteria in the software projects beginning in 1994 
underwent changes according to the conditions of the period, including the region 
where the products were developed. Despite this, the rates of successful, challenged, 
failed projects have not changed much since the 2000s. This is due to the systematic 
development of methods realized with technological advances since the adoption 
of software engineering as a separate discipline. Successful projects that were 16% 
in 1994 rose to 29% in 2004. This value is also the rate of successful projects in the 
Standish Group statistics from 2015. The success rates of software projects between 
these years (2004–2015) have increased to 39%. An important reason for this increase 
is that the executive IT managers at the Standish Group asked project participants 
about three different statistical results used to solve the problems. Also, the concept 
of software project management gained great importance. The Software Capability 
Maturity Model (CMM) was developed by the Software Engineering Institute (SEI) 
as a standard and started to be implemented in the government and industry sector in 
1991. The importance given to standards and project management can be a reason for 
the increased success of software projects. Continuous improvements by SEI were 
renamed as CMMI Developers and changed the standard that provided a combination 
of software and system engineering disciplines. Other process-improvement methods 
such as ISO 9000, Six Sigma, and Agile also contribute to institutes’ timely delivery 
of service and software products with lower cost and higher quality.

FROM EVOLUTION TO REVOLUTION

21st Century Software Products

In the early 2000s, software development and management processes of sectors such 
as traffic and tourism, banking, automotive, industry and trade, telecommunication 
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and media, and insurance on issues such as e-commerce, sales and support, order 
processing and supply chain were called industrial software engineering products. 
Large-scale software projects that began to be developed in those years included 
independent modules/components and were designed with architectures using 
cross-sectional functions. Tool generating and code fragments were also important 
in these projects. Effort, measured as person-years on an industrial scale suddenly 
rose up to hundreds of times. Accordingly, code lines reached into the millions in 
accordance with the size of the problems. With the start of the 2000s, software 
problems changed from individual solutions to team solutions. Thus, organizations’ 
communication, management, and quality assurance requirements changed. New 
technological developments and new perspectives on project solutions are the main 
reasons for the increased success rates of software products developed between 
2005 and 2015.

Evolutionary developments and revolutionary changes in the software world 
have influenced the solutions to complex, real-world problems. On the improvement 
of software and systems, the usage of mouse, the World Wide Web (WWW) and 
MapReduce can be considered successively as a revolution. Software products before 
the 2000s did not focus on the changing needs of customers, and the necessary changes 
were taking place very slowly. The efficiency of the product developed focused on 
the choice of priorities. But, by the 2000s, it was decided that the strategic outlook 
needed to be changed. This was an evolution that aimed to make the developed product 
have better value compared to its competitors. Since the scope of the problems were 
gradually expanding, solutions that focused on the direct satisfaction of users needed 
to be found. This intelligent evolutionary process that continues slowly is similar 
to the change of the hereditary characteristics of an organism population from one 
generation to the other in biology.

The evolution process that was slow, reliable, and continuous turned into a 
revolution in terms of time and the direction of the requirements. The concept of 
Industry 4.0 is an example of the transformation from evolution to revolution; there 
is never enough time for developing the product at the end of the improvement cycles 
in the modern business world. Thus, problems are solved by taking too many risks. 
Instead of waiting patiently for the evolution of product development, change was 
accelerated by speculating revolutionary ideas. In some cases, the importance of the 
problem and the scale of changes needed on the old system made the implementation 
of new ideas much more effective because it left old concepts behind. Producing 
the expected results in the process of quick transformation to Industry 4.0 must be 
controlled; otherwise, the harms the system might face could exceed the benefits. 
An answer to the question, “Could an incompleteness in quantum mechanics lead 
to the next scientific revolution?” (Siegel, 2019) might be this: by rapidly ensuring 
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cybersecurity and safety, cranking the cryptography can occur very quickly in many 
protected networks (Herman, 2019).

Digital Transformation

The revolutionary opportunities of many Internet of Things (IoT) applications such 
as driverless cars, smart grids, 5G, and cyber and space satellites pose challenges 
to the dream of switching to quantum computers. Today’s computers will never 
reach the targeted intelligence with the current technology because the current 
architecture is a structure that can perform logical reasoning on only a programmed 
idea-collection, so it cannot produce revolutionary ideas. Industry 4.0 (Kagermann, 
2013) focused on automation, innovation, data, cyber-physical systems, processes, 
and people. Robotics, cloud computing, and the evolutions in operational technology 
are examples of the Industrial Internet of Things (IIoT). IIoT is a new computer term 
that refers to the processing of information technology with operational technology. 
IDC (International Data Corporation) announced in 2011 that big data/analytics, 
mobile, cloud, and social technology applications underwent a transformation called 
third platform technologies. This transformation brought a more modern look to 
the software world than the second platform technologies (i.e., personal computers, 
local area networks, and Internet and client-server architectures).

The history of using a large number of different applications by different users 
can be summarized as follows: tens of thousands of applications have been used by 
hundreds of millions of users in mainframe terminals since the second half of the 
80s, while with client-server architecture, tens of thousands of applications have been 
popularized by hundreds of millions user in the 2010s. The goal of the 2020s has 
started to be realized in the form of smart intelligent solutions. Mobile broadband, 
big data/analytics, social business, cloud services, mobile devices, and apps will be 
used by billions of users is already an indispensable part of everyday life.

At the end of 2019, the cost of digital transformation is expected to reach 
$1.7 trillion on a world scale (Avanade, 2018). The world’s major companies use 
intelligence apps extensively and aim to increase customer experience by doing big 
data analytics. Banking, health care, insurance, and manufacturing, for example, are 
the leading sectors where the third platform is used. The banking sector highlights 
customer experiments in its analysis to support more customers. For example, by 
collecting data through call centers, they raise the quality criteria of the service. 
Although such assessments increase the cost of the sector, the goal is to maximize the 
service by estimating the degree of nervousness and satisfaction from the customer’s 
tone of the voice and the words they choose through AI applications. Health care 
services enable a detailed diagnosis of diseases and the monitoring of patients with 
intelligent solutions. Insurance companies perform intelligent enterprise with machine 
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learning and predictive analytics methods through a widespread network, repairing 
the organization’s losses. Retail chains no longer consider geographic distribution 
and demographic diversity in sales and market strategies. Rather, the focus is to make 
online transactions attractive to the customer by means of intellectual corrections 
that are revolutionary in nature. In addition, information from the user’s in-store 
experiences is measured to include the customer in the service performed and thus 
the collaboration factor is brought to the fore.

Third Platform

The third platform is part of the technology system and the evolution of Web 2.0. 
In an increasing number of industrial products, meaning inference is made using 
new mobile technologies and their communication with each other using AI. This 
new structure plays an active role in the purchasing process, people’s interactions 
with each other, shaping work environments, and all kinds of behaviors in daily life. 
With the emergence of this platform, cloud technology reduces the price of many 
components and the place of IoT in daily life will become more robust.

The third platform deals with what can be done with it as well as being a 
technology. In this context, it will take some time for the social, human, and business 
transformations to take place. Before explaining how business transformations take 
place, many existing projects that use applications such as Customer relationship 
Management (CRM) and Enterprise Resource Planning (ERP) have been developed 
to meet the needs of a single industry, or even a single customer, which increases the 
complexity of today’s problems. However, with the third platform, business processes 
are simplified. Agility is now provided by receiving a standard application from 
the cloud and transforming it into compliance with industry-specific requirements. 
Here, a function of business transformation is to accelerate the transformation and 
ensure that those who use smart technologies are aware of the innovations and adapt 
to the system. Digital realization follows new technology’s constant advancement 
such as AI, automation, IoT, and virtual reality/augmented reality.

Manufacturing signifies a revolution in the service area with digital transformation. 
The customer in the IT sector looks to pay no more than they would use instead of 
having the whole product. The manufacturer will benefit from the third platform 
with this business model change and will be able to complete the work at a lower 
cost by informing the customer in advance how to meet their requirements. By using 
the same product many times with different customers, the manufacturers will be 
more profitable.
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HUMAN CONTRIBUTION

Previous studies that evaluate human satisfaction date back to the 40s. The development 
of electronic computers in 1941 and computers with stored programs in 1949 were 
the starting point for AI research. Newell and Simon (1956) took the first steps of 
modern AI with the computer program Logic Theorist. Being the pioneers of AI and 
cognitive science studies, Newell and Simon (1972) envisioned emotion directly in 
their theoretical research. Their first collaborative work on AI aimed to understand 
human problem solving, and they asked questions in three different categories related 
to the emotional experience:

1. 	 What happened?
2. 	 What can I do about it?
3. 	 What did I do and what were the results of my actions? (Stein and et al., 1993).

Thus, the expression of the role of emotions in determining goal-oriented behaviors 
with talks was classified as event-based emotions (Bagozzi et al., 1998). This was 
also the person’s affective reactions to events that are likely to occur.

Emotional Experiences

The importance of emotional experiences in achieving the goals of the members in 
a software team has been increasing (Graziotin et al., 2018). The first examples of 
this were Extreme Programming (XP) applications (Auer, 2002; Beck, 1999). From 
the agile programming processes used for the first time in 1996, XP highlighted user 
stories with other agile product development features. As it is known, these are the 
criteria for the acceptance tests made by the user after the release of the product. This 
has brought a new perspective to software product development. In XP, the goal is 
an efficient (positive) release planning where the implementation time of each user 
story has been optimally determined. Thus, team members working in the pairing 
structure who concentrate on the target are drawn to a very intensive and stressful 
environment. In some cases, index cards are used to determine user requirements, 
while some user stories can be identified with a custom-built documentation tool. 
No matter which path is chosen to ensure the requirements, the contribution of the 
goal-directed emotions is important for the success of the developed product (Cao 
& Park, 2017).

Another principle of XP modeling and the values derived from them is refactoring. 
Because this process creates an environment with high tension, an individual’s 
emotions are important for strong refactoring (Fowler, 2019). For example, according 
to a user story, refactoring may not be required, but developers definitely want 
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to refactor. The opposite is also possible. While developers do not recommend 
refactoring, refactoring can be included in the user story.

In an article examining three different real-world problems, the problems of 
the teams during the pairing were evaluated and similar feedback was received 
(Robinson & Sharp, 2005). This shows that social interactions are inherent in the 
principle of pairing. These are critical in the continuous integration of code to 
generate communication in the context of the next release.

The three important criteria of traditional software projects that use classic 
development models are cost, time, and scope (i.e. quality balance). In agile projects, 
the goal is to implement the release. This is because the established objective may 
change based on environmental conditions. It is possible for project managers to 
make unrealistic decisions when they aim to meet customer requirements. When the 
teams are forced to work cohesively, developers with different levels of knowledge 
can make decisions based on their emotional experience. Different developer 
behaviors and decision-makers cause the software product to succeed/fail, just as it 
did in the 70s. Thus, the goals of developing an on-time, cost-effective, and quality 
software product are transformed into successful product parts so the team can 
quickly respond to changes in user/customer requirements.

Goal-Directed Emotions

In today’s software engineering studies, agile software development teams play an 
important role in deciding goal directed emotions. Teamwork is the first criterion 
of the agile approach because it increases the pressure between team members and 
creates difficulties in managing a large number of stakeholders (Mc Hugh et al., 
2012). In modern agile approaches, the customer is also part of the system developed 
as a stakeholder. Therefore, it is argued that users are perfect in themselves, while 
the task of ensuring this is in the development team. Team members carry different 
emotions with different appraisals. When the objective is reached during the operation, 
the member is happy. If it is not possible to correct any event that does not meet the 
determined purpose, this makes the whole team unhappy. Depending on the flow 
of the event, they may decide to change or maintain the current situation with the 
experienced emotions by the developer. Enacting objective behaviors by monitoring 
them is not only used in developing the product but also in planning the product and 
solving the problem (Stein et al., 1993). Another view is that emotional experience 
can be determined by inaccurate reports because representations of the events enable 
the understanding of the cognitive effects.

Affective agile design (Pieroni et al., 2017) has been proposed as a reflection of the 
principle of affective computing (Picard, 1995). This interdisciplinary field consisting 
of computer science, psychology, and cognitive science interprets and evaluates human 
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effects in solving the software problem. Italy’s largest telecommunication service 
provider Fastweb launched a digital transformation project in 2016 and used agile 
methodology for the project. The developers used affective agile design as a new 
agile model, and they defined user stories on the sprint scale (Pieroni et al., 2018). 
The evaluation of emotional feedback in the project, where many criteria of agile 
approach were applied, was realized by investigating whether the implementation 
of the sprints responded to user requirements in different releases.

To determine the expectations of team members developing different tasks in agile 
projects, Yu and Petter (2014) utilized shared mental models theory to describe the 
interactions with each other. This means that human-agent teams effect the success of 
the project with goal directed emotions. For example, the developer’s high cognitive 
performance has a positive impact on the project, giving an important component of 
creativity. Here, the relationship between specific moods in the individual’s particular 
working conditions and their creativity is evaluated. A positive relationship naturally 
leads to innovation. Moreover, the criteria that hinder creativity in any project are 
individual or organizational must be distinguished. In summary, innovation and 
the agile methods required for innovation mean the implementation of successful 
software products together with the creativity of the happy developers. The result 
of high productivity also means high code quality.

Studies on the happiness/unhappiness of people in the work environment are 
increasing in the software industry. Graziotin et al. (2014) have investigated the 
behavioral effects of software engineering on the software product by evaluating 
human aspects and happiness situations according to the developer’s experiences 
(Graziotin et al., 2014). They found that emotion and core affect are important 
not only in software product development but also in interface design. Emotions 
are increasingly placed among the qualitative criteria of research in many studies. 
Russell (2009) explored problems such as culture, language, emotional behavior, and 
coherence (i.e., the subjects of emotion theory for software developers) and labeled 
them unhappiness. Thus, the conclusion of a person’s neurophysiological condition 
in the form of happiness/unhappiness in the working environment is caused by 
positive/negative factors around the person. Today’s agile-based software product 
development methods are also consistent with Russell’s views. The time problem of 
the software product developed in small parts never ends. No matter how small the 
part of the product is developed, there will always be problems during delivery to the 
customer. Teamwork means that the person is constantly nervous. The responsibility 
of the entire team in agile work will put the individual in the race.

All of these can also be evaluated from the perspective of possible negative effects 
of the product developed as a result of the unhappiness of the people. Graziotin et 
al. (2017) conducted a quantitative analysis of unhappiness factors using not only 
data from software developers but also answers to questions from researchers and 
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students from the GitHub archive. Personal results affecting the performance of the 
developed product were expressed as low cognitive performance, as low motivation, 
as inadequacy, and irregularity. On the other hand, process-oriented results were 
summarized as low productivity, low code quality, and as a complete cancellation 
of the written results. Various unhappiness indicators such as mental anxiety may 
cause team members to withdraw from the project and this would delay, or even 
end the project.

CONCLUSION

As in Boehm’s (2006) keynote speech at ICSE, this study naturally follows a Hegelian 
approach. When the success stories of the past are not utilized, it is difficult to reveal 
future products. However, benefiting from existing success stories does not mean 
that the target will be successful. This is why software engineering is a complex 
discipline and its problems are very difficult to solve. In his speech, Boehm adopts 
the definition of “engineering” as:

The application of science and mathematics by which the properties of software 
are made useful to people.

Boehm’s new definition of the word “engineering” in his speech has obligated 
this chapter to start with the explanation of the information technology concept. 
With the birth of electronic computers in the 50s, the contribution of computing to 
applications was labeled as information theory. In the 1970s, the impact of information 
theory on software products has been applied to many phases of the software life 
cycle as measurements. Although many of the measurements at that period were not 
empirically validated, they led to each development stage of subsequent software 
applications. Since measurements are fundamental for high-quality software products, 
there is a lot of research about this. For example, Horst Zuse (1991) has defined a 
number of complex software metrics that were unable to be described in the context 
of the chapter. On the other hand, Konrad Zuse’s (Horst’s father) main contribution to 
the computer world was that he invented the first automatically controlled universal 
computer in 1941 (Zuse, 1999). This machine, which has not been able to be used 
in public, begun the evolutions in the following decades.

Shannon’s Theory was the most fertile theory in the 20th-century, and it was the 
blueprint of the computer world not only with digital representation but also with 
data compression (JPEGs, MP3s, and ZIP files). Although there are some points 
that remain obscure about Shannon’s theory, it sheds light on the problems related 
to the information quantum theory. Additionally, Shor’s (1994) algorithm was 
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difficult to solve with existing computers (Coles et al., 2018). This algorithm was 
exponentially faster at breaking public key encryption than the fastest non-quantum 
algorithm. It took more than five years to solve this problem with a 5-qubit IBMqx4 
quantum computer since no traditional hardware was possible that utilizes the proven 
quantum speed-up. Everything from 2-qubit quantum computers designed in 1998 
by a few universities and IBM to the evolution of the 128-qubit computer announced 
by the Rigetti Company in 2018 shows the success of quantum physics in the 20th 
century. Of course, especially Turing, and also Gödel, Neumann, Zuse and many 
other mathematicians’ contributions will never be forgotten in the quantum world 
of tomorrow. Before Shannon’s information theory was inadequate to solve the 
information-intensive complex problems of the 21st century, Feynman and Manin 
(1999) argued that in the 80s, quantum computers could perform operations that are 
out of reach by regular computers. Today, a non-scientific problem, a theory-based 
algorithmic music composition, has been designed by quantum information (Kirke, 
2019). This is a success story of the computer arts world contributing to quantum 
computing research. Abstract mathematics and physics underlie the evolutionary 
and revolutionary developments of the computers and complex problems solved 
by them. Moreover, quantum computing will change cybersecurity because of its 
speed, security, responsibility, safety, and resistance when compared to traditional 
computers. The factorization time of mathematically complex large prime numbers 
will reduce to a matter of seconds. Data transformation with superposition and 
entanglement will offer information processing benefits such as improved random 
number generation. But this technology will also arm the hackers.

In software engineering, it is more accurate to evaluate the human criteria starting 
from undergraduate education. New engineers will shape the next ten to twenty years 
of research, so education programs need to start preparing students for future trends 
by using constantly updated course content. Students who learn the importance of 
lifelong learning will realize the integration of science and technological innovations 
in the planning of the digital world of the future. Thus, Moore’s law, which doubles 
the computing power of computers every 1.5 years, will have an enormous amount 
of operating power in 2025.

The increasing need for integrated software and system engineering is important 
for working groups and individuals during the transfer process from traditional 
computers to quantum computers. The first rule of developing successful user 
intensive systems is the importance of continuous learning. Every business model 
based on user programming and their unprecedented capacities depend on the quality 
of the individual and on their satisfaction. Since all stakeholders of a developing 
software product are important, the related person makes risk-based decisions when 
managing these relationships.
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Another important criterion that needs to be evaluated is the kind of methodology 
to develop for the software product. Software development methods used to solve 
complex real-world problems must be chosen according to the type of problem 
to be solved, the structure of the organization, and the capabilities of the product 
developers. Any agile development methodology (e.g., scrum, crystal, XP, and 
feature-driven development) can be chosen when the target of the team is to minimize 
risks. DevOpps deployment methodology is preferred when the strategy is centered 
on organizational change. This methodology enhances collaboration between the 
departments responsible for different segments of the development life cycle, such 
as development, quality assurance, and operations. Rapid application development 
is a condensed development process that produces a high-quality system with low 
investment costs. Embracing modern software development practices is what will 
differentiate one company from the other and to move it forward.

There are many other improvements for the solutions of current and future 
software problems that were not investigated in this chapter. They will continue to 
be examined in chronological order with more detailed and broader research.
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KEY TERMS AND DEFINITIONS

Agile Methodology: It is an exciting and fascinating approach to software 
development. The agile process breaks a larger software project into several smaller 
parts that can be developed in increments and iterations. The purpose is to deliver a 
working software program quickly to the customer. The agile hierarchy in an agile 
team is based on competence, not authority. All members constantly explore ways 
to add more value to the customer. When compared with traditional methods, agile 
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projects qualify that they are better in terms of overall business value, higher in 
quality, less costly, more productive, and show quicker time-to-market speeds. Lean, 
Kanban, Crystal, Extreme Programming (XP), Dynamic Systems Development 
Method and Feature-Driven Development are a few of the agile methodologies.

Emotional Labor: Emotion in software engineering has recently gained 
attention in both the research community and industry. Work performance and team 
collaboration that are the fundamental criteria of today’s software development 
approaches depend on the positive emotional effects.

Hegelian Approach: This approach depends on dialectics. The dialectical 
method is a discourse between two or more people holding different points of view 
about a subject but wishing to establish the truth through reasoned arguments. Hegel 
(1771-1831) defined four concepts: (1) everything is finite and exists in the medium 
of time, (2) everything is composed of contradictions, (3) one force overcoming 
its leads to crisis, and (4) change is periodic without returning to the same point.

Incompleteness: Kurt Gödel wrote the incompleteness theorems in the 1930s. 
They are still valid as the subject of several of today’s discussions and will continue 
to be effective in the future. These theorems show that any logical system consists 
of either contradiction or statements that cannot be proven. Therefore, they help to 
understand that the formal systems used are not complete. On the other hand, the trend 
of mathematicians in the 1900s was the unification of all theories for the solution of 
the most difficult problems in all disciplines. Before Gödel defined any system as 
consistent without any contradictions, and as incomplete with all or some disproved 
statements, Hilbert formulated all mathematics in an axiomatic form with Set Theory. 
Gödel’s theorem showed the limitations that exist within all logical systems and laid 
the foundation of modern computer science. These theorems caused several results 
about the limits of computational procedures. A famous example is the inability 
to solve the halting problem. A halting problem finds out whether a program with 
a given input will halt at some time or continue to run into an infinite loop. This 
decision problem demonstrates the limitations of programming. In a modern sense, 
this means that it is impossible to build an excellent compiler or a perfect antivirus.

Information Theory: This term, originated in Shannon’s work, which started 
the digital age. There is not a single definition accepted in the literature and over 
time different definitions have been made in different studies. Generally, information 
theory lies at the core of understanding computing, communication, knowledge 
representation, and action. Like in many other fields of science, the basic concepts 
of information theory play an important role in cognitive science and neuroscience.

Ontology: In computer science, ontology is a formal representation of the 
knowledge by a set of concepts within a domain and the relationships between those 
concepts. The domain is the type of objects, and/or concepts that exist and their 
properties and relations. The creation of domain ontologies is the fundamental of 
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the definition of any enterprise framework. Every information system has its own 
ontology. Software agents can communicate with each other via messages that 
contain expressions formulated in terms of an ontology. It is important to use an 
ontology for the connection with the user interface component. The user browses 
the ontology to better understand the vocabulary and to formulate queries at the 
desired level. Application programs containing a lot of domain knowledge may not 
explicitly store information in the database for various reasons. In this case, it is 
possible to constitute a knowledge base by an ontology.

Software Conceptualization: During the elicitation of software requirements 
analysis, the customer’s requirements are defined by visual diagrams or formal 
specifications (e.g., by the logic of first-order propositions, at the high level). An 
abstract solution closer to the customer side is realized. The design phase of the 
software visualization and the functional analysis of the previous development 
step are carried out in detail. Conceptualization at the design phase is closer to the 
implementation of the product.
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ABSTRACT

The interaction of applications in distributed system raises an integration problem 
that application-developing methods need to solve, even if the initial specifications 
change, which is actually the normal case. Current integration technologies, such 
as Web Services and RESTful APIs, solve the interoperability problem but usually 
entail more coupling than required by the interacting applications, since they share 
data schemas between applications, even if they do not actually exercise all the 
features of those schemas. The fundamental problem of application integration is 
therefore how to provide at most the minimum coupling possible while ensuring at 
least the minimum interoperability requirements. This chapter proposes compliance 
and conformance as the concepts to achieve this goal by sharing only the subset 
of the features of the data schema that applications actually use, with the goal of 
supporting a new architectural style, structural services, which seeks to combine 
the advantages of both SOA and REST.
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INTRODUCTION

A complex software system typically involves many interacting modules, with many 
decisions to take and many tradeoffs to consider, not only in each module but also 
in the ways in which the various modules interact. Object-oriented software design 
tries to minimize the semantic gap (Sikos, 2017) between a problem specification 
and the architecture of the software application that deals with that problem, by 
providing a close correspondence between the problem entities and the corresponding 
software modules (classes).

Ideally, classes should not have dependencies on others, avoiding constraints on one 
another and exhibiting completely independent lifecycles. This would allow separate 
development of each class and elimination of software design and programming 
inefficiencies due to interaction between the specifications of classes, which usually 
cause iterations in requirements for other classes and consequent changes.

However, classes do need to interact and to cooperate, to fulfill collectively the 
goals of the system. Therefore, a fundamental tenet in software design is to reduce 
class coupling as much as possible (Bidve, & Sarasu, 2016) without hindering the 
interaction capabilities necessary to support the required class interoperability.

Decoupling also translates into higher changeability (a change in a class is 
less likely to have a significant impact in other classes), higher adaptability (less 
constraints require less effort to adapt to changes in other classes), higher reusability 
(a class with less requirements and constraints has an increased applicability range) 
and higher reliability in a distributed context (a smaller set of requirements simplify 
the task of finding an alternative in case of failure).

Although decoupling constitutes a fairly obvious goal, as a means to reduce 
dependencies and constraints, tuning it to the right degree in practice is not an 
easy task. In general, the fundamental problem of application design, in terms 
of interaction, is how to provide (at most) the minimum coupling possible while 
ensuring (at least) the minimum interoperability requirements. This means that the 
main goal is to ensure that each interacting class knows just enough about the others 
to be able to interoperate with them but no more than that, to avoid unnecessary 
dependencies and constraints. This is an instance of the principle of least knowledge 
(Hendricksen, 2014).

Historically, interoperability has been the main goal in Web-based distributed 
systems, whereas decoupling has been one of the top concerns in software engineering, 
when developing an application, along with other metrics such as cohesion.

Software development methods emphasize decoupling, changeability and agility, 
which means structuring classes of an application so that a change somewhere 
affects the remaining classes as little as possible and an application developer can 
deal with it easily and in a short time. Interoperability between classes of a local 
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application is the easy part, since there is usually a single programming language 
with a shared class inheritance hierarchy.

The interaction between distributed applications is completely different. 
Interoperability is hard, since these applications are developed, compiled, and linked 
independently. Most likely, this means different type names, inheritance hierarchies, 
programming languages, execution platforms, and data formats. Inheritance-based 
polymorphism, one of the main workhorses of object-oriented software design to 
increase decoupling, is no longer usable. Current technologies base interoperability 
on strict data format matching (sharing of data schema). Although decoupling is 
of paramount importance, application developers have treated it as a side issue 
in distributed contexts, a best-effort endeavor after achieving the primary goal, 
interoperability (Delgado, 2019a).

The two most used application integration approaches, Service-Oriented 
Architecture (SOA) (Erl, Merson, & Stoffers, 2017) and Representational State 
Transfer (REST) (Fielding, Taylor, Erenkrantz, Gorlick, Whitehead, Khare, & 
Oreizy, 2017) hardly comply with the principle of least knowledge. They achieve 
interoperability but do not solve the coupling problem, since they require that the 
schemas used by the interacting applications are the same. The use of polymorphism 
is restricted and has no formal underlying model.

SOA is good at modeling distributed systems based on the service paradigm (an 
extension the class-based paradigm for distributed applications) but involves rather 
complex and static software specifications and entails sharing schemas between 
client and server, which is a heavy form of coupling. Changing the interaction 
between Web Services is not a trivial task. REST is much simpler, justifying its 
increasing popularity, but is rather low level and not the best match for general-
purpose, behavior-oriented distributed applications. It also entails a high level of 
coupling, since it requires that both interacting applications share the same media 
type specification.

In addition, the SOA and REST architectural styles use different modeling 
paradigms, since behavior (services) is the guiding concept of SOA, whereas state 
(resources) is the fundamental concept in REST. SOA defines which application 
types are used and establishes the set of operations provided by each, whereas REST 
starts with a state diagram, without relevant concern about distinguishing which 
state belongs to which application.

This chapter revisits the integration problem with an open mind, without 
considering a priori the restrictions of specific technologies, such as Web Services 
for SOA and RESTful APIs for REST. The only assumption is that there are 
applications that need to interact, by using messages. The main goal is to propose 
and describe a new architectural style, Structural Services, which combines the 
best characteristics of the SOA and REST styles. On the one hand, services have a 
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user-defined interface that enable to publish, to discover, and to use them. On the 
other hand, resources have structure (composed of other resources) and implement 
services. Operations are first class resources and messages are themselves resources, 
able to include references to other resources. As a result, developers can design 
applications in pure SOA or REST styles, or as a tunable mix of the two, according 
to the needs of the problem at hand.

Structural Services is an extension of the object-oriented paradigm to distributed 
application contexts, reintroducing the polymorphism capability (the ability to 
deal in the same way with different, distributed applications) without requiring the 
declaration of a shared specification, based either on an inheritance relation or on 
an interface.

This is achieved by basing the interoperability mechanism on the concepts of 
compliance (Czepa, Tran, Zdun, Kim, Weiss, & Ruhsam, 2017) and conformance 
(Carmona, van Dongen, Solti, & Weidlich, 2018), which allow partial interoperability, 
rather than on sharing data schemas. This makes all the difference. Unlike Web 
Services, there are no declared schemas that a client is forced to use. Unlike RESTful 
applications, the client and server do not have to agree on a specific data type. 
Each resource (dataset, message or distributed application) has its own schema, 
stemming from its service (interface) definition. Checking for interoperability 
between two resources (for example, between a message and the parameter required 
by an operation) is structural, component-by-component, in a recursive way until 
reaching primitive resources.

The structure of the rest of the chapter is as follows. It starts by describing the 
integration problem and deriving a coupling model. Then it describes and illustrates 
the concepts of compliance and conformance. Next, the chapter proposes a model 
that encompasses resources, services and processes, to serve as the foundation for 
the Structural Services architectural style, conceived to bridge the advantages of both 
SOA and REST while minimizing the disadvantages, namely coupling. Finally, the 
chapter lays down the lines of future research and draws some conclusions.

BACKGROUND

Connectedness in the computer-based world is nowadays higher than ever, in a huge 
distributed context generically known as the Internet. The world has entered a digital 
era (Chamoux, 2018), in which digital-based technologies such as cloud computing 
(Varghese, & Buyya, 2018), mobile computing (Page, & Thorsteinsson, 2018), and 
the Internet of Things (Paul, & Saraswathi, 2017) started to become ubiquitous and 
disruptive, and people and organizations in general became more acquainted and 
at ease with digital services.
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Many applications, designed and managed in a distributed way, need to interact 
and collaborate with an increasing scale, since systems are becoming more complex 
and diversified. An example is the recent 4.0 trend (Dornberger, 2018), in which 
collaboration means generating and exchanging more and more data, either at 
business, personal, or sensor levels. The fourth industrial revolution, commonly 
known as Industry 4.0 (Liao, Deschamps, Loures, & Ramos, 2017), in which agile 
reconfigurability of the production supply chain is a fundamental objective, is just 
an example. The current trend of reducing the granularity of applications, from 
monoliths to small microservices (Yuan, 2019), also increases the scale of the 
integration requirements.

All this raises the application integration problem to a completely new level, in 
which conventional integration technologies expose their limitations and require 
new solutions (Delgado, 2019b).

Panetto and Whitman (2016) broadly define integration as the act of instantiating 
a given method to design or adapt two or more systems, so that they cooperate 
and accomplish one or more common goals. To interact, applications must be 
interoperable, i.e., able to meaningfully operate together.

Integration can be seen at all levels of abstraction and complexity, from low-
level cyber-physical systems (Zanero, 2017) to high-level enterprise value chains 
(Kanade, 2019), targeting capabilities such as those required by Industry 4.0 (Xu, 
Xu, & Li, 2018).

Interoperability (Agostinho, Ducq, Zacharewicz, Sarraipa, Lampathaki, Poler, & 
Jardim-Goncalves, 2016) is a characteristic that relates systems with this ability and 
that the ISO/IEC/IEEE 24765 standard (ISO, 2010) defines as “the ability of two 
or more systems or components to exchange information and to use the information 
that has been exchanged”. This means that merely exchanging information is not 
enough. Interacting applications must also be able to understand it and to react 
according to each other’s expectations.

Another problem is coupling (Bidve, & Sarasu, 2016), which provides an 
indication of how much applications depend on each other. Some degree of 
coupling is unavoidable, since some form of mutual knowledge is necessary to make 
interoperability possible. Interoperability and a coupling as low as possible need 
to be combined to achieve an effective cooperation in the integration of distributed 
applications.

The two most used integration approaches are the Software-Oriented Architecture 
(SOA) (Erl, Merson, & Stoffers, 2017) and Representational State Transfer (REST) 
(Fielding, Taylor, Erenkrantz, Gorlick, Whitehead, Khare, & Oreizy, 2017), with the 
corresponding technological solutions for distributed interoperability, Web Services 
(Zimmermann, Tomlinson, & Peuser, 2012) and RESTful APIs (Pautasso, 2014), 
respectively.
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The literature comparing the SOA and REST architectural styles is vast (Bora, & 
Bezboruah, 2015; Soni, & Ranga, 2019), usually with arguments more on technology 
issues than on conceptual or modeling arguments. There are also several proposals 
to integrate SOA and RESTful services (Dahiya, & Parmar, 2014; Sungkur, & 
Daiboo, 2016; Thakar, Tiwari, & Varma, 2016).

Web Services and RESTful APIs use data description languages such as XML 
(Fawcett, Ayers, & Quin, 2012) and JSON (Bassett, 2015). Although they have 
achieved the basic objective of interconnecting independent and heterogeneous 
systems, supporting distributed application interoperability, they are not effective 
solutions from the point of view of coupling, since they require that the data schemas 
of the messages exchanged by the interacting applications are the same.

Several metrics have been proposed to assess the maintainability of service-based 
distributed applications, based essentially on structural features, namely for service 
coupling, cohesion and complexity (Babu, & Darsi, 2013). Other approaches focus on 
dynamic, rather than static, metrics for assessing coupling during program execution 
(Geetika, & Singh, 2014). There are also approaches trying to combine structural 
coupling with other levels of coupling, such as semantics (Alenezi, & Magel, 2014).

Compliance (Czepa, Tran, Zdun, Kim, Weiss, & Ruhsam, 2017) is a concept 
that serves as a foundation mechanism to ensure partial interoperability and thus 
minimize coupling. It has been studied in specific contexts, such as choreography 
(Capel & Mendoza, 2014), modeling (Brandt & Hermann, 2013), programming 
(Preidel & Borrmann, 2016), and standards (Graydon, Habli, Hawkins, Kelly, & 
Knight, 2012). Conformance (Carmona, van Dongen, Solti, & Weidlich, 2018) is 
another concept underlying partial interoperability, enabling an application to replace 
another if it conforms to it (supports all its features).

THE PROBLEM OF APPLICATION COUPLING

Distributed Application Interaction

Applications that interact in a distributed environment require some network to send 
each other messages. In each message transaction (sending a request and processing 
a response), both sender and receiver need to understand and react appropriately 
upon receiving request and response messages. A given application, in the role of 
server, publishes the set of request messages to which it is able to respond, which 
defines the interface of the functionality offered by that application (its Application 
Programming Interface – API). In the role of client, another application may send 
one of the acceptable request messages to the server and invoke the corresponding 
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functionality. Applications can also express their APIs in terms of exposed features, 
such as operations. Each operation can accept its own set of request messages.

Figure 1 illustrates a typical interaction, initiated by the client, which sends a 
request message to the server through the interconnecting network. This usually 
causes the server to answer with a response message, upon executing the request.

The server needs to be able to understand the client’s request and to react and 
respond according to what the client expects. Otherwise, the interaction will not 
produce the intended effects.

In a distributed environment, interacting applications evolve independently from 
each other and cannot rely on names of local data types or inheritance hierarchies. 
However, the messages exchanged must be correct and meaningful in both the 
contexts of the interacting applications. The goal of achieving a simple interaction 
such as the one depicted in Figure 1 is decomposable into the following objectives:

•	 There must be an addressable interconnecting network and a message-based 
protocol, supporting a request-response message exchange pattern.

•	 The server needs to validate the request message, ensuring that it is compatible 
with one of those acceptable by the server’s API.

•	 The reaction of the server and the corresponding effects, as a consequence 
of executing the request message, must fulfil the expectations of the client 
regarding that reaction. The server needs to do what the client expects.

•	 The client needs to validate the eventual response message, ensuring that it is 
one of those acceptable by the client as a response.

•	 The client must react to the response appropriately, fulfilling the purpose of 
the server in sending that response, as well as completing the purpose of the 
client in initiating the interaction.

This means that both request and response messages need to be validated and 
understood (correctly interpreted and reacted upon) by the application that receives 
it. In addition, many other factors can influence application interoperability, such 

Figure 1. Message-based interaction between two distributed applications

 EBSCOhost - printed on 2/9/2023 1:26 PM via . All use subject to https://www.ebsco.com/terms-of-use



42

Lowering Coupling in Distributed Applications With Compliance and Conformance

as performance, scalability, reliability, and security, although this chapter focus on 
the coupling aspects.

Coupling expresses the mutual dependencies between applications. The goal is 
to reduce it as much as possible, to avoid unnecessary constraints to the evolution 
and variability of applications, while trying to achieve a balance between two 
contradictory goals:

•	 On the one hand, two uncoupled applications (with no interactions between 
them) can evolve freely and independently, which favors adaptability, 
changeability and even reliability (if one fails, there is no impact on the other).

•	 On the other hand, applications need to interact to cooperate towards common 
or complementary goals, which means that some degree of previously agreed 
mutual knowledge must exist. The more they share with the other, the easier 
interoperability gets, but the greater coupling becomes.

The fundamental problem of application integration is how to provide at most the 
minimum coupling possible, while ensuring at least the minimum interoperability 
requirements. The main goal is to ensure that each interacting application knows 
just enough about the others to be able to interoperate with them but no more than 
that, avoiding unnecessary dependencies and constraints.

Existing data interoperability technologies, such as XML and JSON, assume 
that interacting applications share the same message schema, as depicted by Figure 
2. This is symmetric interoperability, reminiscent of the first days of the Web and 
HTML documents, in which the client read the document produced by the server and 
both needed to use the same document specification. Today, data separate contents 
from their specification (schema), but both client and server still work on the same 
information. Application developing methods have not improved coupling.

The problem is that a server may need to serve several different clients and a client 
may need to send requests to several different servers. Sharing a schema couples 
both client and server for the whole set of messages that the schema can describe, 
even if the client only uses a subset of the admissible requests and the server only 
responds with a subset of the admissible responses.

The net effect of this symmetry is that, in many cases, coupling between client 
and server is higher than needed and changes in one application may very likely 
imply changing the other as well, even if a change does not affect the messages that 
are actually exchanged.
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Coupling Metrics

Qualifying with initial an application that does not receive requests from any 
other and with terminal an application that does not send requests to any other, 
and considering the set of all the possible interactions between applications, any 
application that is not initial or terminal will usually take the roles of both client 
and server, as shown in Figure 3. Both the left and right parts of this figure entail 
the client-server relationship depicted in Figure 2.

Any interaction requires some form of dependency (coupling), stemming from 
the knowledge required to establish that interaction in a meaningful way. One way 
of assessing coupling is by evaluating the fraction of the features of one application 
(operations, messages, data types, semantic terms, and so on) that impose constraints 
on another application that interacts with it. There are two perspectives in which to 
express coupling, shown in Figure 3:

Figure 2. Schema sharing in symmetric message-based distributed application 
interaction

Figure 3. Backward and forward coupling
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•	 Backward coupling: The subset of features of an application that it requires 
its clients to use according to that application’s rules. In other words, the set 
of constraints that an application imposes on its clients.

•	 Forward coupling: The subset of features of an application that its clients 
actually use and that the application, or some other application replacing it, 
needs to support. In other words, the set of constraints that a client imposes 
on the applications that it uses.

An application can define these two coupling metrics in the following way:
CB (backward coupling), which expresses how much impact a server application 

has on its clients:

C

Uc

Tc M

CB

i

i C= ⋅∈
∑

	 (1)

where:

C - Set of clients that use this application as a server, with C  as its cardinality
Uci - Number of features of this application that client i uses
Tc - Total number of features that this application has
M - Number of known applications that are compatible with this application and 

can replace it, as a server

CF (forward coupling), which expresses how much a client impacts its server 
applications:
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where:

S - Set of server applications that this client uses, with S  as its cardinality
Usi - Number of features that this client uses in server application i
Tsi - Total number of features that server application i has
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Ni - Number of server applications with which this client is compatible, in all uses 
of features of server application i by this client

These coupling metrics yield values between 0, expressing completely unrelated 
and independent applications, and 1, in the case of completely dependent applications, 
constrained by all features. These metrics lead to the following interpretation:

•	 Equation (1) means that having clients use as few features as possible of a 
server application reduces the overall system dependency on it and the impact 
that it may have on its potential clients (its backward coupling CB).

•	 Equation (2) indicates that the existence of alternative servers to a given 
client application reduces its forward coupling CF, since having more server 
applications with which this client application is compatible dilutes the 
dependencies.

Reducing the fraction of features needed for compatibility to the bare minimum 
required by the interaction between applications helps in finding alternative server 
applications. The smaller the number of constraints, the greater the probability of 
finding applications that satisfy them.

Therefore, both factors on which coupling depends (the fraction of features 
used, as a client, and the number of replacement alternatives available, as a server) 
work in the same direction, with the first reinforcing the second. Reducing coupling 
means reducing the fraction of features used, or the knowledge of one application 
about another. Therefore, the integration of applications designed with these issues 
in mind will be easier.

Technologies such as Web Services (Zimmermann, Tomlinson, & Peuser, 2012) 
and RESTful APIs (Pautasso, 2014) constitute poor solutions in terms of coupling, 
since Web Services rely on sharing a schema (a WSDL document) and RESTful 
APIs are usually based on previously agreed upon media types. These technologies 
support the distributed interoperability problem, but do not solve the coupling problem.

In conventional systems, searching for an interoperable application is done by 
schema matching with similarity algorithms (Elshwimy, Algergawy, Sarhan, & 
Sallam, 2014) and ontology matching and mapping (Anam, Kim, Kang, & Liu, 2016). 
These algorithms may find similar server schemas, but do not ensure interoperability. 
Manual adaptations are usually unavoidable.

The goal in this chapter is to be able to integrate applications with exact 
interoperability, rather than just approximate, even if the client and server schemas 
are not identical, as long as certain requirements hold. This does not mean being 
able to integrate any set of existing applications, but rather being able to change an 
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application, due to a normal evolution in specifications, without impairing an existing 
interoperability. Less coupling means greater flexibility for accommodating changes.

COMPLIANCE AND CONFORMANCE: 
TOOLS TO MINIMIZE COUPLING

The Concepts of Compliance and Conformance

In symmetric interoperability (Figure 2), interacting applications must share the 
schemas of the messages that they exchange. This leads to a higher level of coupling 
than actually needed, since applications are constrained by all the features of those 
schemas, even if not all are used.

This chapter proposes to use asymmetric interoperability, in which the schema 
of a message, as generated by the sender, needs only partially match the schema of 
the messages expected by the receiver. Only the actually used features need to have a 
match. The receiver ignores features present in the message that it does not require. 
Optional receiver features not present in the message are assigned default values 
prior to processing the message at the receiver. In addition, structured features are 
checked structurally and recursively, component by component.

This means that a client can use (send request messages to) various servers, as 
long as these messages match the relevant parts of those servers’ request schemas, 
even if they were not designed to work together.

It also means that a server can replace another one, with a different schema, as 
long as it can deal with all the requests that the replaced one could. This can occur 
due to evolution of the server (replaced by a new version) or by resorting to a new 
server altogether.

Allowing a server to be able to interpret request messages from different clients, 
and a server to be able to send response messages to different receivers, is precisely 
what equations (1) and (2) show that is required to decrease coupling.

These use and replace relationships lead to two important schema relations, 
which are central to asymmetric interoperability and are illustrated by Figure 4:

•	 Client-server: Compliance (Czepa, Tran, Zdun, Kim, Weiss, & Ruhsam, 
2017). The client must satisfy (comply with) the requirements established 
by the server to accept requests sent to it, without which these cannot be 
validated and executed. It is important to note that any client that complies 
with a given server can use it, independently of having been designed for 
interaction with it or not. The client and server need not share the same 
schema. The client’s schema needs only to be compliant with the server’s 
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schema in the features that it actually uses. Since distributed applications 
have independent lifecycles, they cannot freely share names, and the server 
must check schema compliance (between messages sent by the client and the 
interface offered by the server) in a structural way, feature by feature. Note 
that in a response the roles of schema compliance are reversed (the server is 
the sender and the client is the receiver).

•	 Server-server: Conformance (Carmona, van Dongen, Solti, & Weidlich, 
2018). The issue is to ascertain whether a server S2 can replace another server 
S1 in serving a client, such that the client-server relationship enjoyed by the 
client is not impaired, or whether server S2 is replacement compatible with 
server S1. Conformance expresses the replacement compatibility between two 
servers. Server S2 must possess at least all the characteristics of server S1, 
therefore being able to take the form of (conform to) server S1 and fulfill 
the expectations of the client regarding what it expects the server to be. In 
particular, the schema of server S2 cannot include any additional mandatory 
component, regarding the schema of server S1, otherwise it would impose 
more requirements on the client and the interoperability could break. The 
reasons for replacing a server with another may be varied, such as switching 
to an alternative in case of failure or lack of capacity, evolution (in which case 
server S2 would be the new version of server S1), or simply a management 
decision.

In asymmetric interoperability, the server does not know the schema used by the 
client to generate messages. In this context, two kinds of schema are considered:

Figure 4. Compliance and conformance
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•	 Type schema: A description of the features of a set of messages, including 
the definition of each possible feature and whether it is optional or mandatory. 
This is what typically schema description languages such as XML-Schema 
provide.

•	 Value schema: The concrete definition of a specific message, with just the 
features that it actually has. Each message has its own value schema. This is 
simply a self-description and, unlike type schemas, includes no variability 
(range of structured values). A value schema satisfies an infinite number of 
type schemas (by considering an infinite number of optional features).

In symmetric interoperability, both the client and server share type schemas. The 
server must be able to deal with all the messages with value schemas that satisfy 
its type schema, since that is also the type schema that the client uses and therefore 
can send a message with any of those value schemas.

In asymmetric interoperability, there is no such restriction and, as long as the 
value schemas of the messages actually sent satisfy the type schema of the server, 
interoperability is possible, with a lower coupling.

In semantic terms, compliance means that the set of possible message values 
sent by a client is a subset of the set of values that satisfy the type schema of the 
server. Conformance means that the set of values that satisfy the type schema of an 
alternative server (Figure 4) is a superset of the set of values that satisfy the type 
schema of the original receiver.

As long as compliance and conformance hold, the server can accept messages 
from different clients. In addition, a client can start using an alternative server 
without noticing the difference with respect to the original server.

It is also useful to view client and server not merely as applications by as distributed 
services (with internal state that expose operations), in the role of consumer and 
provider, considering that a request message invokes one of the provider’s operations 
and that a response message is sent back to the consumer.

In a more formal setting, consider a service C (the consumer) and a service P (the 
provider). C can invoke some of the operations of P by sending it request messages 
that trigger those invocations. For each operation in P, the following definitions hold:

•	 Crq: The value schema of the request message, sent by the consumer.
•	 Prq: The type schema of the request message, expected by the provider.
•	 Prp: The value schema of the response message, sent by the provider.
•	 Crp: The type schema of the response message, expected by the consumer.

A consumer C is compliant with (can use) a provider P (C◄P) if, for all operations 
i of P that C invokes, Crqi◄Prqi and Prpi◄Crpi. Structural assignment is used to 
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assign the value components of a message received (either request or response) 
to the variable components of the type schema of the receiver (either provider or 
consumer, respectively).

In a similar way, a provider S is conformant to (can replace) a provider P (S►P) 
if, for all operations i of P, Srqi►Prqi and Prpi►Srpi.

Illustrating Compliance

Figure 5 illustrates a typical compliance-based (Czepa, Tran, Zdun, Kim, Weiss, & 
Ruhsam, 2017) client-server interaction, in which client and server need not share 
the same schema. The client must only satisfy (comply with) the requirements 
established by the server to accept requests sent to it. This means that the client’s 
schema needs only to be compliant with the server’s schema in the features that 
it actually uses, thereby reducing the coupling between the client and the server.

The compliance-based interoperability mechanism of Figure 5 includes the 
following aspects, for the request message (similar for the response message, with 
client and server roles reversed):

•	 The server publishes a request type schema, which describes the type of 
request message values that the server can accept.

•	 A value schema (specific of this message) describes the actual request 
message, sent by the client.

•	 When the request message arrives, the server validates the message’s value 
schema by checking it for satisfaction of, or compliance with, the type schema 

Figure 5. Illustrating compliance (showing only the request message validation, 
for simplicity)
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of the server, in the compliance checker. If compliance holds, the request 
message is one of those that satisfy the server’s request type schema and is 
accepted.

•	 The request message’s value is structurally assigned to the data template, 
which is a data structure that satisfies the server’s type schema and includes 
default values for the components in the type schema that are optional 
(minimum number of occurrences specified as zero). Compliance will fail 
if the request message does not include at least the minimum number of 
occurrences specified for each component of data template.

•	 Structural assignment involves mapping the request message to the server’s 
request type schema, by assigning the message to the data template, component 
by component, according to the following basic rules:
◦◦ Structural assignment skips components in the message that do not 

comply with any component in the data template.
◦◦ Components in the data template that are also present in the message 

have their values set to the corresponding message’s component values.
◦◦ Optional components in the data template missing from the message 

have their values set to the corresponding default values (specified in 
the data template).

◦◦ Structural assignment deals with structured components by recursive 
application of these rules.

After this, the data template is completely populated and the server can access it. 
Each request message populates a new instance of the data template. Note that this 
mechanism is different from the usual data binding of existing technologies, since 
the server deals only with its own request message type schema. It does not know 
the value schema of the request message and there is no need for a data-binding 
stub to deal with it. The important issue is that the mapping between the request 
message and the data template is universal (based just on primitive data types and 
on structuring rules) and does not depend on the schemas used by either the client 
or the server. As long as compliance holds, the structural assignment rules are valid. 
This reduces coupling in comparison to classical symmetric interoperability, with 
the following advantages:

•	 Coupling is limited to the actually used features of a schema and not to the 
full set of features of that schema.

•	 A client is more likely to find suitable servers based on a smaller set of 
features, rather than on a full schema (lower forward coupling).

•	 A server will be able to serve a broader base of clients, since it will impose 
fewer restrictions on them (lower backward coupling).
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Illustrating Conformance

Forward coupling limits the ability of one server application replacing another without 
impairing interoperability with existing clients. Replacing a server application can 
be useful in several cases, such as:

•	 An application evolves (the new version replaces the old one).
•	 An application migrates to another cloud or environment, eventually with 

differences in its interface.
•	 Usage of an alternative application, due to a failure or lack of capacity of the 

original application.
•	 To balance the load of requests, spreading them across several (not necessarily 

identical) server applications.
•	 Some management decisions imply using another application.

Figure 6 illustrates conformance (Carmona, van Dongen, Solti, & Weidlich, 2018) 
between the two servers, by depicting a situation in which a server S1, serving a client, 
is replaced by another server S2, while maintaining the client-server relationship in 
such a way that the client will not notice it.

Server S2 has all the characteristics of server S1 (and probably more) and is 
therefore able to take the form of (conform to) server S1 and fulfill the expectations 
of the client regarding what it expects the server to be. If the schema of server S2 
has additional features, with respect to server S1, these must be optional, otherwise 
it would impose more requirements on the client and the interoperability could be 
impaired.

By the definition of conformance, a client that complies with a server also complies 
with another server that conforms to the original server, as shown in Figure 4.

ARCHITECTURAL STYLES FOR APPLICATION INTEGRATION

Comparing the SOA and REST Architectural Styles

An architectural style is a collection of design patterns, guidelines and best practices 
(Sharma, Kumar, & Agarwal, 2015), in a bottom-up approach, or a set of constraints 
on the concepts and on their relationships (Erl, Carlyle, Pautasso, & Balasubramanian, 
2012), in a top-down approach. Each architectural style has an underlying modeling 
paradigm, which serves as a guiding tenet.

SOA (Erl, Merson, & Stoffers, 2017) and REST (Fielding, Taylor, Erenkrantz, 
Gorlick, Whitehead, Khare, & Oreizy, 2017) are the most popular today in distributed 
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application integration and therefore those that this chapter analyzes and compares, 
although comparing architectural styles in abstract terms is not the same thing as 
comparing their practical instantiations.

SOA is easy to grasp, since it constitutes a natural evolution of the object-oriented 
style, with which analysts and application developers are already familiar. However, 
Web Services, with WSDL, XML Schema and SOAP, are complex to use, especially 
without adequate tools that usually automate or hide most of the development process.

REST can be comparatively counterintuitive at first, in particular for people with 
an object-oriented mindset, who tend to slide to the probably more familiar RPC 
(Remote Procedure Call) style (Kukreja & Garg, 2014), with operation parameters 

Figure 6. Illustrating conformance. A server application can replace another, as long 
as it supports the features that the clients of the original server application require
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instead of dynamic resource references (Fielding, Taylor, Erenkrantz, Gorlick, 
Whitehead, Khare, & Oreizy, 2017). On the other hand, its instantiation over HTTP is 
relatively straightforward to use, even without elaborate tools, since what is involved 
is essentially plain HTTP messaging.

This chapter is more interested in the architectural styles themselves than on their 
instantiations, since these are heavily dependent on syntactic and protocol issues of 
existing interoperability tools and technologies. The goal is to compare styles, not 
their instantiations, since there are several ways to implement a style.

Both SOA and REST have advantages and limitations. This chapter proposes 
an architectural style that emphasizes the advantages of both and reduces their 
limitations, in particular with respect to the coupling problem.

SOA appeared in the context of enterprise integration, with the main goal of 
achieving interoperability between existing enterprise applications with the then 
emerging XML-based technologies, more universal than those used in previous 
attempts, such as CORBA (Common Object Request Broker Architecture) (Henning, 
2008) and RPC (Kukreja & Garg, 2014). It was a natural evolution of the object-
oriented style, now in a distributed environment and with large-grained resources to 
integrate. Therefore, developers modeled applications as black boxes, exposing their 
external functionality with an interface composed of a set of operations, application 
dependent. These models avoided exposing internal structure, as a measure to reduce 
coupling by applying the information hiding principle.

REST appeared in the context of Web applications, as a systematization of the 
underlying model of the Web and with scalability as the most relevant goal, since 
interoperability had already been solved by HTML (and, later, XML) and HTTP. 
REST is based on several architectural constraints, the most relevant of which are 
stateless interactions (only the client maintains the interaction state) and uniform 
interface (all resources have a service with the same set of operations, with variability 
on structure and with links to resources, rather than on service interface). These 
constraints had decoupling as their main motivation, to support scalability. When 
potentially thousands of clients connect to a server, server applications need to be able 
to scale and to evolve as needed and as independently as possible from the clients.

Coupling was therefore a main concern for both architectural styles, although many 
arguments contributed to fuel a lively debate between SOA and REST proponents. 
In particular, REST has been heralded as much simpler and providing a better 
decoupling between interacting systems (Pautasso, Zimmermann, & Leymann, 
2008). A simple example, however, indicates that these two architectural styles are 
not that different, in essence.

Figure 7 describes a typical online product purchase scenario, using the process 
paradigm and Business Process Modeling Notation (BPMN) (Chinosi & Trombetta, 
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2012) to illustrate the interactions between a customer, a seller, and a logistics 
company to deliver the product.

A developer needs to conceive, design, and implement, as much independently 
as possible, each of the three roles in this process choreography, since applications 
with different goals and characteristics can perform the roles. The overall goal is 
to minimize coupling.

This example also compares the approaches based on SOA and REST. Figure 8 
depicts just the Customer process, for simplicity, using UML. Figure 8a represents 
the SOA approach, with a resource structure mimicking the three actors and the 
corresponding sequence diagram, reflecting their interactions. The REST approach 
goes directly to modeling interaction states, which Figure 8b reflects by a state 
diagram.

Apart from details, it is noticeable that the flow of activities of the customer in 
SOA is dual of the flow of states in REST. Figure 8a (SOA) uses activity-based flow 
graph, with activities performed in the nodes and state changed in the edges, whereas 
Figure 8b (REST) places state at the nodes and implements activities at the edges.

Behavior guides SOA and (representation of) state guides REST. In UML 
terminology, SOA uses a static class diagram and a sequence diagram (Figure 8a) 
as a first approach, to specify which resource types are used, to establish the set 
of operations provided by each, and their interactions, whereas REST starts with 
a state diagram (Figure 8b), without relevant concern about distinguishing which 
state belongs to which resource. In the end, they perform the same activities and 
go through the same states, although with different perspectives that stem from the 
approaches used to solve the same problem.

It is also clear that both SOA and REST tackle the fundamental problem of 
integration, to achieve interoperability while trying to minimize coupling and to 

Figure 7. An example of business-level distributed interactions
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comply with the information hiding principle by hiding the implementation of 
individual resources. However:

•	 SOA’s approach is to hide resource structure (considering it part of the 
implementation), whereas REST’s approach is to hide resource behavior (its 
service) by converting it into resource structure (each operation is a resource).

•	 SOA models resources as close as possible to real world entities, to reduce the 
semantic gap (Sikos, 2017). Since these are different from each other, offering 
a specific set of functionalities, the result is a set of resources with different 
interfaces (different set of operations). The client must know the specific 
interface of the server. This entails coupling and may only be acceptable if 
the number of clients for a given server is usually reasonably small and the 
system evolves slowly (to limit the maintenance effort).

•	 REST tries to avoid the interface coupling by decomposing complex resources 
into smaller ones (with links to other resources) until they are so primitive 
that they can all be treated in the same way, with a common interface. REST 
transfers interface diversity to the richness of the structure of the links between 
resources. This uniform interface for all resources, with a common set of 
operations is the most distinguishing feature of REST. This corresponds to 
separating the mechanism of traversing a graph (the links between resources) 
from the treatment of each node (resource). The goal is that a universal link 
follow-up mechanism, coupled with a universal resource interface, leads to 
decoupling between server and clients, allowing servers to change what they 

Figure 8. Modeling the customer process in (a) SOA and (b) REST styles
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send to the clients because these will adapt automatically, by just navigating 
the structure and following the links to progress in the interaction process.

•	 SOA has no dynamic visibility control mechanism for operations. In contrast, 
REST limits what the client can do to the links contained in the resource 
representations retrieved from the server, which helps to increase the 
robustness of applications. Amundsen (2014) designated the idea of providing 
only the currently allowable choices as affordances. This is a strong point in 
favor of REST.

Unfortunately, both SOA and REST have fallacies and limitations:

•	 SOA assumes that all resources (applications) are at the same level and that 
exposing their services is just providing some interface and the respective 
endpoint. The fallacy is to assert that resource structure is unimportant. This 
may be true when integrating very large-grained resources, but not in many 
applications that include lists of resources that need to expose their services 
individually. The limitation is in changeability. Changing the interface of the 
server will most likely require changes in the clients as well.

•	 REST imposes a uniform interface, which allows treating all the resources in 
the same way. The fallacy is to consider only a syntactic interface, or even 
semantic (Verborgh, Harth, Maleshkova, Stadtmüller, Steiner, Taheriyan, & 
Van de Walle, 2014), but forgetting behavior. Application integration also 
needs to consider the reaction of resources to requests, which means that 
resources cannot follow a link blindly. The client needs to know which kind 
of reaction the server is going to have. In the same way, traversing a structured 
resource implies knowing the type of that resource, otherwise which link 
should be followed next may not be known. This only means one thing: since 
there is no declaration of resource types, applications need to know in advance 
all types of resources that they use, either standardized or previously agreed 
upon (with custom media types). This is a relevant limitation of REST. What 
happens in practice is that developers are more than happy to agree on simple 
resource structures and on an aligned API to match. REST’s advocates contend 
that an initial link (an URI – Universal Resource Identifier –, for example) 
is the only API’s entry point and that the client must dynamically discover 
the entire functionality of the API simply by exploring links. However, this 
requires a set of fixed resource types (predefined or previously agreed upon). 
Resource structure can vary, which is a good advantage of REST, but only 
within the boundaries of resource types known in advance. This is nothing 
more than sharing schemas (Figure 2) or, in other words, coupling.
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SOA is a better option for large-grained, slowly evolving complex resources, 
whereas REST is a better option for small-grained, structured resources that are 
relatively simple. In search for simplicity and maintainability, many service providers 
(including cloud-computing providers) have stopped using SOA APIs in favor 
of REST, by modeling operations as resources, using naturally occurring lists of 
resources as structured resources with links, and dynamically building URIs instead 
of resorting to operation parameters. Decoupling in REST, however, is not as good 
as its structure dynamicity seems to indicate. Applications need to know all the 
resource types (media types, in REST terminology) in advance and the client may 
break if the server uses a new media type unknown to the client. In addition, even 
when the client knows the type used, it cannot invent what to do and which link to 
choose when it receives a resource representation of a given type. Collaboration 
requires that both server and client implement behavior and deal with its effects, 
which means that they cannot be agnostic of each other. Rather, the design of 
applications needs to take into account that they must work together.

In Search of a Better Architectural Style

This SOA-REST dichotomy means that the application integration paradigm to 
adopt has to be chosen at the very beginning of an integration project and maintained 
throughout the whole project, since changing at some point practically means starting 
over with a completely different architecture.

However, integration projects are usually a mixture of different applications with 
different requirements, in which the respective APIs are sometimes more adequate 
to expose structured resources and sometimes better expressed by a set of services 
that expose functionality.

Naturally, SOA can access structured resources and REST can implement a 
service-based API. However, these are not the native uses for these architectural 
styles, and require tricks that translate into more development effort and a higher 
risk of failure to comply with the specifications.

In search of an architectural style that alleviates the disadvantages of SOA and 
REST and enhances their advantages, without forcing an application developer to 
choose between one and the other, it is noticeable that two of the main problems 
of SOA and REST are:

•	 The lack of flexibility of the underlying model. SOA has just services, 
without resource structure, and REST has just structured resources, with a 
fixed service at the syntactic level. REST does not provide a good support 
for the process paradigm, given the low level of resources and the stateless 
client-server interactions from the point of view of the server.
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•	 The coupling stemming from the use of shared schemas, which in practice 
requires designing applications specifically to work together (e.g., building 
client stubs based on WSDL specifications of the servers, in SOA, or restricting 
messages to a standard or application-specific media type, in REST).

The ideal would be to use an architectural style that could:

•	 Deal natively with both state and behavior, exposing both structured resources 
and services. This requires a new model underlying the architectural style, 
encompassing both structured resources and services. The following section 
describes this.

•	 Avoid the requirement of sharing schemas, using compliance and conformance 
instead. Combining the new architectural model with the compliance and 
conformance relationships described above can be achieve this goal.

This means that this style could support better any application style or a mixture 
of applications with different styles, at the same time that would provide better 
integration, with lower application coupling.

This architectural style does not yet exist. Table 1 provides a summary of the 
main characteristics of the most relevant existing architectural styles, showing the 
evolution that leads to the requirements enunciated for the sought-after architectural 
style, proposed by this chapter with the Structural Services designation, precisely 
because it combines both structured state and behavior (services).

STRUCTURAL SERVICES: MOVING BEYOND SOA AND REST

Unifying Resources, Services and 
Processes in a Common Model

In a single application, the object-oriented architectural style is probably the best in 
the non-declarative programming world, with its low semantic gap (Sikos, 2017), 
information reuse (inheritance), polymorphism and ability to expose both behavior and 
structure. These characteristics are very similar to the goals of the new architectural 
style, Structural Services, introduced in the last row of Table 1.

Unfortunately, in a distributed environment pointers to objects can no longer 
be used and inheritance stops working, since the lifecycles of the objects are not 
synchronized (they can be modified, recompiled and linked independently).

Extending the object-oriented paradigm to the distributed realm requires viewing 
objects as resources in a message-based network, each implementing a service 
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defined by its interface, and application interactions as service transactions that 
constitute a distributed process.

The relationship between resources, services and processes (core concepts of 
the REST, SOA, and Process architectural styles in Table 1) obeys the following 
considerations:

•	 A service is a set of logically related operations of a resource, or a facet of 
that resource that makes sense in modeling terms. A service is pure behavior, 
albeit the implementation of concrete operations may depend on state, which 
needs a resource as an implementation platform.

•	 A resource is a module that implements a service and that interacts with 
others by exchanging messages with them. A resource X that sends a message 
to a resource Y is in fact invoking the service of Y. This constitutes a service 
transaction between these two resources, in which the resources X and Y 
perform the role of service consumer (client) and service provider (server), 
respectively. A service transaction can entail other service transactions, as 
part of the chain reaction to the message on part of the service provider. The 

Table 1. Main characteristics of various architectural styles

Style Brief Description Examples of Characteristics or Constraints

Object-Oriented

• Resources and 
services follow the 
Object-Oriented 
paradigm.

• Resources are classes. 
• Services are interfaces. 
• References are pointers. 
• Reactions discretized into operations. 
• Polymorphism based on inheritance.

Distributed
• Interacting resources 
have independent 
lifecycles.

• References cannot be pointers. 
• Type checking cannot be name-based. 
• Services and resources may use heterogeneous technologies.

SOA

• Style similar to 
Object-Oriented, 
but with distributed 
constraints.

• Resources have no structure. 
• The interface of services is customizable. 
• No polymorphism. 
• Integration based on common schemas and ontologies.

Process
• Behavior modeled 
as orchestrations and 
choreographies.

• Services are the units of behavior. 
• A process is an orchestration of services. 
• Processes must obey the rules of choreographies.

REST
• Resources have 
structure but a fixed 
service.

• Client and server roles distinction. 
• Resources have a common set of operations. 
• Stateless interactions.

Structural 
Services

• Structured resources, 
customizable services, 
minimum coupling.

• Resources have structure (like REST). 
• Services have a customizable interface (like SOA). 
• Interoperability based on structural compliance and 
conformance (new feature).
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definition of a service should be in terms of reactions to messages (external 
view) and not in terms of state transitions or activity flows (internal view).

•	 A process is a graph of all service transactions that can occur in a valid way, 
starting with a service transaction initiated at some resource X and ending 
with a final service transaction, which neither reacts back nor initiates new 
service transactions. The process corresponds to a use case of resource X and 
usually involves other resources as service transactions flow.

An abstract model can express the relationships between the entities described 
above, so that applications can deal with interoperability in a uniform way, as 
shown in Figure 9, using UML (Unified Modeling Language) notation. A resource 
provides implementation for a service, namely its operations. Services invoke each 
other through service transactions, forming a process. Interaction is message based, 
assuming that an adequate channel and message protocol are available. Resources 
can be composed of other resources (composition) and have references to other 
resources (aggregation). Distributed references are themselves resources and included 
as components (but not the resources they reference) in their containers.

Association classes describe relationships (such as Transaction and the message 
Protocol) or roles, such as Message, which describes the roles (specialized by Request 
and Response) performed by resources when they are sent as messages.

An interaction between resources corresponds to an interaction between services, 
since the service represents the active part (behavior) of a resource and exposes 
its operations. The mention of interaction between resources actual refers to the 
interaction between the services that they implement.

Resources entail structure, state and behavior. Services refer only to behavior, 
without imposing a specific implementation. Processes are a view on the behavior 
sequencing and flow along services, which resources implement. Services and 
processes are dual of each other, having resources as the structural entities. Where 
there is a service, there is a process and vice-versa. The question is which paradigm 
should be used first and foremost in modeling the architecture of a system, with the 
other derived from it. In a distributed application context, and in terms of modeling, 
adaptability and changeability, the service paradigm constitutes a better approach 
than the process paradigm (Baghdadi, 2014).

This model encompasses both behavior and structure, and is fundamental to 
apply the compliance and conformance in lowering coupling in a service-based, 
distributed application context.
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The Structural Services Architectural Style

This chapter contends that it can partially solve the problems identified in SOA 
and REST, limited only by the constraints of the specifications of the applications 
to integrate, not by the architectural style adopted, and proposes the Structural 
Services architectural style for that effect. The goal is to combine the best features 
of SOA and REST, by adopting Figure 9 as the underlying model in the following 
arrangement, the basis of the Structural Services architectural style:

•	 The basic unit of distribution is the resource, an entity accessible through 
distributed references (e.g., URIs – Uniform Resource Identifiers) and that 
can be atomic (not composed of other resources) or structured, recursively 
composed of other structured resources and operations.

•	 An operation is an atomic resource with a request type schema (see Figure 5), 
which expresses the type of messages it is able to receive (by compliance), 
and a response type schema, which expresses the kind of messages it is 
able to send back as a response. Reception of a message that complies with 

Figure 9. A simple model of distributed application interaction
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the request type schema triggers the actions that the operation implements, 
eventually with production of a response.

•	 If a message is sent directly to an operation (through its URI), the request 
and response type schemas are those of that operation. However, if a message 
is sent to a structured resource, which includes several operations, the 
underlying messaging mechanism searches through the various operations 
and invokes the first one exhibiting a request type with which the message 
complies. All structured resources that are able to receive messages must 
include at least one operation.

•	 A service is the set of request type messages and corresponding response 
type schemas of the set of operations that a resource include. A resource 
implements the service that stems from the operations that it contains.

The comparison of Structural Services with SOA and REST identifies the 
following characteristics:

•	 Like REST, resources expose their internal structure, with individual access 
to their components. However, the set of verbs supported by each resource is 
limited to one: RECEIVE (a message). The only interaction that can occur 
with a resource, through a reference to it, is to send a message to that resource. 
Messages can include references to resources. A resource can implement the 
typical CRUD style (Create, Read, Update, and Delete) of REST’s architectural 
model, as long as it supports the corresponding four operations. Therefore, 
the name of the operation is the last part of the resource reference’s path and 
not a predefined operation of the message protocol. Resource interaction can 
use any communications protocol that is able to send a message and return a 
response.

•	 Unlike REST, the semantics of the reaction of that message is not to return 
a representation of the resource or to change its state, but rather to invoke 
the programmed actions and to return the corresponding response. The 
action may very well be to return a representation as a response, or to change 
the state with the request’s content, but these are just two possibilities. All 
depends on the internal structure of the operations of that resource and the 
compliance mechanism to choose which operation to invoke.

•	 Like SOA, it is up to each resource to determine what the reaction and 
response will be regarding a given message received. Different resources can 
offer different functionality and different reactions to the same message.

•	 Unlike SOA, the basic unit of distribution is the resource, not the service. This 
means that the targets of messages are resources, not services, and therefore 
a distributed reference can identify a structure and not merely a one-level, 
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flat service. Different resources can actually implement the same service in 
different ways. This brings polymorphism back, now in a distributed context, 
thanks to compliance.

One of the advantages of the Structural Services style is the ability to lean 
more towards SOA or REST, according to modeling convenience, and mix several 
approaches and patterns in the same problem.

In particular, note that the object-oriented style bases the inheritance-based 
polymorphism on the assumption that objects belonging to classes inheriting from 
a common base class share a common set of features (variables and operations of 
the base class).

In Structural Services, resources do not belong to any class (or, better said, each 
resource is a singleton, with its own value schema) and there is no inheritance, but 
polymorphism still works on similar grounds, thanks to compliance and conformance. 
The server never deals with the request messages themselves, only with the data 
template (Figure 5). All the request messages that can be morphed into the data 
template (all for which compliance holds) will be seen as having a common set of 
features (those of the data template) and will be treated in the same way, exactly as 
in inheritance-based polymorphism, but now with the added advantage of supporting 
application distribution.

It is also important to acknowledge that the REST style requires a fixed set 
of operations, without stating which operations should be in that set. The HTTP 
implementations use some of the HTTP verbs, but this is just one possibility. 
The Structural Services style allows a further step in flexibility, by opening the 
possibility of using several fixed set of operations in the same problem. Now not 
only both extremes are possible (each resource with its specific set of operations, 
SOA style, or one common set of operations for all resources, REST style), but 
also any intermediate combination can be used, with different sets of operations for 
different sets of resources. This includes the distributed polymorphism mechanism 
based on compliance. Each server’s type schema in Figure 5 specifies, in practice, 
a set of features common to all the resources that comply with that type schema.

Table 2 summarizes the main differences and advantages of the Structural Services 
architectural style regarding SOA and REST, in the light of the discussion above.

In the context of distributed application environments, the Structural Services 
architectural style, and in particular its partial interoperability features (compliance 
and conformance), can be useful in circumstances such as:

•	 Using compliance to support integration, even between applications not 
designed to interoperate, as long as one, in the role of client, complies with 
the requirements of the other, in the role of server (Figure 5). In addition, it is 
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important to realize that compliance is a universal concept and can be applied 
not just to software applications but also in many more contexts, such cyber-
physical systems or even people (in terms of characteristics or skills). This 
is important to complex distributed application scenarios, such as enterprise 
architectures.

•	 Using conformance for service discovery. A consumer application can send 
to potential providers the description of the service provider that it needs. 

Table 2. Comparing SOA, REST and Structural Services

SOA REST Structural Services

Basic tenet • Behavior. • Hypermedia (structure 
+ links).

• Tunable between pure 
behavior and pure hypermedia.

Distinguishing 
features

• Resource-specific 
interface. 
• Operations are entry 
points to a service. 
• Design-time service 
declaration.

• Uniform interface. 
• Operations are 
resources. 
• Clients react to 
structure received (do 
not invoke resource 
interfaces).

• Variable resource interface. 
• Resources are structured. 
• Operations are resources. 
• Applications need not know 
resource types at design time.

Structure 
exposed • Behavior. • State. • State and behavior.

Best applicability • Large-grained resources 
(application integration).

• Small-grained 
resources (CRUD-
oriented APIs).

• Wide range (small to 
large, behavior to structured-
oriented).

Interoperability 
based on • Schema sharing. • Predefined media 

types.

• Structural polymorphism 
(compliance and 
conformance).

Self-description • Repository (e.g., WSDL 
document).

• Content type 
declaration in resource 
representations.

• Included in each message to 
match request type schemas.

Design time 
support • High • Low • High

Main advantages
• Low semantic gap 
(resources model closely 
real world entities).

• Structured resources, 
with representations with 
links to other resources 
(hypermedia).

• Low semantic gap. 
• Structured resources. 
• Messages with links. 
• Polymorphism. 
• Self-description. 
• Tunable between SOA and 
REST styles.

Main fallacy • Resource structure is 
unimportant.

• Hypermedia increases 
decoupling. • None identified.

Main limitation
• No polymorphism 
(coupling higher than 
needed).

• Fixed interface 
(semantic gap higher 
than needed).

• None identified.
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Those that conform can perform the role of service provider, as if they were 
exactly what the consumer seeks.

•	 Using compliance and conformance to enable the construction of enterprise 
value chains, by building a list of potential customers and suppliers (Figure 
3).

A Simple Example

The notation to specify messages, type schemas, structured resources, operations, 
and so on, does not yet exist in a way that supports an actual implementation of the 
Structural Services style. This section illustrates the compliance and conformance 
concepts, and the Structural Services style, in a simulated way by resorting to 
existing technologies, namely Web Services to illustrate the service style and URIs 
to illustrate the REST style.

Consider the interoperability needed between the Customer and the Seller, in 
Figure 7. For a customer, this involves not only finding a suitable seller but also 
avoiding lock-in with it, by allowing the replacement of that seller by another with a 
compatible interface. Partial interoperability (compliance and conformance) allows 
reducing the coupling to the bare minimum necessary.

The Seller is a Web Service offering several operations, including one called 
getQuote that allows the Customer to implement its RequestQuotation activity in 
Figure 5.

Listing 1 contains a fragment of a seller’s WSDL file, showing only the relevant 
parts. A WSDL file describes the interface of a Web Service, including the operations 
it supports and the respective parameters and results. To keep it simple, Listing 
1 depicts just the operation getQuote. It receives the specification of a product 
(the model and the seller’s department it belongs to) and the information returned 
includes a quote for each product of that model found, with an optional boolean that 
indicates whether that product is in stock. The Customer needs a client program to 
deal with this Web Service.

Now consider Listing 2, with the equivalent WSDL fragment of another seller’s 
Web Service, compatible with this one but not identical to it. Its getQuote operation 
provides the same overall functionality and has the same name, so that a syntactical 
interface match is possible. For simplicity, this example does not tackle semantics. 
It also obtains a quote on the product, specified by a description and the product 
category it belongs to, and returns up to three pairs of product ID and respective 
price. The description may take one or two strings, so that brand and model, for 
example, can be separate, if required, and the category is optional but supports two 
strings to specify, for example the product’s division and unit.
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These two WSDL fragments correspond to two different schemas and the usual 
way to invoke the respective services would be to generate two different clients, one 
for each service. However, by looking at both the WSDL fragments, it is noticeable 
that:

Listing 1. A fragment of the WSDL of one seller’s Web Service

<types> 

    <xs:schema xmlns:xs=”http://www.w3.org/2001/XMLSchema”

            targetNamespace=”http://example.com/schema/seller1”

            xmlns=”http://example.com/schema/seller1”

            elementFormDefault=”qualified”> 

        <xs:element name=”product” type=”Product”/> 

        <xs:element name=”prodInfo” type=”ProdInfo”/> 

        <xs:complexType name=”Product”> 

            <xs:sequence> 

                <xs:element name=”model” type=”xs:string”/> 

                <xs:element name=”department” 

type=”xs:string”/> 

            </xs:sequence> 

        </xs:complexType> 

        <xs:complexType name=”ProdInfo”> 

            <xs:sequence minOccurs=”0” maxOccurs=”unbounded”> 

                <xs:element name=”ID” type=”xs:string”/> 

                <xs:element name=”cost” type=”xs:decimal”/> 

                <xs:element name=”inStock” type=”xs:boolean” 

                            minOccurs=”0”/> 

            </xs:sequence> 

        </xs:complexType> 

    </xs:schema> 

</types> 

<interface name=”Seller_1”> 

    <operation name=”getQuote” 

                pattern=”http://www.w3.org/ns/wsdl/in-out”>

        <input messageLabel=”In” element=”seller1:product”/> 

        <output messageLabel=”Out” element=”seller1:prodInfo”/> 

    </operation> 

</interface>
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•	 The In element of the getQuote operation in Listing 1, of type Product, complies 
with the In element of the operation in Listing 2, of type ProductSpec. In 
other words, supplying a model and department with one string each is within 
the requirements of the operation in Listing 2;

Listing 2. A fragment of the WSDL of another seller’s Web Service

<types> 

    <xs:schema xmlns:xs=”http://www.w3.org/2001/XMLSchema”

            targetNamespace=”http://example.com/schema/seller1”

            xmlns=”http://example.com/schema/seller2”

            elementFormDefault=”qualified”> 

        <xs:element name=”productSpec” type=”ProductSpec”/> 

        <xs:element name=”productInfo” type=”ProductInfo”/> 

        <xs:complexType name=”ProductSpec”> 

            <xs:sequence> 

                <xs:element name=”description” type=”xs:string”  

                            minOccurs=”1” maxOccurs=”2”/> 

                <xs:element name=”category” type=”xs:string”  

                            minOccurs=”0” maxOccurs=”2”/> 

            </xs:sequence> 

        </xs:complexType> 

        <xs:complexType name=”ProductInfo”> 

            <xs:sequence minOccurs=”0” maxOccurs=”3”> 

                <xs:element name=”productID” type=”xs:string”/> 

                <xs:element name=”price” type=”xs:decimal”/> 

            </xs:sequence> 

        </xs:complexType> 

    </xs:schema> 

</types> 

<interface name=”Seller_2”> 

    <operation name=”getQuote” 

                pattern=”http://www.w3.org/ns/wsdl/in-out”>

        <input messageLabel=”In” 

element=”seller2:productSpec”/> 

        <output messageLabel=”Out” 

element=”seller2:productInfo”/> 

    </operation> 

</interface>
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•	 The Out element of the operation in Listing 2, of type ProductInfo, conforms 
to the Out element of the operation in Listing 1, of type ProdInfo. This means 
that all the values returned by the operation in Listing 2 are just as valid as if 
the operation in Listing 1 returned them.

This means that, although the services are different, a client generated to invoke 
the service to which Listing 1 belongs can also invoke the service to which Listing 
2 belongs, without changes, as long as the getQuote operation in Listing 2 conforms 
to that of Listing 1. This is equivalent to relaxing the constraint of using the same 
schema in both interacting parties (scenario of Figure 2) and becoming entitled to 
simply using compatible ones, through compliance and conformance (scenario of 
Figures 5 and 6). This increases the range of compatible services and translates 
into lower coupling.

If the implementation of the scenario of Figure 7 used the Structural Services 
architectural style with a service-based slant (SOA-style):

•	 The Seller would be a resource containing several operation resources, 
including getQuote.

•	 The Customer would send a message to a URI such as seller/getQuote, with 
a content compliant with the request type schema Product, expect a response 
message conformant to response type schema ProdInfo, both in Listing 1.

•	 Had Customer sent the same message to the Seller of Listing 2, it would have 
not noticed the difference (given that compliance and conformance hold), but 
the actual response would be the one produced by the alternative Seller.

If the implementation of the scenario of Figure 7 used the Structural Services 
architectural style with a resource-based slant (REST-style):

•	 Each product resource provided by the Seller would have to implement the 
operation getQuote, catering for the specifics of each product.

•	 The Seller would provide an operation called products (returning a list of 
URIs to the available products), which the Customer would invoke by sending 
an empty message to an URI such as seller/products.

•	 The Customer could then choose the URI of product X and then send a 
message to an URI such as seller/productX/quote, eventually with content 
specifying the quotation conditions required, which would then return the 
quotation result. Note that the names of these operations are in line with the 
REST-style.

•	 In a more purist REST-style, request messages should all be empty, i. e., 
only the URIs should indicate the resource to target as the message recipient. 
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Then the quote resource should not be an operation, but a structured resource 
with several operations, such as those with URIs seller/productX/quote/
conditionA or seller/productX/quote/conditionB. It is a matter of API design.

FUTURE RESEARCH DIRECTIONS

For now, the Structural Services architectural style is just a proposal, as there is 
currently no implementation. This is a limitation inherent to the development of a 
new architectural style, not to its intrinsic capabilities. There are several possibilities 
on how to proceed to a practical implementation, namely:

•	 To extend WSDL files with another section (which could be designated 
Structure), in which component resources and links can be exposed, thereby 
allowing Web Services to have structure;

•	 To allow REST resources to have their own service description (e.g., an 
extended WADL file), thereby allowing the coexistence of the uniform and 
non-uniform interface approaches in REST.

An analysis of existing solutions to expose APIs for applications need to take 
into account the capabilities of the Structural Services architectural style, so that 
a feasible and effective proposal can be derived to describe resources and services 
according to the model described by Figure 9.

Compliance and conformance are basic concepts that are applicable to all domains 
and levels of abstraction and complexity. Although work exists on its formal treatment 
in specific areas, such as choreographies (Yang, Ma, Deng, Liao, Yan, & Zhang, 
2013), an encompassing and systematic study needs to be conducted to formalize 
the definition of compliance and conformance.

The coupling problem is also relevant for the interoperability of non-functional 
aspects, namely in context-aware applications and in those involving the design and 
management of SLR (Service Level Requirements) with respect to enterprise-class 
applications and their supply chain interactions. Detailing how to apply compliance 
and conformance in these cases requires additional research.

CONCLUSION

Integrating applications is a fundamental problem in distributed information systems. 
Two of the most common integration technologies are Web Services (Zimmermann, 
Tomlinson, & Peuser, 2012) and RESTful APIs (Pautasso, 2014), but they focus more 
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on the interoperability side of the issue than on coupling. In both cases, previous 
knowledge of the types of the resources involved in the interaction is required, which 
leads to more coupling than actually needed because interacting applications must 
share data schemas. Web Services usually require a link to the schema shared by the 
client and by the server, whereas RESTful applications usually agree beforehand on a 
given schema, or media type. If an application changes the schema it uses, the others 
interacting with it must adapt to these changes in order to maintain the interaction.

Both aspects, interoperability and coupling, need to be dealt with in a balanced way. 
The fundamental problem of application integration is how to achieve the minimum 
possible coupling while ensuring the minimum interoperability requirements, in order 
to keep dependencies between applications that hinder changeability at a minimum 
level and applications are able to interact in an effective way.

Structural compliance (Czepa, Tran, Zdun, Kim, Weiss, & Ruhsam, 2017) and 
conformance (Carmona, van Dongen, Solti, & Weidlich, 2018) relax the constraint 
of having to share message schemas and therefore constitute an improved solution 
over existing integration technologies. Any two applications can interoperate as 
long as that share at least the characteristics actually required by interoperability, 
independently of knowing the rest of the characteristics, thereby minimizing coupling 
and increasing the number of servers that are compatible with a client, and the 
number of clients that are compatible with a server.

Compliance and conformance are not universal solutions to find a server adequate 
for any given client, due to the huge variability in application interfaces, but can 
cater for client and/or server variants while supporting the substitution principle. 
This means that an application can be replaced by another (as a server) without 
breaking the service, or remain in service while a variant serves additional clients 
for a more balanced load distribution.
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KEY TERMS AND DEFINITIONS

Client: A role performed by a resource C in an interaction with another S, which 
involves making a request to S and typically waiting for a response.

Compliance: Asymmetric property between a client C and a server S (C is 
compliant with S) that indicates that C satisfies all the requirements of S in terms 
of accepting requests.

Conformance: Asymmetric property between two servers, S1 and S2 (S1 conforms 
to S2) that indicates that S1 fulfills all the expectations of all the clients of S2 in terms 
of the effects caused by its requests, which means that S2 can replace S1.
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Coupling: A measurement of how much an application is dependent on the 
interface of another application.

Interoperability: Asymmetric property between a client C and a server S that 
holds if C is compliant with the set of requests allowed by S and S is conformant 
with the set of responses expected by C.

Resource: The computer-based implementation of a service.
Server: A role performed by a resource S in an interaction with another C, 

which involves waiting for a request from C, honoring it and typically sending a 
response back to C.

Service: The set of operations supported by an application that together define 
its interface (the set of reactions to messages that the application is able to receive 
and process) and behavior.
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ABSTRACT

Publications, including academic handbooks, contain numerous inconsistencies in 
the descriptions of applications of architectural methods and patterns hidden under 
the abbreviations such as MOF, MDA, PIM, MVC, BCE. An efficient analysis and 
the following software design, particularly when we are speaking of projects realized 
in large teams, requires standardization of the production process and the applied 
patterns and frameworks. This study attempted to sort out the system of notations 
describing this process and used to describe architectural patterns. Analysis of 
key notations—MOF and MDA, patterns MVC and BCE—was carried out, and a 
consistent system combining them into a whole was created.

INTRODUCTION

The study objective was to verify the current state of design methods and development 
of a concise system of notations and design patterns in the field of software logic 
design as its abstract model. Numerous publications on the analysis and design in the 
field of software engineering use the names of MVC (Model View Controller) and 
BCE (Boundary Control Entity) design patterns and the PIM (Platform Independent 
Model) model (OMG MDA, 2016; OMG MOF, 2016). Considering the frequent 
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often not too minor discrepancies in the interpretation of these methods and patterns, 
the author made an attempt to order their mutual interactions. This thesis is based 
on foundations of mentioned notations only. Main audience of my paper are people 
using formalism described in OMG notations.

BACKGROUND

In this study, Object Management Group notation systems have been used. MOF 
(Meta Object Facility) specification describes three abstraction levels: M1, M2, 
M3 and level M0 that is real items (OMG MOF, 2016). M0 is a real system, M1 
level is abstraction of the items of this system (its model). Level M2 comprises of 
relationships between classes of these objects (names of their sets) that is system 
metamodel. M3 level is a meta-metamodel describing the modeling method with 
the use of named elements with specified semantics and syntactic. 

The analysis and design process is based on the MDA (Model Driven Architecture) 
specifications. This process has three phases understood as creation of subsequent 
models: CIM (Computation Independent Model), PIM (Platform Independent 
Model), PSM (Platform Specific Model) and code creation phase. The CIM model 
is documented with the use of BPMN (Business Process Model and Notation) (OMG 
BPMN, 2013) and SBVR notation (Semantic of Business Vocabulary and Rules) 
(OMG SBVR, 2017). These are, respectively: business process models and notation 
models and business rules. PIM and PSM models are documented with the use of 
UML notation (Unified Modeling Language) (OMG UML, 2017).

Between CIM and PIM models, determination of the list of application services 
(system reactions) occurs, whose realization mechanism is described by PIM model. 
The standard pattern used for modeling application architecture is MVC pattern. 
Component Model of this pattern is modeled with the use of the BCE architectural 
pattern.

Semiotics vs. UML

Semiotics, as a science dealing with symbols and their meanings, provides us with 
the tool enabling determination of relationships between an object (thing), its name 
(expression) and definition of notation represented by the name (or sign, meaning). 
These relationships are referred to as the semiotic triangle. Figure 1 represents this 
triangle on the left (OMG SBVR, 2017).

The UML notation (OMG UML, 2017) operates instance classifier and class 
notations. To the right, Figure 1 demonstrates an equivalent to semiotic triangle 
expressed with those terms.
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The UML notation further operates the general structure notation, which is the 
content of each correct UML diagram. Structures may express a conceptual model 
(Namespace) or model (also metamodel) of system architecture (e.g. software) in 
the form of a chart (Architecture).

Conceptual models are structures based on taxonomies, visualizing conceptual 
relationships (relationships between names) between them. The notation of class 
represents name (expression) of a set of designations. The notation of classifier 
refers to definition (meaning) of the notation. In the UML, definition of a class 
of objects is the set of their common traits that is attributes and operations. The 
notation of object refers to designations (thing). In the UML notation, we add the 
classifier name defining the object (class to which it belongs) to the name of the 
object after the colon.

In the UML conceptual models, generalization relationships (taxonomies) 
and associations (semantic relationships between them) are used, whereas 
architecture models use composition relationships (whole-part relationship), use 
relationships (dependency relationship) and realization relationships (specification 
and implementation relationship). Architecture models express the structure and 
mechanism of action of modeled systems.

MOF Specification Abstraction Levels

MOF specification (Figure 2) describes four basic levels of abstraction and model 
creation. Level M0 is the so called real world that is the subject of modeling. Level 
M1 is model being abstraction of this world, typically from a specified perspective. 
Model, as abstraction, is not a simplification. Abstraction is an image of specified 
reality in the specified context that is with omission of insignificant details for the 
context. Level M1 comprises of abstractions of notation designations, and with 
those notations we name entities of the real world.

Figure 1. Semiotics vs. UML
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Level M2 operates classes (defined and named sets) of objects from the abstract 
layer of M1. This is a metamodel of M1 layer (metamodel: model comprising of 
classes of objects from M1 layer). Level M3 is a layer defining the M2 layer elements 
as one class of model elements (it is a meta-metamodel). This is the description of 
notation system.

Types of objects and classifier types can be created at levels M1 and M2. These 
layers are so called intermediate layers, and class and object types are labeled in 
UML with stereotypes. This tool-stereotyping-is used to create the so called profiles 
that is domain groups of object and class types (diagram types are thus formed, e.g. 
component diagram or communication diagram).

UML notation is M1 and M2 levels according to MOF.

MDA Specification and PIM Model

One of the basic traits of MDA is the separation of boundary contexts of the 
created models as given in Figure 3. Specification states MDA separates business 
and application logic from basic platform technology. MDA operates three context 
model types: CIM (Computation Independent Model), PIM (Platform Independent 
Model) and PSM (Platform Specific Model).

Figure 2. MOF Specification Abstraction Levels
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CIM is constructed in the context of actions of real world and its business rules (see 
MOF level M0). This model gathers descriptions of information structures (documents) 
and notation system used to classify information and actions (namespace). Based 
on CIM and the scope agreement (cases of use as requirement) a PIM is created. 
It is built in order to create a description of the mechanism of action of a software. 
This model disregards implementation. The Use Case Model, as a supplementary 
model (OMG UML, 2017), aims at determining the role of software (application 
services) in CIM business model.

PSM is description of software implementation. Relative to PIM model, it 
contains additional elements being a consequence of the so called non-functional 
requirements (usability, quality, security, etc.).

MVC Architectural Model

MVC architectural pattern (Fowler, 1997) assumes division of application architecture 
into three key components: Model realizes the whole of domain logic of the 
application that is management of information structures and implementation of their 
maintaining and processing. Controller realizes all technical aspects of application. 
View is responsible for handling the dialog between the application and the actor, 
which in this case is the user. Communication between MVC components has a 
potential two-way action: View relays requests to the Model component, but it can 
demonstrate its status to the user independently of these requests. View may request 
from the Controller (e.g. access to the services of external system application). 
Moreover, Figure 4 shows that the model may also request data from outsides, etc.

Most of the literature omits the fact that application integration with other 
takes place through the Controller component, which in this case fulfills the role 
of separation of the Model component from the application environment (other 
applications come from the System).

User (human) uses the application by requesting its services, this interaction is 
unidirectional (application does not request services from human). External systems 
(System) request application services, whereas application may utilize services from 
external systems.

Figure 3. MDA Specification and PIM Model
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BCE Architectural Pattern

The BCE (Boundary Control Entity) as can be seen in Figure 5 is an architectural 
pattern known since 1990s. It assumes division of the code realizing application 
service (system usage case) into three separated components: boundary which is 
responsible for handling the dialog with the user, control responsible for realization 
of the business logic and entity responsible for information consolidation). This 
pattern is currently used also to design the so called micro services (singular 
application services).

Usage of this pattern facilitates analysis and design, as it forces separation and 
hermetization of these three responsibilities. It complies with the good practice 
of object architecture design, the OCP (Open Close Principia) stating that a good 
architecture is open for extensions and closed for changes.

This pattern, at the analysis and design stages, is adapted for design of Pattern 
model component MVC as described in the following section. In line with the object 
paradigm, all those components have operations (interfaces).

SOLUTIONS AND RECOMMENDATIONS

A concise notation system has been described based on definitions of MOF, MDA 
(PIM) specifications and on MVC and BCE architectural pattern models. A result 
has been obtained that enables unambiguous determination of the responsibility 

Figure 4. MVC Architectural Pattern

Figure 5. BCE Architectural Pattern
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of components of these patterns as well as to determine the boundaries between 
design and implementation. The study is based in its entirety on the Model-Driven 
Engineering (MDE) approach. Notation definitions are listed at the end of the 
document.

Simplifying Assumption

As pointed out in Figure 4 only the Model component realizes domain logic, whereas 
View and Control components are transparent for the domain logic in Figure 6. Figure 
3 demonstrates that PIM contains the whole and only description of domain logic 
realization. Therefore, a safe simplifying inference can be assumed as visualized on 
the diagram Application abstraction at the stage of PIM creation for the purposes of 
analysis and design of use case (application services) realization may consist only 
of the Model component describing the mechanism of realization of application 
services (system domain model).

Integrated Model of Application Design Process Structure

Visualization of the described models in one flow chart requires the use of <<trace>> 
relationships to demonstrate tracing of elements of subsequent models as given in 
Figure 7.

CIM is a business model describing the analyzed domain. It is a model of business 
processes (BPMN notation) realized within modeled area of human activity.

The processes (activities creating specified value or products referred to as 
business) and business rules describe the mechanism of action of e.g. an organization. 
If, an organization, as a thus described system of people cooperating toward a 
determined target, is to contain an element being a software (application), then 
the requirements for this application are modeled as use cases, at this stage the 
Application is the so called black box. Such model is expressed as cases of use in 
UML notation. Here, a common business dictionary represented as Namespace is 
a significant element. All classes, attributes, operations etc. are names originating 
from this notation space (and defined within it).

Figure 6. Simplifying Assumption
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The subsequent stage of work on the design of software is creation of model of 
the so called white box that is the mechanism of action of this application service, 
describing the manner in which reaction (effect) is formed in response to stimuli. 
This mechanism is modeled as PIM (architecture expressed as a diagram of classes 
of components in UML notation). This is solely a model of mechanism realizing the 
so called domain logic. At this stage we disregard the elements who do not realize 
domain logic. PIM architecture is here built upon the BCM architectural pattern 
described above. This model constitutes the Model component of the MVC pattern.

The PSM is an implementation plan with the use of specific technology, visualizing 
the remaining MVC pattern elements that is the View component realizing details 
of communication with user and the Controller component of the pattern.

Object models (object paradigm) do not refer directly to data as such, but to 
their named structures (they correspond to elements Data in the CIM model above). 
In other words, the entity object stores specific information, but we do not refer it 
to object attributes. The value of one object attribute may be e.g. even a very rich 
XML structure containing many so called data fields (representing Data on the 
business processes model BPMN). From the viewpoint of object operation this is 

Figure 7. Integrated Model of Application Design Process Structure
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also insignificant, as a request as a calling for class operation may concern the entire 
data set and not one ‘field’ (it is a common bad practice to implement database fields 
as object attributes and creation of access interface to them in the form of set/get 
operation set for each such attribute).

The system of notations and architecture components described herein, constitutes, 
as a whole, a concise structure of models enabling the tracing of subsequent model 
elements from their more general precursors.

FUTURE RESEARCH DIRECTION

The author develops the described object model integration system in a direction 
enabling creation of a method of creation of domain metamodels as UML profiles 
in the M2 layer. The objective is to develop methodology for software design in 
an iterative-incremental approach based on metamodeling, enabling testing of the 
application feasibility before its implementation.

CONCLUSION

The literature on the subject contains descriptions of creation of the discussed models, 
however discrepancies can be found in the descriptions of their architecture and 
definition of individual model elements. Typically, excessively disintegrated use case 
models can be found as well as theses stating that the entity component of the BCE 
pattern is only data (database) whereas control component realizes domain business 
rules. According to the author such theses lead to discrepancies resulting in the lack 
of possibility for an unambiguous tracing of consecutive model elements beginning 
from CIM, through PIM to the PSM form. The effect presented in Figure 7 would 
be impossible to obtain without assumptions ordering notations within the area of 
UML and BPMN notation use, shown in the present study. These assumptions are 
compliant with the specifications of the notations used herein.
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KEY TERMS AND DEFINITIONS

Abstraction: Description from a certain perspective or in a certain context, 
consisting in omitting details that are irrelevant in this context, allowing an approach 
from a particular point of view and at a higher degree of generality.

Boundary, Control, Entity: Assumes modeling of structure of any application 
with the use of three construction blocks: Boundary (system boundary, interface), 
Control (the only place of system logic realization), Entity (place of information, 
data storage, memory); UML includes stereotypes of classes or objects, all should 
possess operations, abstract models may not have attributes; the pattern can be 
applied also for object organization modeling.

Business Model: A description of a company’s activity that ensures its profit. 
This comes down to defining the role of the organization in the market value chain 
in which it operates and describing the mechanism of creating this value within 
the organization. Such models are expressed in the form of business models and 
structures as well as their dynamics. Typical elements of a business model: superior 
market value chain, internal value chain model, market five forces model, as well 
as SWOT context analysis.

Business Process Model and Notation: A notation system and graphic notation 
enabling modeling and documentation of business processes and procedures in a 
graphic form; it further enables modeling and documenting cooperation between 
organizations.

Component: A constituent forming a constructively closed element of a system, 
capable of being a separate subject of supply or realization, characterized by specified 
behavior (interface), own life cycle, can be replaced with another of the same external 
traits, without impact on the remaining system elements and system as a whole.

Computation Independent Model: Model (perspective) which is independent 
of the calculation system, understood as a model disregarding technology.

Fact: What occurred or occurs in reality, in SBVR notation an element combining 
notions in one context.

Information: Message about something or communication of something; data 
processed by computer.
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Metamodel: Model generalization, in other words if a model is an abstraction 
of a specific reality, then metamodel is generalization of specific class (set) of 
such models (abstractions). Any metamodel represents all systems compliant with 
this metamodel. Moreover, metamodel as a class of models defines semantics and 
syntactic of the specified model class.

Model: Abstract representation of a product or system, enabling verification of 
its traits before commencement of its production, constitutes a set of assumptions, 
notions and relationships between them enabling description (modeling) a determined 
aspect of reality in a given context; model is not simplification, it is an abstraction; 
it can be expressed with mathematic formulas or a flow chart (nominal, abstract 
model) or as a simplified real construction (real model).

Model-Driven Architecture: An architecture based on open standards of Object 
Management Group, enabling separation in the analysis and design of business logic, 
application logic and its implementation.

Model-Driven Engineering: An analysis and design methodology orientated at 
the creation of models of the given domain, including notation models and others, 
built from various distinct perspectives in order to describe a problem and its specifics; 
it is based on the use of abstraction and models of mechanisms governing the given 
domain instead of individual calculations and algorithms.

Platform-Specific Model: Model describing application implementation 
architecture in the context of technology used for implementation.

Semantics of Business Vocabulary and Rules: Defining the method of creation 
of business rules and creation of business terms dictionary, the specification further 
includes a description of notation for the creation of the so called fact diagrams, which 
are graphic representation of business term dictionary and a method of modeling 
and control of cohesion of domain notation system (namespace).

System: Any notion or physical entity, comprising of mutually interlinked 
and interacting parts; a set of elements and relationships between them capable of 
realizing specified objectives; set of elements with specified structure and enabling 
logically ordered whole, arranged set of statements, views.

Use Case: Represents a behavior or set of system behaviors specified, initiated 
by the actor (user), whose objective is the predetermined result useful for the actor, 
it may include possible variants of its basic behavior, including special behavior 
such as error handling, means a specific (aiming at obtaining a concrete effect) 
System use; key notions associated with Use Cases are Actor and System creating 
a certain theory, log, a comprehensive and ordered set of tasks connected with the 
relations of logical result.
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ABSTRACT

Traditional monolithic systems are composed of software components that are tightly 
coupled and composed into one unit. Monolithic systems have scalability issues 
as all components of the entire system need to be compiled and deployed even for 
simple modifications. In this chapter, the evolution of the software systems used in 
big data from monolithic systems to service-oriented architectures was explored. 
More specifically, the challenges and strengths of implementing service-oriented 
architectures of microservices and serverless computing were investigated in detail. 
Moreover, the advantages of migrating to service-oriented architectures and the 
patterns of migration were discussed.

INTRODUCTION

With the widespread use of the Internet, and rapid technological advancements in 
big data, the amount of data in all parts of modern life such as finance, trade, health, 
and science has been increasing exponentially (Khan et al., 2014). Nowadays, the 
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amount of data created in a single day is estimated to be around 2.5 quintillion bytes 
(Petrov, 2019). The data created in the last two years alone exceeds 90% of entire 
data available in the world today. According to the DOMO report (“Data never 
sleeps,” 2018), “By 2020, it’s estimated that 1.7MB of data will be created every 
second for every person on earth.”

Technological advancements have transformed how individuals access to 
information in recent decades. Now, data are being collected from variety of 
resources. Mobile phones, wearable technologies, and other smart devices have 
become essential part of daily life (Çiçek, 2015). Data are plentiful and made easily 
accessible. More than 80 percent of data are gathered from unstructured data from 
the web such as posts on social media sites, digital images, videos, news feeds, 
journals, blogs (“The most plentiful,” 2016).

As a result, the software systems have been evolving over the decades to adapt the 
technological changes. Large scale software solutions require more complex system 
architectures nowadays. Monolithic systems and von Neuman architecture have 
served their purposes for a long time. Currently, the complex nature of enterprise 
software solutions demands scalable data abstraction for distributed systems (Gorton 
& Klein, 2014) and necessitates moving beyond von Neuman architecture.

From early days of Remote Procedure Calls (RPC) (Birrell & Nelson, 1984) 
in 1980s to Simple Object Access Protocol (SOAP) (Box et al., 2000) and 
Representational State Transfer (REST)(Fielding, 2000) over HTTP in early 2000s, 
the distributed technologies have evolved rapidly (“Beyond buzzwords,” 2018). 
These technological advances heavily influenced the development of software 
systems that communicate over network in a distributed environment and led to wider 
industry adoption. Moving forward a few years, the progress in Cloud computing, 
virtualization and containerization technologies has provided infrastructure support 
for large scale distributed software systems. Concurrently, emergence of big data 
technologies such as Hadoop (Borthakur, 2007; White, 2012) and Spark (Zaharia, 
Chowdhury, Franklin, Shenker, & Stoica, 2010) enabled processing massive amount 
of data over distributed hardware over the cloud. These technologies facilitated 
breaking large software systems into smaller software components that serve for a 
single functionality over distributed hardware.

In the traditional monolithic systems, all components of software application are 
tightly-coupled, self-contained and composed into one unit. A major drawback of 
monolithic architecture is that all components of entire system must be compiled 
and deployed even when a simple update occurs in application logic (Fazio et al., 
2016). Since entire code base must be regression tested, it hinders the stability of the 
system. Additionally, the costs of testing and deployment are high (Singleton, 2016). 
Thus, the code releases usually occur less frequently. The time from development to 
production is often very long. Monolithic architectures can satisfy the needs of the 
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small to medium-sized systems. However, this pattern is not a well-suited solution 
for large scale software systems as they require frequent code releases for bug fixes, 
modifications, new features. Even successful small scale applications tend to grow 
rapidly over time. In such cases, small scale monolith applications can quickly 
become overwhelmingly large in size. Thus, management and maintenance can be 
extremely difficult as monolithic systems get more and more complex (Chen, Li, 
& Li, 2017). Consequently, the risks of monolithic system deployment may lead to 
delays in continued development of new features and fixing bugs.

The need for integration of fine-grained services and digitization of new 
products and services necessitates static enterprise software systems to adopt more 
dynamic and flexible software architectures (Zimmermann et al., 2016). Using new 
technologies doesn’t automatically solve the scalability and performance issues in 
big data systems. The software architecture design deeply affects the performance 
of system development and productivity. The software development community has 
faced major setbacks when transitioning from monolithic development to a fine-
grained service-oriented approach such as microservices and serverless architectures. 
Some of the extrinsic challenges including culture, organizational structure, and 
market pressures also play crucial role in adaption of architecture design pattern.

To efficiently develop and maintain such complex software systems, modular 
software architecture is needed. As the components can be tested separately and 
thus there are fewer parameters to test in each unit, it is easier to test and debug 
the issues in modular systems. Thus, software systems with modular architecture 
are more reliable and can be released more frequently. Serverless and microservice 
architecture approaches offer a versatile, modular and cost effective way to develop 
large scale software systems for information generation and big data processing 
(Herrera-Quintero, Vega-Alfonso, Banse, & Zambrano, 2018).

In this chapter, we explored various aspects of service-oriented software 
architecture patterns used in big data systems. From a data-driven software system 
perspective, the challenges and strengths of the patterns were further elaborated.

SERVICE-ORIENTED SOFTWARE 
ARCHITECTURE PATTERNS IN BIG DATA

Microservice Architecture

Microservice architecture is a modular solution to efficiently developing and 
maintaining complex software systems. The software systems comprise a collection of 
fine-grained and independent services (Soldani, Tamburri, & Van Den Heuvel, 2018). 
Each of the services is designed to serve a specific functionality. The communication 
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between individual services is performed through exposed APIs. Due to its modular 
structure, its architecture is highly scalable and can support diverse collection of 
devices and systems including web, mobile and Internet of Things (IoT) devices.

In microservice architecture, the components of the system are services based on 
business functionalities and loosely coupled as small units as illustrated in Figure 
1. Each of the services can be separately tested and deployed. Therefore, the costs 
of overall testing, deployment and maintenance become much lower since multiple 
services can be deployed simultaneously by different teams of developers.

Another benefit of microservice architecture is that it can contain different 
platforms and operating systems as the services communicate through APIs 
calls or messages. Furthermore, the microservice architecture is very suitable for 
cloud computing. The microservices can be scaled and deployed to a distributed 
computing in the cloud environment. The cloud itself can be thought as a very large 
microservices system that can be accessed through APIs over the internet. The 
location of the services and underlying platform become transparent to the client 
in cloud. Moreover, the service hardware and software updates are managed by a 
third party cloud service.

With cloud systems, the entire datacenter becomes the computer. Thus, the 
developers rather than worrying about system-level details such as race conditions, 
lock contention, reliability, fault tolerance, they can focus on the software system 
itself and build complex software systems efficiently.

Furthermore, another advantage of the microservices architecture is that it enables 
the collective use of various tools and technologies. IT teams can choose the best 
combination of tools and platforms for the users of services. Thus, it helps increase 
agility of the software systems by providing flexibility in the tool selection and 
facilitating experimentation. Consequently, the flexibility of tool selection may help 
improve fault tolerance and resilience of the system. The failures on a microservice 
should not prevent the other microservices from functioning properly unless the 
microservices have dependencies.

Microservice Architecture for Internet of Things

Microservices architecture can provide an efficient platform for data intensive 
applications in Internet of Things environments. IoT applications can be built as a 
collection of microservices in the cloud, in which the microservices are packaged 
and distributed over physical hardware (Fazio et al., 2016). Since IoT devices are 
designed to execute a specific functionality, they usually have limited resources (Fazio 
& Puliafito, 2015). Thus, they don’t normally perform storage and data processing 
tasks. The integration of IoT devices to cloud computing enables implementation of 
new service architectures, in which IoT devices can manage limited storage and data 
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processing tasks through microservices (Celesti, Mulfari, Fazio, Villari, & Puliafito, 
2016). A major benefit of microservices based IoT approach is that some of the 
microservices can be independently designed to serve edge computing on nodes 
near IoT sensors. This way, some of the data processing tasks can be handled more 
efficiently near the data generation nodes before moving data to central repositories 
(Li, Seco, & Sánchez Rodríguez, 2019). This architecture prevents unnecessary data 
move. It also helps reduce the dependency between data processing from backend 
resource management.

As an emerging field, new IoT device protocols and technologies are still being 
developed. Since there is currently no universal standard protocol of IoT sensors, 
the IoT architectures often contain heterogeneous sensor technologies and protocols 
for communication (Viani et al., 2013). By using microservice architecture in IoT 
environments, the integration of various sensor technologies can be facilitated. The 
data generation and processing tasks from heterogeneous IoT devices can be bundled 
up to microservices. As a result, microservices hide the technological diversity of 
IoT devices. The communication between devices in the architecture can then be 
handled using standard microservices APIs exposed from IoT device interfaces 
(Vresk & Čavrak, 2016).

Figure 1. Overview of monolithic architecture and microservice architecture
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Cyber-Physical Microservices for IoT

With continuing development of big data technologies, cyber-physical microservices 
architecture, which is an IoT based infrastructure, has attracted a lot of attention 
from research community recently (Lu & Ju, 2017; Monostori et al., 2016; Kleanthis 
Thramboulidis, 2015). There have been many studies investigating applications of 
cyber-physical microservices in particularly manufacturing systems (Ciavotta, Alge, 
Menato, Rovere, & Pedrazzoli, 2017; Lu & Ju, 2017) and smart city infrastructures 
(Khanda, Salikhov, Gusmanov, Mazzara, & Mavridis, 2017; Krylovskiy, Jahn, & 
Patti, 2015) in the context of Industry 4.0. Thanks to its agility, scalability, and 
modularity, cyber-physical microservices architecture offers crucial benefits to large 
systems in fulfilling the changing requirements in those domains (Alshuqayran, 
Ali, & Evans, 2016; Innerbichler, Gonul, Damjanovic-Behrendt, Mandler, & 
Strohmeier, 2017). Some research studies demonstrated real-world examples of 
practical applications of microservices and big data in the industry and service 
sectors (Kleanthis Thramboulidis & Christoulakis, 2016).

While many frameworks using cyber-physical architecture for manufacturing 
systems utilizes service-oriented architecture on top of web technologies (Lu & 
Ju, 2017), Model-driven engineering approach (Schmidt, 2006) can be utilized to 
automate the development, integration and administration of the microservice and IoT 
based software systems (Lu & Ju, 2017; Kleanthis Thramboulidis, Vachtsevanou, & 
Solanos, 2018). As one of the applications of model-oriented engineering architecture, 
cyber-physical microservices architecture is likely to be utilized more commonly in 
various domains in the future (K Thramboulidis, Bochalis, & Bouloumpasis, 2017).

The Challenges of Microservices Architecture

Although the complexity of each single component in microservice architecture is 
lower than a monolithic application, the system’s overall complexity does not decrease 
at all (Zimmermann et al., 2016). In microservices architecture, the communication 
between services are done through API calls and messages rather than simple function 
calls as in the case of monolithic systems. Breaking a large monolithic application 
into more micro-granular services moves the majority of software complexity from 
the inner component to the communication layer. Additional layer of communication 
components must be incorporated such as service catalogs for discovering available 
services, routing to suitable service instances and queuing the calls. Microservice 
architecture comes with a cost of communication overhead. Implementing APIs 
for service communications requires an extra code. Consequently, microservices 
demand additional computational resources.
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One of the main advantages of using microservices is the fact that it enables 
technology independency and heterogeneity. Each component can be designed to 
use the most suitable technology. It also helps improving application resilience by 
reducing dependencies on outdated technologies and their potential limitations. That 
being said, having too many heterogeneous technologies in microservices may also 
cause potential maintenance issues for enterprise systems as it can quickly get out 
of control (Zimmermann et al., 2016). Furthermore, a strong DevOps team with 
the corresponding skills is needed to manage frequent deployments and maintain a 
variety of distributions based on diverse technologies and programming languages 
in microservices (Bass, Weber, & Zhu, 2015). The standardization of technology 
infrastructure and promoting the usage of a manageable set of technologies, and 
programming languages for microservices may help prevent the potential maintenance 
issues while allowing technological diversity.

Moreover, monitoring the performance of services and detection of errors require 
paying special attention. The optimum architectural setup saves resources in terms 
of time and money. Thus, the configurations should be available and systematically 
maintained.

Serverless Computing

Serverless architecture is considered as an extension of microservices. Serverless 
computing comprises a collection of components based on functionalities similar to 
microservices. In serverless architecture, the application code is executed as granular 
functions in isolated and stateless compute service. Main benefits of serverless 
architecture include cost effective scalability, rapid code development and releases, 
less burden on development and system administration.

Serverless computing has become popular paradigm for deployment of software 
and services on cloud recently. Cloud programming models and adoption of cloud 
technologies has played crucial role in the progress of serverless computing (Baldini et 
al., 2017). Amazon’s AWS Lambda service, launched in 2015 boasted the popularity 
of serverless computing (Jonas et al., 2019). A major advantage of using serverless 
architecture is the ability to collect data from different data sources and manipulate 
the data for services using cost-effective cloud platforms (Cañon-Lozano, Melo-
Castillo, Banse, & Herrera-Quintero, 2012; Herrera-Quintero et al., 2018).

In serverless computing, the computations still take place in servers but the 
allocation of servers and related administration tasks are handled by the cloud 
provider. Central to serverless computing are the concepts of the general purpose 
cloud functions, also known as Function as a Service (FaaS) and the middleware 
connecting applications to cloud services via APIs, also known as Backend as a 
service (BaaS).
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Thanks to the simplified programming model of serverless computing, the 
developers simply focuses on writing the code for business logic rather than concerns 
on low level infrastructure management tasks such as provisioning of servers, scaling, 
modifying server configurations (Yan, Castro, Cheng, & Ishakian, 2016). More 
specifically, a developer can write a cloud function in a high-level language and 
determine the event triggering the function. The rest of the low-level server side tasks 
including provisioning of instances, fault tolerance, scaling, deployment, monitoring, 
logging, security patches are managed by the serverless platform automatically. 
Figure 2 demonstrates an architectural overview of typical serverless cloud platform.

The major differences between serverless and the traditional server oriented 
architectures are the separation of computation and storage, execution of code without 
the need for server administration, and estimation of billing based on resource usage 
rather than resource allocation (Jonas et al., 2019). Serverless platforms offer storage 
as a separate cloud service. The storage is provisioned and billed separately. The 
cloud provider supplies all necessary computational resources for the execution 
of user code. The computation takes place in stateless environment and its scales 
separately from the storage resources. Consequently, the users are charged based on 
actual usage of the computation and storage resources rather than resource allocation 
such as number of VM instances allocated or their sizes. In simple terms, a cloud 
service is defined serverless computing if it scales automatically without explicit 

Figure 2. An overview of serverless cloud architecture
Source: Adapted from (Jonas et al., 2019).
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server provisioning and its users are charged based on resource utilization (Wang, 
Li, Zhang, Ristenpart, & Swift, 2018).

Serverless computing has gained significant popularity in industry and research 
communities recently. Thanks to its automatic server provisioning and ease of 
deployment, it helps senior developers to save time in development by concentrating 
on application code only and junior staff to deploy application code as cloud functions 
without concerning the server infrastructure. Moreover, another major benefit of 
serverless computing that makes it an attractive model is cost saving as the cloud 
functions get triggered only when events occur. The computation resources are 
allocated very efficiently. The users are billed on resource usage in a very fine-
grained manner based on increments of 100 milliseconds at a time typically (Jonas 
et al., 2019).

The serverless cloud computing platforms provide big data applications an 
interface to the underlying cloud infrastructure. In data intensive big data ecosystems, 
a typical serverless layer consists cloud functions for computation and backend 
services including databases such as DynamoDB or BigTable, object storage i.e. 
AWS S3, and messaging i.e. Cloud Pub/Sub (Jonas et al., 2019). In the underlying 
infrastructure layer, these are complemented with integrated base services by the 
cloud platform such as virtual machines, private networks, authentication and access 
management, and billing and monitoring services.

The Issues of Serverless Computing

In serverless computing, storage is separated from computation and served as a 
cloud service over the network. Thus, code execution usually requires moving data 
between nodes and racks. Moreover, multiple cloud function calls from the same user 
are often combined into a single VM instance. Scaling the computation limits the 
bandwidth even more. Compared to a single modern SSD, it is an order of magnitude 
slower for 20 Lambda functions, average network bandwidth was 28.7Mbps (Wang 
et al., 2018). It is 2.5 orders of magnitude slower than a single SSD.

In serverless computing, the cloud functions run in stateless manner. This 
means that client’s connections cannot directly access the cloud function instances 
in subsequent calls through network while running. If needed, the cloud functions 
can write the state to outbound storage service over slow network connection. The 
subsequent calls can read the state from the storage. This is a major drawback 
of serverless computing. Since the computational resources running the cloud 
functions are not addressable and they do not retain state for a long time, it needs 
the code to move data through network. It is in the opposite direction of the big data 
processing paradigm of moving code to the data, which is more efficient method of 
big data processing. Big data analytics tasks often involve iterative processing and 
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data shuffling. Moving data between computation resources over network can be 
extremely slow and costly. While serverless computing has been built around the idea 
of event based distributed computation model with separated storage, event-driven 
processes often need state for coordination and iterative tasks, which is particularly 
common in big data use cases (Hellerstein et al., 2018).

Today’s serverless computing cloud platforms provide generic all-purpose virtual 
machine instances with limited hardware resources. For example, the amount of 
memory that the largest Lambda instance offer is only 3GB RAM (Hellerstein et al., 
2018). This hinders the usage of main-memory databases requiring large amount of 
memory for computation. Furthermore, these VMs are not customizable. The cloud 
function users have a limited control on hardware specifications. They do not have 
a way to configure specialized hardware resources for different computation needs. 
Typically, the memory amount and computation time limit can be determined by cloud 
function users only. However, computational tasks involving big data often demand 
special hardware resources as computation accelerators. Use of Graphical Processing 
Units (GPUs) and Tensor Processing Units (TPUs) is need for efficiently training 
deep learning models that can be order of magnitude performance improvement 
over CPUs.

One of the main limitations of current serverless computing platforms is the 
open source software restrictions. The vendors often restrict the cloud users to use 
their proprietary software (Hellerstein et al., 2018). The latest versions of commonly 
used libraries or software systems may not be supported by the serverless platforms. 
Moreover, the integration of new open source software may not be offered when using 
the infrastructure. Serverless platforms provide built-in services for management 
such as monitoring, logging, notifications, and authentication (Baldini et al., 2017). 
While these services ease the management tasks, the vendor lock-in prevents 
developers from using open-source or custom built tools on serverless platforms. 
The limitations of serverless computing on distributed data processing restrict the 
innovation of scalable open-source software.

SERVICE-ORIENTED DATA MODELLING 
IN BIG DATA ENVIRONMENTS

In big data environments, it is advantageous to use cloud services to move away from 
complex monolithic systems, and transition to the model of loosely coupled scalable 
microservices (Gan et al., 2019). Thanks to its benefits of agility and scalability, the 
cloud integration helps break the environmental monolith of applications (Li et al., 
2019). Additionally, it can facilitate the collaboration on ideas and system modules 
with external organizations.
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System integration is crucial for large enterprise software applications. System 
integration allows sharing data coming from different sources in various structures 
through data mediation subsystems. In big data environments, functionalities involving 
analytical data processing comprise a substantial part of large-scale software solutions. 
Analytical data modelling tasks using learning algorithms demand large data storage 
and compute intensive resources. Distributed data processing engines such as Hadoop 
and Spark facilitate parallel data processing in large-scale. The data analysis models 
are then scheduled as deployable artifacts in microservice architecture. The models 
can be deployed directly to an on-premise clusters or distributed computation 
services in the cloud. The analytical data processing components of software system 
can be published as microservices. Therefore, the data processing cluster becomes 
transparent to the client and managed by a third party service.

During data processing, data modelling algorithms often go through many 
iterations and intermediate stages. Moreover, finding the most optimal parameter 
values ends up running the same set of program packages iteratively, over and over 
again. This is a very time consuming and repetitive process, which also requires a 
powerful set of computational resources. The repetitive computation process must 
be configured and automated as well. Thus, the microservices system should also 
support horizontal scaling at runtime.

Big data storage is another important aspect of large-scale software system. 
Cloud providers such as Google, Amazon Simple Storage Service (S3)1 offer data 
lakes for data storage in the cloud, in which the files can be compressed for efficient 
storage. When a service is requested to perform analysis on the stored data, the data 
are then retrieved from S3 or a similar storage service.

Software solutions often contain NoSQL databases in big data environments. They 
fit well with the microservice architecture. NoSQL databases such as MongoDB, 
HBase, CouchDB, DynamoDB Cassandra2 are flexible, weakly consistent and 
scalable (Sadalage & Fowler, 2013). They have no constraint on schema. NoSQL 
databases can be exposed as database services. Data can be managed and queried 
through APIs by the programmer. The data are served to the worker nodes via 
database service. When a service requires data, it makes call to database service.

With continuing development of big data technologies, the number of available big 
data tools and frameworks has been rapidly increasing. Many competing technologies 
have emerged in recent years. The optimum architectural design and hardware 
specifications heavily depend on the decision of the selecting right set of technologies 
as they are designed to handle different big data tasks and functionalities (Mistrík, 
Bahsoon, Ali, Heisel, & Maxim, 2017). One fit for all infrastructure approach does 
not serve well for the purpose of all big data tasks.

The requirements concerning the hardware and architectural infrastructure are 
influenced by big data software architecture. For instance, MapReduce is a batch-
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oriented distributed programming model. Hadoop MapReduce is specifically 
designed to process big datasets sequentially. To make a good use of sequential 
data processing, the data in Hadoop file system are localized. This means that 
rather than moving data between nodes, the computation and I/O operations 
take place heavily in local data nodes. Thus, this decreases the need for network 
communication. However, MapReduce is not suitable for real-time processing and 
iterative machine learning tasks. NoSQL databases and computation engines such 
as Apache Spark, STORM provide interfaces for real-time data processing. As a 
data intensive framework, MapReduce gives higher precedence to IO operations on 
disk and access to memory over computation (Shamsi, Khojaye, & Qasmi, 2013). 
On the other hand, Machine Learning tasks require computation intensive resources. 
To perform Machine Learning tasks in big data efficiently, the frameworks demand 
computation intensive hardware resources such as GPUs and TPUs (Bonner, Kureshi, 
Brennan, & Theodoropoulos, 2017).

Scheduling and Container Orchestration

Microservices can be implemented as containers, or virtual machines that make 
abstraction of resources and hide low-level details. Containers are lightweight 
virtualization method similar to hypervisor virtualization that provides an environment 
for running applications in isolated way by packaging all dependencies. However, 
containers provide resource isolation for processes rather than simulating the 
hardware. Thus, they do not have the overhead of hypervisor virtualization that incurs 
from executing a kernel and virtually replicating the hardware (“What’s a Linux 
container?,” 2019). Containers simply do not save any state for running processes 
and are ideal solution for automating the deployment (Xavier et al., 2013). Figure 3 
depicts the architectural difference between VMs and containers. It provides resource 
isolation that guarantees each process in deployed image to run in different platforms 
without having dependency issues. Multiple containers and virtual machines can 
run on physical servers.

Linux containers provided an efficient method to break complex monolithic 
systems into fine-grained composable parts that execute separately as isolated 
services. Each component making up the application can scale independently. 
The application simply becomes the collection of services running in containers. 
Based on Linux containers, Docker3 later revolutionized the container technology 
by improving the accessibility, ease of use, and providing pre-built images of 
containers. Partially due to Docker’s success, containers have become very popular 
since 2013. Efficiency and practical usage of containers also helped draw attention 
to microservices architecture.
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For scheduling and management of containers, cluster scheduling systems such as 
Apache Mesos4, Kubernetes5are needed. Apache Mesos and Kubernetes are data center 
level scheduling and management systems that operate a collection of containers on 
virtual or physical servers. Mesos is deployed in master-slave relationship; masters 
are simply the nodes that are aware of the cluster’s state and responsible to schedule 
any task attempts. Slave nodes simply obey the Mesos master node.

Every member of Mesos processes are deployed as Docker containers. Whenever 
service requires a new virtual machine labelled as worker (Mesos slave), a Mesos 
slave with proper configuration set including the master’s address in the network 
can be automatically added to the cluster to expand computational resources.

Furthermore, the containers also include Spark binaries bundled with them. It is 
required when a Spark job scheduled for execution on any of them. Mesos masters and 
slaves discover themselves dynamically. Therefore, any new member of Mesos slave 
increases the total capacity of the cluster by the means of computational resources 
automatically. After service request is served on a slave node, corresponding virtual 
machine can be removed from the cluster to scale down.

Similar to Mesos, Kubernetes handles the management of computing 
environments. It simplifies the deployment and administration of containers for 
microservices. Different from serverless computing, Kubernetes provides a lot of 
flexibility in container configurations such as computation resources and network 
communication (Brewer, 2015). It allows deploying containers to both on-premise 
on local hardware and the cloud platforms. The operational administration tasks 
of containers are outsourced to Kubernetes but the developers still have a high 
degree of freedom to configure the containers. Kubernetes based containerized 
microservice architecture is in the middle of the architectural spectrum between 
monolithic architecture and serverless computing.

Figure 3. Comparison of virtualization vs containerization
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Migration to Service-Oriented Architecture

Microservices architectural design approach offers major benefits such as development 
simplicity, cost efficiency, scalability of application systems and smooth integration 
with the cloud. Having said that, moving from monolithic enterprise systems into 
microservices architecture involves many challenges. Firstly, the maintenance of 
legacy enterprise systems and the issues of migrating our previous monolithic 
enterprise systems must be considered. Laying a foundation on a set of agreed 
principles in terms of migration, orchestration, storage and deployment is the best 
first step in migration towards microservices architecture (Taibi, Lenarduzzi, & Pahl, 
2018). It is worthwhile to begin microservices migration by modernizing monolithic 
legacy enterprise applications and enabling them to harness the benefits of cloud-
computing environments can be beneficial rather than modifying the monolithic 
legacy applications code to use distributed database (Furda, Fidge, Zimmermann, 
Kelly, & Barros, 2017).

When migrating monolithic applications to microservices, a major challenge is 
the service decomposition process. Determination of right level of decomposition 
of components and features into services can be a daunting task. Many approaches 
to automatically break monolith to microservices have been proposed. Chen 
et al. proposed a dataflow-driven approach by decomposing into services by 
firstly developing decomposable dataflow diagram based on business logic from 
requirement analysis, and microservice candidates are automatically generated from 
the decomposable diagram, which is a directed graph (Chen et al., 2017).

Patterns of Migration Styles

Considering the patterns of applications migration style from monolithic to 
microservices, three different approaches appear to be followed commonly: API-
Gateway pattern, service registry pattern, and hybrid pattern (Taibi et al., 2018).

In API-Gateway pattern, an API Gateway in the orchestration layer of the 
system is serving as the entry point that routes the requests from the clients to the 
microservices. The API Gateway hides the details of microservices and is responsible 
for communication between clients and microservices. It can also be implemented 
to handle various system administration tasks such as authentication, protocol 
transformation, load-balancing, and monitoring. While this approach provides 
easy extension and backward compatibility as custom APIs can be easily added, 
some potential issues must be considered such as potential gateway bottleneck and 
scalability issues with increasing number of microservices (Zimmermann et al., 2016).

In Service Registry pattern, the clients and microservices directly communicate to 
the microservices through exposed APIs. The virtualization platforms such as VMs 
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or containers host the instances of microservices. A service registry is responsible 
for dynamic discovery of instances of microservices. Load balancers efficiently 
orchestrate the requests between clients and available microservices (Taibi et al., 
2018).

The benefits of this approach include improved maintainability, easy and direct 
communication between services (O’Connor, Elger, & Clarke, 2016), increased 
resilience and auto-scaling, easier failure recovery as each microservice can be 
restarted without affecting others (Toffetti, Brunner, Blöchlinger, Dudouet, & 
Edmonds, 2015), ease of development since smaller isolated services can be 
developed separately, and ease of migration as legacy service can be easily replaced 
by updating the service registry with newly implemented microservices (Fowler 
& Lewis, 2014). However, the additional complexity of service registry requires 
paying special attention as it can reduce the performance of system (Potvin, Nabaee, 
Labeau, Nguyen, & Cheriet, 2016).

In the hybrid pattern, the service registry and API-Gateway are simultaneously 
used. Differently, the API-gateway is replaced with a message bus. Similar to 
Enterprise Service Bus concept in SOA architectures, the message bus facilitates the 
communication between services and clients (Taibi et al., 2018). The requests from 
clients and microservices are directed to appropriate microservices via the message 
bus. The advantages of this pattern include ease of migration for SOA application as 
microservices replacing the legacy services can utilize existing Enterprise Service 
Bus, and reduced learning curve for people with experience in SOA architectures 
(Kewley, Kester, & McDonnell, 2016; Taibi et al., 2018; Vresk & Čavrak, 2016). 
Similarity to SOA is also the main disadvantage of this pattern as it adds dependency 
to the message bus and restricts the state isolation, scalability and loose coupling of 
microservices (Taibi et al., 2018; Vianden, Lichter, & Steffens, 2014).

CONCLUSION

This chapter has explored the software architectures used in big data. Particularly, 
it covered the evolution of systems from monolithic systems to service-oriented 
architectures. Moreover, the issues and advantages of implementing service-
oriented architectures of microservices and serverless computing were investigated. 
Microservices architecture is a modular software architecture, in which business 
functionalities are exposed as fine-grained services through APIs. The services are 
loosely coupled and thus can be tested and deployed separately. As each service is 
designed as a small unit, the complexity of testing and deployment is lower. However, 
microservice architecture carries the communication overhead from implementing 
APIs for communications between services. On the other hand, serverless computing 
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provides a simplified model of computation in which, developers focus on application 
code without concerning the server infrastructure. The cloud platform handles the 
server provisioning and the management of infrastructure in a cost-effective way. 
Although services offered by the cloud providers ease the management tasks, the 
serverless cloud platforms currently are not flexible. The cloud providers restrict the 
cloud users to use their proprietary software. Additionally, the benefits of moving 
to service-oriented architecture and the patterns of migration were examined in 
detail. It appears that with the right architectural consideration and due diligence, 
microservices, serverless and cloud computing may present industry incumbents 
with an exit strategy to move from legacy infrastructure to adopt cloud based 
software deployment models. This has not observed in earlier legacy monolithic 
model with the serverless paradigm, in which the focus isn’t on infrastructure but 
on delivering the required business functionalities that changes the economic model 
for IT service delivery.
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ABSTRACT

Big data has attracted significant and increasing attention recently and has become 
a hot topic in the areas of IT industry, finance, business, academia, and scientific 
research. In the digital world, the amount of generated data has increased. According 
to the research of International Data Corporation (IDC), 33 zettabytes of data were 
created in 2018, and it is estimated that the amount of data will scale up more than 
five times from 2018 to 2025. In addition, the advertising sector, healthcare industry, 
biomedical companies, private firms, and governmental agencies have to make 
many investments in the collection, aggregation, and sharing of enormous amounts 
of data. To process this large-scale data, specific data processing techniques are 
used rather than conventional methodologies. This chapter deals with the concepts, 
architectures, technologies, and techniques that process big data.

INTRODUCTION

Today, data usage changes people’s way of living, working and playing. Enterprises 
are utilizing generated data in order for enhancing customer experience, being more 
agile, developing new models and creating sources. The digital world nowadays 
constitutes the vast majority of people’s daily lives which are based on reaching 
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goods and services, communicating with friends and having fun. The current world 
economy is substantially dependent on created and stored data. In times to come, this 
dependence will rise much more with the development and spread of technology. 
Companies collect large amounts of customer data for supplying more personalization 
and then consumers use social media, cloud, gaming and personalized services more. 
Because of this rising dependence on data, the size of the global datasphere will 
continuously increase. Furthermore, International Data Corporation (IDC) estimates 
that the global datasphere will reach to 175 zettabytes in 2025 as shown in Figure 
1 (Reinsel, Gantz & Rydning, 2018).

In the big data age, the basic features of produced data having complicated structures 
are enormous volume and high velocity. These data are created via sensors, social 
networks, online and offline transactions. In the fields of government, business, 
management, medical and healthcare, smart, informational and related decision 
making can be performed thanks to efficient processing of big data (Wang, Xu & 
Pedrycz, 2017).

To cope with and process such a huge amount of data effectively, new techniques 
and technologies are emerging day by day (Eyupoglu, Aydin, Sertbas, Zaim & Ones, 
2017; Eyupoglu, Aydin, Zaim & Sertbas, 2018). This chapter describes what is 
required to handle big data. Before discussing big data processing, it is needed to 
address big data life cycle. For this purpose, firstly, big data life cycle is expressed 
in this chapter. Then, big data analytics which is essential to design efficient systems 
in order for processing big data is explained. Afterwards, big data processing using 
Apache Hadoop including HDFS and MapReduce is clarified in detail. Moreover, 
the main aim and contribution of this chapter are to provide general information to 
the researchers who will work in this field.

The rest of this chapter is organized as follows. In the second section, big data 
life cycle is explained. The third section expresses big data analytics. Big data 

Figure 1. Annual size of the global datasphere
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processing with Apache Hadoop is clarified in the fourth section. Finally, the fifth 
section concludes the chapter.

BIG DATA LIFE CYCLE

It is necessary to design effective and efficient systems for processing large-scale 
data coming from various sources and reaching astronomical speeds in order to 
overcome different aspects of big data with regard to volume, velocity and variety. 
Today, data are distributed. Therefore, researchers have focused on developing 
new techniques to process and store huge amount of data. Cloud computing based 
technologies like Hadoop MapReduce are investigated for this aim (Mehmood, 
Natgunanathan, Xiang, Hua & Guo, 2016). The life cycle of big data consists of 
three main stages shown in Figure 2. This section expresses these stages in detail.

Big Data Generation

Data are created from different distributed sources nowadays. Over the last few years, 
the amount of produced data has increased tremendously. To give an example, the 
web produces 2.5 quintillion bytes of data per day and 90% of the world’s data has 
been generated in the last few years. Facebook alone produces 25TB of new data per 
day. Because of the fact that the created data generally associated with a particular 
field like Internet are big, varied and complicated, conventional technologies cannot 
cope with them (Mehmood et al., 2016). There are many technologies and areas 
in respect to big data generation such as universe observation, government sector, 
webpage, social network, business data, environment monitoring, large-scale scientific 
experiment, healthcare, UGC and e-commerce (Hu, Wen, Chua & Li, 2014).

Figure 2. Life cycle of big data
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Big Data Storage

Big data storage stage is related to store and manage huge data sets. Data storage 
systems comprise of hardware infrastructure and data management parts (Hu et 
al., 2014). Hardware infrastructure is to utilize the resources of Information and 
Communication Technology (ICT) for a variety of tasks like distributed storage. 
On the other hand, data management is to manage, query and analyze large-scale 
data sets using software deployed on the hardware infrastructure. Furthermore, to 
interact with stored data, it should supply various interfaces (Mehmood et al., 2016). 
NoSQL, shared-nothing parallel databases, Google File System (GFS), MapReduce, 
HBase, MongoDB, SimpleDB, CouchDB, PNUTS, Dynamo, Dryad, Voldmort, 
BigTable, Redis, Casandra, All-Pairs and Pregel are the examples of technologies 
with regard to big data storage (Hu et al., 2014).

Big Data Processing

Big data processing stage consists of four steps which are data acquisition, data 
transmission, data preprocessing and data analysis (Figure 3). Data acquisition is 
necessary because of that data might come from different sources such as images, 
videos and text. In data acquisition step, data are collected from particular environment 
of data generation using special data acquisition techniques. In data transmission step, 
a high-speed communication method is needed to transmit data to a suitable repository 
for several analytical applications after raw data are collected from a particular data 
generation environment. In data preprocessing step, meaningless, unneeded and 
redundant parts of the data are removed for saving more data storage space. Finally, 
in data analysis step, to extract useful and meaningful information from data sets, 
excessive data and field-specific analytical mechanisms are used. Despite the fact 
that different areas of data analytics need to use particular data characteristics, a 
number of these areas might utilize similar techniques to derive value from data with 
the aim of examination, transformation and modelling (Hu et al., 2014; Mehmood et 
al., 2016). Big data analytics is with respect to data mining, text mining, web mining, 
statistical analysis, multivariate statistical analysis, multimedia analytics, network 
analytics, mobile analytics, social network analytics, recommendation, community 
detection and mobile community detection (Hu et al., 2014).

In big data processing stage, there are several fields and technologies related to 
data acquisition such as logfiles, sensor, web crawler, data integration, radio telescope, 
data cleansing, data compression, deduplication, Radio Frequency Identification 
(RFID), optic interconnect, Wavelength Division Multiplexing (WDM), Orthogonal 
Frequency Division Multiplexing (OFDM), 2-tier tree and 3-tier tree. Moreover, data 
transmission step can be classified into two phases as IP backbone transmission and 
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data center transmission (Hu et al., 2014). Integration, cleansing and redundancy 
elimination are the techniques used for data preprocessing (Han, Pei & Kamber, 2011; 
Müller & Freytag, 2005; Noy, 2004). Besides, there are three types of approaches 
for data analysis, which are data visualization, data mining and statistical analysis 
(Anderson, 2003; Friedman, 2008; Wu et al., 2008).

BIG DATA ANALYTICS

The main goal of big data analytics is obtaining as much useful information as possible 
from large-scale data via experiment, measurement and observation. In addition, 
it is used to evaluate and predict the data, to decide how the data is used, to help 
decision-making, to give advice, to control whether the data is valid, to infer causes 
from fault and to estimate what will happen in the time to come (Hu et al., 2014).

With the increase in web usage recently, companies have started to invest more 
in analytical tools for extracting value from big data. Besides, understanding the 
necessities of big data analytics consisting of skills, processes, applications and 
technologies is required for companies (Wang & Hajli, 2017). Big data analytics 
can be used to transform organizational practices with ensuring traceability, decision 
support and predictive capabilities (Sivarajah, Irani, Gupta & Mahroof, 2019; Wang, 
Malthouse, Calder & Uzunoglu, 2019).

In terms of the depth of the analysis, data analytics is divided into three levels 
as descriptive, predictive and prescriptive analytics. Descriptive analytics utilizes 
historical data to explain what happened. Predictive analytics estimates future 
prospects and tendencies. Finally, prescriptive analytics examines effectivity and 
decision making (Blackett, 2013). Furthermore, there are six technical types of big 
data analytics, as shown in Figure 4.

Structured Data Analytics

Huge amounts of structured data are produced in the areas of business and 
scientific research nowadays. Relational Database Management System (RDBMS), 

Figure 3. Big data processing steps
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Business Process Management (BPM), Online Analytical Processing (OLAP) and 
data warehousing are used to manage these structured data (Chaudhuri, Dayal & 
Narasayya, 2011). Data analytics is mostly based on statistical analysis and data 
mining which are researched in the last thirty years (Hinton, 2007). Deep learning, 
machine learning, statistical machine learning, temporal data mining, spatial data 
mining, privacy-preserving data mining and process mining are the examples of the 
research fields for structured data analytics (Chamikara, Bertok, Liu, Camtepe & 
Khalil, 2019; da Costa, Papa, Lisboa, Munoz & de Albuquerque, 2019; dos Santos 
Garcia et al., 2019; Gaber, Zaslavsky & Krishnaswamy, 2005; Jan et al., 2019; Qin 
& Chiang, 2019; Ucci, Aniello & Baldoni, 2019; Zhang, Yang, Chen & Li, 2018).

Text Analytics

Text analytics is to extract beneficial and meaningful information from unstructured 
text. It is thought that text analytics has more commercial impact than structured data 
mining because the majority of stored information consists of text which contains 
webpages, social media content, e-mails and business documents. Text analytics 
is also referred to as text mining that is an interdisciplinary area and related to 
machine learning, computational linguistics, statistics, information retrieval and 
especially data mining. Natural Language Processing (NLP) and text representation 
form the basis of most text mining systems (Hu et al., 2014). NLP is the field of 
computational modelling of natural languages and used to make computer systems 
discover and process languages (Eyupoglu, 2019a; Joshi, 1991). In the areas of 
information science, computer engineering, psychology and linguistics, several 
NLP techniques and applications have been developed. Natural language generation, 
speech recognition, expert systems, artificial intelligence, machine learning, machine 
translation, semantic search, sentiment analysis, summarization, question answering, 
information extraction, clustering, topic modeling, opinion mining and categorization 
are the examples of NLP applications (Balinsky, Balinsky & Simske, 2011; Blei, 

Figure 4. Types of big data analytics
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2012; Chowdhury, 2003; Dreisbach, Koleck, Bourne & Bakken, 2019; Eyupoglu, 
2019a; Ibrahim & Wang, 2019; Li, Hu, Lin & Yang, 2010; Liu & Zhang, 2012; 
Manning & Schütze, 1999; Nenkova & McKeown, 2012; Ritter, Clark & Etzioni, 
2011).

Multimedia Analytics

Multimedia analytics is to extract desired information and find out the semantics in 
multimedia data such as audio, image and video. In most of the fields, multimedia 
data are various and have more knowledge than structured data and text data. 
Multimedia recommendation, multimedia annotation, multimedia summarization, 
multimedia event detection, multimedia indexing and retrieval are some of the 
examples of recent research areas in multimedia analytics (Ding et al., 2012; Hu, 
Xie, Li, Zeng & Maybank, 2011; Hu et al., 2014; Wang, Ni, Hua & Chua, 2012).

Multimedia data have become one of the widespread big data types by the 
reason of developments in mobile device technologies (Sadiq et al., 2015; Zhu, Cui, 
Wang & Hua, 2015). Studies on multimedia big data can improve big data handling 
issues such as analytics, utilization, sharing and storage. There are many challenges 
of multimedia big data that are common with big data. Some of these challenges 
are real time processing of multimedia big data, ensuring scalability, combining 
heterogeneous and unstructured multimedia big data, guaranteeing big data privacy 
and security, providing computing efficiency, discovering complexity of multimedia 
big data, guaranteeing quality of experience (QoE) and quality of service (QoS) 
(Kumari et al., 2018; Zhu et al., 2015). Furthermore, new challenges occur owing 
to Internet of Things (IoT) (Alvi, Afzal, Shah, Atzori & Mahmood, 2015; Atzori, 
Carboni & Iera, 2014; Eyupoglu, 2019b). Gathering sensor data located in different 
places is a challenging issue for multimedia big data because of the mobility of IoT 
devices (Kumari et al., 2018; Xu, Ngai & Liu, 2018).

Web Analytics

Web analytics is to automatically retrieve, extract and evaluate information from 
web services and documents in order for discovery of knowledge. The number 
of webpages has tremendously increased in the last decade, and because of that 
web analytics has become a hot topic. NLP, text mining, information retrieval and 
databases are the research fields of this topic. Moreover, there are three types of 
web analytics in terms of mining, which are web content mining, web usage mining 
and web structure mining (Pal, Talwar & Mitra, 2002). Web content mining is 
used to explore useful knowledge from content of websites such as text, metadata, 
hyperlinks, audio, image and video (Chakrabarti, 2000). Web usage mining is utilized 
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in order to mine secondary data created by web actions and sessions. User profiles, 
user sessions, user queries, user transactions, registration data, cookies, bookmark 
data, mouse clicks, mouse scrolls, browser logs, web server access logs and proxy 
server logs are the sources of web usage data (Xu, Bu, Chen & Cai, 2012). Web 
structure mining is used to explore the model of link structures on the web. Link 
structure means the graph of links between websites or in a website. Furthermore, 
link structure model depends on the topology of hyperlinks, shows the relations 
between various websites and can be used to classify websites (Hu et al., 2014).

Mobile Analytics

Mobile analytics is to extract useful information from mobile terminals such as cell 
phones, mobile PCs, RFID and sensors. With the increase in smartphone usage 
in the last decade, mobile data traffic has increased extremely. According to the 
Ericsson Mobility Report (2018), total mobile data traffic is predicted to increase 
five times over the next six years, reaching 136 exabytes (EB)/month by the end of 
2024 (Figure 5). This enormous increase in generated data leads to the emergence 
of mobile analytics.

With the advent of 4G and 5G technologies, mobile communication is highly 
improved and the conventional cellular network is evolved into a converged mobile 
network. Nowadays, the amount of data produced by mobile devices has increased 
enormously with the rise in the number of mobile applications developed by 
programmers (Jan et al., 2019). For instance, Yandex Maps is used by more than 
20 million people all around the world.

Network Analytics

Network analytics is to obtain beneficial knowledge from network data and also known 
as social network analytics or social media analytics. Social media content including 
text, image, video, audio, comments and locations is created via social networking 
sites, social marketing sites, blogs, microblogs etc. Indeed, social media analytics 
is related to structured data analytics, text analytics and multimedia analytics. The 
techniques and applications used for data analytics, text analytics and multimedia 
analytics can also be utilized for social media analytics.

The concept of data streaming has become big data streaming with the widespread 
use of social networks. Billions of users generate and upload different types of data 
daily using various social media platforms including LinkedIn, Instagram, Twitter 
and Facebook. With the increasing popularity of these social media platforms, new 
challenges arise in managing large-scale data. Several studies have been done related 
to characteristic representations in low and high level abstraction. For example, 
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Facebook utilizes some machine learning methods in order for managing users’ data 
and suggesting pages or friends that the user may be interested in (Jan et al., 2019).

In recent years, huge growth in social media usage causes an increase in the number 
of companies seeking knowledge from big data. Furthermore, companies can make 
well-timed and expressive business decisions thanks to using social media analytics 
which is an interdisciplinary research area. The aim of social media analytics is to 
associate, develop and adjust techniques for analysis of social media data. The process 
of social media analytics consists of four different steps which are data exploration, 
collection, preparation and analysis (Sivarajah et al., 2019; Stieglitz, Dang-Xuan, 
Bruns & Neuberger, 2014; Stieglitz, Mirbabaie, Ross & Neuberger, 2018).

Companies utilize social media big data analytical methods in order to make 
effective decisions instantly on the current situation. The data collected from social 
media platforms supply companies with exhaustive information on customer ideas 
and considerations related to the products. To analyze and exploit big data, companies 
should have proper abilities and means (Sivarajah et al., 2019; Wu, Zhu, Wu & Ding, 
2014). In literature, many studies have been conducted based on various methods of 
social media big data analytics such as text mining (Cakir & Guldamlasioglu, 2016; 
Ibrahim & Wang, 2019; Ozbay & Alatas, 2019; Reddick, Chatfield & Ojo, 2017; 
Serna & Gasparovic, 2018; Shen, Chen & Wang, 2019), social network analysis 
(Bonchi, Castillo, Gionis & Jaimes, 2011; Can & Alatas, 2019; Jiang, Leung & 
Pazdor, 2016; Ren, Tang & Liao, 2019; Wang, Sun, Qian, Goh & Mishra, 2019), 
sentiment analysis (Kauffmann et al., 2019; Kumar, Srinivasan, Cheng & Zomaya, 

Figure 5. Growth of global mobile data traffic
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2020; Ohbe, Ozono & Shintani, 2017; Sánchez-Rada & Iglesias, 2019; Shahare, 
2017; Shanthi & Pappa, 2017; Vashishtha & Susan, 2019; Yoo, Song & Jeong, 2018) 
and NLP (Agerri, Artola, Beloki, Rigau & Soroa, 2015; Ghani, Hamid, Hashem 
& Ahmed, 2019; Gudivada, Rao & Raghavan, 2015; Liu, Shin & Burns, 2019; 
Marquez, Carrasco & Cuadrado, 2018; Yeo, 2018).

BIG DATA PROCESSING WITH APACHE HADOOP

Apache Hadoop is a top-level project which started in 2006 and was written in Java, 
developing software for safe, scalable and distributed computing (Hadoop, 2019; 
Khan et al., 2014). Hadoop, a software library and framework, enables distributed 
processing of huge data sets over computer clusters utilizing simple programming 
models and scales to thousands of machines each providing local storage and 
computation from single servers. It is to detect and deal with failures in the application 
layer instead of depending on hardware to ensure high availability (Hadoop, 2019). 
The basic Hadoop modules and descriptions are shown in Table 1. Besides, Table 
2 demonstrates Hadoop based projects, definitions and functions.

In addition to these Hadoop based projects, Hadoop consists of several components 
such as Flume (2019), HCatalog (2019), Kafka (2019), Oozie (2019) and Sqoop 
(2019), demonstrated in Table 3.

HDFS and MapReduce

HDFS and MapReduce are the main components of Hadoop which are very relevant 
to each other. Each is deployed together to produce a single cluster (White, 2019). 
For this reason, storage and processing systems are physically interconnected. 
HDFS, a highly fault tolerant distributed file system, is developed to store huge-scale 
files for accessing streaming data and work on local file systems of cluster nodes. 

Table 1. Basic Hadoop modules and descriptions

Module Name Description

Hadoop Common Supporting other Hadoop modules with common utilities

Hadoop Distributed File System (HDFS) Supplying access to application data with high throughput

Hadoop YARN Managing cluster resources and job scheduling

Hadoop MapReduce Parallel processing of big data sets

Hadoop Ozone Object storage

Hadoop Submarine Machine learning engine
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It comprises of two kinds of nodes which are one namenode (master) and various 
datanodes (slaves). The task of the namenode is to manage the file system hierarchy 
and director namespace. File systems are introduced as a namenode which registers 
attributes including permission, modification, access time and disk space quotas. The 
file content is divided into big blocks. Every file block is independently replicated 

Table 2. Hadoop based projects, definitions and functions

Project Name Definition Function

Ambari Web-based tool Monitoring, organizing and managing Hadoop 
clusters

Avro Data serialization system Serializing data

Cassandra Scalable multi-master database Managing big data

Chukwa Data collection system Managing big distributed systems

HBase Scalable and distributed database Storing structured data for big tables

Hive Data warehouse infrastructure Ad hoc querying and data summarization

Mahout Scalable library Data mining and machine learning

Pig Data flow language and execution 
framework Parallel computation

Spark Fast and comprehensive compute 
engine

Providing a simple and effective programming 
model for supporting a variety of applications such 
as Extract, Transform, and Load (ETL), stream 
processing and machine learning

Tez Data flow programming framework
Ensuring a resilient engine for executing a complex 
Directed Acyclic Graph (DAG) of tasks to process 
data

ZooKeeper High performance coordination 
service

High reliability coordination for distributed 
applications

Table 3. Other Hadoop components, definitions and functions

Component 
Name Definition Function

Flume Distributed, reliable and available service Collecting, aggregating and carrying huge-
scale log data

HCatalog Table and storage management layer Sharing data across Hadoop tools such as 
Hive, MapReduce and Pig

Kafka Scalable and fast messaging system Durable, fault tolerant and high throughput 
messaging

Oozie Workflow scheduler system Managing Hadoop jobs

Sqoop Transference tool Bulk data transferring between Hadoop 
and structured datastores
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between datanodes for the aim of backup and a report of all available blocks is sent 
to the namenode at certain intervals (Hashem et al., 2015). The system architecture 
of HDFS containing the relationship between the namenode, client and datanodes 
is shown in Figure 6 (Shvachko, Kuang, Radia & Chansler, 2010). Readers are 
referred to (Shvachko et al., 2010) for further details.

MapReduce, a simple programming model based on Google File System (GFS) 
(Ghemawat, Gobioff & Leung, 2003), is designed to process and generate big 
datasets containing real world tasks. In this programming model, programmers 
designate the computation as two functions that are map and reduce. A set of input 
key/value pairs is taken by the computation and a set of output key/value pairs is 
produced. The map function created by the programmer takes an input key/value 
pair and generates a set of intermediate key/value pairs. The reduce function takes 
an intermediate key and its values and then merges all intermediate values related 
to the same key. Finally, it generally produces zero or one output value for each 
reduce invocation (Dean & Ghemawat, 2008; Kalavri & Vlassov, 2013). Figure 7 
demonstrates the programming model of MapReduce (Kalavri & Vlassov, 2013). 
Besides, the execution architecture of MapReduce is shown in Figure 8 (Dean & 
Ghemawat, 2008). Readers are referred to (Dean & Ghemawat, 2008) for further 
details.

CONCLUSION

In this chapter, the concepts, architectures, technologies and techniques associated 
with big data processing are explained and examined. For this aim, firstly, big data 

Figure 6. System architecture of HDFS
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life cycle consisting of data generation, data storage and data processing stages is 
expressed in depth. Afterwards, big data analytics having six technical types which 
are structured data analytics, text analytics, multimedia analytics, web analytics, 
mobile analytics and network analytics is clarified. Finally, Apache Hadoop, a 
software library and framework used for big data processing, is explained with its 
main components which are HDFS and MapReduce. As a future work, big data 
processing methods to be proposed and new Hadoop based components may be 
discussed.

Figure 7. Programming model of MapReduce

Figure 8. Execution architecture of MapReduce
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ABSTRACT

This chapter aims to present a general overview of today’s dominant software 
architectural style for developing web services, namely REST, by comparing the 
core elements of this paradigm with the big web service model. The study evaluates 
the HTTP requests, responses, and thus, the SOAP/JSON payloads involved in 
consuming a big web service and a RESTful service that is developed in the ASP.
NET Core Web API framework. After summarizing the REST constraints, the chapter 
elucidates how the example RESTful web service satisfies these constraints and 
lists some scenarios suited to each paradigm. The study notes the object-oriented 
elements that are inherent in RESTful services, specifically how polymorphism and 
abstraction principles can be applied to RESTful services.

INTRODUCTION

Web services are indispensable components of the programmable web. It is therefore 
of crucial importance that they are simple, efficient, scalable and maintainable. 
Although there are many ways to develop web services, they can be reduced to two 
major paradigms: The Big Web Services and RESTful services.

These paradigms are usually treated as rival methodologies for building web 
services. However, there is a considerable difference in the variety of solutions 
each paradigm offers. Unlike RESTful services, Big Web Services (hereafter, big 
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services) aim to work with different communication protocols and messaging exchange 
patterns. In this respect, comparing these paradigms is analogous to comparing a 
swiss army knife with a kitchen knife.

Apart from these general differences, they also differ in some more specific, 
fundamental regards, mostly related to the communication between the client and 
the web service. This chapter compares these paradigms not only in terms of their 
general characteristics and capabilities, but also in these specific regards. For such 
a comparison, the present study evaluates invocations of two example services, 
highlighting the most important differences between each paradigm in terms of 
difficulty in developing and consuming the web service, the way web methods are 
called and the payload submission and format. Another important aim of the study 
is to show in a concrete way how REST (Representational State Transfer) constraints 
are met by an ASP .Net Core RESTful service. The study also makes an overall 
comparison between paradigms, looking at the technical/technological capabilities 
and scenarios suited to each.

The resource-oriented nature of the RESTful paradigm makes it coherent with 
another dominant paradigm in software development: Object-Oriented software 
design. The current study aims to show in which senses RESTful services behave 
in an object-oriented way. The study also mentions some possibilities in which two 
important principles of Object-Oriented Programming (OOP) - Polymorphism and 
Abstraction - can be implemented by RESTful services.

The primary sections of this chapter are sequentially Big Services which focuses 
on three important disadvantages of big services, RESTful services which explains 
REST constraints and how to develop a web service with ASP.Net Core Web API 
framework in accordance with these constraints, and Overall Comparison between 
Big and RESTful Services Section.

BACKGROUND

A web service is defined by World Wide Web Consortium (W3C) as follows:

A Web service is a software system designed to support interoperable machine-to-
machine interaction over a network. It has an interface described in a machine-
processable format (specifically WSDL). Other systems interact with the Web 
service in a manner prescribed by its description using SOAP-messages, typically 
conveyed using HTTP with an XML serialization in conjunction with other Web-
related standards. (Haas and Brown, 2004)
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This definition appears outdated because of its central reference to SOAP (Simple 
Object Access Protocol) and XML (Extensible Markup Language). Nevertheless, it 
is useful to distinguish the first SOAP-based examples of web services from previous 
distributed object technologies. Among these technologies were DCOM (Distributed 
Component Object Model), CORBA (Common Object Request Broker Architecture) 
and Java RMI (Java Remote Method Invocation). However, these technologies failed 
to be efficient in terms of interoperability and security (Halili & Ramadani, 2018).

XML-RPC (XML-Remote Procedure Call) was designed as an alternative to 
these old technologies and can be seen as the prototype of today’s modern web 
services in that it uses HTTP to transport the payload, supports request-response 
pattern, stores the payload in a text format and is interoperable. XML-RPC evolved 
to SOAP (Winer, 2002) which was almost the only game in the town before the 
emergence of RESTful services.1 Today, RESTful and SOAP-based web services 
are the dominant web services, with the former being the most common (Gonzalo 
& Rakela, 2015; Santos, 2017).2

The W3C classifies web services into two categories: REST-compliant web 
services that manipulate representations of resources in a stateless manner and 
arbitrary web services that “may expose an arbitrary set of operations” (Booth et al., 
2004). In a similar vein, Richardson and Ruby (2008) compare SOAP-based services 
with RESTful services in terms of how the web method and the data required by 
the method are indicated, rather than the messaging/envelope format the service 
uses. They consider SOAP and XML-RPC messages as describing RPC calls in 
that both contain arbitrary web method names and data the web method requires, 
whereas RESTful services determine the web method by the HTTP method of the 
request. This study also puts emphasis on the way the web method and the payload 
are indicated on the client-side and aims to show how SOAP-based and RESTful 
services differ from each other in this regard.

It is common to compare RESTFul services with SOAP Services. However, since 
SOAP is an envelope/messaging protocol and REST is an architectural style, this 
classification might be misleading, although the term is helpful in contrasting the 
typical SOAP-based services with RESTful services that do not depend on SOAP. 
Following Pautasso, Zimmermann, and Leymann (2008) and Richardson and Ruby 
(2008), any web service working with web service standards and specifications (such 
as SOAP, WSDL, WS-Notification, WS-Security and so on, which are collectively 
labeled as “WS-* stack”) will be referred to as Big Web Services in the study.

As will be seen, Uniform Interface Constraint is the most distinctive REST 
constraint for a RESTful design. This general constraint involves four design principles: 
identification of resources, manipulation of resources through representations, 
self-descriptive messages, and hypermedia as the engine of the application state. 
Unsurprisingly, these four principles are given a special focus in the literature 
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regarding REST. Thus, these principles, together with Statelessness, are listed as the 
five principles of a concrete ROA (Resource Oriented Architecture) in Richardson 
and Ruby (2008). Bouguettaya, Sheng, and Daniel (2014) list the same five principles 
as REST design constraints. These principles are treated as formulating REST in 
Fielding et al. (2017). Lastly, the Richardson Maturity Model also reflects this special 
focus on these principles. According to this model, three requirements for a web 
service to qualify as a RESTful service involve the addressability of resources, the 
use of various HTTP methods and connectedness (using hypermedia links) (Fowler, 
2010). In parallel to these studies, this chapter also focuses on these principles and 
how they are implemented by the example ASP.NET Core RESTful service.

In the literature, it is common to compare Big Web Service with RESTful 
paradigms over four dimensions: the general features and capabilities, performance, 
relation to HTTP or web, and congruity with object-oriented software design.

Regarding general features and capabilities, RESTful services are simpler to 
develop, consume and maintain than big services. But, unlike big services, they 
support only HTTP and suffer from the lack of specific security and reliability 
models (Halili & Ramadani, 2018; Kumari, 2015; Wagh & Thool, 2012). Based on 
these reasons, RESTful services should be used for tactical, ad hoc integration over 
web whereas big services are more flexible and better for the enterprise application 
integration scenarios (Pautasso et al., 2008). These points are well recognized in 
the literature and will be echoed in the overall comparison of this study as well.

There is also a consensus on the better performance of RESTful services. The 
study briefly summarizes some recent studies that contrast the performance of 
RESTful services with that of big services (Kumari & Rath, 2015; Mumbaikar & 
Padiya, 2013; Tihomirovs & Grabis, 2016).

It is a well-recognized fact that RESTful services are much more compatible with 
HTTP, and thus the web logic (resource-based uniform interface and connectedness 
via hypermedia links), and that big services (mis)use HTTP only as a transport 
protocol, despite the fact that HTTP is an application layer protocol (Richardson & 
Ruby, 2008; Xiao-Hong, 2014). The study underlines the differences between the 
two paradigms in this dimension.

Another important difference between these paradigms is that the big service 
paradigm has a function-oriented nature (Gokhale et al., 2002), whereas the RESTful 
paradigm has an object-oriented nature ((Richardson & Ruby, 2008). This study 
provides some examples of how RESTful services behave in accordance with 
Polymorphism and Inheritance principles, and mentions some possibilities in which 
Polymorphism and Abstraction can be implemented by RESTful services.
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BIG WEB SERVICES

This section will briefly explain both the relationship between big services and web 
service standards/specifications, plus how big services work. In so doing it will 
reveal three primary disadvantages of the big service paradigm.

Unlike RESTful services, big services work with standards and specifications 
that are collectively termed as WS-*. Among these specifications are three major 
components of a big service: UDDI, WSDL and SOAP. UDDI (Universal Description, 
Discovery, and Integration) is used to discover big web services. Clients can 
understand how to communicate with web services with the help of WSDL (Web 
Service Definition Language) files. The payload in this communication is enveloped 
in SOAP format. All these three components present their information in XML format.

The most important advantage of the big service paradigm is that it is independent 
of any network protocol and supports not only the request-response pattern, but 
also duplex and one-way messaging patterns. However big services have three 
major disadvantages. Firstly, the flexibility big services enjoy is provided at the 
cost of more complexity. Secondly, big services typically locate the payload in an 
extra envelope (SOAP envelope) within the request body. This makes the payload 
unnecessarily large and complex even for simple web methods. Lastly, big services 
cannot effectively benefit from HTTP features. The next three subsections will give 
concrete examples for these major downsides of the big service paradigm.

The Difficulty of Developing and Consuming the Service

Because big services are protocol-agnostic and contract-based services, and thus 
more extensible and complex, they are relatively difficult to develop even for basic 
functionality. The definition of different kinds of contracts/interfaces is usually 
required, as are configurations for both the server and the client-side. For example, 
WCF (Windows Communication Foundations) requires defining service contracts, 
operation contracts, data contracts, message contracts, data members, and so on. 
All these fine details are described in the service description file (WSDL file). 
Typically, the client application needs to access this WSDL file and create a service 
reference that includes the interfaces, classes and method signatures required for 
communicating with the service. Furthermore, since each further modification 
produces a new contract described in a new WSDL file, in most cases of modification 
to the web service the client must repeat this process.

A further difficulty is that the client-side must also put some information about 
how to call the service (such as the endpoints of the service) in the configuration 
file, while it is not unusual that the developer deals with some subtle details in 
the configuration files on both sides. The requirement to create service reference 
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via WSDL file is not the only example of opacity and difficulty in consuming big 
services. This opacity can also be determined in the difficulty of calling a typical 
(non-AJAX enabled, non-RESTFul) WCF service from JavaScript/AJAX code.

Big services have other disadvantages when it comes to handling data, mapping 
complex objects, and transferring files (Enríquez & Salazar, 2014). Enríquez & 
Salazar specify the difficulty in consuming a big service created in Java from a 
client developed in another language as follows:

In certain situations, even when consuming a web service created in Java from a 
.NET application, it ends up creating a service implemented in Java in the middle of 
both. This does not occur in RESTful web services, since in this case, the functionality 
is exposed through HTTP method invocations.

Complexity and Size Problem of the Payload

In order to see the other two problems with the Big Service paradigm - namely, 
complexity and largeness of the payload, and failure of the big service to use HTTP 
features - it would be helpful to evaluate the request, responses and SOAP messages 
when some sample methods in a simple big service (developed by WCF) are called 
by a client.

The sample service has two web methods: GetEmployees and DeleteEmployee. 
GetEmployees gets an integer argument called departmentId and will return an array 
of Employee objects. Employee class has Id and name properties. The sample method 
will return 5 employees in its response. The other method, DeleteEmployee needs 
an integer argument called Id to be passed and returns the deleted Employee object.

Big service frameworks send the payload in another envelope - the SOAP envelope 
- within the HTTP envelope. The data in the SOAP envelope is unnecessarily complex 
and large. This can be seen from the following request and response which were 
captured when the GetEmployees method of the service was called:

POST http://localhost:51663/EmployeeService.svc HTTP/1.1 

Content-Type: text/xml;charset=UTF-8 

Content-Length: 217 

Host: localhost:51663 

<soapenv:Envelope xmlns:soapenv=”http://schemas.xmlsoap.org/

soap/envelope/” xmlns:tem=”http://tempuri.org/”>

   <soapenv:Header/> 

   <soapenv:Body> 

      <tem: GetEmployees > 

         <tem: departmentId >1</tem: departmentId > 
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      </tem: GetEmployees> 

   </soapenv:Body> 

</soapenv:Envelope>

In this request, the first section before soapenv tag is the Header section. Among 
other details, this section provides some information about the HTTP method, URI 
of the service, request size, host and content type. Note that the HTTP method is 
POST and that the content type is XML. This is typical of the requests calling a 
big service.

The section below is the SOAP envelope located in the Body section of the 
request. This inner envelope also consists of a Header and a Body part. The large 
size of big services starts with this extra envelope. The proportion of the size of 
the data required by the web service (the length of GetEmployees plus the length 
of the value of departmentId) to the total size of the SOAP envelope is very small. 
This shows that the SOAP envelope uses more meta-data than the data itself in the 
case of simple web method calls.

The amount of the meta-data is even worse when it comes to the response. The 
response returned from the GetEmployees method is as follows:

HTTP/1.1 200 OK 

Cache-Control: private 

Content-Type: text/xml; charset=utf-8 

Server: Microsoft-IIS/10.0 

… 

<s:Envelope xmlns:s=”http://schemas.xmlsoap.org/soap/

envelope/”>

  <s:Header> 

  </s:Header> 

  <s:Body> 

    <GetEmployeesResponse xmlns=”http://tempuri.org/”>

      <GetEmployeesResult xmlns:a=”http://schemas.datacontract.

org/2004/07/WCFSampleService” xmlns:i=”http://www.w3.org/2001/

XMLSchema-instance”>

        <a:Employee> 

          <a:Id>1</a:Id> 

          <a:Name>John</a:Name> 

        </a:Employee> 

        <a:Employee> 

          <a:Id>2</a:Id> 

          <a:Name>Suzan</a:Name> 
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        </a:Employee> 

        <a:Employee> 

          <a:Id>3</a:Id> 

          <a:Name>Justin</a:Name> 

        </a:Employee> 

        <a:Employee> 

          <a:Id>4</a:Id> 

          <a:Name>Jonathan</a:Name> 

        </a:Employee> 

        <a:Employee> 

          <a:Id>5</a:Id> 

          <a:Name>Simon</a:Name> 

        </a:Employee> 

      </GetEmployeesResult> 

    </GetEmployeesResponse> 

  </s:Body> 

</s:Envelope>

Field names (Id and Name) are repeated for each Employee object. Moreover, 
the values of these fields, which are the only substantial data, are in the 5. level 
in the XML hierarchy of the SOAP message following the Envelope, Body, 
GetEmployeesResponse and GetEmployeesResult elements, respectively.

Limited Use of HTTP Features

Since they are operation-oriented, typical big services use arbitrary method names 
when they indicate the web method, while different web method calls target the 
same service URI without mentioning resources. This is against the general resource-
oriented logic of the web. In web logic, the client-side indicates the resource by 
URI and the method by the selected HTTP method. URIs are also often used to 
pass arguments to the web method. This logic provides web applications with a 
uniform interface and can provide the same uniformity to web services if the logic 
is followed in an orthodox way. The approach of big services is exactly the opposite 
of this canonical web model: It targets the same service URI that has no reference to 
the relevant resource, uses arbitrary web method names and tends to use the same 
HTTP method (POST).

This can be seen from the request above. The URI of the request, http://
localhost:51663/EmployeeService.svc, is the name of the service itself, showing 
that URIs of the big service calls remain the same no matter which method is called, 
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since the web method (<tem:GetEmployees/>) and the arguments of the method 
(<tem: departmentId >1</tem: departmentId>) are indicated in the SOAP message.

The payload is typically sent to the server with POST method in big services. 
This tendency to use POST for any type of call is against the HTTP 1.1 specification 
according to which different HTTP methods should be used for different kinds of 
operations (Fielding et al., 2006). For instance, DELETE should be used to delete 
a resource, PUT should be used to update a resource.

Even for simple web methods, rather than passing data in URIs, big services also 
tend to use inflated XML-based SOAP data in the request body. For example, the 
SOAP message that is sent to the big service in order to delete an employee with 
the Id of 2 is as follows:

<soapenv:Envelope xmlns:soapenv=”http://schemas.xmlsoap.org/

soap/envelope/” xmlns:tem=”http://tempuri.org/”>

   <soapenv:Header/> 

   <soapenv:Body> 

      <tem:DeleteEmployee> 

         <tem:id>2</tem:id> 

      </tem:DeleteEmployee> 

   </soapenv:Body> 

</soapenv:Envelope>

Note that the HTTP method (POST) and the URI (http://localhost:51663/
EmployeeService.svc) are the same as that of the previous request that calls 
GetEmployees method. However, the SOAP message of the request now refers to 
DeleteEmployee as the method information and 2 for the Id argument.

RESTFUL SERVICES

This section will define REST, articulate REST constraints, summarize the major 
components and processes in RESTful architecture, explain how to develop a simple 
web service with ASP .Net Core Web API framework in accordance with REST 
constraints, and give some examples of the object-oriented nature of RESTful services.

Although the term REST is used mostly for web services, REST is a coordinated 
set of architectural constraints for any kind of distributed information systems 
(Fielding, 2000). RESTful web services are applications of the REST philosophy 
to web services.
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REST dates back to Roy Fielding’s seminal dissertation. Fielding (2000) explains 
the close relationship between the general logic of web and REST, as well as what 
exactly “Representational State Transfer” means, as follows:

The name Representational State Transfer is intended to evoke an image of how a 
well-designed Web application behaves: a network of web pages (a virtual state-
machine), where the user progresses through the application by selecting links (state 
transitions), resulting in the next page (representing the next state of the application) 
being transferred to the user and rendered for their use. 

Fielding’s dissertation presents five mandatory constraints for a fully RESTful 
compliant application and an optional constraint.

REST Constraints

The Client-Server constraint states that the client and the server should not depend 
on each other. In other words, the client-side and the server-side should be as loosely 
coupled as possible. Thus, RESTful services are more transparent than big services 
in that there is no need for WSDL or SOAP, and even an HTML file with some 
AJAX code can call a REST service. Due to this loose coupling between the client 
and the server in a RESTful web service, if you change something about the web 
method or its arguments, it might be enough for the client to change only the URI 
in order to adapt to this change.

The Statelessness constraint is described by Fielding (2000) as follows:

Each request from client to server must contain all of the information necessary to 
understand the request and cannot take advantage of any stored context on the server. 

This is one of the most important REST principles not only for web services but 
also for web applications/web sites. HTTP, thus web, is stateless in nature. In other 
words, each web request is treated independently. However, most web applications and 
some web services hold information about the client or about the previous requests 
and need this information to perform the subsequent requests. Session variables are 
typical examples used for stateful applications. This constraint forbids all types of 
state. Fielding, for instance, considers cookies to be violating this constraint.

The Cacheability constraint states that the client-side should be able to understand 
from the response whether it can use the data in the response for later, identical 
requests. This reusable data is called cacheable data. The type of caching mentioned 
in this constraint is Response Caching (or HTTP Caching), in which web browsers 
can use the cached version of the resource according to the Cache-Control header 
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of the response (Luo, Anderson, Smith, & Latham, 2019). Regarding cacheability, 
because the URIs of big service requests do not refer to a specific resource and thus 
the caching mechanism cannot know which resource to cache, REST architecture 
has a great advantage over big services. Moreover, as stated, big services typically 
make POST requests which browsers do not usually cache (MozDevNet, 2019).

The Layered System constraint specifies that A RESTful design allows the use 
of intermediaries between the client and the web service. These intermediaries are 
useful in modularizing the service and thus improving maintainability. Intermediaries 
should not break other REST constraints, such as statelessness and the separation 
of concerns between the client and the server. That is to say, the client should not 
need to know with which intermediaries it is communicating.

The Uniform Interface is the central constraint of the REST paradigm. A uniform 
interface simplifies and decouples the architecture of the whole system, thereby 
enabling each part of the system to evolve independently and increasing the visibility 
of interactions (Fielding, 2000).

This constraint requires implementing another four important constraints: 
Identification of Resources, Manipulation of Resources through Representations, 
Self-Descriptive Messages, and Hypermedia as the Engine of Application State 
(HATEOAS).

Fielding (2000) defines resources as “any concept that might be the target of 
an author’s hypertext reference” such as documents, images, entities, collections 
of resources and even a temporal service (e.g. “today’s weather in Los Angeles”). 
The Identification of Resources constraint states that each resource should have a 
unique and consistent identifier. Any resource, such as, for example, a department 
in a company, should be accessible by the same URI. Different methods should 
address this fixed URI, as in the following web calls that access the information 
about the software department and delete it, respectively:

GET http://example.com/department/software  

DELETE http://example.com/department/software 

As can be noted, the expression of department/software functions as a persistent 
path that points to the same resource, namely the software department. In other 
words, the address of the software department is fixed and should be unique in the 
service ontology. The addressability of resources and representations is an important 
principle that RESTful services need to satisfy. This principle can be formulated as 
follows: a URI should represent one and only one resource, and every representation 
of a resource should have its own address/URI.

The Manipulation of Resources through Representations constraint states that 
communication between the components in REST architecture communicates through 
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the representations of the resources (Fielding, 2000). A representation of a resource 
is a presentation of the resource in a specific format. This format might be the same 
format as the original format of the resource (e.g. a JPEG file) or a different one 
such as JSON or XML but in any case, this should not affect the communication 
between the client and the server.

Representations of resources can travel in two directions: from the server to the 
client and from the client to the server. In the first direction, the web service should 
be able to serialize and return the resource in the format that the client requested 
and can understand. This capability of the service is called Content Negotiation 
(Wasson, 2012). Content Negotiation is closely related to the addressability principle 
because it enables each different representation of the same resource to have its 
own address. To illustrate, we can imagine XML and JSON representations of the 
same software department that is addressed as, say, /department/software. In this 
case, the client should be able to retrieve both types of representations by setting 
the Accept header of the request either to application/XML or application/JSON, or 
by calling an extended address that includes the address of the software department 
(/department/software) plus the extension of the representation format (.XML or 
.JSON). Thus, /department/software.XML refers to the XML version of the software 
department, while /department/software.JSON targets the JSON version. In the 
second direction, the server should also respect the media format of the payload 
that the client indicates in the Content-Type header of the request. In this way, the 
server can manipulate the resource through representations without binding itself 
to a single specific format.

According to the Self-Descriptive Messages constraint, for the request to be 
self-descriptive, standard HTTP methods and media types should be used, and the 
communication should be stateless. Moreover, the response should clearly indicate 
whether the desired resource is cacheable or not.

Standard methods mentioned here are HTTP methods such as GET, POST, 
DELETE, etc. each of which should be used for performing different operations. 
Table 1 lists the most commonly used HTTP methods, their conventional functions 
(Fielding et al., 2006) and some sample usages of them.

There are some important conventions about identifying the most appropriate 
HTTP method: GET and HEAD methods are safe methods in that they do not alter 
the resource in any way. GET, HEAD, PUT and DELETE methods are idempotent 
methods because, after the initial execution of these methods, re-execution of them 
does not further change the resource (Fielding et al., 2006). Only these idempotent 
methods should be used for idempotent operations. POST, for example, should not 
be used to perform any operation that is supposed to be idempotent.

Media types, also known as MIME (Multipurpose Internet Mail Extensions) types, 
such as Application/XML or Text/CSV are indicated by the Accept and Content-Type 
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headers of the request and the Content-Type header of the response. Cacheability is 
provided through the Cache-Control header of the request and response. The values of 
these headers and the HTTP method collectively make the message self-descriptive.

Arguably, the most obvious and important differences between big services and 
RESTful services are in terms of this constraint and the constraint of Identification 
of Resource. As Figure 1 illustrates, typical big services tend to use the same HTTP 
method, (POST), and the same URI for different web method calls, while storing 
both web method description and parameters required for the web method in the 
SOAP envelope within the request body. They cannot benefit from HTTP Caching. 
On the other hand, RESTful services use the most appropriate HTTP method, pass 
simple parameters in the URI which clearly point to the relevant resource, and can 
use HTTP caching.

The Hypermedia as the Engine of Application State (HATEOAS) constraint, 
like other REST constraints, aims to make web services more similar to the web. 
Hypermedia links are the central components of the web sites/applications. They 
are located in the web pages that are sent back to the clients in response to their 
requests. With the help of hyperlinks, the user can navigate other resources on 
the web site. HATEOS simply refers to the same expectation from a web service: 
RESTful services should return hypermedia links in their responses. In this way, 
RESTful services can transfer the application states as hypermedia links to the 
client in their responses.

To illustrate, imagine that the client makes the following web service call:

Table 1. HTTP methods and usual functions

HTTP Method Function Example

GET
Reads the 
information about the 
resource.

To retrieve information about the software 
department: 
GET http://www.example.com/departments/software

POST

Creates a new 
subordinate resource 
and/or submits form 
data, posts articles, 
messages, etc.

To create a new department: 
POST http://www.example.com/departments

PUT

Updates a resource 
(or creates if the URI 
points to a resource 
that does not exist)

To update the software department: 
PUT http://www.example.com/departments/software

DELETE Deletes a resource
To delete the software department 
DELETE http://www.example.com/departments/
software
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GET http://example.com/departments/software

The web service is supposed to return some information about the software 
department, but according to HATEOAS constraint it should also return some 
links pointing to possible states/resources into which the client can move. For 
example, in response to the request above, the payload of the response can include 
the following links:

GET http://example.com/departments/software/employees

DELETE http://example.com/departments/software

In this way, the client can navigate the employees of the software department 
by following the first link or can delete the software department by following the 
second link.

The web server typically returns non-executable data in specific formats such as 
JSON or XML, but according to the Code-on-Demand constraint, which is the only 
optional constraint in the REST architecture, the server can also send some executable 

Figure 1. Messaging in big and RESTful services
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code such as JavaScript code. This constraint is similar to HATEOS constraint in 
that it allows the web service to transfer additional functionality to the client.

In this section, REST constraints and some related concepts such as Content 
Negotiation were explained. Figure 2 illustrates how these constraints and concepts 
take place in the life cycle of HTTP requests and responses, thereby summarizing 
the working mechanism of a typical RESTful service.

As can be seen, a variety of clients running on different platforms can send 
HTTP requests which might first be welcomed by proxy servers. The request can be 
subjected to authentication and rate limit (the limit regarding the amount of data in 
the request or the number of request) controls. The caching filter checks if a cached 
response is already available. The request details can be logged. When the request 
reaches the RESTful service, the service determines the relevant web method, 
collects the parameters (required for the web method) from the request and creates 
the response. The response payload might be built with the help of microservices.4 
The service determines the payload format (content negotiation), can paginate the 
payload, add some links (HATEOAS), response status codes and other information 
(such as the values of cache-related headers) to the response. Finally, the client 
receives the response.

The next subsection briefly explains how some of these processes or concepts 
(such as content negotiation, request routing, collecting parameters from the request, 
caching and HATEOAS) can be implemented.

Developing and Observing a RESTful Service

In this subsection, a basic example of the development of a RESTFul service will be 
given, the communication between the client and the web service will be evaluated, 

Figure 2. Main components and processes in RESTful service architecture 3
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and how the example service implements REST constraints will be shown. The 
sample RESTful service will be developed in ASP.Net Core Web API framework, 
which is becoming increasingly popular in the development of RESTful services.

ASP.NET Core is a cross-platform and open-source framework for the development 
of web applications, web services and mobile applications (Anderson, Roth, & Luttin, 
2019). The core element of the framework is the controller class that handles HTTP 
requests and directs them to a specific web method.

The framework uses conventions, automatic model binding and content negotiation 
mechanisms together with route/method/source/format attributes to build a RESTful 
service. Here are some important conventions:

•	 All of the public methods in a controller class are accepted as web methods.
•	 If the controller class name is XController, the service endpoint is set to X. If 

the class name is EmployeesController, for example, the service endpoint is 
set to http://example.com/employees

•	 Any method starting with an HTTP method name welcomes the request 
with that method. Thus, if the HTTP method of the request is DELETE, any 
method starting with “Delete”, such as DeleteEmployee, is invoked.

With the help of these conventions, only a controller class that includes some 
public methods whose names start with an HTTP method can serve as a web service. 
The above-mentioned attributes can be used to further configure the service. These 
attributes can be applied to a specific web method if they are used just before the 
web method signature, or to all web methods if they are used just before the class 
definition. Table 2 shows the functions of these attributes:

Another way of implementing content negotiation is by using the Accept header 
of the request. Thus, the service returns the requested resource in XML format if 

Table 2. Attributes and their functions in ASP .NET Core framework

Attribute Type Function

Route Attributes Specify the endpoints of the web methods

HTTP Method Attributes 
(HTTPGet, HTTPPost, 
HTTPDelete, etc.)

Specify the HTTP method of the web method. Applicable only to web 
methods.

Source Attributes (FromURL, 
FromBody, FromHeader, 
FromQuery, etc.)

Specify the source of arguments of web methods. Applicable only to 
arguments of the method.

FormatFilter Attribute
Specifies that the content type of the response will be determined by the 
format extension at the end of the URI. This attribute is used for content 
negotiation.
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this header is set to application/XML, and it returns JSON representation if it is 
application/JSON. If this header is not present in the request, the framework assumes 
that the client desires the resource in JSON format.

It is also possible to welcome the payload of the request in different formats by 
looking at the Content-Type header of the request. Following the same logic as above, 
if the content-type of the request is application/XML, for example, the framework 
would understand that the payload is presented in XML format.

The ASP.NET Core Web API framework is also flexible when it comes to 
collecting the values of the arguments of web methods from the request. Collecting 
data from the request and converting this data from String to the corresponding .NET 
type is called Model Binding (Anderson, 2019). The model binding mechanism can 
collect the data from the request body, request headers, form values, path parameters 
and query string in the URI. The data source of the argument can be specified by 
decorating the argument with the source attributes. If there is no source attribute 
for an argument, the framework will do its best and look at all the sources available 
to find any value whose variable name matches the argument name.

Unlike the development of big services, the development of an ASP.NET RESTful 
service does not require the definition of service endpoints and contracts and does 
not need WSDL or any type of configuration. With the help of conventions, a class 
that extends the ControllerBase class and has some web methods is ready to serve.

The sample RESTful service exemplifies GET, POST, PUT and DELETE methods 
and works on the same Employee list (containing 5 employees) that was used in the 
sample big service. The EmployeesController service class is decorated with the 
route attribute of [Route(“API/employees”)] in order to indicate that the starting 
URI of the service is api/employees. The method signatures, with their attributes 
and brief explanations of them, are as follows:

•	 public ActionResult<List<Employee>> Get([FromQuery]string 
search=””): As indicated by its name (Get), this method will be invoked 
when the HTTP method is GET. It will return a list of employees. The method 
takes an optional argument called search to filter the results. Because of the 
source filter, [FromQuery], the value of search will be collected from the 
query string. This method will be invoked by the default URI of the service 
(api/employees) because the method does not use any route attribute.

•	 [FormatFilter] [Route(“{id}.{format?}”)] public 
ActionResult<EmployeeWithLinks> GetWithLinks(int id): This method will 
be invoked when the HTTP method is GET and the URI is, for instance, /api/
employees/1, /api/employees/1.json, or /api/employees/1.xml, in accordance 
with the route attribute stated before the method signature. It will return the 
specified employee along with some links.
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•	 [HttpPut(“{id}”)] public ActionResult<Employee> Put(int id, [FromBody] 
Employee emp): It will run when the HTTP method is PUT and the URI 
is /api/employees/1, for instance. The method will update the specified 
employee and return the updated employee. The model binding mechanism 
of the framework will automatically create an Employee object by collecting 
data from the request body.

•	 [HttpDelete(“{id}”)] public ActionResult<Employee> Delete(int id): This 
method will run when the HTTP method is DELETE and the URI is, say, /
api/employees/1. It will delete the specified employee and return the deleted 
employee.

Conventions, route/method/source/format attributes, automatic model binding 
and content-negotiation mechanisms make the development process for a RESTful 
service simpler than for big services. However, also important are the ease with 
which RESTful services can be consumed, and ease of communication between the 
client and the service. These will be addressed in the next two subsections.

The Simplicity of Consuming the Service

Consuming a RESTful service is easier than consuming big services because the 
client only needs to know the endpoint URI, required HTTP method type and web 
method signature. Moreover, RESTful services do not need to build and parse 
SOAP messages. Instead, the default message format for RESTful services is JSON 
which, mainly because it is this format that JavaScript uses to represent objects in 
a concise way, became the standard messaging format for communication between 
the components of a distributed system. Because of their greater transparency, and 
unlike typical big services, RESTful services can be consumed easily by any type 
of client that can make HTTP requests. As noted, even an HTML file that has some 
JavaScript (AJAX) code can consume a RESTful service.

Lastly, there is a loose coupling between the client and the RESTful service. 
Because the RESTful service determines the web method depending on the HTTP 
method, rather than the web method name, even if the name of ​the web method 
was altered, the client code would still run properly. In the case of consuming a big 
service, the client code would first need to update the WSDL reference and then 
change the method name on the client-side code, because the SOAP message would 
need to refer to the new web method name.
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The Simplicity of Request and Payload in RESTful Services

Remember that when the sample big service call requested all the employees, the 
payload was enveloped in SOAP format and was unnecessarily complex and large. A 
sample request that calls a RESTful service for the same purpose would be as follows:

GET http://localhost:65386/api/employees/ HTTP/1.1 

User-Agent: Fiddler 

Host: localhost:65386

There is no extra envelope and the HTTP method is GET rather than POST. 
RESTful services work with simpler HTTP requests. Similarly, the response to this 
request does not use an extra envelope and presents the payload in JSON format 
as follows:

[{”id”:1,”name”:”John”}, 

 {”id”:2,”name”:”Suzan”}, 

 {”id”:3,”name”:”Justin”}, 

 {”id”:4,”name”:”Jonathan”}, 

 {”id”:5,”name”:”Simon”}]

Note that JSON representation is lightweight because it includes very limited 
meta-data. The same simplicity also holds for calling the service with other HTTP 
methods. For example, if the URI http://localhost:65386/api/employees/1 was called 
with the PUT method, the request body would be

{”id”:1,”name”:”eyuphanModified”}

Alternatively, only using PUT method with the following URI that includes a 
query parameter would be enough.

http://localhost:65386/api/employees/1/name=eyuphanModified

Note again that the capability of using HTTP methods and URIs makes RESTful 
services more similar to the web applications/sites.

Identification of Resources and Self-Descriptive Messages

In the example RESTful service, every resource has its unique URI. This considerably 
increases the uniformity of interface and makes the web service calls self-descriptive. 
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As a result, after looking at some examples, it is easy to understand how to retrieve 
information about a specific resource and how to call other web methods. This is 
because each operation is performed on well-specified resource addresses, and the 
web methods are selected to run in accordance with the conventions regarding the 
HTTP methods. Table 3 shows this.

Note that the URI pattern api/employees/{id} serves as the starting point for 
dealing with an employee. As api/employees/1/ContactInfo exemplifies, any 
employee-related resource can be called after indicating this starting point. Note 
also that how to create, delete, update and retrieve resources can quite easily be 
surmised. For instance, it is obvious that the following web method call deletes a 
department with the id 3:

DELETE api/departments/3

Content Negotiation

RESTful services should determine the format of the response payload according to 
the Accept header of the HTTP request or the extension of the URI. The satisfaction 
of this requirement can be seen in the following example.

The request below tells the service that it demands the response in XML format.

Table 3. Self-descriptive messages with URIs and HTTP methods

Operation URI Required HTTP 
Method

Retrieve the collection of all 
employees api/employees/ GET

Retrieve the collection of all 
employees whose names contain the 
search term

api/employees?search={searchTerm} GET

Retrieve information about a specific 
employee api/employees/{id} GET

Create a new resource to the 
employee repository/collection api/employees POST

Update an employee api/employees/{id} PUT

Delete an employee api/employees/{id} DELETE

Retrieve the contact information of 
the specified employee api/employees/{id}/contactInfo GET
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GET http://localhost:65386/api/employees/ HTTP/1.1 

… 

Accept: application/xml

The service complies and returns the following response:

HTTP/1.1 200 OK 

Transfer-Encoding: chunked 

Content-Type: application/xml; charset=utf-8
… 

<ArrayOfEmployee xmlns:xsi=”http://www.w3.org/2001/XMLSchema-

instance” xmlns:xsd=”http://www.w3.org/2001/XMLSchema”>

    <Employee> 

        <Id>1</Id> 

        <Name>John</Name> 

    </Employee> 

    <Employee> 

        <Id>2</Id> 

        <Name>Suzan</Name> 

    </Employee> 

    <Employee> 

        <Id>3</Id> 

        <Name>Justin</Name> 

    </Employee> 

    <Employee> 

        <Id>4</Id> 

        <Name>Jonathan</Name> 

    </Employee> 

    <Employee> 

        <Id>5</Id> 

        <Name>Simon</Name> 

    </Employee> 

</ArrayOfEmployee>

Note that the content type of the response is the same as the Accept header of 
the request, which is application/XML.

The other way of achieving content negotiation is by appending the extension 
of the desired format (such as .XML or .JSON) to the end of the URI. In this way, 
whether or not the content is returned in the specified format can be tested with web 
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browsers.5 For instance, calling http://localhost:65386/api/employees/1.xml would 
return the following employee with the Id 1 in XML format as follows:

<EmployeeWithLinks xmlns:xsi=”http://www.w3.org/2001/XMLSchema-

instance” xmlns:xsd=”http://www.w3.org/2001/XMLSchema”>

    <employee> 

        <Id>1</Id> 

        <Name>John Brown</Name> 

    </employee> 

    <Links> 

        <Link> 

            <Href>/1/ContactInfo</Href> 

            <Rel>ContactInfo of the employee</Rel> 

            <Method>GET</Method> 

        </Link> 

        <Link> 

            <Href>/1</Href> 

            <Rel>DELETE the employee</Rel> 

            <Method>DEL</Method> 

        </Link> 

        <Link> 

            <Href>/1</Href> 

            <Rel>Update the employee</Rel> 

            <Method>PUT</Method> 

        </Link> 

    </Links> 

</EmployeeWithLinks>

Because it enables different representations of the same resources to have specific 
addresses and makes the URI more self-descriptive and readable by explicitly 
stating the desired format, content negotiation increases the addressability and self-
descriptiveness of the service.

HATEOAS

According to the HATEOAS constraint, web services should transfer some possible 
states/resources related to the requested resource. As can be noted, the response 
above includes not only employee information, but also some links related to the 
requested resource (the employee with the Id of 1 in this case).
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The first link states that the URI of http://localhost:65386/api/employees/1/
ContactInfo can be called with the GET method to retrieve the contact information 
of the employee in question. Similarly, the second and third link state that the same 
resource can be deleted and updated with DELETE and PUT methods by using the 
respective URIs.

Cacheability

The sample controller class is decorated with the following attribute:

[ResponseCache(Duration = 30)]

This attribute simply adds a Cache-Control header to the response, as shown in 
the following example:

Cache-Control: public,max-age=30 

Content-Type: application/JSON; charset=utf-8 

…

This is a simple example of how to perform response caching (a.k.a HTTP Cache) 
in ASP.NET Core WEB API framework. The ResponsseCache attribute states that 
web browsers should use the cached version of any response that is returned from 
any web methods in the specified controller class for 30 seconds. In other words, 
the client should not really call the web service in the next 30 seconds. Instead, they 
should simply return the cached response. This attribute can also be used for web 
methods individually.

Object-Oriented Nature of RESTful Services

As noted, in the ontology of RESTful service, every resource is given an address, a 
unique URI, and the client targets the objects/resources via these URIs. For example, 
api/employees/1 points to a particular object, in this case an employee. All operations 
concerning an employee can be done by calling this object/URI. Since, just as objects 
have fixed memory addresses and methods in OOP, resources have fixed addresses 
and (HTTP) methods, this makes the whole logic of the service object-orientated.

RESTful services call web methods in an object-oriented way (Richardson & 
Ruby, 2008). For example, The URI api/employees/1 with GET method in a RESTful 
service resembles the statement employee1.Get() in an OOP language. On the other 
hand, in the function-oriented spirit of big services, the SOAP message, which 
contains the method name and the arguments, is, as it were, passed to a common 
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function that calls the web service. Thus, the web service request in big services is 
similar to the statement CallWebService(“GetEmployee”,1).

RESTful services are also inherently polymorphic because the same HTTP method, 
say GET, behaves differently depending on the type of the object/resource. If the type 
of object is Employee, for instance, the Get method of Employee is invoked, whereas 
the Get method of Department is invoked if the type of the object is Department.

Two different representations returned from api/employees/1.xml and api/
employees/1.json, for example, can be thought of as resources/objects of two different 
types​, (Employee-as-XML and Employee-as-JSON)​, that inherit the same base 
type (Employee). This can be regarded as an example of the Inheritance principle 
of OOP. This can also be thought of as an example of Polymorphism because the 
same GET method behaves differently depending on the type (Employee-as-XML 
or Employee-as-JSON) that inherits the base type Employee.

Table 4 summarizes the points above.

OVERALL COMPARISON BETWEEN BIG 
AND RESTFUL SERVICES

This section will make an overall comparison between the big service and the RESTful 
paradigms in terms of the primary differences in general approaches, technical/
technological differences and performance. Based on the details provided in the 
previous sections, the general characteristics of both paradigms can be summarized 
as follows in Table 5.

Table 6 lists technical differences including those that have not yet been covered, 
mostly with the help of Pautasso et al. (2008).

Table 4. OOP and RESTful services

OOP RESTful Service

Object employee1 api/employees/1

Method call employee1.Get() api/employees/1 with GET method

Polymorphism
object.Get() method behaves differently 
when the object is an employee or a 
department

The same method, GET, behaves differently 
for api/employees/1 and api/departments/1

Inheritance and 
Polymorphism

EmployeeXML and EmployeeJSON 
classes inherit the Employee class. 
employee.Get() behaves differently when 
the type of employee is EmployeeXML 
or EmployeeJSON.

api/employees/1.XML and api/employees/1.
JSON inherit api/employees/1. The same 
method GET behaves differently for api/
employees/1.XML and api/employees/1.
JSON.
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As can be noted from both tables, big services offer more extensible, secure, 
reliable and standardized solutions. However, this makes them more complex, slow 
and difficult to maintain and scale. Since Big Web Service paradigm is designed to 
support many protocols apart from HTTP, big services cannot benefit from HTTP 
features in a native and effective way.

On the contrary, RESTful services capitalize on HTTP methods, resource-oriented 
URL patterns, HTTP headers, and so on. Since they do not need any extra standard, 
configuration, or envelope, they are more scalable, faster, simpler and easier to develop 
and maintain. However, the most important disadvantages of RESTful services are 
also due to this practical dependency on HTTP, although REST constraints can in 
theory be implemented for other protocols. They offer endpoints only for HTTP 
and implement only the request-response exchange pattern.

Further, the simplicity of RESTful services comes with a downside: unlike big 
services, since they do not rely on any standard for security, reliability, service 
description and discovery, RESTful services are more susceptible to behave in 
arbitrary ways even if all REST constraints are satisfied.

When it comes to performance, there is a consensus on the better performance 
of RESTful services over big services. Mumbaikar and Padiya (2013) compare 
a SOAP-based service with a RESTful one by measuring the message sizes and 
response times of the representative services. They conclude that RESTful services 
have better performance mainly because of their smaller payloads. Kumari & Rath 
(2015) observe that RESTful services have better throughput and response times. 

Table 5. General differences between big services and RESTful services

Big Services RESTful Services

Operation-oriented Resource oriented

Full of standards (WSDL, SOAP, UDDI, etc.) 
establishing several specifications (such as WS-
Addressing, WS-Discovery, WS-Federation, WS-
Security)

No binding standard or specification.

Contract-oriented Convention-oriented

Independent from HTTP Powered by HTTP

Relatively strict coupling between the client and the 
server Loose coupling

Complexity for enhanced extensibility Simplicity for performance and scalability

RPC style web method invocation Purely HTTP requests

Stateless or stateful depending on the transport 
protocol and the design Stateless in principle
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Lastly, it is found that RESTful services have faster execution speed, low memory 
consumption, and lower response times (Tihomirovs & Grabis, 2016).

Based on these differences, these paradigms fit better for the different scenarios 
listed below. The first scenario is the most obvious one: if one of the followings 
are required then big services should be chosen because RESTful services do not 
support them, at least for now:

•	 Endpoints for protocols other than HTTP
•	 One-way or duplex message patterns
•	 Strict standards for security, reliability, service description and discovery

Table 6. Technical differences between big services and RESTful services

Big Services RESTful Services

Payload format XML (SOAP) Primarily JSON but supports any desired format 
such as XML

Supported transport 
protocols

Any protocol in principle: HTTP, 
TCP, SMTP, MSMQ, etc. HTTP (but not limited to HTTP in principle)

Service identification URI and WS-Addressing URI

Service description WSDL is used (but not 
necessary)

No binding definition but WADL or any other 
definition can be used.

Service discovery UDDI No standard

Security HTTPS and WS-Reliability HTTPS

Reliability HTTPR, WS-Reliability, WS-
Reliable Messaging, etc. HTTPR (Reliable Hyper Text Transfer Protocol)

Message exchange 
patterns

Request-Response, One-way, 
duplex messaging Only Request-Response

Using HTTP 
methods for 
identification of the 
web method

Not available because it is 
independent from HTTP. Also 
tends to overly use POST 
method.

Strongly relies on using different HTTP 
methods.

Using URL patterns - Extensively uses path parameters and query 
parameters

Resource relationship - HATEOAS

HTTP Cache - Natively supported

Approach to data It makes data available as 
resource

It makes data available as services (Kumari, 
2015)

Responsibility of 
invocation the web 
method, encoding the 
data and managing 
the connection

A layer of middleware between 
the client and the service is 
responsible

Client is responsible (Navarro & da Silva, 2016)
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But if the web service,

•	 Needs to be resource-oriented and/or needs HATEOS
•	 Will considerably benefit from model-binding, URI patterns and other HTTP 

features
•	 Will be developed based on conventions rather than contracts
•	 Will be relatively simple and accessible only from HTTP
•	 Needs to be fast and/or simple and/or considerably scalable
•	 Needs HTTP caching
•	 Will be called with different HTTP methods
•	 Needs content negotiation

then the RESTful paradigm would most probably be a better choice.

FUTURE RESEARCH DIRECTIONS

As noted, RESTful web services behave in an object-oriented way. However, the 
examples presented above can also be thought of as merely analogies rather than 
real applications of OOP principles. In any case, because it is resource-oriented, the 
RESTful paradigm seems natively suitable for the applications of OOP principles.

Indeed, Zhou et al. (2019) provide an application of Polymorphism principle 
to a RESTful service in which the RESTful service retrieves the resources from a 
resource registry depending on the mapping information in the request. They explain 
how the service implements Polymorphism as follows:

Because the process described above can handle REST requests from clients to 
access multiple, heterogeneous repositories, the REST server can be characterized 
as providing polymorphic REST services to those clients.

In a further possibility for such an application, when a web API uses some 
Abstract/Interface controllers to impose rules on controller classes, implementing 
these rules can be thought to implement the Abstraction principle. Web APIs can 
use these Interfaces as a protocol or contract that needs to be satisfied. Even runtime 
polymorphism can be achieved in this way. For instance, the service can behave 
differently for the same call (with the same HTTP method and the same resource) 
depending on a Header value that indicates which controller class will be used to 
implement the contract. We can also imagine that the methods of these Abstract/
Interface controllers can be addressed (as e.g. api/IEmployees/1) and called by 
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clients, in which case they could, for example, return a blueprint that shows what 
the real data should look like.

There emerge many questions related to these ideas. REST differs from the object-
oriented style in a very important sense: the former is stateless whereas the latter is 
stateful. So, how meaningful is it to talk about applying OOP principles to RESTful 
services? It is also important to consider whether the above examples, or similar 
applications, would break some REST constraints. Also of crucial importance is the 
question of the ways in which Web API frameworks can implement OOP principles 
in more useful, automated ways in accordance with web logic. All these questions 
deserve to be examined in further research and in greater detail.

CONCLUSION

A RESTFul service should comply with the five necessary REST constraints: Client-
Server, Statelessness, Cacheability, Layered System and the Uniform Interface, with 
the last one being the most distinctive feature of RESTful services. ASP .Net Web 
API framework considerably smooths the way for developing RESTful services 
thanks to HTTP method, source and format attributes as well as content negotiation 
and model binding mechanisms.

RESTful services have important advantages over big services: They are easier 
to develop, maintain and consume, more scalable, less complex, and considerably 
benefit from HTTP features. Further, the payload in RESTful services, is more 
lightweight and not stored in an extra envelope.

However, unlike big services, RESTful services are limited to use of HTTP and 
request-response message exchange pattern. Further, big services capitalize on well-
defined WS-* protocols and specifications which makes them more standardized, 
reliable and secure. The right design choice between these two paradigms depends 
on the requirements and technical constraints. However, it can be safely concluded 
that the RESTful paradigm would be a better choice for typical scenarios running 
on HTTP.
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KEY TERMS AND DEFINITIONS

AJAX (Asynchronous JavaScript and XML): A JavaScript technique that 
enables the client applications to communicate with a server asynchronously.

JSON (JavaScript Object Notation): A data exchange (or message) format 
that is used by JavaScript to represent the objects.

Payload: The actual, intended message which is located in request and response 
body when the data is transmitted through HTTP.

SOAP (Simple Object Access Protocol): An XML-based envelope or messaging 
protocol that is used to exchange information between the service requester and the 
web service.

URI (Uniform Resource Identifier): A string that identifies resources and 
includes the scheme (network protocol), host and path of the resource and may also 
include query parameters and a fragment.

WSDL (Web Services Description Language): An XML-based language that 
describes endpoints, bindings, interfaces, operations (web methods) and data types 
of a web service.

XML (Extensible Markup Language): A markup language or format that is 
used to present the data in a hierarchy of elements in accordance with a set of rules.

ENDNOTES

1 	 However, XML-RPC (XML-RPC, 2003) as a lightweight distributed computing 
solution has still been used recently (Gonzalo & Rakela, 2015; Santos, 2017).

2 	 Although they are far from being as popular as SOAP and REST (Gonzalo & 
Rakela, 2015; Santos, 2017), new web service architectural styles and protocols 
such as JSON-RPC, GraphQL and gRPC have been introduced in recent years. 
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JSON-RPC, introduced in 2010, is a stateless, lightweight RPC protocol and 
uses JSON instead of XML (JSON-RPC, 2013). GraphQL was designed in 
2015 as a “better REST” which claims more flexibility and efficiency than 
REST (GraphQL, 2019). gRPC, developed by Google in 2015, is an open-
source, high performance RPC framework (gRPC, 2019).

3 	 See Mehta (2014) for a more detailed illustration.
4 	 Microservices are lightweight, independent services (or units of development) 

that are developed to build individual software applications and run on HTTP 
in accordance with REST constraints (Jamshidi, Pahl, Mendonça, Lewis, & 
Tilkov, 2018).

5 	 In general, RESTful service calls which use GET method can be easily tested 
by browsers by writing the URI to the address bar of the browser. For other 
methods such as POST and PUT, there are many free computer programs such 
as Fiddler and Postman with which you can call the web method by specifying 
the HTTP method, URI and the payload.
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ABSTRACT

Measurement in software is a basic process in all parts of the software development 
life cycle because it helps to express the quality of a software. But in software 
engineering, measurement is difficult and not precise. However, researchers accept 
that any measure is better than zero measure. In this chapter, the software metrics 
are explained, and some software testing tools are introduced. The software metric 
sets of Chidamber and Kemerer Metric Set (CK Metric Set), MOOD Metric Set (Brito 
e Abreu Metric Set), QMOOD Metric Set (Bansiya and Davis Software Metric Set), 
Rosenberg and Hyatt Metric Set, Lorenz and Kidd Metric Set (L&K Metric Set) are 
explained. The software testing tools such as Understand, Sonargraph, Findbugs, 
Metrics, PMD, Coverlipse, Checkstyle, SDMetrics, and Coverity are introduced. 
Also, 17 literature studies are summarized.
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Measurement in Software Engineering

INTRODUCTION

In real life, people need measuring objects in many situations. Thanks to measurement, 
they know how much money they have, their weight or current time. According to 
those measurements’ results, they can plan their future. Software measurement is 
also similar to real life measurement process.

It is important for every step in the SDLC. Software developers can plan the 
future of project based on the measurement results. In software world, metrics 
allow software to be evaluated in many ways. These assessments help develop 
quality software (Ertemel, 2009). Many measurements have been proposed in the 
literature to capture and measure the structural quality of object-oriented code and 
design in particular. Software Metric Tools are the most basic measurement tools 
for measuring the quality of software.

In this chapter, first of all, five most popular object-oriented software metric sets 
(Chidamber & Kemerer Software Metric Set, MOOD Metric Set, QMOOD Metric 
Set, Rosenberg et al. Metric Set and Lorenz & Kidd Metric Set) are explained and 
secondly some software testing tools (Radar, QuickBugs, Bugtrack, ZeroDefect, 
Roundup, Abuky, Sonargraph, Understand, Findbugs, Metrics, PMD and Coverity) 
are examined.

BACKGROUND

In the literature, there are many studies that investigate software metrics in different 
software sets. Table 1 shows a summary about these studies.

As seen from the table, there are many studies about software metrics that handle 
different datasets, investigate various metric sets and use lots of methods.

OBJECT-ORIENTED METRIC SETS

Chidamber and Kemerer Metric Set (CK Metric Set)

•	 Weighted Methods per Class (WMC): This metric shows the complexities 
of all classes in a software. By using WMC, software development team can 
estimate their effort to develop those classes. Rather than use Cyclomatic 
Complexity they assigned to each method, a complexity of one making WMC 
is equal to the number of methods in the class (Chidamber & Kemerer, 1994; 
Virtual Machinery, 2019).
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Table 1. A summary about software metric studies

Reference Dataset Metric Set Methods

Briand et al., 1993
146 components of an 
ADA system (260,000 
lines of code)

Library Unit Aggregation 
metrics, Compilation unit 
metrics

applied logistic regression, 
classification trees, OSR

Lanubile et al., 1995 27 academic projects in 
University of Bari

11 method level metrics which 
include Halstead, McCabe, 
and Henry and Kafura 
information flow metrics

component analysis, 
logistic regression, logical 
classification approaches, 
NN, holographic networks

Khoshgoftaar et al., 1997 13 million lines of code Type-I, Type-II, and overall 
misclassification rates NN and discriminant model

Ohlsson et al.,1998
Ericsson 
telecommunications 
system

Misclassification rate PCA, applied discriminant 
analysis for classification

Menzies et al., 2004 public NASA datasets method level metrics LSR, model trees, ROCKY 
and Delphi detectors

Kanmani et al, 2004 Pondicherry Engineering 
College 64 metrics GRNN

Koru& Liu, 2005 NASA datasets class level metrics J48, K-Star, and Random 
Forests

Challagulla et al., 2005 NASA datasets level metrics

linear regression, SVR, 
NN, support vector logistic 
regression, Naive Bayes, 
IBL, J48, and 1-R techniques

Gyimothy et al., 2005 -. object oriented metrics
logistic regression, linear 
regression, decision trees, 
NN

Hassan & Holt, 2005 6 open source projects APA metrics MFM, MRM, MFF, MRF

Zhou & Leung, 2006 NASA’s KC1 dataset Chidamber–Kemerer metrics Logistic regression, Naive 
Bayes, Random Forests

Boetticher, 2006 NASA public datasets Performance evluation metrics J48 and naive bayes

Mertik et al., 2006 Nasa dataset level metrics C4.5, unprunned C4.5, 
multimethod, SVM

Bibi et al., 2008 Pekka dataset of Finland 
bank

Disk usage processor usage 
number of users document 
quality

Regression

Li & Reformat, 2007 JM1 dataset level metrics and accuracy 
parameter SimBoost

Pai & Dugan, 2007 NASA datasets Chidamber–Kemerer metrics 
and lines of code metric

linear regression, Poisson 
regression, logic regression

Cukic & Ma, 2007 JM1 dataset level metrics -

where, OSR is Optimized Set Reduction, LSR is Linear Standard Regression, GRNN is General Regression 
Neural Networks, SVR is Support Vector Regression, NN is Neural Network, IBL is Instance Based Learning, 
MFM is Frequently Modified, MRM is Most Recently Modified, MFF is Most Frequently Fixed, MRF is Most 
Recently Fixed and PCA is Principal Component Analysis.
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•	 Depth of Inheritance Tree (DIT): In trees, depth means the maximum length 
between a child node and the root (Chidamber & Kemerer, 1994). Inheritance 
tree shows the structure of classes. Root is the superclass and child nodes are 
the subclasses.

•	 Number of Children (NOC): This metric measures how classes are used to 
create another class (Chidamber & Kemerer, 1994). In other words, it is the 
number of classes derived from a class. Every class has its own NOC value.

•	 Coupling Between Objects (CBO): Coupling means that an object use 
property or message of an object which belongs to another class. This metric 
is the sum of objects like that.

•	 Response For a Class (RFC): This is the number of methods which will be 
executed when a message sent to a class by an object (Chidamber & Kemerer, 
1994). If RFC increases, both testing and debugging processes will be more 
complex.

•	 Lack of Cohesion in Methods (LCOM): Cohesion metric examines how the 
methods of a class have relation with the others (Sandhu et al., 2005). High 
cohesion is always better than lower ones.

MOOD Metric Set (Brito e Abreu Metric Set)

•	 Method Hiding Factor (MHF): In the name of this metric, hiding means 
encapsulation (Abreu et al., 1996). Therefore, this metric examines how 
methods are encapsulated. The formulae of this metric is: MHF = 1 – (Visible 
Methods – (Total Number of Methods – 1))

•	 Attribute Hiding Factor (AHF): As it can be easily seen, this metric examines 
how attributes are encapsulated (Abreu et al., 1996). The formulae of this 
metric is: AHF = 1 – (Visible Attributes – (Total Number of Attributes – 1))

•	 Method Inheritance Factor (MIF): This metric is the ratio of inherited 
methods to the total number of methods (Abreu, 1995). Its range is between 
0-100. It is better to be not too low or too high. MIF should get an optimal 
value. According to the creator of the MOOD who is Fernando Brito e Abreu, 
acceptable MIF values should be lower than 80% (Abreu et al., 1996). The 
formulae of this metric is: MIF = number of inherited methods / total number 
of methods

•	 Attribute Inheritance Factor (AIF): This metric is the ratio of inherited 
attributes to the total number of attributes (Briand et al., 1993). If a child class 
redefines it superclass’ attribute, this attribute will be an inherited attribute. 
The formulae of this metric is: AIF = number of inherited attributes / total 
number of attributes.
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•	 Polymorphism Factor (POF): This metric represents the actual number of 
possible different polymorphic situations (Abreu, 1995). Polymorphism 
Factor is the ratio of overrided methods to the maximum possible overrided 
methods. Its range is between 0-100. If POF is equalls to 100, all of the 
possible methods are overrided in derived classes. If POF is equals to 0, none 
of those methods are overrided.

•	 Coupling Factor (COF): This metric is the ratio of couplings between classes 
to the maximum possible number of couplings (Abreu et al., 1996). An 
example will be given here to understand what is coupling. There are two 
classes which are C1 and C2. If C1 calls C2’s methods or accesses C2’s 
variables, it can be said that C1 is coupled to C2. However, C2 is not coupled 
to C1. There is one way relationship between them. This metric’s range is 
between 0-100.

QMOOD Metric Set (Bansiya and Davis Software Metric Set)

•	 Average Number of Ancestors (ANA): This metric is the number of classes 
among all paths from the root to all classes in a structure (Bansiya & Davis, 
2002). This metric gives people an opinion about inheritance structure of the 
project.

•	 Cohesion Among Methods of Class (CAM): This metric can be calculated 
by using summation of the intersection of parameters a method with the 
maximum independent set of all parameter types in the class (Menzies et al., 
2004). Its range is between 0-1. About this metric, maximum value is the best 
case and minimum value is the worst case.

•	 Class Interface Size (CIS): Class interface size is the number of public 
methods in a class (Bansiya & Davis, 2002).

•	 Data Access Metric (DAM): DAM is the ratio of private methods to the all 
methods (Goyal et al., 2014). Not only privates, but also protected methods 
will be counted while calculating DAM (Ohlsson et al., 1998). Its range is 
between 0-1. Higher DAM values are more desired.

•	 Direct Class Coupling (DCC): This is the number of classes which have 
relationship with another class (Bansiya & Davis, 2002). Relationship can 
be everything like derivation, message passing or attribute declarations and 
so on.

•	 Measure of Aggregation (MOA): This metric checks the data types (Bansiya 
& Davis, 2002). If data types are user defined classes, then value of MOA 
will increase (Goyal et al., 2014). In other words, MOA is the number of data 
declarations which has a user defined type.
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•	 Measure of Functional Abstraction (MFA): This metric is the ratio of number 
of inherited methods to total number of methods. Its range is between 0-1.

•	 Number of Methods (NOM): This is the count of all methods in a class.
•	 Rosenberg and Hyatt Metric Set
•	 Rosenberg and Hyatt grouped the metrics as Traditional Metrics, Object-

Oriented Specific Metrics and Inheritance metrics.
•	 Cyclomatic Complexity (CC): Cyclomatic Complexity is equal to number 

of decisions which means number of logical operators. Low cyclomatic 
complexity is always better (Rosenberg et al., 1997). The reason behind this 
is it is always difficult to test the codes with high CC. A basic example is 
given below.

void method() 

{ 

          if(a == 1) 

                    x = 1; 

          else 

                    x = 0; 

}

The CC of this code is 2 because there are 2 different possible situations therefore 
there are 2 decisions.

•	 Size: Size can be measured in various ways including Lines of Code (LOC), 
the number of statements, number of blank lines and so on. (Rosenberg et al., 
1997). Software engineers use the size to evaluate understandibility.

•	 Comment Percentage (CP): Comment Percentage is the ratio of total number 
of comments to the total number of lines except the blank lines. The SATC 
has found a comment percentage of around 30% (Rosenberg et al., 1997).

•	 Weighted Methods Per Class (WMC): WMC is also a member of CK Metric 
Set. As we mentioned above, Rather than use Cyclomatic Complexity they 
assigned each method a complexity of one making WMC is equal to the 
number of methods in the class (Chidamber & Kemerer, 1994; Virtual 
Machinery, 2019). This metric measures Understandability, Maintainability 
and Reusability (Rosenberg et al., 1997).

•	 Response For a Class (RFC): This metric is also belongs to the CK Metric 
Set. This metric looks at the combination of the complexity of a class through 
the number of methods and the amount of communication with other classes 
(Rosenberg et al., 1997). If RFC will increase, it will be harder to test and 
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debug. This metric affects Understandibility, Maintainability and Testability 
(Chidamber & Kemerer, 1994; Rosenberg et al., 1997).

•	 Lack of Cohesion of Methods (LCOM): As mentioned above, LCOM is 
member of CK Metric Set. This metric examines the methods’ similiarities 
according to their attributes or data inputs. High cohesion is always better 
(Rosenberg et al., 1997). Classes with low cohesion should be divided into 
subclasses.

•	 Coupling Between Objects (CBO): CBO belongs to the CK Metric Set. 
According to Rosenberg and Hyatt, classes are coupled in three ways. First, 
when a message passed between objects, second, when a message declared 
in a class and used by another one, they are coupled. Third and the last one 
is Subclasses and Superclasses are coupled (Rosenberg et al., 1997). CBO is 
the number of other classes which is coupled to a class.

•	 Depth of Inheritance Tree (DIT): Depth is the maximum length from child 
nodes to the root node. More complex systems have deeper trees. However it 
will increase the reusability.

•	 Number of Children (NOC): This metric is the last one of Rosenberg & Hyatt 
Metric Set. NOC is the number of subclasses. The classes which have higher 
NOC value are more difficult to test (Rosenberg et al., 1997).

Lorenz and Kidd Metric Set (L&K Metric Set)

There are ten metrics in L&K Metric Set.

•	 Number of Public Methods (PM): As it can be understood from its name, this 
is the number of public methods. According to Lorenz and Kidd, this metric 
can be used to estimate the amount of work to develop a class (Lorenz & 
Kidd, 1994).

•	 Number of Methods (NM): This is the total number of Public, Private and 
Protected Methods defined.

•	 Number of Public Variables Per Class (NPV): This is the number of Public 
Variables per class. Lorenz and Kidd thought that if a class has more NPV 
than another class, this means that the class has more relationship with other 
classes (Goel et al., 2013).

•	 Number of Variables Per Class (NV): This metric counts all Public, Private 
and Protected Variables in the class.

•	 Number of Methods Inherited by a Subclass (NMI): This is the total number 
of inherited methods by a subclass.

•	 Number of Methods Overridden by a Subclass (NMO): This is the total 
number of methods overridden by subclasses. According to Lorenz and Kidd, 
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larger number of overridden methods indicates a design problem (Lorenz & 
Kidd, 1994).

•	 Number of Methods Added by a Subclass (NMA): According to L&K, the 
normal expectation for a subclass is that it will specialise or add methods to 
the superclass’ objects (Lorenz & Kidd, 1994; Goel et al., 2013).

•	 Average Method Size: This is the physical size which means Lines Of Codes. 
While counting, comment lines and blank lines should be extracted from the 
total number of lines. Then, the total size will be divided into total number of 
methods for finding Average Method Size.

•	 Number of Times a Class is Reused (NCR): According to Goel and Bhatia, 
the definition of NCR is ambiguous (Goel et al., 2013). They assumed that 
NCR is the number of a class is referenced (reused) by other classes.

•	 Number of Friends of a Class (NF): This metric is the number of friends of 
the class. It can be calculated for each class. Friends allow encapsulation to 
be violated (Goel et al., 2013). For this reason, they should be used carefully.

SOFTWARE TESTING TOOLS

Understand

Understand is a static analysis tool focused on source code comprehension, metrics, 
and standard testing. It is designed to help maintain and understand large amounts of 
legacy or newly created source code. It provides a cross-platform, multi-language, 
maintenance-oriented IDE (Integrated Development Environment). The source code 
analyzed may include C, C++, C#, Objective C/Objective C++, Ada, Assembly, 
Visual Basic, COBOL, Fortran, Java, JOVIAL, Pascal/Delphi, PL/M, Python, 
VHDL and Web languages (PHP, HTML, CSS, JavaScript, and XML). It offers code 
navigation using a detailed cross-referencing, a syntax-colorizing “smart” editor, 
and a variety of graphical reverse engineering view (VandenBos, 2001).

Understand is a customisable IDE that enables static code analysis through an 
array of visuals, documentation, and metric tools (Scientific Toolworks, 2018). It 
was built to help software developers comprehend, maintain and document their 
source code. It enables code comprehension by providing flow charts of relationships 
and building a dictionary of variables and procedures from a provided source code 
(Dragomir, 2018).

In addition to functioning as an IDE, Understand provides tools for metrics and 
reports, standard testing, documentation, searching, graphing and code knowledge. 
It is capable of analyzing projects with millions of lines of code and works with 
code bases written in multiple languages (Adkins & Jones, 2018). Developed 
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originally for Ada, it now supports development in several common programming 
languages (Loren & Johnson-Laird, 2018). Integration with the Eclipse development 
environment is also supported.

Understand has been used globally for government, commercial, and academic 
use. It is used in many different industries to both analyze and develop software. 
Specific uses include a variety of applications: code validation for embedded systems 
(Adkins & Jones, 2018), software litigation consulting (Loren & Johnson-Laird, 
2018), reverse engineering and documentation (Richard, 2019) and source code 
change analysis (Phillips & Mok, 2019).

Sonargraph

Sonargraph is a powerful static code analyzer that allows people to monitor a software 
system for technical quality and enforce rules regarding software architecture, metrics 
and other aspects in all stages of the development process. The Sonargraph platform 
supports Java, C#, Python 3 and C/C++ out of the box and includes powerful features 
like a Groovy based scripting engine and a DSL (Domain Specific Language) to 
describe software architecture (Eshow, 2019). Sonargraph is a commercial tool for 
static code analysis of software written in Java, C#, C or C++. By parsing the source 
code it builds an in memory dependency and metrics model of the analyzed code. 
Then the model dependencies can be visualized graphically so that the user is able 
to understand the structure of the system. Moreover, the tool allows the definition of 
a logical architecture model (intended structure of the software) based on a domain 
specific language designed for software architecture. By comparing the logical 
model with the real dependency structure Sonargraph finds and list all architecture 
violations (deviations from the intended structure). Moreover, Sonargraph computes 
a wide range of software metrics that help the user to pinpoint problematic code 
sections and to estimate the overall technical quality of his project. It also helps 
with finding duplicated blocks of code, which are usually considered undesirable. 
A Groovy based scripting engine allows the user to compute user defined metrics 
and to create customized code checkers (Anonym, 2019a).

Findbugs

FindBugs is an open-source static code analyzer created by Bill Pugh and David 
Hovemeyer which detects possible bugs in Java programs (Grindstaff, 2019a; 
Grindstaff, 2019b). Potential errors are classified in four ranks: (i) scariest, (ii) scary, 
(iii) troubling and (iv) of concern. This is a hint to the developer about their possible 
impact or severity (Sprunck, 2019). FindBugs operates on Java bytecode, rather 
than source code. The software is distributed as a stand-alone GUI (Graphical User 
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Interface) application. There are also plug-ins available for Eclipse (SourgeForge, 
2019a), NetBeans (Lahoda & Stashkova, 2019), IntelliJ IDEA (Anonym, 2019c; 
Anonym, 2019d; Kustemur, 2019) Gradle, Hudson, Maven (QA Plug, 2019), Bamboo 
(SourceForge, 2019a) and (Anonym, 2019e). Additional rule sets can be plugged in 
FindBugs to increase the set of checks performed. A successor to FindBugs, called 
SpotBugs, has been created. Findbugs is an open source tool for static code analysis 
of Java programs. It scans byte code for so called bug pattern to find defects and/
or suspicious code (Anonym, 2019f).

It is an open source static code analysis tool developed by the University of 
Maryland. By performing various analyzes on the existing Java code of the software, 
it can automatically find common software errors and design defects in a short 
time. FindBugs; Java, Netbeans, Jboss, such as the development of many popular 
programs are used effectively today.

Metrics

Metrics is another open source program developed as an extension to the Eclipse 
project. The Java program in the Eclipse development environment can run in an 
integrated format, automatically measuring many commonly used software metrics 
and reporting to the developer. Metrics such as the number of static functions, 
the depth of derivation, dependency, complexity of functions, and the number of 
abstraction are just a few of them. Metrics also has the ability to graphically show 
dependencies in the software. In this way, it is possible for the developers to analyze 
the dependencies in the software better visually (SourceForge, 2019b).

PMD

PMD is a static source code analyzer. It finds common programming flaws like 
unused variables, empty catch blocks, unnecessary object creation, and so on. It’s 
mainly concerned with Java and Apex, but also supports JavaScript, Visualforce, 
PLSQL, Apache Velocity, XML and XSL. Additionally it includes CPD, the copy-
paste-detector. CPD finds duplicated code in Java, C, C++, C#, Groovy, PHP, Ruby, 
Fortran, JavaScript, PLSQL, Apache Velocity, Scala, Objective C, Matlab, Python, 
Go, Swift and Salesforce.com Apex and Visualforce (Anonym, 2019g).

Coverlipse

Coverlipse is an open source Eclipse plug-in that examines the overlap relationship 
between implementation and software code and requirements and test cases. The 
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program analyzes the overlap relationships between these three basic stages of 
software development, revealing gaps between them (SourceForge, 2019c).

Checkstyle

Checkstyle is a static code analysis tool used in software development for checking 
if Java source code complies with coding rules. The CheckStyle program is another 
open source software tool that deals with format rather than software structure. It 
helps developers work in accordance with code writing standards by performing 
format analysis on existing Java code. This software, where the institution can create 
its own writing standards, also has some generally accepted international writing 
standards (SourceForge, 2019).

SDMetrics

SDMetrics is a commercial program that can perform various visual and numerical 
analyzes on UML (Unified Modelling Language) design documents, not on code. 
By analyzing the design of the software before the design phase, ie the development 
phase, the program can reveal many nonconformities about dependency and 
complexity. Early detection at this stage can also be significant in terms of cost. 
SDMetrics is a software design quality measurement tool for the UML. It measures 
structural design properties such as coupling, size, and complexity of UML models. 
SDMetrics also checks design rules to automatically detect incomplete or incorrect 
design, and adherence to style guidelines such as circular dependencies or naming 
conventions (Anonym, 2019h).

Coverity

Coverity is a brand of software development products from Synopsys, consisting 
primarily of static code analysis tools and dynamic code analysis services. The tools 
enable engineers and security teams to find defects and security vulnerabilities in 
custom source code written in C, C++, Java, C#, JavaScript and more (Anonym, 
2019i). SonarQube is a sophisticated quality assurance package with many source 
code measurements from anomaly numbers to traditional size and complexity 
measurements, similar to FindBugs or PMD.
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SOLUTIONS AND RECOMMENDATIONS

In software process, there can be many different problems. Some of them are 
mentioned below:

•	 how can a software’s size be measured?
•	 how can a software’s security be measured?
•	 how can a software’s deadline be estimated?
•	 how can a software’s cost be estimated?
•	 how can a software’s usability be improved?
•	 how can a software’s complexity be calculated?

The number of these type of questions can be increased. The software metrics are 
the solutions of these questions. So the software metric subject is very important in 
software engineering concept and the authors of the chapter recommend that there 
must be more studies about software metrics.

FUTURE RESEARCH DIRECTIONS

The software metrics are getting more and more important in “software engineering” 
concept. As new software programming approaches come up, new software metric 
tools will come up too. In recent years, the number of literature studies about 
software metrics has been increased and in the future, it is expected that the number 
will increase more and more. Also, it can be easily said that to work about software 
metrics become a more valuable subject in the future.

CONCLUSION

Software metrics are the parameters that provide the comparison of software. So 
they are very important while estimating a software’s deadline, cost and so on, 
Therefore a programmer need software metrics a lot. Because there is no definite 
rule for measuring software metrics, there are different metric sets and all of them 
mention about different properties of software. A programmer or a development 
team chose the most definite software metric set to their software.

This chapter mentions about the importance of software metrics with three 
points. First of all, the literature studies about software metrics are given. From this 
literature review, it is understood that there are different classes of software metrics 
and many different software types uses software metrics since 1990s. Secondly, the 
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different software metric sets such as Chidamber & Kemerer Metric Set, MOOD 
Metric Set, QMOOD Metric Set, Rosenberg & Hyatt Metric Set and Lorenz & Kidd 
Metric Set are mentioned. There are other software metric sets in the literature but 
these are the most popular ones so the other sets are not mentioned inthe chapter. 
This part of the chapter tries to answer the question of a programmer “Which metric 
set I must use?”. The last point which the chapter explains is software metric tools. 
A software metric tool is a way to measure software metric values.

By this chapter, software metrics, software metric sets and software metric tools 
are explained. The aim of the chapter can be said as “to mention the importance of 
software metrics in software engineering concept”.
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KEY TERM AND DEFINITIONS

Line of Code (LOC): Line of code (LOC) is a software metric used to measure 
the size of a computer program by counting the number of lines in the text of the 
program’s source code.

Object-Oriented Programming (OOP): Object-oriented programming (OOP) 
is a programming paradigm based on the concept of “objects”, which can contain 
data, in the form of fields (often known as attributes), and code, in the form of 
procedures (often known as methods).

Software Complexity: Software complexity is a way to describe a specific 
set of characteristics of a code. Software complexity is a natural byproduct of the 
functional complexity that the code is attempting to enable.

Software Development Life Cycle (SDLC): Software development life cycle 
(SDLC) is a process that produces software with the highest quality and lowest 
cost in the shortest time. SDLC includes a detailed plan for how to develop, alter, 
maintain, and replace a software system.

Software Metric: A software metric is a standard of measure of a degree to 
which a software system or process possesses some property.

Software Testing: Software testing is a process, to evaluate the functionality of 
a software application with an intent to find whether the developed software met the 
specified requirements or not and to identify the defects to ensure that the product 
is defect free in order to produce the quality product.

Software Testing Tool: Software testing tool is an automation, a program or 
another software that provides a quick and reliable software test.
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Nearly all of the Egyptian hospitals are currently suffering from shortage in rare 
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INTRODUCTION

Humanity should be the main practice of all people towards others in order to live 
in peace. One of the best characteristics of humanity is to help save people’s life. 
Modern and smart cities are evaluated by the healthcare level they provide, which 
is reflected on their production levels. The main problem in field of healthcare is to 
provide more accurate equipment and requirements for healing and saving human 
life, but what if the required equipment in already within our hands, do we offer 
them for helping patients to save their lives? The main equipment is the blood, 
which really save human life on earth. The main idea of this project is to encourage 
people to help themselves by being permanent donators and to help in managing 
the blood banks and hospitals.

The problem occurs when many patients in hospitals are in emergency situations 
and need blood urgently, but the hospital administration runs out of blood and they 
can’t fully save the situation and in this way one’s life becomes in danger. Most 
hospitals suffer from shortage in quantities of rare blood types (e.g., -AB, -B, +AB) 
to perform urgent surgeries, which leads hospital administration to ask patients’ 
families to donate the required blood quantities or they are forced to pay if the required 
quantities are already available in these hospitals or blood banks. According to the 
health international organization, each country has to donate with percent at least 
(2:3) % from its population (World Health Organization, 2019).

Recently, the ministry of healthy focus has been on improving the management 
processes between blood banks and hospitals (The Ministry of Health and Population, 
2016). The proposed idea of this project (Point of Life: Blood Bank Management 
System (BBMS)) is to tackle problems related to the blood banks for collecting 

leads them (hospitals or doctors) to ask patients’ relatives to donate the amount 
of the required blood. The alternative is that they are forced to pay for the blood if 
the required type and amount is already available in these hospitals or the blood 
banks. The main idea of this work is solving problems related to the blood banks from 
collecting blood from donators to distributing blood bags for interested hospitals. 
This system is developed in order to enhance the management, performance, and 
the quality of services for the management of blood banks, which will be positively 
reflected on many patients in hospitals. This chapter targets undergraduate students, 
academic researchers, development engineers, and course designers and instructors.
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blood bags from donators and distributing them for interested hospitals according to 
criticality of patients’ cases. In addition to the lack of blood bags due to urgent patients 
requirements, the other problem that face blood banks and hospital administration 
could be summarized into the following points: (a) there were poor communication 
between hospitals and blood banks for reserving and delivering blood bags, (b) 
because blood bags are limited, hospital administration should set some criteria for 
reservation priorities, (c) blood banks have to select the most valuable places for 
starting their campaigns, (d) patients require urgent communication with donators. 
The proposed idea of the project concerns addressing and solving these problems 
in a way that encourages citizens to be permanent donators.

This chapter presents our software engineering and implementation details for an 
information system that serves Egyptian blood banks. This proposed system is called 
Blood Bank Management System (BBMS). This system will give assistance for the 
blood banks, starting from collecting the blood from the donators to distributing the 
blood bags for interested hospitals. This system was developed in order to improve 
the management, performance and the quality of services for the management of 
blood banks, which will be reflected on the number of the served patients in the 
hospitals (Egyptian National Hospitals).

The chapter is organized according to the system development life cycle (SDLC) of 
the waterfall model as follows. The next section presents background, then the related 
work section surveys current applications and researches to clarify opportunities and 
new features of the proposed system. The subsequent two sections present system 
architecture and software engineering details, such as use-cases, system sequence 
diagram and so on. After the implementation and results details are discussed, 
conclusion and future work are finally presented.

Background

This section presents some knowledge concerning the Internet of Things (IoT) and 
Machine Learning (ML) that we need to enhance our system performance to achieve 
main goals and ideas to solve the above-mentioned problems.

Internet of Things

Internet of things (IoT) is a new technology, which provides information about 
things, devices, and environmental events on the Internet. A similar technology 
which is an extension to the IoT is the Web of Things (WoT) which visualizes sensed 
information on the web. But for building simple IoT application, what we need is to 
attach sensor or actuator to the thing that we need to inform about its states online. 
(Younan, Khattab and Bahgat, 2015; Younan, Khattab and Bahgat, 2017) . This 
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process converts ordinary things into smart things (STh), such as shown in Figure 
1. In the project we built simple IoT using GPS with the mobile application in order 
to track nearby campaigns such as discussed later in the implementation section.

Machine Learning

Machine learning (ML) technology enables machines to learn from the current 
inputs to assess or predict some situation. ML algorithms are classified into three 
main categories: supervised, unsupervised, and reinforcement learning. Algorithms 
examples of type supervised are: Support Vector Machines, neural networks, decision 
trees, K-nearest neighbors, naive Bayes, etc., and there are some algorithms of type 
unsupervised, such as K-means, Gaussian mixtures, hierarchical clustering, etc.

In our project we implement some aggregation functions in the first version - 
during studying machine learning fundamentals - in order to get best place, in which 
we get the highest quantities. In the next version we use some python libraries like 
pandas, skitlearn, numpy, matplotlib etc. to study current generated data sets to 
study the correlation between elements such as quantities, blood type, job, etc. more 
details are presented later in the chapter, system implementation section.

RELATED WORK

This section summarizes the current manual and most relevant software solutions 
relevant to this work.

Manual Solutions

Manual solutions in the Egyptian hospitals: are set of rules for managing the processes 
of getting the required quantities: (a) enforcing patients’ families to donate for their 
patient directly, if they have the same blood type, or they donate and the hospital 
exchange this quantity with the required blood type, and (b) pay for the hospital if 
the required quantity and type is available.

Software Solutions

Current automatic software solutions partially solve the problem by increasing the 
possibility of finding donors.

1. 	 Ahyaha (Mn Ahyaha | Blood Donation, 2019): a mobile application which 
enables its users to search about donors and call them.
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2. 	 Short message service (SMS) blood bank (Krishna and Nagaraju, 2016). The 
authors in the research paper propose an application which sends a short SMS 
for communicating blood bank, donors, and patients.

3. 	 The research work (Mahalle and Thorat, 2018) presents a smart blood bank 
system based on IoT for improving response time tacking benefits of cloud 
computing for connecting almost blood banks.

4. 	 GPS is used to create an e-Information about the donor and organization that 
are related to donating the blood (Mandale, et al., 2017). The main service is 
the communication between patients and blood bank centers.

5. 	 OneBlood (OneBlood, n.d.) is a mobile application that enables its users to 
search for places to donate, see health history, lookup for donation history.

6. 	 Blood Donation (BD) is a mobile application where user send request to all 
users who use this application and have the same blood type (written in their 
profile) (Mostafa, et. al, 2013).

Figure 1. From things to smart things (STh)
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7. 	 The application described in this chapter offers extra features to ease the 
donation process in the sub-system ‘donator app’. The application includes 
properties such as adding friend, transfer points, donate for charity. It uses IoT 
to search nearby campaigns and displays some information about the current 
campaign.

Other applications for the same purpose of connecting donator with the patient 
could be downloaded from the app store:

8. 	 Inove Blood Donor, 2018 (Inove Blood Donor, n.d.)
9. 	 B POSITIVE - Blood Donation, 2018 (B POSITIVE - Blood Donation, n.d.)
10. 	 Donate Blood, 2019 (Donate Blood, n.d.)
11. 	 The Blood Donation Process, 2018 (The Blood Donation Process, n.d.)
12. 	 NHS blood donation –NHS blood donation, 2019 (Home–NHS blood donation, 

n.d.)

To sum up, these are examples of the current solutions for enhancing the process 
of blood donation but not limited. All of these applications are selected based on 
their relevance to the main problem that we target to solve. They offer sub-features 
which partially solve the problem. No one of them provide the ability to save blood 
to be available before the critical events occur, but the proposed system adds these 
extra features in addition to the common feature of connecting donators with patient. 
Additional feature which is the ability to select the best and the most relevant donators 
who are (family member, nearby friends, and charity donators as well), these features 
increase the availability of blood bags and increase the ability of saving lives.

The proposed solution in this chapter adds new features for encouraging donors 
and for predicting urgent events for helping to take the right action in the right 
time, where all patient needs are reserved automatically once doctors’ examinations 
are finished. The proposed system takes benefits of the artificial intelligence and 
machine learning in addition to the cloud computing and IoT for solving problems 
of rare blood types. All of the systems described previously try to enhance the 
communication between patients and donators by announcing and communicating 
them using central database. This feature was expanded in our work to enhance the 
communication between blood banks as well.

Table 1 summarizes the main features compared to our application. From this 
table it is possible to infer that all the expected features that our system presents as 
discussed later. These comprehensive features are for managing blood collection 
and distribution between the blood banks and the hospitals for enabling donators to 
serve patients directly and themselves indirectly, where donation points are saved 
in their balances.
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Total points were calculated supposing that every feature = one point, and it is 
just for comparing the number of recommended services that every project has to 
support. The impact of a feature that enables patient find donator is less than the 
feature that enables patient find nearby family and friends as donators as well. In 
addition to ‘find donator’, or ‘encourage donators to be permanent donators’. From 
this comparison, we found that our system excels all the existing software and 
presents promising solutions.

System Description

This section presents more detailed information about the process that the project 
development team did to extract the system requirements to provide the recommended 
services, all this information was reflected on the system description presented in 
this chapter.

Table 1. Related work summary

Where: D: Donator, BB: Blood Bank, H: Hospital
Fm: family, fr: friend, hu: human
CE: Critical Event, NC: Nearby Campaign
p: one patient < mp: more-patients < mpc: more-patients continuously
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Needs Assessment

In order to gather information about system requirements, we have to gain some 
official privileges from our faculty to visit different hospitals and blood banks. Thus, 
we prepared some documents and plans for getting recommended information about 
current processes and the problems facing these organizations in order to understand 
and infer opportunities that our project idea will be built up on. Team members 
usually meet every week to discuss current progress, new obstacles and risks, and 
to determine list of tasks that have to be accomplished before the next meeting, i.e., 
Periodical meetings assess accomplished tasks highlighting recommendations for 
the next period, a short plan may be created if it is required. By executing these 
plans, we could summarize main requirements recommended by these organizations 
(blood banks and hospitals) as follows:

Hospitals were recommended to:

1. 	 Increase the availability of blood bags in real-time (from blood banks or 
donators).

2. 	 Organize the delivery of the blood bags with hospitals in an easy and well 
managed way.

3. 	 Faced problems: in some situations, surgeries’ schedule cannot be managed 
due to the unavailability of the required blood bags.

Blood banks:

1. 	 Organize the way of requesting the blood bags.
2. 	 The difficulty of identifying when they have to save some blood bags on the 

shelf for urgent surgeries.
3. 	 They complain from the low-level of the donation culture among people.

Other requirements are gathered using social media (questionnaires) for analyzing 
what donators need in order to be a partner in solving these problems. We found 
some notes from their answers, in brief, they are:

1. 	 We don’t know where the campaign is.
2. 	 We already donate in urgent events if we know patients and, in all times, if 

they are near us or they are one of our family members.
3. 	 Some of them need special persuasions for donate in most times it is available
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All these notes were studied carefully to understand and infer what is behind 
each answer and comment such as explained in the following few sections. General 
milestones in brief are organized in Table 2:

Economical, Technical, and Logistical Constraints

Contingency and risk mitigation plan: Table 3 organizes risks according to main 
phases and system parts. Main phases are: (a) information gathering, (b) development, 
and (c) system operation. Main system parts are: (a) Blood Bank, (b) Hospital, (c) 
Donator, and (d) Campaign. Critical constraints are coloured with red. Table 4 shows 
different constraints and their associated managing rules.

Challenges Encountered and Lessons Learned

As mentioned previously in risk mitigation sub-section, during requirements 
gathering we needed to understand how the cooperation between hospitals and 
blood banks are held or established, what are roles of each employee in the blood 
bank, what are the main rules for distributing blood bags for patients, how blood 
banks help hospitals in critical issues, etc. we learned in this step that when we 
intend to develop systems for governmental organizations, we have to work and 
start meetings formally, i.e., by preparing the required recommendation letters. We 
have to prepare our questionnaires well to save employee time, so that we can gain 
their acceptance and cooperation.

Table 2. Milestones and outputs
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Table 3. Risk analysis
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In system analysis phase it is preferable to relay on different methodologies like 
questionnaires, and Joint Application Development (JAD) sessions. Cooperation 
between team members in earlier phases comes provides more satisfactions during 
latest phases. Almost all of User Interfaces were modified due to added features 
and due to blood bank manger involvement. Thus, before starting implementation 
in almost services, we decided designing a prototype to gain initial acceptance from 
blood bank manager. We agreed to implement basic services in each sub-system in 
parallel at first to present backbone services for blood bank manager in later meetings.

Initial System Specification

System has to provide services of features that tackle many problems as indicated 
briefly:

•	 Solve the problem concerning the lack of blood quantities by making the 
blood available to improve the healthcare services.

•	 Find the right donors at the right time.
•	 Provide the full management system for patients who need blood.
•	 Live monitoring for blood types, current quantities, and recommendations 

from hospitals.
•	 People won’t pay money to get the blood so they will save their money.
•	 There will be more blood bags in all hospitals (i.e., supporter live-events).
•	 Solve the problem of delaying, which happens when the patients need the 

blood
•	 Improves the confidence between the government and our system through 

enhancing medical sector of the Ministry of Health.

Table 4. Points, constraints and proposed managing rule
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•	 Organize the distribution process of ambulances on all regions to avoid the 
problems like the ambulances were founded in regions don’t have any blood 
donator or in regions suffer from lacking the blood type that has a greatest 
need, this solution save the time and efforts so the process become more 
organized.

Such features will build a new organized environment in the healthcare sector by 
enhancing performance of the blood bank systems, where its results will be reflected 
on healthcare services presented by the governmental hospitals. High functional 
description for main services that our system presents are as follows:

•	 Search for Donors: Enables patients search for near donors and call them.
•	 Urgent Family Announcement: Enables patients’ family members know 

their status directly.
•	 Connect patients with donors.
•	 Create Accounts for New Donors: Donors can create their accounts and 

track their health states using reports that the system adds for them.
•	 Our system enhances the trust (between donors and ministry of health) by 

offering some medical help and advice for the donors.
•	 Monitor and Analyze Blood Types: All blood types and their current 

quantities are analyzed in the real-time to act best actions in the right time.
•	 Reserve certain blood type for certain surgery operation: hospitals can reserve 

blood for their patients according to hospital surgery schedule.
•	 The donator who has the largest number of points from his donations 

processes gets a special treatment from different sectors.

This application is recommended to enhance its performance by getting benefits 
of the latest technologies and science.

Final System Specification

Requirements Elicitation, Analysis, Prioritization 
and Change Management

By analyzing the current problems in the donation process using questionnaires and 
JAD sessions, we found that most people need to trust in the distribution process, 
and they can donate only for patients they know. The main goal of our system is to 
encourage donators to be permanent members in our system especially in urgent 
situations for serving the critical cases, which lead us to put some features like 
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saving points in donator balance to save his/her family when some circumstances 
occur, and sending medical analysis report concerning their states.

Thus, features to encourage donators came in front of recommended features list. 
We think in the idea of saving blood bags for themselves and for their families to 
leverage trust level for donators. On the other side, for people who already has the 
culture of donation, we added another feature called ‘Charity points’, so that saved 
points could be used for serving urgent case (people haven’t accounts and are in 
need). The common solution is to call donors in urgent cases. From this point we 
think to improve this process by collecting more blood bags and grouping people 
according to their choices to participate in our catchword ‘sharing the blood for 
saving life flood’. The proposed system supposes some rules to be executed in order 
to manage and organize the blood collection and distribution processes.

To sum up, during the analysis phase, our system was recommended to present 
solutions for the following problems, which recommends some modifications on 
the initial system requirements such as indicated in Table 5:

•	 Blood Shortage.
•	 Unbalancing among different BBs.
•	 Getting required blood bags on time, i.e., saving time consumed for getting 

need blood type and quantities.
•	 Obligating the patient relatives, the required amount of blood (patients or 

their families search for donors).
•	 Culture of donations depends on the trust between donors and BBs.
•	 Random distribution for campaigns.
•	 Difficulty of distributing blood types for patients.
•	 Surgeries in hospitals depend on the availability of blood (type, quantity)

Functional Requirements and Main Stakeholders

Patient is the first point of contact who gains the most valuable benefits of this system 
(saving his/her life). Also Hospitals are main stakeholders, where the system can 
improve quality of services they present. Blood bank manager, Employees, donators, 
and doctors are main system users; also they can act as donators to save their life 
and their family. Blood banks get a lot of benefits from system features. Main actors 
of our system are indicated in the following use-case diagram.

Figure 2 briefly highlights most of functional requirements as a list of services 
categorized by main users. But for more details, we summarized them in a form of 
use-case diagram to indicate which actor can access which feature.
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Figure 2. Use-cases diagram

Table 5. A list of changes and modifications made in system features
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Table 6 presents a brief description for some selected common use-cases, while 
main such as, make donations, start new campaign, mange balance points, and 
manage patient request use cease are written in fully dressed format in Table 7.

System Sequence Diagram (SSD)

Figure 3, Figure 4, present SSD for some selected use cases to explain more details 
for the interactions between the actors of these use cases and the system.

Design Class Diagram (DCD)

Main classes are different actors (e.g., BB employee, donator, patient, and doctor) 
and main system parts (e.g., campaign, BB, hospital, donator-App); additional classes 
are such as (medical-report, request, donation, notification, friend, balance, blood 
bag), Figure 5 shows relationships between classes after filtering and summarization.

Table 6. A brief description for selected use-cases
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Non- Functional Requirements

In order to build system that gains trust of its users, we determine the following 
features to be integrated in our system to enhance confidence level for our users:

•	 Availability: Main system requirement is the internet. In case of the Internet 
is unavailable, the system stores the data on local server until the connection 
is back then replicate data.

Table 7. Main use-cases written in fully dressed format
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•	 Security: Server should be secured, and access privileges should be organized 
and assigned.

•	 Easy to use: because donators are normal users.
•	 Reliable Communication Between System Part: Because data sharing 

between hospitals, blood banks, and campaigns monitor real-time availability 
of blood bags.

•	 Operational: The system is designed to have a web-based and a mobile-
based application. The user will need to download the application from 
Google play store.

Figure 3. System sequence diagram: create profile - add donation

Figure 4. System sequence diagram: monitor blood bags -get report
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SYSTEM OVERVIEW

This section provides an overview of the proposed system. Main parts as mentioned 
earlier are: The first two main parts (i.e., organizations: Hospital, and Blood 
Bank), and the other two essential parts are donator and campaigns. Based on this 
organization, the following scenario clarifies how these parts cooperate to make 
donation processes easy and available in the real-time without any pressure.

Scenario

Suppose that someone did an accident and the ambulance carried him to the nearest 
hospital. The problem now is how to save that patient who needs blood transfusion 
for at least X blood bags. Thus the hospital communicates with the nearest blood 
bank, but unfortunately, there aren’t available blood bags to save patient life. In 
that critical time, the patient is requested to inform his family (but how?), also to 
search for donators, but who is available now and who has the same blood type?

Figure 6 explains the above scenario and solution presented by our system. Where 
circle (1) is the hospital, a request was registered for the patient, now the BB receive 

Figure 5. Point of life design class diagram
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Figure 6. A scenario for declaring benefits of the IoT as a sub-system in our project

Figure 7. System Architecture: (a) Main Parts - (b) IoT model in our system
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a new patient request, patient’s family members and friends are informed with 
that accident and know that he was in need to blood bags such as shown in circle 
(2), friends now can transfer points from their balance and can search for nearby 
campaigns to donate (i.e., thanks to IoT technology). Circle (3) is the campaign car 
that is located in a place where most donators exist, circle (4), due to historical data 
analysis using aggregation functions and machine learning algorithms for prediction.

System Architecture

The following figure explains the main architecture of our system in more details, where 
the left part of Figure 7 explains how different parts of the system communicate and 
cooperate to serve patient and to help donator to present his service in an easy way.

Hardware Architecture

The proposed system has two versions due to some circumstances on the 
implementation costs and blood bank acceptance, current version uses simple 
components to integrate benefits of the IoT, such as shown in the left part of Figure 
7. The figure indicates how the system implements the IoT module to integrate its 
benefits in the total benefits of the system to serve patients and donators. The next 
version, which is postponed for getting final acceptance, basis on integrating the IoT 
deeply in our system, for instance designing some type of wearable that add more 
smartness in the life for enabling patients more secure and personalized notifications.

Software Architecture

In this section we present the main services as a list of milestones indicating work 
progress and who are involved in each sub-system. Figure 8 lists of services that 
each sub-system presents, note that next step and final step was colored red in during 
interim report submission, but now these services are finished. The software main 
architecture of the proposed system could be categorized into main four parts as 
follows:

•	 Part One (the Core of the Blood Bank System): Which collect all data 
about campaigns, collected blood bags, patients’ requests (recorded by 
hospitals), this part is being implemented as a web application, this part 
enable all doctors and employees in the bank to manage and do all required 
functions with more facilities.

•	 Part Two (Hospitals): This part of the system is being implemented as a 
web application, through which the hospital can request and record their need 
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form the blood bags (i.e., record patient information and limit critical degree 
for every case).

•	 Part Three (Donators): This part is being implemented as a mobile 
application, which enables donators to follow and track current near 
campaigns, receive their medical analysis report, get notification about 
critical events concerning a member of their families, friends or any patient 
near them and need a help. Using this application, donators can transfer some 
of their points to other accounts so that patients in need to extra point can 
deliver the required blood bags.

•	 Part Four (Campaign): A mobile application is being implemented for 
campaigns so that employee can record new donation process creating 
profiles for new donators.

Figure 8. Software architecture detailed by milestones, time schedule, and team 
members
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SYSTEM IMPLEMENTATION

This section discusses the implementation details declaring each stage to fulfill 
the main scenario listed above in system description. Next sub-section clarifies 
algorithms implemented in the project based on use-cases declared earlier. Then, 
the following sub-section explains user interfaces. IoT and ML explanations is given 
in the subsequent sub-section.

System Algorithms

In this section we explain a flowchart for serving patients requests. The full scenario 
starts when a patient entering the hospital. Firstly, the hospital registers a request for 
the patient to be sent to nearby blood bank, once BB receives the request, it checks 
if that patient has enough points or he needs to transfer some points from his family 
members and friends. Our system checks this state automatically and withdraws 
remaining points then informs his family and friends. In the case that they have no 
points it checks if there were a charity points available or not. Once points were 
withdrawn, his request will be moved to the served list to assign delivery date for 
receiving blood bags as indicated on the right-hand part in Figure 9.

This section presents in more details the user interfaces in each part and explains 
how each part presents the required use-cases mentioned earlier.

Hospital Sub-System

Using this part of the system, hospitals can login to the system (left part of Figure 
10) to manage requests. The right part of Figure 10, the hospitals can view current 
requests grouped by their states. When doctor or employee press on the add request 
button a new window (see Figure 11) will open to fill all required details (patient 
id, blood type, quantity, level (i.e., criticality degree… etc.).

Blood Bank Sub-System

This part was implemented as web application. Employees login to the system to 
handle incoming patients’ requests, and lunch new campaigns to collect blood bags 
from donator. Such as shown in Figure 12 users login to the system (see the left 
part of Figure 12) and manage all processes in blood bank, the right part of Figure 
12 shows current blood statistics such as current requests, current shortage, and 
available quantities in blood bags and so on. Employee can lunch new campaigns as 
discussed before and select which destination campaign will be located according 
to the required need and availability of donators in that place (see Figure 13). This 
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Figure 9. Serving patients requests

Figure 10. Hospital. (a) login to the system. - (b) view requests.
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service was presented into versions as explained next, using simple aggregation 
functions and using machine learning.

Donator Sub-System

Donator mobile application (Figure 14) enables its users to add friend mange points 
for family and friend use or for charity use; also, they can search for nearby campaigns 
(IoT implementation), such as shown in the left part of Figure 14. After donation, 
BB sends medical analysis reports for them, they can save their report to be healthy 
archive. They can receive notifications concerning other friends.

Some snapshots are taken for more explanation in the implementation of this part 
as follows. Code behind add friend button is shown in Figure 15, which is divided 
into four parts after checking the value of the current state for the current user with 
the person who wants to authenticate him:

Figure 12. Blood Bank. (a) login screen. (b) general blood statistics.

Figure 11. Hospital - add new request
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•	 If the current state value is equal to “not_friends” in this case, it allows the 
sender to send a friendship request to the other person. The id of both the 
sender and the receiver is stored in the (Request Friends) table and the current 
state is changed to “request_sent”.

•	 If the value of current state is equal to “request_sent” in this case, the user 
can cancel the friendship request that sent, and then the id of both the sender 
and the receiver is deleted in the (Request Friends) table and the current state 
is changed to “not_friends”.

•	 If the current state value is equal to “request_received” in this case, the user 
whose friendship request was sent may accept this friendship request or reject 

Figure 13. Blood Bank -new campaign registration

Figure 14. Donator (a) main services. (b) search for nearby campaign service
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it and then store the id of both sender and receiver in the (Friends) table and 
delete the id of both the sender and the receiver in the table (Friends Request) 
and change the current state to be equal to “friends.”

•	 If the value of current state is equal to “friends” then the user can cancel the 
friendship between them and then delete the id of both the sender and the 
receiver in the (Friends) table and change the current state to be “not_friends”.

In the following, code behind buttons are briefly explained.

•	 Manage points button: the left part of Figure 16 shows balance points, shared 
points and family points. This button has the possibility of distributing points 
to the family points or the shared points, as shown in the right part of Figure 
16. The value of the points is reduced or increased according to the values 
that are entered in the family or the shared points. It is not possible to enter 
values greater than balance points.

•	 Near campaign button: Figure 17 retrieves latitude and longitude values for 
each vehicle where they are launched and follow the campaign that is near 
from the current location of the user. The current user location is obtained 

Figure 15. Donator -code behind add friend button
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after displaying a dialog for allows permission to access the current location 
of the user. Next, the nearest vehicles are shown in the map. Then, the user 
can locate the appropriate location and can go to the nearest vehicles and 
donate.

•	 Viewing reports: Figure 18, in which the results of the medical reports of the 
donor after his donation are retrieved from the Firebase.

Campaigns Sub-System

A mobile application is being implemented for campaigns so that BB employee 
can record a new donation process creating profiles for new donators, also can get 
some information about current report, such as shown in Figure 19. For making a 
donation, empoyee firstly enter donator id and search if he has an account, if he has 
an account a profile and donation previlages appear such as shown in Figure 20.

Figure 16. Donator - Code behind manage points button

Figure 17. Donator - code behind nearby campaign
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Machine learning algorithms (supervised learning) are used in the project for 
analyzing and classifying data (results from previous campaigns) in order to predict 
the most relevant and valuable places for starting new campaigns, which enables 
the proposed system to schedule new campaigns automatically considering current 
needs and shortage in blood types and quantities, such as shown in Figure 21. The 
implemented machine learning algorithms are regression for predicting the amount 
of blood that will be received and the SVM classification algorithm, which create a 
hyper-plane to distinguish between categories, which has been used for predicting 
the places of donations.

Taking benefits of the IoT and machine learning enhances performance of our 
proposed system where IoT enable donators to know about the nearby campaigns such 
as mentioned above (see Figure 7) and machine learning (ML) enable our system to 

Figure 19. Campaign Login – services – current report

Figure 18. Donator - code behind view report button
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Figure 20. Campaign - make donation - get profile and privileges

Figure 21. Point of life system analyzes collected data to predict new campaigns’ 
places
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predict which place that campaign has to go to in order to get the required quantities 
and types. In addition to using machine learning our system can assess donation 
culture level, such as show in Figure 22, left part correlation matrix - generated by 
Python - indicates that job has the higher impact in the generated dataset. Figure 
22 right part shows density distribution over each attribute. For example, from this 
figure, we infer that the higher donation processes were done by men and number 
of donators who donate two bags is higher than who donate one bag per time.

Campaign dataset was saved as a ‘.csv file’ for executing ML algorithms and 
for data visualization to understand the main features that have impact on the blood 
donation or transfusion. The first step is to pre-process the data to be suitable for the 

Figure 22. Blood Bank dataset (DS) - (a) Correlation Matrix– (b) density plot for 
DS attributes

Figure 23. Load dataset after mapping fields
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machine learning algorithms by encoding values such as places into digits, blood 
types into digits, gender into binary, place type into digits, and month into digit.

The second step is to do some quantitative data analysis on quantities of each 
blood type, such as shown in Figure 23. Figure 24 shows some statistics such as 
mean, minimum, maximum, etc. for each attribute in the dataset.

The third step is to implement logistic regression in order select the best features’ 
scores (ranking features based on their impact), such as shown in Figure 25. The 
fourth step is to split dataset into training and testing (Figure 26).

Hardware and Software Platforms

For blood banks and hospitals, the used hardware should have the specifications 
that can handle big data applications. Consequently, the development team planned 
to use massive storage capacity, GPUs and Multicore CPUs.

•	 Processor: -Intel® core™ i5-4200, and for machine learning Intel® core ™ 
i7-4790 CPU@3.60GHz.

•	 RAM: 6.00 GB
•	 Linux and Windows 10, 64-bit are used as Operating System
•	 For donator, the system is designed to include a web-based and a mobile-

based application. The donator will need to download the application from 
Google Play Store.

Figure 24. Python statistics on campaign dataset
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Development tools, languages, etc., utilized during the project are given in the 
following:

•	 NetBeans (Free), Android Studio (Free), Microsoft visual studios (with a 
license), Anaconda (Free), Tensorflow (Free), Microsoft office (free), visual 
paradigm (Free),

•	 Adobe xd (with a license).
•	 The team developed the mobile app with Android Studio that also needs at 

least Android 4.4.2.
•	 For machine learning, the development team used Python (Anconda and 

Pysharm) with machine learning packages such as skit-learn.
•	 For web developing, the development team used HTML5, CSS3, JQuery and 

JavaScript.

Figure 26. Training and testing accuracy

Figure 25. Logistic regression
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CONCLUSION AND FUTURE WORK

The proposed system presents a mobile application and web application for collecting 
and distributing blood bags between blood banks and hospitals in order to enhance 
the healthcare sector taking benefits of new technologies such as the Internet of 
things (IoT) and machine learning. IoT affects our daily life, where it has been 
integrated in daily life objects and things to inform about their states and about 
their surrounding environment. Taking benefits of this technology in our proposed 
system could enhance and easy services presented to donators to interact with the 
system and participate as permanent donators.

Using the developed system, family members can help themselves when a critical 
issue occurs for any member. Once a critical notification has been delivered by family 
members (i.e., urgent notification concerns a family member), they automatically share 
their blood points and discover all nearby campaigns to donate, where campaigns 
cars host GPS devices and update their location in the real-time, such as shown in 
Figure 7, where patient was in a hospital and in need for blood bag, the point of life 
system can help him by informing his friends and family member, so that blood 
points were added to patient’s account.

Taking benefits of machine learning implementations also enhance the smartness 
of our system, where the proposed system analyzes and classifies data (results from 
previous campaigns) in order to predict the most relevant and valuable places for 
starting new campaigns, i.e., scheduling new campaigns automatically considering 
current needs and shortage in blood types and quantities.

To sum up, outcome could be categorized based on main stakeholders such as 
follows:

The Hospital sub-system:

1. 	 Gaining the required blood bags in an organized manner by registering requests 
with the required blood bags for every patient assigning his criticality degree.

2. 	 Real-time monitoring for the availability of blood bags for certain request (i.e., 
patient).

3. 	 Receive sufficiency-schedule for patients’ requests to help hospital 
administrations in organizing surgeries and operations.

The Blood Bank and campaign sub-systems:

1. 	 Monitor the campaigns and the availability of blood types and quantities in 
real-time.

2. 	 Organize distribution process of the blood bags.
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3. 	 Increasing the availability of blood bags by encouraging donators, i.e., presenting 
to donators valuable feedback reports and notifications on their healthy and 
on their family.

4. 	 Initiate campaigns in an easy way by selecting the valuable places for fulfilling 
patients’ blood needs.

5. 	 Real-time analysis for the donation processes done by all campaigns.

The Donator sub-system:

1. 	 Increase maturity or culture level for donators to understand that they help 
themselves at first and their family as well by sharing their blood points from 
their accounts.

2. 	 Increase charity cooperation especially in helping patients to save their life.
3. 	 Remove obstacle for gaining urgent healthcare services that require blood 

donation in real-time.

The next version of our system can analyze settlement diseases to predict required 
blood quantities and types in the near future, for example the average number of 
children who suffer from ‘the Mediterranean anemia’ next year and percentage of each 
required blood type. Moreover, machine learning algorithms will be implemented 
for sending personalized notifications for certain donators in the right time. The next 
version can also classify and organize requests from hospitals based on the criticality 
of cases (i.e., ranking patients). Based on patients’ information gathered from hospitals 
requests, our system can predict the required quantities and types of blood types in 
the near future. We plan to add extra features to improve the satisfaction level for 
donators, patients, blood banks, hospitals by studying current technologies that aid 
our implementation. IoT will be implemented deeply by designing special wearable 
devices that notify patients with vital measurements. Also it can call donators and 
inform family members and friends automatically.
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KEY TERMS AND DEFINITIONS

Blood Bank: Is a place where blood donated by people is stored and distributed 
to hospitals whenever needed.

Blood Bank Management System: Is an information system to help blood 
banks in managing their work related to donators and hospitals.

Donator: A person who donates blood.
IOT: Is a set of technologies where different devices are connected throughout 

the internet.
Machine Learning: Is a collection of algorithms that learn from historical data.
SDLC: Is the system development life cycle, which refers to the steps undertaken 

to create and maintain an information system.
Software Engineering: Is the process of applying some engineering techniques 

in the process of software development.
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APPENDIX 1

Project Plan

System development life cycle (SDLC) of this project is being implemented using 
combination of parallel development and prototype methodologies. Based on main 
parts of the system, Figure 27 shows system features and their progress in more 
details. Our team suggests assigning team leader for each part to be accomplished 
and revised well with our supervisor.

Campaign Dataset

Campaign dataset was saved in ‘.csv’ format in order to be readable by python 
libraries (IDE: python – jupyter) (see Figure 28).

Project Presentation (Video Link)

A presentation for this project was recorded as a video and uploaded at YouTube 
under the following link https://youtu.be/g3-C6aBD3Tw (Point of Life - Presentation, 
2019).
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Figure 27. Detailed schedule of the second semester
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Figure 28. Original dataset for campaigns in .csv format
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