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Radio astronomy studies the properties of cosmic sources and phenomena at the radio wave spectrum. 
In radio astronomy, radio telescopes are built and used to observe naturally occurring signal emission 
from celestial objects, such as planets, stars, galaxies, pulsars, quasars, etc. The electromagnetic waves 
emanated from cosmic sources carry spectral and spatial information which is important in the field of 
astrophysics. The wave signal radiated from dust clouds in the interstellar medium (ISM), for instance, 
allows astrophysicists to probe the origins of stars, how they are formed, as well as their underlying 
physical and chemical properties. The cosmic microwave background (CMB) radiation is believed to be 
the relic radiation of the Big Bang. Hence, by detecting and analysing CMB radiation, the information 
of the early universe when it was merely 375,000 years old could be unveiled.

A typical radio telescope is made up of a main and a sub-reflector, a mixer circuit, a local oscillator, 
a detector circuit, and a data processing unit (Yeap, Tham, Yassin, & Yeong, 2011). The latest genera-
tion of radio telescopes is designed to collect wave signals from multiple frequency bands (Yeap & 
Tham, 2018). Hence, each cartridge at the cryostat comprises several receivers (each fitted in a different 
cartridge) which are used to detect signals at different bands. The electromagnetic beam radiated from 
cosmic sources is first detected by the main reflector. The signal is then scattered to the sub-reflector. 
This is then followed by the propagation of the beam through focusing elements, which are usually in 
the form of mirrors or lens, to the feed horn. The electromagnetic signal at the aperture of the horn is 
then channelled via waveguides to a mixer circuit. The signal at the mixer is modulated with the signal 
from the local oscillator and is then down converted to a lower frequency. After going through numerous 
stages of amplification, the signal is eventually fed to a data analysis system, such as a spectrum analyser 
(Yeap, Tham, Yassin, & Yeong, 2011).

This book can be broadly classified into two sections – the first section illustrates the engineering of 
radio telescopes; while the second section explains the science of radio astronomy. In the first section, 
an extensive description of the underlying theories and approaches involved in the design of radio tele-
scopes is given. The working principles of the astronomical instruments involved in the construction of 
a radio telescope are also highlighted. In the second section, the physics of astronomical sources, such 
as stars and galaxies, are explained in detail.

xv
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OBJECTIVES OF THE BOOK

This book correlates the engineering aspect (i.e. knowledge involved in the construction of a radio 
telescope) with the science (i.e. the astrophysics of cosmic sources) of radio astronomy. In short, the 
objectives of this book are to

(i) 	 provide readers with the underlying operation principles of radio telescopes
(ii) 	 illustrate how signals from cosmic sources are detected and analyzed
(iii) 	 explain the nature of the universe and the cosmic sources

TARGET AUDIENCE

This book starts with elementary notions in radio astronomy and radio telescopes. It then progressively 
advances to more complicated concepts. Hence, it provides a step-by-step guide for novices who wish 
to delve into the fields of radio astronomy and astrophysics. Experts who have already possessed certain 
knowledge in these fields can also consider this book as a technical resource for their researches. The 
potential readers are, but not limited to:

(i) 	 Engineers, in particular, electrical and electronic engineers
(ii) 	 Astronomers as a whole and radio astronomer in particular
(iii) 	 Physicists
(iv) 	 Astrophysicists
(v) 	 Cosmologists
(vi) 	 Researchers (including Master and PhD students) in the fields of radio astronomy and astrophysics
(vii) 	Amateur astronomy hobbyists

ORGANIZATION OF THE BOOK

The goal of this book is to provide a complete coverage of both common and technical knowledge on 
radio telescopes and radio astronomy. The chapters are organized in a structural and coherent manner. 
Upon finishing this book, readers shall be able to appreciate radio astronomy from both the engineering 
and science perspectives. A brief description of each of the chapters is given below:

•	 Chapter 1: This chapter provides a historical walkthrough on the development of radio astronomy 
and radio telescopes. Significant discoveries and works pioneered by scientists in radio astronomy 
are highlighted here. At the end of this chapter, Nobel laureates who have led to ground breaking 
contributions in this field are listed as well.

•	 Chapter 2: This chapter provides a complete overview of the working principle of the astronomi-
cal instruments involved in the construction of a radio telescope. The underlying physics of the 
components in a radio telescope, ranging from the antenna to the front and back-end systems are 
illustrated.

xvi
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•	 Chapter 3: In this chapter, the design and construction of a simple home-brew radio telescope 
are illustrated. The main components include an offset prime-focus Ku-band reflector antenna, RF 
detector circuit, Arduino microcontroller, and a computer. The viability of the telescope is dem-
onstrated at the end of the chapter.

•	 Chapter 4: In this chapter, the relationship between electric and magnetic fields shall be ex-
plained. The topics covered in this chapter include Maxwell’s Equation, wave polarization and 
propagation, as well as, the electromagnetic spectrum.

•	 Chapter 5: Astronomy can only be studied by analysing the signals (i.e. electromagnetic waves) 
emanated from cosmic sources. Hence, the basic principles which govern wave propagation is 
elaborated in more detail in this chapter.

•	 Chapter 6: In this chapter, the fundamental physical optics (PO) formulation and calculated re-
sults are elaborated in detail. Methods which improve the conventional PO to the extended PO 
such as “physical theory of diffraction (PTD)” and “PO with transition current (PTD-TC)” are 
also highlighted.

•	 Chapter 7: Apart from physical optics, Gaussian optics is an alternative method popularly used 
by researchers in the design of radio telescopes. This chapter describes Gaussian optics, with em-
phasis given on its application in designing radio telescopes.

•	 Chapter 8: The horn is commonly used as a feed element for large radio telescopes. In this 
chapter, the fundamentals of the pyramidal horn antenna are explained in detail. Numerical and 
measured examples, as well as codes used to compute the geometry of a horn are also shown here.

•	 Chapter 9: In the receiver of a radio telescope, the incoming wave at the horn is channelled to 
the mixer block via waveguide-to-probe transition (Yeap, Tham, Nisar, & Loh, 2013; Yeap et al., 
2018). The probe used to couple the signal can be a microstrip antenna (Yassin & Withington, 
1996). This chapter gives a detail elaboration on microstrip patch antennas. The topics covered in 
this chapter include the models employed in designing and analysing patch antennas, the impor-
tant parameters used in characterizing the antenna and the classification of the antenna radiation 
regions.

•	 Chapter 10: This chapter is a sequel of its preceding (i.e. chapter 9). In order to improve the 
performance of an antenna (such as a microstrip antenna), an active device, such as an amplifier, 
could be integrated with it. This chapter discusses the active integrated antenna.

•	 Chapter 11: When space dust rushes into the atmosphere, meteor bursts are formed. Being a good 
reflector for radio waves, meteor bursts are used in the field of communication. In this chapter, the 
basics of meteor burst communication and its applications are outlined.

•	 Chapter 12: While the previous chapter (i.e. chapter 11) outlines the basic concepts of meteor 
burst communication, this chapter emphasizes on the applications of it. It introduces some experi-
ments on meteor burst communications conducted in Japan and the method of a contact (QSO) by 
meteor scatter communications conducted by amateur radio operators.

•	 Chapter 13: The radio emissions from the Sun and planets provide a new window to explore 
and improve our understanding of these celestial objects and its magnetic activities. This chapter 
explains radio emissions observed from the Sun and planets which can generally be divided into 
thermal and non-thermal forms.

•	 Chapter 14: Two common sources of radio waves in the universe are pulsar and radio galaxies. 
Pulsar is a type of neutron star that is highly magnetized and rotates at enormous speed. Radio 
galaxies, on the other hand, are active galactic nuclei that are very luminous at radio wavelength. 

xvii
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Like its preceding chapter (i.e. chapter 13), this chapter illustrates these two cosmic sources ob-
served at radio frequencies.

•	 Chapter 15: Being the remnant of the early universe, the cosmic microwave background (CMB) 
comprises the secrets of the origin and the evolution of the universe. These secrets are unravelled 
in this chapter.

•	 Chapter 16: The constant depictions of contact with extra-terrestrial life and their constant basic 
presence in science fiction show the deep human desire for connection and transcendence with 
other life forms. This chapter describes the endeavours that have been made to locate outer space 
intelligence.

CONCLUSION

The study of astronomy has had centuries of history since mankind started to gaze at the stars to appease 
their curiosity about the universe. However, our understanding about the universe only burgeons when the 
epiphany that radio waves conceal a plethora of the information struck us less than a century ago. Radio 
telescopes have been erected and exploited to collect radio signals from astronomical sources since then. 

This book gives a detail elucidation on the operation of radio telescopes and the revelation of as-
tronomy through the vista of radio waves. The chapters that compose this book were written by experts 
and/or researchers in their diverse fields. Besides providing a detail explanation on the topics related 
to radio astronomy, the authors attempt to share with the readers some of the recent advancements in 
those domains as well.

Although it may not be possible to cover all the bases in this field, we hope that the selected topics 
in this book could help to inspire researchers or scientists working in this field in some way or another 
and to motivate amateur astronomers to explore further.

Kim Ho Yeap
Universiti Tunku Abdul Rahman, Malaysia

Kazuhiro Hirasawa
University of Tsukuba, Japan
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ABSTRACT

Radio astronomy studies the physics and chemistry of cosmic sources and cosmic phenomena at the 
radio wave spectrum. Radio telescopes are built to detect radiation within this spectrum. This chapter 
provides a historical walkthrough on the development of radio astronomy and radio telescopes. Significant 
discoveries and works pioneered by scientists in radio astronomy are highlighted. Nobel laureates who 
have led to groundbreaking contributions in this field are listed.

INTRODUCTION TO RADIO ASTRONOMY

Astronomy is the branch of science which studies the physical and chemical properties of cosmic sources 
and phenomena. It applies the laws of physics and chemistry in an attempt to explain the behavior of 
these sources and phenomena. Being one of the oldest fields of science, the history of astronomical study 
can probably be dated back to as early as 3000 years ago, when the ancient Egyptians, Chinese, Mayans 
and Babylonians studied the sky by observing the stars at night with their naked eyes. The observa-
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tions were believed to serve the purposes of religious ceremonial and agricultural activities. The oldest 
evidence of astronomical observation is the Nebra sky disk which was found in northern Europe. The 
30 cm circular bronze disk is believed to be constructed in the 1600s BC. Images of the sun, crescent 
moon, and stars were engraved on the disk. Hence, most conjectured that the disk is an instrument once 
used for astronomical purposes.

Although Galileo Galilei was not the inventor of optical telescopes (the invention of which is credited 
to German-Dutch spectacle-maker Hans Lippershey, Dutch spectacle-maker Zacharias Janssen, and 
Dutch lens-maker Jacob Metius), the Italian astronomer and physicist was known to be the person who 
has enhanced the design of the optical telescope so that it was sophisticated enough for astronomical 
observation. Being the pioneer of astronomical observation in the modern era in early 1600s, Galileo 
earned himself the name “the father of observational astronomy”. Since the advent of optical telescopes, 
a wealth of information related to cosmic sources and events – particularly those in our solar system 
have been discovered.

The optical telescope, however, renders limitations. The signals detected by the optical telescope are 
only restricted to those within the visible region of the electromagnetic spectrum. It is to be noted that 
cosmic sources, such as stars, galaxies, planets, quasars, pulsars, etc. do not only radiate naturally occur-
ring signal within this region; important spectral and spatial information is also found in the radio wave 
region. The radio image of the Centaurus A galaxy at 1.4 GHz is depicted in Figure 1 (Feain, Cornwell, 
Ekers, Morganti, & Junkes, n.d.). Since radio waves can penetrate molecular dust clouds and that cosmic 
sources emit more radio waves than visible light, the detection of signals in the radio wave region very 
often unravels information failed to be accounted for by the visible light. The signal emission detected 
from the dust clouds in the interstellar medium (ISM), for example, allows astrophysicists to study the 
physical and chemical conditions during the formation of a star. Also, the cosmic microwave background 
(CMB) radiation, which is believed to be the remnant of the Big Bang, consists of information of the 
early universe when it was merely 375,000 years old (Planelles & Biffi, 2017). Studying cosmic sources 
at radio waves therefore opens the realm of radio astronomy.

Radio telescopes, which consist primarily of a parabolic reflector antenna, a receiver, a detector circuit, 
amplifiers, and a data processing unit, are built to detect radio waves. Figure 2 depicts the structure of a 
70 m radio telescope antenna at the Canberra Deep Space Communication Complex (CDSCC) (Kerton, 
2009). Since the wavelengths of radio waves are larger than the visible light, i.e. larger than 1 mm, the 
size of a radio telescope is much larger than its optical counterpart. As a matter of fact, the larger is the 
size of the parabolic reflector antenna, the higher is the sensitivity and resolution of the telescope. This 
is to say that, if the antenna is to collect more energy radiated from a faint object or to resolve very close 
objects, then the reflector of which has to be sufficiently large.

HISTORICAL HIGHLIGHTS OF RADIO ASTRONOMY

The history of radio astronomy has gone a long way since the framework of electromagnetism was 
formed more than 100 years ago. In this section, the work and discovery made by the pioneers of radio 
astronomy throughout all these years are progressively highlighted. 
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Formulation of Maxwell’s Equations in 1881

Inspired by the experimental observations reported independently by three scientists (i.e. French 
physicist Andre-Marie Ampere, British physicist Michael Faraday, and German physicist Johann Carl 
Friedrich Gauss), Scottish physicist James Clerk Maxwell established the unified theory of electricity 
and magnetism. In 1873, Maxwell published his formulations in his textbook “A Treatise on Electric-
ity and Magnetism”. The complexity of the formulations in the textbook was later reduced by English 

Figure 1. Radio waves radiated from the Centaurus A galaxy (Feain, Cornwell, Ekers, Morganti, & 
Junkes, n.d.)
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Figure 2. The 70-m antenna at CDSCC (Kerton, 2009)
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physicist Oliver Heaviside in 1881 to four sets of differential equations (Yeap & Hirasawa, 2019). These 
four sets of notable mathematical equations outline the fundamental principles of electromagnetism and 
have contributed significantly towards our understanding on electromagnetic fields and waves, as well 
as, the rapid advancement of telecommunication technology today. 

Experimental Validation of Waves in the Late 1800s

In the late 1800s, German physicist Heinrich Rudolf Hertz conducted a series of experiments which 
validated the presence of electromagnetic waves theorized by Maxwell. Among his experimental works, 
there was one in which he constructed a Ruhmkorff coil-driven spark gap and one-meter wire pair as 
a transmitter at one end, and a half-wave dipole antenna as a receiver at the other. A micrometer spark 
gap was left opened between the transmitter and receiver. Hertz was able to show in his experiment the 
propagation of radio waves. In 1886 to 1889, he was also able to show that waves propagating in free 
space are in the form of transverse electromagnetic TEM mode. He had also devised methods to measure 
the magnitude of electric field, as well as, the polarization and reflection of waves. 

Discovery of Cosmic Radio Waves in 1931

In the early 19th century, scientists were already aware that the visible light is part of the electromagnetic 
spectrum. They also knew that radio waves and x-rays are present in the spectrum and that these two types 
of electromagnetic waves have, respectively, longer and shorter wavelengths in comparison to visible 
light. But no one realized that cosmic sources radiate radio waves, not until the serendipitous discovery 
made by American radio engineer Karl Guthe Jansky in August 1931. Hence, Jansky is regarded as 
one of the founders of radio astronomy. When working for Bell Telephone Laboratories in Holmdel, 
New Jersey in 1931, Jansky was delegated the task to investigate the effect of wave interference caused 
by thunderstorm towards trans-atlantic telecommunications systems. He built a rotatable Bruce array 
antenna to detect the signal (see Figure 3). The antenna was connected to a receiver which was able to 
display the magnitude of the static signals on a strip-chart. After performing his measurements in all 
directions for a few months, Jansky was able to classify the recorded signals into three types – two of 
which were concluded to be caused by the distant and nearby thunderstorms. However, there was one 
where he was not able to identify the source of it and was rather perplexed with it. For over a year, Jansky 
attempted to investigate the unknown signal. He learned that the signal was not constant. It repetitively 
rose to its peak intensity and then gradually fell at every interval of 23 hours and 56 minutes. The cycle 
of the unknown signal was in agreement with the period of the earth’s rotation with respect to the stars 
(which is more technically referred to as the sidereal day by astronomers). By mapping the direction of 
the signal with the astronomical maps, Jansky concluded that the signal had its origin from the Milky 
Way and it was the strongest in the constellation of Sagittarius. 

First Survey of the Radio Sky from 1937 to 1943

The advancement in the field of radio astronomy came close to a hiatus during World War II. American 
amateur astronomer Grote Reber was most likely the only person who persisted to work in this field 
during that period. Having learned of Jansky’s work, Reber constructed his own radio telescope in his 
backyard in Wheaton, Illinois in September 1937. Reber was the first who used a parabolic reflector 
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antenna when constructing his telescopes. Due to its high directivity, radio astronomers have since 
resorted to the reflector antenna for radio astronomy. During his initial attempts to detect radio waves 
from the sky, Reber encountered several setbacks. Since radio waves at higher frequencies carry higher 
energy, Reber tried to detect the extraterrestrial signals at 3.3 GHz and then 900 MHz at the beginning. 
However, both attempts ended in vain. In his third attempt, Reber modified his receiver to detect signals 
at 160 MHz and was finally successful in detecting the radiation along the Milky Way, confirming the 
discovery made by Jansky. During World War II, Reber spent his time drawing out the radio sky map. 
He completed the contour radio map in 1941 and the extended version in 1943. In the map, several areas 
were revealed to have high emissions of radio sources – the one with the highest intensity was found to 
be at the centre of the Milky Way. Reber’s map also revealed discrete sources which were later associated 
with the supernova remnant Cassiopeia A and galaxy Cygnus A (Kellermann & Moran, 2001). Reber 
was also the first scientist who detected the emissions from the Andromeda galaxy. 

Discovery of the Sun as a Radio Source in 1942

During World War II, English physicist James Stanley Hey was hired by the Army Operational Research 
Group (AORG) to work on radar anti-jamming methods. In February 1942, Hey detected significant 
interference at radar stations along the south coast of England. The direction of the interference appeared 
to be following the sun as it traversed across the sky. Hey consulted London’s Royal Observatory and 
was informed that there was an active sunspot traversing the solar disc which was emitting streams of 
energetic ions and electrons of approximately 100 G of magnetic fields. This led to Hey’s conclusion 
that the Sun was a radio source itself. 

Figure 3. Jansky’s merry-go-round antenna
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Improvements in Radio Astronomical Instruments in 1946

Although there was not much progress in the development of radio astronomy during World War II, 
knowledge in this field grew in leaps and bounds after the war. This, to a certain extent, can be attributed 
to the radio equipment and military devices developed during the war – in particular, the radar system. 
From the outbreak of the war in 1939 until the end of it in 1945, English physicist Sir Alfred Charles 
Bernard Lovell worked for the Telecommunications Research Establishment (TRE) to develop radar 
systems for the detection and navigation of aircrafts. The development of radar led to the improvements 
in antennas and electronics. After the war, Lovell acquired an ex-military radar detector set. To avoid 
interference from the surroundings, he moved to Jodrell bank, an open area 30 km away from Manches-
ter. Using his radar set there, he was able to obtain the radar echoes reflected from the ionized trails of 
meteors. In 1946, the first radar reflections from the moon were detected at 111 MHz. 

Discovery of the Hydrogen Line from 1944 to 1951

Being enshrouded by dust clouds along the galactic plane, Dutch astronomer Jan Hendrik Oort was 
frustrated that observation could only be performed up to a few thousand light years towards the galaxy 
centre before the energy from visible light was completely absorbed by the dust particles. Knowing that 
radio waves are capable of penetrating dust clouds, he postulated that detecting radiation from the radio 
wave spectrum would allow him to learn more about the galactic centre and possibly the opposite side 
of the galaxy. When visiting Leiden observatory from January to April 1944, Oort discussed with his 
student Hendrik Christoffel van de Hulst the detection of radio waves radiation from the Milky Way. 
Since hydrogen is the most abundant element in the universe, both Oort and Hulst devoted concerted 
effort on the search for the spectral lines of hydrogen. Meanwhile, having heard of Hulst’s proposal 
in 1949, American physicist Edward Mills Purcell and his student, Harold Irving Ewen in Harvard, 
decided to join the search for the hydrogen spectral line as well. On 10th March, 1950, Oort and Hulst’s 
laboratory in Kootwijk was badly struck by a fire. The disaster had delayed their progress on the search 
significantly. On 25th March, 1951, Purcell and Ewen discovered the 21 cm (or at 1.42 GHz frequency) 
radio emission from the ground state of neutral hydrogen atoms; while Oort and Hulst, with the assis-
tance from the newly employed engineer Lex Muller, detected the line almost 6 weeks later after them 
(Strom, 2013). Ewen completed his doctorate study with the detection of the hydrogen line and he and 
Purcell made no further attempts on the study. For Oort and Hulst, however, the successful discovery 
of the hydrogen line motivated them to pursue further. From July 1952 to June 1953, the Dutch team 
in Kootwijk worked on the mapping of the neutral hydrogen in the Milky Way galaxy. Completing the 
map and having it published, Hulst, Muller and Oort revealed the spiral arms structure of the galaxy in 
1954. By combining with the southern part of the galaxy mapped by Australian astronomer Frank John 
Kerr and his team, a more complete map of the Milky Way galaxy was produced and published in 1958 
(Oort, Kerr, & Westerhout, 1958). 

Discovery of Quasars in 1960

After World War II, English astronomer Sir Martin Ryle who, also worked for the TRE during the war, 
formed the Cambridge Radio Astronomy group. In late 1940s, Ryle developed the radio interferometer 
(Sullivan, 1991). By 1950, Ryle and his team had spawned a list of 50 radio stars using the interferometer 
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(Sullivan, 1991). They published the first catalogue of radio sources in the Monthly Notices of Royal 
Astronomical Society in 1950, which was referred to as the 1C catalogue (Ryle, Smith, & Elsmore, 
1950). Due to its poor resolution, however, the exact positions of the radio sources failed to be accurately 
identified in the catalogue. In 1955 and 1959, respectively, the improved second (2C) and third (3C) 
catalogues were subsequently published in the Memoirs of the Royal Astronomical Society (Shakeshaft, 
Ryle, Baldwin, Elsmore, & Thomson, 1955; Edge, Shakeshaft, McAdam, Baldwin, & Archer, 1959). 
In 1962, A. S. Bennett revised the 3C catalogue and published it in the Monthly Notices of the Royal 
Astronomical Society, i.e the 3CR catalogue (Bennett, 1962). In early 1960s, Ryle and his colleagues 
introduced the aperture synthesis technique – by moving portable antennas, a large aperture could be 
synthesized (Kellermann & Moran, 2001). By incorporating aperture synthesis into the interferometer, 
they produced the 4C catalogue. Subsequently in mid 1960s, the 5C catalogue was produced using the 
One-Mile telescope (Kellermann & Moran, 2001).

In 1960, two American astronomers, Thomas A. Matthews and Allan Rex Sandage discovered a 
faint blue star-like object in the 3C catalogue and by 1963, they had found three of these objects. The 
spectrum of these objects was found to be very different from that of the usual blue stars. In 1963, Dutch 
astronomer Maarten Schmidt found that these objects had extraordinarily large red-shifts. These quasi-
stellar objects or quasars were later learned to be the most distant cosmic sources. During this period, 
there existed two contradicting theories which explained the origin of the universe. The first one was 
the steady state theory proposed by Anglo-Austrian cosmologist Sir Hermann Bondi, Austrian astro-
physicist Thomas Gold and British astronomer Fred Hoyle. In the steady state theory, space and time 
are postulated to be homogeneous and eternally remains unchanged. The other one was the big bang 
theory proposed by Belgian Roman astronomer Georges Henri Joseph Edouard Lemaitre. The big bang 
theory hypothesizes that the universe was expanded from a high density and high temperature state and 
it is constantly expanding. This theory enjoyed more popularity then, since it was observationally con-
firmed by American astronomer Edwin Hubble who, using the Hooker optical telescope, demonstrated 
that galaxies were moving away from each other. The discovery of the quasars further shows that the 
universe is evolving in time, instead of being held constantly in a steady state. It, therefore, provides 
further support to the validity of the big bang theory. 

Discovery of the CMB in 1965

The discovery of the cosmic microwave background (CMB) marked a quantum leap in the develop-
ment of physical cosmology. Like Jansky’s, however, the discovery was also made through sheer luck. 
While working on the detection of neutral hydrogen in July 1965, American astronomers, Arno Allan 
Penzias and Robert Woodrow Wilson were puzzled by the persistent noise interference picked up from 
all directions by their 6 m horn-shaped antenna in Holmdel, New Jersey. They ruled out all possible 
sources of interference that they could think of. They suppressed the noise caused by radar and radio 
broadcasting and cooled down their receiver to -269oC to avoid thermal noise. They also cleaned the 
pigeons’ nesting and droppings in the antenna. However, the noise remained. Although the big bang 
theory was gradually gaining traction during this period, the competition between it and the steady state 
theory was still quite stiff. American astrophysicist Robert Henry Dicke, Canadian-American cosmolo-
gist Phillip James Edwin Peebles, and American cosmologist David Todd Wilkinson from the Princeton 
University believed that if the big bang theory was valid, then radiation from the explosion, albeit being 
red-shifted to the microwave region, should be permeating the space. Having heard of this prediction 
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and after carefully confirming that the characteristics of the noise fitted exactly those described by the 
scientists from Princeton University, Penzias and Wilson finally realized that the noise was actually the 
remnant survived from the early stage of the universe. Although the afterglow was initially coined the 
primeval fireball, it is more commonly referred to as the cosmic microwave background (CMB) or the 
cosmic microwave background radiation (CMBR) nowadays. This cosmic source has since become the 
most convincing evidence for the big bang theory. 

Discovery of Pulsars in 1967

Yet another scientific breakthrough in the field of radio astronomy was made in 1967. British astronomer 
Antony Hewish and his PhD student Jocelyn Bell Burnell built a dipole array antenna which was initially 
meant for the study of quasars. On 28th November, 1967, Bell observed an unusual signal which emitted 
pulses at a regular interval of 1.3373011 s at the same location of the sky, kept to the sidereal time. Puzzled 
with the strange behavior of the signal and carefully not ruling out the possibility of extraterrestrial life, 
she and her supervisor nicknamed the signal LGM-1, for “little green men”. Not long after, however, 
they found a second pulsing signal in a different part of the sky. This time the signal was emitting at an 
interval of 1.2 s. This led them to drop the ludicrous idea of the source originating from intelligent life 
forms in space. They then changed the name of the signals from LGM to CP, which denotes Cambridge 
pulsars. Astrophysicists believe that pulsars are rapidly rotating neutron stars which emit intense radio 
waves from the north and south poles. Figure 4 shows the artist’s impression of the XTEJ1810-197 pulsar 
which lies 10,000 light years away in the constellation of Sagittarius (Rowe, n.d.). The discovery of the 
pulsars was important as it was the first clue which hinted the existence of black holes. 

Discovery of Binary Pulsars in 1974

The first binary pulsar was discovered by American astrophysicist Joseph Hooton Taylor, Jr. and his PhD 
student Russel Alan Hulse in 1974. Taylor sent Hulse to study pulsars using the largest radio telescope 
in the world, the Arecibo telescope in Puerto Rico. On 2nd July, 1974, Hulse detected a pulsar which 
behaved in a peculiar manner. Instead of pulsing at a constant rate, the pulse appeared to have varying 
frequencies. However, he also noticed that the pulsar exhibited a periodic pattern – it would repetitively 
return to its original frequency at every 7.75 hrs before increasing and then decreasing at a fixed rate of 
frequencies again. Both Taylor and Hulse came to the conclusion that the only explanation to this bizarre 
phenomenon was that the pulsar itself was orbiting another companion star, which was most likely a 
neutron star. The changes of frequencies were caused by the Doppler Effect – the frequencies red-shifted 
and then blue-shifted when it moved, respectively, away from and towards earth. The discovery made quite 
an impact in the astrophysics community as it provided a firm validation to Einstein’s general theory of 
relativity, as well as the first experimental proof for the existence of gravitational waves. According to 
the general theory of relativity, when a pair of binary stars accelerates in a strong gravitational field, they 
will emit energy in the form of gravitational waves. As the objects lose energy, they will inspiral towards 
each other, gradually reducing the orbital distance, and eventually combining together. The measurement 
that Taylor and Hulse worked out showed that the orbits are shrinking at 1 cm each day which was in 
agreement with that predicted by Einstein’s theory. It is to be noted that the Arecibo telescope played a 
very significant role in this discovery. Had it not been for the high sensitivity of the radio telescope, the 
binary pulsar (which was rather faint) may not have been discovered by the two scientists. 
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Launch of COBE in 1989

When the CMB was discovered in the 1960s, the radiation appeared to be uniformly distributed in all 
directions. Scientists were rather bothered by the uniformity of the radiation. Theoretically speaking, 
if the universe was highly uniform, then matters would have failed to coalesce into stars and galaxies 
through gravitational effect. This would then refute the foundation of the big bang theory. To find out 
the distribution of the CMB across the sky in more detail, scientists concluded that a more sensitive 
detector was necessary. On 18th November, 1989, the National Aeronautics and Space Administration 
(NASA) of the United States launched the Cosmic Background Explorer (COBE) satellite in California. 
The COBE mission was dedicated primarily for the development of cosmology. COBE carried three 
instruments, namely the Far Infrared Absolute Spectrophotometer (FIRAS), the Differential Microwave 
Radiometers (DMR), and the Diffuse Infrared Background Experiment (DIRBE). COBE collected data 
in space with a resolution of about 7o (about 420 arcmin) from 1989 to 1993. Measurements from the 
FIRAS showed that the CMB radiation follows closely a blackbody spectrum; whereas those from DMR 

Figure 4. An artist impression of Magnetar XTE J1810-197 (Rowe, n.d.)
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indicated that small random fluctuations of temperature (i.e. anisotropy) on the order of 1 part in 100,000 
exist throughout the sky (Mather & Hinshaw, 2008). Also, from the blackbody curve, the temperature of 
the CMB was determined to be at an average of 2.725 ± 0.002 K. The DIRBE was successful in map-
ping the faint infrared and submillimeter background light radiated from the early stars and galaxies. 

Launch of WMAP in 2001

Building on the success of the COBE mission, NASA launched a second microwave space telescope 
on 30th June, 2001. Initially known as the Microwave Anisotropy Project (MAP), the telescope had its 
name changed later to Wilkinson Microwave Anisotropy Project (WMAP) as a tribute to American 
physicist David Todd Wilkinson who died in 2002, for his immense contribution to both COBE and 
MAP. As compared to COBE, WMAP had much improved temperature sensitivity and resolution (about 
13.5 arcmin). The satellite telescope operated for nine years from 2001 to 2010. The data obtained from 
WMAP revealed that a temperature variation of 0.0002 K exists in the CMB, the leftover glow was emit-
ted about 375,000 years after the inflation, the age of the universe is about 13.77 billion years old, and 
stars formed about 400 million years after the big bang. WMAP also measured the E-mode polarization 
of the CMB and the composition of the universe. It also showed that the universe was ever expanding 
and that the observable edge (which is technically referred to as the particle horizon) of it was 14,000 
Mpc (about 45.66 billion light years) away (Halpern & Tomasello, 2016). 

Launch of Planck in 2009

The successor of WMAP is the European Space Agency’s Planck satellite which was launched on 14th 
May 2009 and ceased operation on 23rd October 2013. The satellite was formerly known as the Cosmic 
Background Radiation Anisotropy Satellite and Satellite for Measurement of Background Anisotropies 
(COBRAS/SAMBAS). However, it was renamed in 1996 in tribute of German physicist Max Karl Ernst 
Ludwig Planck. The purpose of the Planck satellite was to map the sky with an even higher sensitiv-
ity and resolution than that of WMAP. To suppress thermal noise, the detectors were cooled close to 
absolute zero. Planck observed from the microwaves to the very far infrared range. It consisted of two 
instruments, i.e. the Low Frequency Instrument (LFI) which operated from 30 GHz to 70 GHz and the 
High Frequency Instrument (HFI) which operated from 100 GHz to 857 GHz. With much better sensi-
tivity and resolution (about 5 arcmin), Planck was able to produce more accurate readings than its two 
predecessors. From the data obtained from Planck, scientists found that the universe is actually expanding 
more slowly than that predicted previously, the composition of the universe contains of more matter, the 
universe is flat, and that the universe is 13.8 billion years old, which is much older than that predicted 
by WMAP; while the particle horizon is 0.7% smaller, i.e. 13,900 Mpc (about 45.34 billion light years) 
away (Halpern & Tomasello, 2016). 

HISTORICAL DEVELOPMENTS OF GROUND-BASED RADIO TELESCOPES

Since the first discovery of cosmic radio waves made by Jansky, there has been significant advancement 
in the technology of radio telescopes. The development of ground-based radio telescopes according to 
chronological time is summarized in this section. 
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First Radio Telescope in 1930

The first ever built radio telescope could be dated back to the fall of 1930. It was the antenna that Jansky 
used to detect signals at 20.5 MHz. As illustrated in Figure 3, the antenna was simply a 30 m long and 
6 m tall Bruce array, made of brass pipes. In order to receive signals from all directions, the scaffolding 
was mounted onto a rotatable platform, with four Ford model-T tyres affixed on the platform. The an-
tenna was dubbed Jansky’s merry-go-round due to the fact that it could be rotated in a circular fashion. 

Second Radio Telescope in 1937

The second radio telescope was built by Reber in Illinois in 1937. It was the first telescope which used a 
parabolic reflector to receive signals from the sky. Modern radio telescopes today resemble the one that 
Reber built. Although reflector antennas consume relatively larger space, they are able to obtain larger 
collecting areas and higher angular resolution over a wider range of frequencies. They are, therefore, 
the preferred option when it comes to radio astronomy. As can be seen in Figure 5, Reber’s adopted the 
prime focus configuration for his antenna design, i.e. the receiver is mounted on top of the reflector with 
the aperture of the feed facing the reflector. The reflector dish was made of sheet metal, the diameter of 
which was approximately 9.5 m in size. It was used to focus radio waves to the feed, mounted around 
6 m above it. Radio signals from cosmic sources are usually very faint. Hence, an amplifier circuit was 
installed in the receiver to increase the magnitude of the signal. One drawback of Reber’s telescope was 

Figure 5. Reber’s radio telescope
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that it could only be rotated upward and downward in the elevation direction but could not be turned in 
the azimuth direction. 

Ryle’s Radio Interferometer in 1946

The development of the aperture synthesis and the idea of incorporating it into interferometers are cred-
ited to Ryle. In late 1940s, Ryle came up with the idea of an interferometer (Sullivan, 1991). In Ryle’s 
design, the signals collected from two separate antennas could be combined via aperture synthesis to 
provide excellent angular resolution for the telescope. By increasing the spacing to the point where the 
fringe amplitudes became weaker, the size of the radio source could then be estimated. Although the 
first optical interferometer built for astronomical purposes was invented by American physicist Albert 
Abraham Michelson in 1890, Ryle denied that the idea was inspired by Michelson’s design. Neverthe-
less, the basic principal of Ryle’s radio interferometer was somewhat similar to Michelson’s optical 
interferometer (Kellermann & Moran, 2001). In 1946, Ryle and his team members conducted the first 
astronomical observation using a radio interferometer. The interferometer was an array of eight halfwave 
dipole antennas, mounted onto a support covered with a chicken-wire reflecting screen (Sullivan, 1991). 
The antennas were connected by coaxial cable to a receiver. Ryle named the receiver the “cosmic radio 
pyrometer”. However, it is more affectionately known as the Ryle-Vonberg receiver today (Sullivan, 
1991; Ryle & Vonberg, 1948). At the receiver, the signal collected from the antenna was compared 
with a reference noise source. The magnitude of the noise was continually varied in correspond to the 
changes in the antenna signal. Hence, as long as the source could track gain changes accurately and 
quickly enough, the impact caused by variations in the rest of the receiver parameters would become 
minimal (Sullivan, 1991). In 1948, Ryle became interested with Hey’s discrete source of emission in the 
constellation Cygnus. When studying the source at 80 MHz using his interferometer, not only had he and 
his then research student Sir Francis Graham Smith detected the emission from the Cygnus source, they 
had also inadvertently discovered Cassiopeia A, the strongest radio source in the sky (Sullivan, 1991). 

The 66-m Transit Telescope in 1947

When working in Jodrell Bank, Lovell built the 66 m Transit telescope in 1947. The parabolic reflec-
tor was supported by 7.3 m long of scaffolding poles and the focal point of which was 38 m above the 
ground. The structure of the telescope was quite rigid and was non-steerable. The telescope was swiftly 
replaced 10 years later by the Lovell telescope. 

First Earth Rotational Synthesis in the 1950s

The first earth rotational synthesis was applied in the 1950s for the purpose of solar radio astronomy 
(Wendt, Orchison, & Slee, 2008). The solar grating array was built by Australian astronomer Wilbur 
Norman Chirstiansen in Potts Hill, Australia. It comprised two rows of arrays, along the east-west 
(E-W) and north-south (N-S) baselines. Prime focus reflector antennas with a diameter of 1.7 m were 
adopted. The E-W array had a total length of 213 m and it comprised 32 antennas evenly separated 
apart at an interval of 7 m; whereas, the N-S array was slightly shorter, with a total length of 160 m and 
it comprised only 16 antennas. This is to say that, the angular resolution of the N-S baseline was rela-
tively lower than that of the E-S baseline. A dipole probe was mounted at the feed of the prime focus. 
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The antenna outputs were combined using a branching system of transmission lines (Wendt, Orchison, 
& Slee, 2008). A superheterodyne receiver was connected to the array transmission lines via a radio-
frequency (rf) switch which operated at a rate of 25 Hz. The modulated signal was directed to a mixer 
which was coupled to an oscillator and a 30 MHz amplifier with 4 MHz bandwidth (Wendt, Orchison, 
& Slee, 2008). Subsequently after the 30 MHz amplifier, the signal was fed to a further detector, a 25 
Hz amplifier, a phase-sensitive detector, and finally a recording milli-ammeter (Wendt, Orchison, & 
Slee, 2008). In order to map the two-dimensional image, Fourier analysis was to be performed on each 
of the one-dimensional distribution, for the different scanning angles. As computer technology was 
relatively obsolete during that period, it took nearly six months of manual calculation for Christiansen 
and another Radiophysics staff Joe Warburton to complete an image then (Frater, Goss, & Wendt, 2017). 
In 1955, Christiansen decided to abandon Potts Hill grating array, as he planned to construct a new ar-
ray proposed by Australian engineer Bernard Yarnton Mills at Fleurs. With the operation of the more 
sophisticated 21 cm 64 elements Fleurs array (which was more popularly known as the “Chris-Cross”, 
since it constituted a cross shape and was developed by Christiansen) in 1957, the Potts Hill array finally 
completed its journey of operation. 

The 25-m Dwingeloo Telescope in 1956

After the successful mapping of the Milky Way galaxy, Oort felt that there was a need to build a more 
sensitive radio telescope which could produce higher angular resolution. With the financial support 
from Netherlands Foundation for Radio Astronomy (NFRA) and Post, Telephone and Telegraph service 
(PTT), Ben G. Hooghoudt was appointed to design and supervise the new telescope. As soon as Hoog-
houdt came out with the design in 1954, construction process immediately took place at Dwingeloo, 
Netherlands. On 3rd and 30th November 1955, however, construction work was temporarily interrupted. 
The partially completed telescope was used to observe the occultation of the Crab nebula by the moon 
at 75 cm wavelength (Woerden & Strom, 2007). In April 1956, the telescope was inaugurated by Queen 
Juliana. The telescope was of prime focus configuration, the reflector of which had a 25 m diameter 
and 12 m focal length. It was covered with a wire mesh of 15 mm spacing, had a surface accuracy of 1 
cm, and the beamwidth at 21 cm was 36 arcmin (Woerden & Strom, 2007). Before the inception of the 
Lovell telescope, the Dwingeloo telescope used to be the largest in the world. Throughout more than 
40 years of its operation, the telescope had brought vast amount of scientific discoveries. Using the 
telescope, scientists were able to map the hydrogen lines with greater detail, discover the high velocity 
clouds, and observe galaxies behind our Milky Way, just to name a few of its contributions. It is to be 
noted that, galaxies Dwingeloo 1 and Dwingeloo 2 were named after the telescope (Woerden & Strom, 
2007). Dwingeloo was decommissioned in 1999. Being designated as a protected national monument 
today, the telescope, as shown in Figure 6, is still being properly preserved (and operated) by the C. A. 
Muller Radio Astronomy Station (CAMRAS), a volunteer organization of amateur astronomers and ham 
radio enthusiasts (Baars & Karcher, 2018). 

The 75-m Lovell Telescope in 1957

Due to the limitation of the Transit radio telescope (i.e. it was non steerable), Lovell decided to build a 
better replacement for it. Although the rigid Transit telescope was designed and built by astronomers, 
Lovell realized that a fully steerable one would simply be too challenging for them. He gathered that 
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an engineer with the appropriate professional experience and knowledge should be assigned to handle 
it. In September 1949, British civil engineer Henry Charles Husband took up the task to build the new 
telescope. In January 1950, Husband produced the initial drawings of the design and in September 
1952, the construction of the telescope commenced. The construction process encountered delay in the 
work progress which was partially due to the changes proposed by Lovell in an attempt to improve the 
design. Nevertheless, the first fully steerable radio telescope managed to be completed in 1957. Upon 
its completion, the size of the telescope reflector was 75 m, surpassing that of the Dwingeloo’s and 
rendering it the largest radio telescope of its time. Indeed, the telescope is still one of the largest of its 
kind today. On 12th June 1957, the antenna was rotated in the azimuth direction for the first time, and on 
20th June, it was tilted in the elevation angle for the first time. Initially called the Mark I telescope, it was 
renamed to Lovell telescope on its 30th anniversary in 1987. The telescope became an iconic symbol of 
British pride and both Lovell and Husband were knighted for that reason. Over more than six decades 
of operation, Lovell telescope is still in good shape today (see Figure 7) and it is still being used to make 
forefront scientific discoveries. 

Owens Valley 27-m Telescopes in 1960

Owing to their preoccupation with the Cold War, the development of radio astronomy in the United States 
was generally recognized to be lagging behind Australia and Europe (including the United Kingdom) 
(Cohen, 1994; Bowen, 1981). However, things started to make a difference when American physicists 
Lee Alvin DuBridge and Robert Fox Bacher, as well as, American astronomer Jesse Leonard Greenstein 
joined the California Institute of Technology (Caltech). Being ardently interested with radio astronomy, 

Figure 6. The 25-m Dwingeloo radio telescope

 EBSCOhost - printed on 2/13/2023 10:49 PM via . All use subject to https://www.ebsco.com/terms-of-use



16

Introduction to Radio Astronomy and Radio Telescopes
﻿

they were determined to set up a radio astronomy program in Caltech. They were aware that it was 
necessary to look to Australia or Europe for an expert who had the experience of handling large radio 
astronomy projects. DuBridge who was the president of Caltech then, hired British-Australian astronomer 
John Gatenby Bolton in 1955. Having years of experience working as a radio astronomer at the Com-
monwealth Scientific and Industrial Research Organization (CSIRO) in Australia, Bolton was the exact 
right candidate to take up the task. Bolton established the Owens Valley Radio Observatory (OVRO) and 
he started making plans of constructing a two-antenna interferometer in Owens Valley. Both antennas 
consisted of a 27 m diameter reflector and were polar-mounted. The mount had an axis parallel to the 
earth’s pole and another at right angles. The antennas were affixed to L-shaped tracks and were, therefore, 
movable on the tracks (Cohen, 1994). Although the interferometer was initially planned to be operated 
at 400 MHz, higher frequencies was found to be desirable during the design and construction process. 
The first system installed into the interferometer operated at 750 MHz. But it was quickly replaced with 
960 MHz (Cohen, 1994). In April 1959, the team started making observations using the antenna at the 
east-west arm. The telescope was regarded as state of its art at that time, though only one antenna had 
been completed then. The size of the antenna at the east-west arm was even larger than the Dwingeloo’s 
telescope, and the only telescope which could provide better sensitivity and resolution than the Owens 
Valley’s was the Lovell telescope (which was known as Mark I then). Various significant discoveries had 
been achieved using the single-antenna telescope. One of which was its success in identifying the 3C 
295 galaxy to be eight times farther away than Cygnus A (Cohen, 1994). The entire interferometer was 

Figure 7. The 75-m Lovell radio telescope
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finally put in shape upon the completion of the north-south arm in late 1960. Being able to provide two 
dimensional measurements, the interferometer had been able to achieve even more excellent scientific 
contributions. The discovery that most extragalactic sources are double and determining the character-
istics of the radio emitting cloud around Jupiter were some of the many breakthroughs (Cohen, 1994) 
achieved using the interferometer. 

Parkes 64-m Telescope in 1961

The construction of the 64 m Parkes Telescope in Australia was initiated by Welsh physicist Edward 
George Bowen who was chief of the CSIRO’s Radiophysics Laboratory then. Having fear that the Ra-
diophysics Laboratory would lose its world leader status in radio astronomy when the Mark I telescope 
was completed, Bowen started to make plans to build a telescope which would be as good as, if not better 
than, the one in Jodrell Bank (Robertson, 2011). There was a dispute within the Radiophysics Laboratory 
about the types of radio telescope they were to build – whether it should be a large two dimensional cross 
array, known as Mills Super-Cross (which was obviously proposed by Mills), a large fully steerable dish, 
or a new solar radio telescope. At the end of the day, the fully steerable dish prevailed (Kellermann & 
Moran, 2001). In the early 1950s, Bowen successfully convinced two philanthropic organizations – the 
Carnegie Corporation and Rockefeller Foundation for financial sponsorships. The initial design of the 
structure was drawn out by English engineer Sir Barnes Neville Wallis (Bowen, 1981); whereas, Feeman 
Fox and Partners in London were chosen for the detailed design (Robertson, 2011). The final design 
of the telescope was completed in April 1959. In July 1959, German firm Maschinenfabrik Augsburg 
Nurnberg (MAN) was chosen to be the prime contractor for the construction work (Robertson, 2011). 
The size of the reflector dish was initially planned to be 70 m. When the construction process started to 
over-run, however, it was reduced to 64 m to contain costs (Bowen, 1981). In January, 1960, Australian 
government agreed to cover the remaining shortfall (Robertson, 2011). By August 1961, the construction 
work was completed and the Parkes Telescope had its official opening on 31st October, 1961 (Robertson, 
2011). The telescope was built on the altitude/azimuth mount. One unique feature of it is that it consists 
of a master equatorial – a small optical telescope placed at the intersection of the altitude and azimuth 
axes of rotation. The direction of the reflector dish is driven by the master equatorial using a servo con-
trol mechanism, allowing the telescope to achieve high pointing accuracy (Robertson, 2011). Bolton 
who helped to build the Owens Velley interferometer returned to Australia and became the inaugural 
director of Parkes telescope (Robertson, 2011). Figure 8 shows the appearance of the telescope today 
(Kerton, 1989). For almost six decades, the Parkes telescope has been the driving force for the growth 
of radio astronomy in Australia. 

Green Bank 90-m Telescope in 1962

On 24th August, 1956, the National Radio Astronomy Observatory (NRAO) was established to manage 
the national facility for research in radio astronomy in the United States (US) (Leverington, 2017). It 
is financially supported by the National Science Foundation (NSF) and managed by Associated Uni-
versities Incorporated (AUI) – a consortium of formed by Columbia, Cornell, Harvard, John Hopkins, 
Massachusetts Institute of Technology (MIT), Pennsylvania, Princeton, Rochester, and Yale Universities 
(Leverington, 2017). In June 1958, NRAO signed a contract to build a 42.67 m radio telescope at Green 
Bank. Having learned that the completion of the telescope would be significantly delayed, a few of the 
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senior members of NRAO, including John Wilson Findlay, David Sutphin Heeschen, and Frank Donald 
Drake, proposed to build a 90 m telescope as quickly and as inexpensively as possible (Leverington, 2017). 
In 1959, the NRAO staff came out with the preliminary design of the telescope. Since the telescope was 
meant to be “inexpensive”, the targeted lifetime of it was only five years (Leverington, 2017). In January 
1960, the budget for building the telescope was approved and construction subsequently started in 1961. 
The duration of the entire construction process took only about 23 months. The 90 m radio telescope 
was erected in September 1962 (Leverington, 2017). The 90-m reflector was mounted on two towers 
and the surface of it comprised 16 mm Squarex aluminum (Leverington, 2017). The feed of the prime 
focus configuration was about 39 m above the reflector. The telescope had been an important instrument 
in radio astronomy. Among some of its significant findings include the discovery of numerous pulsars 
and the observation of the neutral hydrogen lines in the Milky Way. Very unfortunate though, the 90 
m Green Bank telescope collapsed under its own weight on 15 November, 1988 (Leverington, 2017). 
The collapse of the entire structure should come in no surprise at all, since it was only initially meant 
to be functional over a period of five years. The extension of its lifetime for more than 20 years could 
be attributed to the regular inspection and fortification performed on the structure (Leverington, 2017). 

Figure 8. The 64-m Parkes radio telescope (Kerton, 1989)
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Arecibo 300-m Telescope in 1963

The Arecibo radio telescope was the brainchild of American astronomer William Edwin Gordon. When 
working as a professor in Cornell University, Gordon was keenly devoted towards the study of Iono-
sphere using radar backscattering technique (Altschuler, 2002). When radar signal is scattered towards 
the ionosphere layer of the sky, most of the wave would penetrate the layer, with only a very small frac-
tion of its energy reflected back to earth. In order to detect the weak reflection, Gordon realized that a 
very sensitive antenna is required. The idea prompted him to build a large parabolic reflector antenna. 
His persistent effort led to the construction of the Arecibo observatory in 1960. Three years later, on 
November 1, 1963, the Arecibo Ionospheric Observatory (AIO) held its inaugural opening ceremony. 
Located at Barrio Esperanza, Arecibo in Puerto Rico, the telescope is of the Gregorian configuration 
type – it constitutes a secondary ellipsoidal reflector placed behind the focal point of the primary para-
bolic reflector. The site was chosen primarily because it fulfills the criteria of (i) having the shape of a 
hemispherical valley the size of the primary reflector, which saved a considerable amount of excava-
tion costs, (ii) the climate is reasonable (i.e. not too harsh), and that (iii) the country is politically stable 
(Altschuler, 2002). The primary reflector has a diameter of 305 m, about 51 m deep and covers an area 
of 20 acres. A 900 ton platform which supports the antennas and receivers is suspended about 137 m 
above the primary reflector by 18 cables. The cables are strung from three concrete towers which top 
at the same elevation (Altschuler, 2002). An azimuth arm lies beneath the platform. The receiver room 
is housed at one side of the arm, and a Gregorian dome at the other (Altschuler, 2002). Unlike typical 
Gregorian configuration which has only two reflectors, the Arecibo antenna consists of three – a tertiary 
reflector is employed to scatter the signal from the secondary reflector towards the feed of the receiver. 
Both the secondary and tertiary reflectors are mounted in the dome. Vegetation is grown beneath the 
primary reflector to prevent erosion (Altschuler, 2002). Although the initial idea of the antenna was for 
ionosphere study, the antenna, upon its completion, was also widely used for planetary studies and radio 
astronomy. Some of the many important findings made from the Arecibo telescope were the discovery 
of the binary pulsars and the exact rotation rate of Mercury (Altschuler, 2002). After having been around 
for almost 40 years, the Arecibo remains as the largest telescope on earth today. 

Ryle’s One-mile Telescope in 1964

In 1964, Ryle built the one-mile radio telescope at the Mullard Radio Astronomy Observatory (MRAO), 
Cambridge. The telescope constituted three 18-m reflector antennas arranged in line – two of which 
were affixed steadfast and were about 750 m apart from each other; whereas the third arm was move-
able on 800 m rails (Leverington, 2017). This gave the telescopes a maximum separation of 1.55 km 
(Leverington, 2017). By allowing the moveable arm to collect signals at different locations spaced 23.5 
m apart on each 64 successive days, an effective aperture equivalent to the size of a 1.6 km (i.e. one mile) 
diameter antenna could be synthesized (Kellermann & Moran, 2001). The telescope underwent its first 
tests and observation in 1964. The first tests of the telescope were conducted at 408 MHz; while the first 
observation at 1407 MHz (Leverington, 2017). The one-mile telescope was designed to analyze very faint 
distant cosmic objects and, in fact, it was successful in determining the properties of individual sources 
(Kellermann & Moran, 2001). The observations obtained from the telescope resulted in the publication 
of the 5C catalogue which recorded radio sources as faint as 2 mJy (1 Jy = 10─26 Wm─2Hz─1) (Kellermann 
& Moran, 2001). Upon the successful operation of the one-mile telescope, a half-mile telescope was 
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built on the same rails as the one-mile. The half-mile telescope comprised four 9-m reflector antennas 
and was used specifically to study the 21 cm neutral hydrogen lines (Leverington, 2017). 

Very Long Baseline Interferometry in 1967

In the early 1950s, British astronomer Robert Hanbury Brown conceived a novel type of interferometers 
– one in which the intensity of the radiation, instead of its electric field, collected at different locations to 
be cross-correlated (Kellermann & Moran, 2001). This type of interferometer allowed the local oscilla-
tors in the mixer circuits of different receivers to be independent among each other. Hence, the baselines 
(i.e. the farthest distance between two separate antennas) would not be limited by geographical factors. 
The intensity interferometer, however, imposed two limitations. Firstly, the phase was incoherent and, 
secondly, its sensitivity was relatively lower than the conventional interferometer which is phase-coherent. 
As a result of this, forming images using the intensity interferometer was rather difficult (Kellermann 
& Moran, 2001). In January 1967, nevertheless, an astronomical team in University of Florida was suc-
cessful in using the intensity interferometer to detect the fringes from the burst radiation of Jupiter at 
18 MHz (Moran, 1998).

By mid 1960s, astronomers realized that a telescope which could provide very high resolutions (i.e. 
angular sized less than 0.01 arcsec) was necessary to observe very small cosmic sources such as quasars, 
active galactic nuclei (AGN), and masers. In other words, interferometers with baselines of thousands of 
kilometers are much needed to collect signals from these cosmic sources. During this time, high-speed 
digital tape recorders which enabled the implementation of broadband analog systems and the availability 
of relatively stable atomic frequency standards became available. These two factors became the catalyst 
for the development of coherent interferometers with independent oscillators, over practically unlimited 
baselines (Kellermann & Moran, 2001). The term Very Long Baseline Interferometry (VLBI) has since 
been coined for this type of interferometers. In VLBI, several radio telescopes located at different parts 
of the earth are used to collect the intensity of the radio waves. The distance among the telescopes are 
computed based on the arrival time of the signals. On 8th May, 1967, the joint astronomy team between 
Cornell University and NRAO demonstrated the workability of the first VLBI. By collecting signals 
between the Naval Research Laboratory’s 26 m antenna at Maryland Point and the 42.67 m Green Bank 
antenna, the team was successful in obtaining fringes over a baseline of 220 km, at a resolution of 0.5 
arcsec (Kellermann & Moran, 2001). In response to the success that they achieved, the Cornell-NRAO 
team collaborated with the MIT-Haystack astronomy team to form a VLBI of 845 km baseline, between 
the 36.58 m Haystack antenna and the 42.67 m Green Bank antenna. The MIT team studied OH masers; 
while the Cornell-NRAO team studied quasars and AGN using the VLBI with a resolution of 0.04 arcsec 
(Kellermann & Moran, 2001). Having achieved successive accomplishments, the baseline of the VLBI 
continued to be extended. In 1984, 18 telescopes were used to form 153 baselines for VLBI observations 
(Kellermann & Moran, 2001). Images in the range of milliarcsec were obtained for the 3C 120 AGN, M 
87, the 3C 236 giant galaxy, and the 3C 48 quasar (Kellermann & Moran, 2001). 

Owens Valley 40-m Telescope in 1968

In 1962, Caltech submitted a financial proposal to the NSF to add four 38 m antennas to the Owens 
Valley interferometer and extending its track 390 m to the south (Leverington, 2017). In order to study 
the feasibility of the idea, the NSF funded the construction of a prototype 40 m antenna in 1964 first. In 
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1966, Caltech submitted another proposal again. This time, the university requested to build an additional 
eight 40 m telescopes along the 3 km east-west and 5 km north-south tracks. At this time, however, the 
NSF was considering the proposal from a few other radio telescope projects, including one which was 
later named the Very Large Array (VLA) upon its completion years later (Leverington, 2017). Since 
the NSF was under financial burden then, the plan proposed by Caltech was eventually turned down 
in 1971. Two years before the NSF made its decision, though, the Westinghouse Electric Corporation 
completed the construction of the 40 m prototype telescope in 1968. In April 1969, the 40 m telescope 
was included as part of the Very Long Baseline Interferometer (VLBI) experiment (Leverington, 2017). 

Westerbork Synthesis Radio Telescope in 1970

The Westerbork Synthesis Radio Telescope (see Figure 9) was initially a collaboration project between 
the Netherlands and Belgium governments. Finding it hard to be managed by two nations and realizing 
the limited involvement it could have on the project, the Belgium government withdrew itself in mid-1967 
(Leverington, 2017). The design of the telescope was based on the east-west linear array proposed by 
Swedish astronomer Jan Arvid Högbom (Leverington, 2017). However, it was subsequently simplified 
due to insufficient financial support. The modified design consisted of an array of ten 25-m reflector 
antennas fixed on a 1.6 km east-west baseline, with an additional 25 m antenna moveable along a 300 
rail. A second moveable antenna was later added to the interferometer, extending the baseline to 3 km 
(Leverington, 2017). The telescope was erected in 1970. The telescope originally operated at 21 cm with 
an angular resolution of 23 arcsec, but was later improved to 2 arcsec at its shortest wavelength of 3.6 
cm (Kellermann & Moran, 2001). In the early days of its operation, the telescope experienced consider-
able noise interference from the North Atlantic Treaty Organization (NATO) transmitter in a military 
base. The problem was avoided when the military agreed to change the frequency of the device in 1970 
(Leverington, 2017). The telescope has been used to observe neutral hydrogen for faint cosmic sources, 
including the giant galaxies, jets, and clusters of galaxies (Kellermann & Moran, 2001). 

The 5-km Ryle Telescope in 1970

Building on the achievements of the one-mile telescope in the 1960s, Ryle proceeded further to build 
a 5 km radio telescope. The telescope, which was later named as the Ryle telescope in the late 1980s, 
consisted of eight arms, with eight 13-m reflector antennas at each arm. Four of the arms were fixed at 
an interval of 1.2 km; whereas the remaining four were moveable on 1.2 km rails (Leverington, 2017). 
This resulted in a maximum east-west baseline of 4.8 km (Leverington, 2017). With its high sensitivity 
and resolution, the telescope was used to detect the faintest cosmic sources. The telescope was successful 
in detecting the Sunyaev-Zel’dovich effect – a phenomenon which causes distortion to the CMB when 
the radiation encounters high energy electrons in galaxy clusters. 

Effelsberg 100-m Telescope in 1971

After World War II, the development of radio wave research in Germany was being restricted (Wiele-
binski, Junkes, & Grahl, 2011). Because of this reason, radio astronomy in Germany started much later 
than the US, the United Kingdom (UK), and many other European countries. With the restrictions lifted 
in the 1950s, the German government funded the construction of a 25-m fully steerable telescope on 
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the Stockert Mountain and a 36-m transit telescope in Berlin-Adlershof (Wielebinski, Junkes, & Grahl, 
2011). The construction of the Berlin wall in 1961 prompted the director of Heinrich-Hertz-Institut (HHI), 
Otto Hachenberg to join the Astronomical Institute of the University of Bonn. Soon after Hachenberg 
joined the institute, he proposed to build an 80-m radio telescope, which could operate up to as high as 
23 GHz (Wielebinski, Junkes, & Grahl, 2011). Owing to his vast experience, particularly in the design of 
the Dwingeloo Telescope, Hooghoudt had been hired to be the main consulting engineer of the project. 
Having received more funding from the non-profit organization, Volkswagenstiftung, the size of the 
reflector antenna was extended to 90 m, and subsequently 100 m. The site of the telescope was decided 
to be at the north-south valley close to the village of Bad Münstereifel-Effelsberg (Wielebinski, Junkes, 
& Grahl, 2011). The Effelsberg telescope was of the altitude/azimuth design and it was mounted on a 
64-m diameter ring track. One unique feature of the antenna was that a series of reflecting mesh sections 
was installed to the periphery of the primary reflector, in order to reduce noise interference (Wielebinski, 
Junkes, & Grahl, 2011). Like the Arecibo telescope, the configuration of the antenna belonged to the 
Gregorian type. The secondary ellipsoidal reflector was 6.5 m in diameter. The telescope had its first 
observation on 23rd April, 1971 at 2.7 GHz. On 12th May, 1971, the inaugural opening ceremony of the 
telescope was held. Observation for the 408 MHz radio continuum survey was performed during its 
official opening (Wielebinski, Junkes, & Grahl, 2011). The Max-Planck-Institut für Radioastronomie 
(MPIfR) was founded to manage the operation of the telescope. Among some of the important discoveries 
made using the Effeslberg telescope were the production of the complete map of the Andromeda Nebula, 

Figure 9. The Westerbok Synthesis Radio Telescooe (WSRT)

 EBSCOhost - printed on 2/13/2023 10:49 PM via . All use subject to https://www.ebsco.com/terms-of-use



23

Introduction to Radio Astronomy and Radio Telescopes
﻿

which revealed its spiral structure, the discovery of halos around clusters of galaxies, the observation of 
the Zeeman effect, the first identification of the ammonia and water molecules in extragalactic sources, 
and the discovery of the millisecond pulsars (Wielebinski, Junkes, & Grahl, 2011). These discoveries 
were of significant values as they showed that the single antenna radio telescope could be as effective 
as the aperture synthesis array.

In 1973, the Effelsberg telescope was involved in the test of the transatlantic baselines of the VLBI. 
In 1979, the telescope became an associate member of the US VLBI network (Wielebinski, Junkes, & 
Grahl, 2011). In 1980, the European VLBI Network was founded (EVN) and Effelsberg telescope be-
came one of its founding members. The telescope also participated in the Joint Institute for VLBI (JIVE) 
in Dwingeloo. In 1997, the Japanese Space Institute (ISAS) launched the HALCA VLBI satellite and 
this led to the involvement of the Effelsberg telescope in space VLBI projects (Wielebinski, Junkes, & 
Grahl, 2011). The telescope also plays an active role in the Megamaser Cosmology Project, in which 
the Hubble Constant is to be measured to 3% of accuracy and the flatness of the universe and the state 
of the dark energy are to be studied (Wielebinski, Junkes, & Grahl, 2011). For almost 30 years, the Ef-
felsberg radio telescope had been the largest fully steerable single antenna telescope on earth. Today, 
the telescope is still actively used for radio astronomy observations. A recent image of the Effelsberg 
telescope is shown in Figure 10. Since 2007, the telescope has been collaborating with the European Low 
Frequency Array (LOFAR) telescope for making observations in the metre wavelengths (Wielebinski, 
Junkes, & Grahl, 2011). 

Very Large Array in 1980

In January 1967, NRAO submitted a proposal to build the Very Large Array (VLA) to NSF. The pro-
posal called for 36 25-m reflector antennas rail mounted on three moveable arms arranged in a Y shape. 
Each arm was 21 km long and the rail tracks of the arms could be propelled by transporters (Levering-
ton, 2017). Due to financial constraints, however, NSF only approved the funding of the project when 
NRAO agreed to reduce the number of antennas to 27. Since radio wave energy is susceptible to water 
vapour, the site of the VLA project had to be high in altitude, which usually had low precipitable water 
in the atmosphere. The array was eventually selected to be on the Plains of San Augustin near Soccoro, 
New Mexico, which is 2120 m above sea level (Leverington, 2017). The construction of the VLA was 
approved in 1972. It was quite unfortunate that the US currency depreciated a year later. NRAO had to 
make adjustments to its original plan – the number of transporters had to be reduced from three to two 
and the idea of operating the telescope concurrently at two frequencies had to be abandoned (Leverington, 
2017). The 25-m altitude/azimuth mounted antennas were based on the Cassgrain configuration where a 
secondary hyperboloid reflector is used to focus the signal from the primary reflector to the feeds. Four 
feed horns were placed off-axis beneath the primary reflector. Each feed had two outputs orthogonal to 
each other, so as to detect both co- and cross-polarization signals (Leverington, 2017). The first antenna 
was completed in 1975 and the first measurement using two antennas separated by a baseline of 1.2 km 
was obtained in February 1975 (Leverington, 2017). The first six antennas were operational in 1977 and 
the entire VLA project was erected in early 1981 (Leverington, 2017). The VLA initially operated at 
1.43, 5, 15, and 23 GHz with angular resolutions ranging from 2.1 to 0.13 arcsec (Leverington, 2017). 
Since the interferometer commences its operation, it has been used by more than 2000 scientists around 
the world for more over 10,000 observations (Kellermann & Moran, 2001). 
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IRAM 30-m Telescope and Interferometer in 1980s

In 1973, a Scientific Advisory Group for Millimeter Astronomy (SAGMA) was set up to investigate 
the development of millimeter-wave radio astronomy. A 30-m radio telescope and an interferometer 
which consisted of four 10-m antennas, operating at frequencies as high as 170 GHz, were proposed 
(Leverington, 2017). The 30-m Millimeter Radio Telescope (MRT) and interferometer projects were 
initially a joint collaboration among the UK, France and Germany. As the UK government was facing 
financial difficulties then, it decided to withdraw from the project. In 1978, France Centre National de 
la Recherche Scientifique (CNRS) and Germany Max-Planck-Gesellschaft (MPG) established Institut de 
Radioastronomie Millimetrique (IRAM) to coordinate the development of the project. Being interested in 
millimeter radio astronomy as well, Spain decided to fund 6% of the project and it became a full member 
of IRAM in 1990 (Leverington, 2017). The MRT and interferometer were decided to be constructed, 
respectively, in Pico Veleta, Spain and Plateau de Bure, France. In 1984, the MRT had its first observa-
tion at 80 GHz. In 1986, it started performing observations at 230 GHz. Subsequent improvement on 
it allowed the MRT to operate at 350 GHz. The IRAM interferometer started its construction in 1983 
and it was planned to operate at 375 GHz. Three 15-m reflector fully steerable antennas were altitude/
azimuth mounted on a T-shaped rail with transporters used to propel the antennas (Leverington, 2017). 
The track stretched 160 m across north-south and 288 m across east-west (Leverington, 2017). Two of 
the antennas of the interferometer at Bure peak are depicted in Figure 11. 

Figure 10. The Effelscberg 100-m radio telescope
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James Clerk Maxwell Telescope in 1987

After the UK retracted itself from the IRAM projects (i.e. the 30-m MRT and the interferometer), the 
UK Science Research Council (SRC) worked together with the Netherlands to build another Millimeter/
Submillimeter radio telescope (Encrenaz, Gomez-Gonzalez, Laqueux, & Orchiston, 2011). The SRC 
planned for a 15-m telescope which could operate at 400 GHz and the site was chosen to be near the peak 
of Mauna Kea in Hawaii, which is more than 4000 m above sea level. Construction works commenced in 
1983 and the telescope had its first observation in 1987. Being named the James Clerk Maxwell Telescope 
or JCMT in short, the telescope adopted the Cassegrain configuration and was altitude/azimuth mounted. 

Australia Telescope Compact Array in 1988

In the mid-1970s, the Australian scientific community realized that the radio astronomical development 
in the country was gradually falling behind its competitors. In 1981, radio astronomers in Australia 
proposed to build a new aperture synthesis telescope which could perform observations from 300 MHz 
to 100 GHz (Leverington, 2017). More popularly referred to as the Australia Telescope Compact Array 

Figure 11. Two of the antennas of the IRAM interferometer at Plateau de Bure, France
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(ATCA), the interferometer provided a total baseline of 300 km which included the Compact Array at 
Culgoora, a new antenna at Mopra, and the Parkes 64-m antenna (Leverington, 2017). The ATCA com-
prised of six 22-m reflector antennas on a 6-km east-west baseline (Leverington, 2017). In order to have 
it inaugurated in conjunction with the bicentenary of the British settlement, the project was completed 
in 1988 and had is official opening on 2nd September the same year. However, the telescope was only 
fully functional in 1990 (Leverington, 2017). From time to time, the ATCA was connected to the VLBI 
to form a baseline of 3000 km. In later years, the telescope became part of the Australia Long Baseline 
Array (LBA) (Leverington, 2017). Figure 12 shows five of the 22-m antennas of ATCA (Masterson, n.d.). 

Very Long Baseline Array in 1993

After its successful achievement on the VLBI, the NRAO proceeded further to build an array of telescopes 
distributed across the US in1975 (Leverington, 2017). Being known as the Very Long Baseline Array 
(VLBA), the interferometry array comprised ten 25-m antennas widely distributed in different parts 

Figure 12. Five of the antennas of the Australia Telescope Compact Array (Masterson, n.d.)
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of the country. The purpose of VLBA is to produce an effective aperture diameter of several thousand 
kilometres and angular resolutions in the range of milliarcsecond (Leverington, 2017). The construction 
project started in 1985 and upon its completion in 1993, the VLBA was able to extend 8600 km south-
west and 2900 north-south (Leverington, 2017). The interferometer operated from 330 MHz to 43 GHz 
and was able to achieve resolutions from 22 to 0.17 milliarcsec (Leverington, 2017). The VLA, as well 
as the, Arecibo, Green Bank and Effelsberg telescopes subsequently worked together with the VLBA to 
form the High Sensitivity Array (Leverington, 2017). 

The 100 by 110 m Green Bank Telescope in 2001

The collapse of the 90-m Green Bank telescope in late 1988 called for an urgent need to build a new 
one. In June 1989, NRAO submitted a proposal to the NSF to request for financial assistance for the 
development of a new radio telescope in Green Bank. The funding was approved in December 1990 and 
construction work was carried out immediately in 1991 (Prestage et al., 2009). Although the telescope 
was still amid construction, it had its first observation on 22nd August, 2000. The project was completed 
in the early fall of 2001 (Prestage et al., 2009). The new Green Bank Telescope or, more affectionately 
known as the GBT, adopted the altitude/azimuth mount, Gregorian offset configuration. The primary 
reflector is a 100-m section of a 208-m paraboloid, while the rim is elliptical 110 by 100 m and it 
provides a focal length of 60 m (Prestage et al., 2009). The offset ellipsoidal secondary reflector is 7.6 
by 8.0 m, with a 190 m focal length (Prestage et al., 2009). The receiver placed at the secondary focus 
consists of eight feeds. Gregorian, rather than Cassegrain, was chosen because it exhibits much lower 
ground noise for an offset configuration. Without the central blockage, the offset reflectors also produce 
lower sidelobe levels and internal reflections (Prestage et al., 2009). The GBT (see Figure 13) operates 
from 100 MHz to 115 GHz. The size of the GBT surpasses the Effelsberg’s, rendering it as the largest 
steerable radio telescope on earth. 

Low Frequency Array in 2011

In 1990s, the ASTRON (which was formerly known as the NFRA) and a few other Dutch universities 
started to look into making observations at the lower end of the radio wave spectrum. Plans to build a 
Low Frequency Array (LOFAR) telescope were proposed. In November 2003, the Netherlands govern-
ment agreed to provide strong financial support to the project. In response to the Netherlands’ support, 
a supercomputer was installed at Groningen, Netherlands for processing data collected from LOFAR in 
2004 (Leverington, 2017). In 2006, 96 dual-dipole antennas were set up in four clusters in Exloo, Neth-
erlands. 48 of the antennas were at the central and 16 were in the remaining three clusters (Leverington, 
2017). In 2007, the first LOFAR station was built next to the Effelsberg telescope in Germany. Since then, 
more stations were being built in the Netherlands and a few other European countries. LOFAR operates 
in the range of 120 to 240 MHz and 30 to 80 MHz (Leverington, 2017). The antennas are distributed at 
an area of 100 km in diameter in the Netherlands and over 1500 km throughout Europe (ASTRON, n.d.). 
LOFAR celebrated its inaugural opening in June 2010 and started observations in 2011. 
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Jansky Very Large Array in 2012

From 2001 to 2012, the VLA underwent a major upgrade. The project was initially coined the Expanded 
VLA (EVLA). However, upon its completion in 2012, it was renamed to Jansky VLA (Leverington, 
2017). The sensitivity of the new interferometry array has enhanced by 10 times and it can produce an-
gular resolution from 24 to 0.04 arcsec, at a frequency range of 75 MHz to 43 GHz (Leverington, 2017). 

Atacama Large Millimeter/Submillieter Array in 2013

The plan to construct the Atacama Large Millimeter/Submillimeter Array or ALMA in short can be 
traced back to the mid-1980s. Back then, three astronomical teams were looking into the possibility of 
studying radio waves in the millimeter and submillimeter regions. NRAO proposed to build the Mil-
limeter Array (MMA) which performed observations at millimeter wavelengths from 30 to 350 GHz. 
The construction of 40 8-m reflector antennas was planned for the MMA. At about the same time, the 
European Southern Observatory (ESO) was planning to start the Large Southern Array (LSA) project, 
which also operated in the millimeter wavelengths below 350 GHz. 50 16-m antennas were considered 

Figure 13. The Green Bank Telescope
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for LSA. The National Astronomical Observatory of Japan (NAOJ) was slightly more ambitious. It was 
looking into the construction of the Large Millimeter/Submillimeter Array (LMSA) which included 
frequencies in both the millimeter and submillimeter wavelengths. 50 10-m antennas were proposed for 
the LMSA project (ALMA, n.d.). Having realized that the projects were simply too tough to be handled 
alone, the three teams decided to consolidate their projects together. In 1999, a resolution was signed 
among Europe, North America and Japan to construct ALMA (ALMA, n.d.). Today, the ALMA inter-
national consortium has expanded to a much larger group. It includes involvement from the East Asia 
which consist of Japan, Taiwan, and South Korea; North America which consists of the US and Canada; 
ESO which represents 16 European countries; and Chile (Hiramatsu, 2017).

The ALMA telescope comprises 66 reflector antennas, distributed widely across an area of 16 km 
in diameter, allowing it to produce an angular resolution as fine as 0.01 arcsec (Hiramatsu, 2017). The 
antennas can be divided into two systems, i.e. the 12-m Array which is managed by the US and European 
teams and the Atacama Compact Array (ACA) which is managed by the Japanese team. The 12-m Array 
constitutes 50 of the 12-m antennas; whereas, the ACA comprises four 12-m antennas and 12 7-m anten-
nas (Hiramatsu, 2017). The ACA system is also alternatively known as the Morita Array, in honour of the 
Japanese astronomer Koh-Ichiro Morita of NAOJ, who passed away in Chile amid his work on ALMA.

Sited on the Chajnantor plateau which is 5000 m above sea level in Northern Chile, ALMA is cur-
rently the world’s most powerful millimeter/submillimeter interferometric radio telescope, operating from 
31 to 950 GHz (Yeap & Tham, 2018). ALMA began its observations in September 2011 when it was 
still partially finish. The telescope was officially commissioned in March 2013 (Yeap & Tham, 2018). 

Square Kilometer Array in 2020s

In September 1993, the International Union of Radio Science (URSI) established the Large Telescope 
Group to chart out plans for a next generation radio observatory (SKA, n.d.). On 10th August, 2000, 
representatives from 11 countries – China, Australia, Germany, India, Italy, Canada, the Netherlands, 
US and UK – came together to establish the International Square Kilometer Array Steering Committee 
(ISSC) (SKA, n.d.). In December 2011, the SKA Organization was formed to manage the development 
of the Square Kilometer Array (SKA) project. Much similar to the case of the ALMA telescope, although 
the SKA project started out with the involvement of only 11 countries, the members has now expanded 
to more than 20 countries.

The Karoo region in South Africa has been chosen to host the antennas for the mid and high frequen-
cies observations – the eventual plan is to extend the antennas all over the African continent though; the 
Murchison Shire in Western Australia, on the other hand, has been chosen to host the antennas which 
operate in the low-frequencies (SKA, n.d.). The ultimate plan of the project is to set up a million of 
low-frequency antennas in Australia and about 2000 mid- and high-frequency antennas in the African 
continent (SKA, n.d.). The design and development stage of the project started in 2012 and observations 
with a partial array were deemed to start in the mid-2020s (SKA, n.d.). 
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NOBEL PRIZE IN PHYSICS

Throughout the past century, Nobel Prizes in Physics have been awarded to scientists who had made 
significant breakthroughs in the field of radio astronomy. A list of these Nobel laureates and a summary 
of their contributions are tabulated in Table 1.
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ABSTRACT

In radio astronomy, radio telescopes are used to collect radio waves emanated from cosmic sources. By 
analyzing these signals, the properties of the sources could be unraveled. A telescope typically consists 
of the following astronomical instruments: a primary and a secondary reflector, receiver optics which 
usually includes a lens or a pair of mirrors and a pair of feed horns (one for each orthogonal polariza-
tion [or simply a corrugated horn with an orthomode transducer OMT]), waveguides, a mixer circuit, 
a local oscillator, amplifiers, a detector circuit, and a data processing unit. This chapter provides a 
concise but complete overview of the working principle of the astronomical instruments involved in the 
construction of a radio telescope. The underlying physics of the components in a radio telescope, rang-
ing from the antenna to the front-end and back-end systems, are illustrated.

INTRODUCTION 

In radio astronomy, radio telescopes are built to observe naturally occurring signal emission from celestial 
objects and phenomena, such as stars, galaxies, planets, quasars, pulsars, active galactic nuclei (AGN), 
etc. Extraterrestrial signals within the radio wave regime are rich with spectral and spatial information 
which is important in the field of astrophysics. By analyzing these signals, knowledge about the universe, 
as a whole, and a specific cosmic source, in particular, could be unraveled. The signal emission detected 
from the dust clouds in the interstellar medium (ISM), for instance, allows astrophysicists to study the 
physical and chemical properties during the formation of a star. Similarly, the Cosmic Microwave Back-
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ground (CMB) radiation provides information of the early universe when it was approximately 375,000 
years old. It also reveals the age and composition of the universe.

The latest generation of radio telescopes, such as those being employed in the Atacama Large Millime-
ter/submillimeter Aray (ALMA) and Square Kilometer Array (SKA) projects, are designed for multiple 
frequency bands with receivers for each individual band offset from the antenna axis. These telescopes 
typically consists of the following astronomical instruments: a primary and a secondary reflector, re-
ceiver optics which usually includes a lens or a pair of mirrors and a pair of feed horns (one for each 
orthogonal polarization) (Yeap & Tham, 2018), waveguides, a mixer circuit, a local oscillator, amplifiers, 
a detector circuit, and a data processing unit. These components are summarized in the functional block 
diagram depicted in Figure 1. To understand the process how a radio telescope detects and interpret the 
signal emanated from a celestial object, one can imagine the electromagnetic energy propagates from 
a far-field radio source. When the beam, in the form of a collimated bundle of radio waves, is incident 
upon the primary reflector of the dish antenna, it is scattered to the secondary reflector. The secondary 
reflector, in turn, illuminates the first and then the second mirrors (assuming that the focusing elements 
in the receiver optics are a pair of mirrors). The radio frequency (RF) signal is eventually focused to a 
feed antenna, which is usually a horn. At the feed, the RF signal is directed, via waveguides, to a receiver 
circuit. The mixer circuit at the receiver modulates the RF signal with another signal generated by a 
local oscillator. The process of modulation down converts the signal to an intermediate frequency (IF) 
signal, while maintaining its original phase. This IF signal is then fed to a detector circuit after going 
through amplification. The purpose of the detector is to perform wave rectification, allowing it to be 
processed by a data processing unit. In general, the input signal from the reflector antennas undergoes 
two stages, namely, the frond-end and the back-end. The components from the receiver optics to the mixer 
are considered as part of the front-end system; whereas, those from the amplifier to the data processing 
unit (which includes both the computer and display) belong to the back-end system. In this chapter, the 
astronomical instruments involved in the construction of the radio telescope, ranging from the parabolic 
dish antenna to the front-end and back-end components will be illustrated.

REFLECTOR ANTENNAS 

Due to its large collecting areas and relatively high angular resolution over a wide frequency range, cir-
cular parabolic reflector antennas are commonly employed in radio telescopes. According to the theory 
of reciprocity, when a beam of collimated rays is incident upon a parabolic reflector, it will converge 
to a focal point; and, likewise, when a point source is placed at the focal point, the rays scattered from 
the reflector will emerge as a collimated beam (Balanis, 2005). Although the purpose of the antenna 
is to collect radio signals from distant celestial sources, the opposite approach is usually adopted when 
designing a radio telescope. Since the location among different sources may vary, it is, therefore, more 
convenient to assume that the antenna is transmitting rather than receiving during its design stage. 

Various geometrical configurations exist in the design of reflector antennas. The most common types 
are the Cassegrain, Gregorian, and prime focus designs. Figures 2 to 6 show the optical arrangement 
for these three types of design. The design of the prime focus (which is also known as the front-fed) is 
the simplest. It comprises only a single primary reflector, with a feed antenna mounted directly at the 
focal point. The aperture of the feed is facing downwards towards the reflector dish. The Cassegrain and 
Gregorian antennas, on the other hand, are multiple-reflector antennas, i.e. they consist of at least two 
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reflectors. Both these antennas were named, respectively, after their inventors, Laurent Cassegrain and 
James Gregory. Unlike the prime focus, the feed of the Cassesgrain and Gregorian is placed below the 
primary reflector with its aperture facing upward. Multiple-reflector types are usually preferred over the 
single reflector prime focus for several reasons. Firstly, the magnifying secondary reflector can increase 
the ratio of the effective focal length f to reflector diameter D, i.e. f/D ratio. This produces a larger focal 
plane which allows multiple feed horns to be installed onto it. Secondly, the feed is directed towards the 
cold sky, instead of the warm ground. This arrangement minimizes the risk of the antenna from picking 
up thermal noise interference. Thirdly, loss from transmission lines can be reduced. Since the feed of 
the prime focus is installed above the dish, long transmission lines are required to channel the energy 
intercepted by the antenna to the receiver. Owing to the skin effect, transmission lines turn out to be very 
lossy at very high radio frequencies. It is to be noted that most emissions from distant celestial sources 
are usually very faint upon its detection by telescopes – the signals are measured in Jansky (Jy), which 
is in the order of 10-26 W/m2/Hz. The magnitude of the signal would therefore be severely affected when 
propagating through a lossy guiding structure. This problem can, however, be minimized if both the 

Figure 1. A simplified functional block diagram of a radio telescope

Figure 2. A prime focus configuration
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feed and the receiver are placed close together, near the vertex of the primary reflector, instead of its 
primary focal point (Yeap et al., 2016). 

Multiple-Reflector Designs

Both Cassegrain and Gregorian configurations have been very well received in the construction of radio 
telescopes. Examples of existing telescopes which employ the Gregorian design are the Green Bank and 
Arecibo telescopes; whereas, the Cassegrain antennas have been used in the ALMA project. As can be 
observed in Figures 3 to 6, both Cassegrain and Gregorian antennas are constructed using two reflec-
tors – a larger primary reflector and a smaller secondary reflector. The design for each of the reflectors 

Figure 3. An on-axis Cassegrain configuration

Figure 4. An on-axis Gregorian configuration
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Figure 5. An offset Cassegrain configuration

Figure 6. An offset Gregorian configuration
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has a separate impact on the field scattered at the aperture plane. It has been shown by Green (1963) 
and Balanis (2005) that over the aperture plane of a two-reflector design with high magnification, the 
amplitude and phase distributions are influenced separately by the curvatures of the secondary and 
primary reflectors, respectively. 

To focus a bundle of parallel rays upward to a focal point and vice-versa, the primary reflector has to 
be in the form of a paraboloid. The secondary reflector is used to intercept the energy scattered from the 
primary reflector and focus it downwards to a feed. In order to obtain good radiation characteristics, the 
diameter of the secondary reflector must be at least a few wavelengths (Balanis, 2005). For the Casseg-
rain design, the secondary reflector is in the form of a hyperbola and it has to be mounted beneath the 
focal point of the primary reflector. The Gregorian secondary reflector, on the other hand, is ellipsoid 
in shape and it is mounted above the primary focal point. Since the only difference between both de-
signs lies on the geometrical structure of the secondary reflector, changing from the Cassegrain to the 
Gregorian design and vice versa requires re-calculating the secondary eccentricity e, the diameter of the 
secondary reflector d, as well as the distance between the secondary vertex and the primary focal point 
Lv. The equations for these three parameters are given in (1) to (3) below (Hannan, 1960; Lamb, 1999)
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where c is the distance between the primary and secondary focal points, M the magnification, and θp 
and θs are, respectively, the angle subtended by the primary and secondary reflectors. For the Gregorian 
configuration, a negative sign must be employed for M and θp. 

Offset Designs

The Cassegrain and Gregorian designs shown in Figures 3 and 4 have the feed mounted along the same 
axis of the primary reflector. Since the feed and the secondary reflector are aligned along the same 
axis, this type of on-axis configurations has the disadvantage of producing a shadowy region in the 
aperture. In other words, certain fraction of the wave energy fails to be intercepted by the antenna and 
as a consequence of this; the spillover efficiency of the antenna deteriorates. To reduce aperture block-
ing and voltage-standing-wave-ratio (VSWR), offset reflector configurations are employed. As can be 
seen in Figures 5 and 6, the secondary reflector and feed horn of the offset Cassegrain and Gregorian 
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antennas are placed at one side of the primary reflector. Unlike its on-axis counterpart in which the 
primary focal point is affixed along the central axis, the focal point of the offset antenna is tilted to the 
side of the primary reflector. This type of optical arrangement eliminates the spillover effect due to the 
central blockage. Besides improving the spillover efficiency, the offset design also allows larger f/d ratio, 
exhibits lower sidelobes, and is more effective in suppressing cross-polarized fields (Balanis, 2005). 
The f/d ratio dictates the subtended angle of the primary reflector. By adjusting the f/d ratio, the feed 
pattern can therefore be improved. The principle polarization intended to be received by the antenna is 
typically referred to as the co-polarization; whereas, the field component perpendicular to it represents 
the unwanted cross-polarization. In practice, the cross-polarized fields are to be suppressed so as to op-
timize the energy carried by the co-polarized fields. The condition to cancel cross polarization in offset 
designs can be determined by (4) below (Mizugutch, Akagawa, & Yokoi, 1976)

M e
e e

=
−

+ −
| |

( ) cos
1

1 2

2

2 α
	 (4)

where α is the angle subtended between the axis of the primary reflector and that of the sub-reflector. 
Very often, the offset Gregorian configuration is preferred over its Cassegrain counterpart. This is 
because the Gregorian offset reflector picks up lower ground noise and, with its arm at the top, allows 
easier access to the primary focus (Prestage et al., 2009). 

Resolution and Sensitivity

The two most critical factors which dictates the performance of a radio telescope is its angular resolution 
and sensitivity. In simple terms, the resolution of a telescope is the degree of detail produced in an image. 
The higher is the resolution of a telescope, the finer is the visible image it produces and the easier it is 
in resolving very close objects. As shown in (5) below, the angular separation θr (measured in radians) 
is in direct proportion to the wavelength of the signal λ, and inversely proportional to the diameter of 
the primary reflector (or the baseline of an interferometer) D.

θ
λ

r D
=1 22. .	 (5)

The angular separation θr defines how close two objects can be resolved. This is to say that, the smaller 
is the value of θr, the better is the ability of the telescope in distinguishing objects placed in very close 
proximity. 

The sensitivity of a telescope is its ability in collecting energy from a radio source. An antenna with 
a large diameter is able to collect more electromagnetic energy from the sky than a small one. In order 
to detect very faint celestial objects, a highly sensitive radio telescope with sufficiently large primary 
reflector is required. The sensitivity of a radio telescope is closely related to the aperture efficiency ηa 
of the antenna. The aperture efficiency ηa can be defined as the ratio of the maximum effective area of 
the antenna to its physical area (Balanis, 2005). For a reflector antenna, ηa is a function of the subtended 
angle and the feed pattern (Balanis, 2005). In general, ηa can be further broken down into the product 
of the (Balanis, 2005).
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1. 	 Fraction of the energy intercepted by the reflector, i.e. spillover efficiency ηs.
2. 	 Uniformity of the amplitude distribution of the radiation over the reflector surface, i.e. taper ef-

ficiency ηt.
3. 	 Uniformity of the signal phase over the aperture plane, i.e. phase efficiency ηp.
4. 	 Uniformity of the wave polarization over the aperture plane, i.e. polarization efficiency ηx.
5. 	 Fraction of the energy being blocked from reaching the reflector, i.e. blockage efficiency ηb.
6. 	 Surface irregularities of the reflector, i.e. random error efficiency ηr.

By carefully designing and fabricating the feed and reflector, however, the effect imposed by the 
non-uniformity of the signal amplitude and phase, as well as the presence of a blockage and surface 
irregularities can be considered to be negligible (i.e. ηp = ηx= ηb= ηr» 1). Hence, the remaining factors 
which influence the aperture efficiency are the spillover and taper efficiencies. In other words, the ap-
erture efficiency ηa of a very carefully designed reflector antenna depends solely on the product of the 
spillover ηs and taper efficiency ηt, i.e.

η η ηa s t= × .	 (6)

Figure 7 depicts the relationship of the spillover, taper, and aperture efficiencies as a function of the 
relative power density at the edge of the aperture (i.e. the edge taper Te). It is apparent from the figure 
that both the curves of the spillover and taper efficiencies contradict each other – the spillover efficiency 
increases along with Te; while, the taper efficiency gradually decreases. In order to achieve the optimum 
aperture efficiency ηa, a compromise between the spillover efficiency ηs and the taper efficiency ηt is 
therefore necessary (Balanis, 2005; Yeap & Tham, 2018). For an unblocked reflector illuminated by an 
ideal Gaussian beam, the maximum aperture efficiency that can be obtained is 81.45% (Yeap & Tham, 
2018). 

RECEIVER OPTICS 

In order to accommodate multiple frequency bands, the receiver for each band is offset from the primary 
antenna axis. As can be observed in Figure 8, the receiver optics typically consists of two focusing ele-
ments, in the form of ellipsoidal mirrors along the optical path between the feed horn and the antenna 
focus. In order to ensure that the beam from the secondary reflector could be coupled effectively to 
the feed horn, it is important to optimize the geometries and optical arrangement of the mirrors. Physi-
cal optics (PO) has been known as a common technique for optics design. Despite its high accuracy, 
however, this technique requires large computational time to search for the optimum parameters for a 
frequency independent design. It, therefore, renders infeasibility and impracticality to adopt PO for the 
optimization process. Since Gaussian quasi-optics technique includes the effects of diffraction within a 
reasonable limit and it provides sufficiently accurate results, it has been adopted to search for the optimum 
parameters instead (Yeap & Tham, 2018). PO, in this case, is used at the final stage, for the verification 
of the system performance. In this section, the description of beam propagation in the receiver optics is 
modeled using the quasi-optics technique.
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In a quasioptical system, the radius of curvature R, beam radius w and phase slippage ϕ0 completely 
characterize the beam at each location along the propagation path. The beam parameters R, w and ϕ0 are 
first calculated at the aperture of the feed horn. The optimum beam radius that couples to the fundamental 
Gaussian mode is given as w = 0.644a for a corrugated horn and 0.76a for a conical horn (Goldsmith, 
1998) where a is the aperture radius. The radius of curvature R is equivalent to the slant length of the 
horn Rh and the reference phase slippage at the aperture is ϕ0 = 0. The beam is propagated using thin 

Figure 8. The optical arrangement of a receiver optics

Figure 7. The aperture efficiency (solid line), spillover efficiency (dashed line), and taper efficiency 
(dotted line) for an unblocked Cassegrain aperture as a function of edge taper
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lenses to approximate the ellipsoidal mirrors. The Gaussian beam quasi-optics equivalent of the opti-
cal system in Figure 8 is shown in Figure 9. The beam transformation properties of this quasi-optical 
system can be found using the ABCD law (Halbach, 1964). The beam parameters R and w at free space 
propagation are obtained as (Yeap & Tham, 2018)
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where the subscripts in and out denote respectively the input and output of the optical system, and L is 
the propagation distance. The phase slippage is given as
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Similarly, the beam parameters R and w at the lenses in Figure 9 (i.e. mirror 1 and mirror 2) are 
obtained as

R fR
f Rout
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w wout in= 	 (10)

where f is the focal length of the lens. The value of the radius of curvature R is used to locate the posi-
tion of the secondary reflector. When the antenna is at focus, the equiphase of R is identical with the 
surface of the reflector. 

FEED HORN 

The field structure coupled to the feed can be expressed as a spectrum of hybrid modes of circular wave-
guides (Balanis, 2005). Horn antennas are commonly used as the feed in the receiver optics, although 
dipole antennas are also used in some occasions. Generally, the horn is simply a hollow pipe tapered 
to a larger opening (Balanis, 2005). Horns come in various geometrical structures – some of which are 
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the corrugated, conical (smooth-walled), rectangular, pyramidal, and diagonal feed horns. The basic 
working principles of the horns are the same – they are used to couple the incident wave and transmit 
them to the receiver circuits. Here, the two most commonly used structures in radio telescopes, i.e. the 
conical and corrugated horns will be discussed. 

Conical Horn

Due to its simplicity and ease of fabrication, the smoothed-wall conical horn has been one of the most 
popular options for the feed in receiver optics. As can be observed from Figure 10, the horn has a cir-
cular aperture and the metallic boundary is tapered in the form of a cone. The wave propagating in the 
horn is the dominant TE11 mode of a circular waveguide (Goldsmith, 1998). Hence, the electric field 
is transverse, but is not azimuthally symmetric. As compared to its corrugated counterpart, the smooth-
walled conical feed horn produces relatively poorer co-polarization, higher level of sidelobes, poorer 
coupling to the fundamental Gaussian mode, and lacks the pattern symmetry (Goldsmith, 1998). Despite 
its complicated structure, the corrugated horn is considered a better candidate for wave coupling. 

Corrugated Horn

As shown in Figure 11, the corrugated horn consists of uniform parallel grooves within the surface of 
the horn. The wall of the horn presents the same boundary conditions to all polarizations, effectively 
getting rid of spurious diffractions at the edges of the aperture (Goldsmith, 1998). The corrugated 
grooves modify the electric field distribution which is uniform at the waveguide-to-horn interface to 

Figure 10. The structure of a conical (smooth-walled) horn

Figure 9. Gaussian beam quasioptics equivalent of the receiver optics in Figure 8
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cosine at its aperture (Goldsmith, 1998). Unlike the conical horn, the field pattern of the corrugated 
horn is azimuthally symmetric and it is, therefore, an excellent candidate for illuminating symmetric 
reflector antennas (Goldsmith, 1998). Owing to its angle independent field distribution, the corrugated 
horn is also commonly referred to as the scalar feed horn. The fundamental Gaussian mode resembles 
very closely the main lobe of the radiation field from the feed horn (Goldsmith, 1998). 

WAVEGUIDES 

Circular and rectangular waveguides are widely used in radio receiver systems to channel and couple 
signals to the mixer circuits. The RF signal coupled to the horn is first channeled to a circular waveguide. 
The structure subsequently undergoes a circular-to-rectangular waveguide transition before allowing 
the signal to be coupled to the mixer circuit via a microstrip probe. Rectangular waveguides are usually 
preferred over circular ones since they can operate in single mode at larger bandwidth. Figures 12 and 13 
show, respectively, the structure of hollow circular and rectangular waveguides. The front-end receiver 
noise temperature TR is determined by a number of factors, such as the mixer noise temperature TM, 
the conversion loss CLoss, the noise temperature of the first IF amplifier TIF, and the coupling efficiency 
between the IF port of the junction and the input port of the first IF amplifier ηIF. A comparison of the 
performance of different SIS waveguide receivers is listed in Table 1 (Walker et al., 1992; Yeap, Tham, 
Yassin, & Yeong, 2011). It is apparent that the value of TR for the 230 GHz system is a factor of 3 to 4 
times less than that of the 492 GHz system. Upon close inspection on the table, it could be observed 
that the decrease in system performance at 492 GHz is due to the increase of CLoss and TM by a factor 
of approximately 3. Since extraterrestrial signals are usually extremely faint, it is therefore of primary 
importance to minimize the conversion loss CLoss of the mixer circuit. One way is to ensure that the 
energy of the LO and, in particular, the RF signals is channeled and coupled from the waveguides to 
the mixer circuit in a highly efficient manner. This is to say that, energy loss in the waveguide has to be 
minimized. To do so, the surface wall of the waveguides has to be made of highly conducting material, 
such as copper or brass. When designing the waveguides, accurate formalisms are necessary to determine 
the attenuation α in waveguides.

Assuming that the wave is propagating along the z-direction of the circular waveguide shown in 
Figure 14, the wave loss can be computed based on the transcendental equation in (11) below (Yeap, 
Tham, Yeong, & Woo, 2010; Yeap, Wong, Nisar, Lai, & Ng; 2017)
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Figure 11. The structure of a corrugated horn
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Figure 13. Hollow rectangular waveguides

Figure 12. Hollow circular waveguides

Table 1. Comparison of SIS receiver performance (Walker et al., 1992) 

SIS Junction Nb Pb Nb

Center Frequency (GHz) 230 345 492

TR (K) 48 159 176

TM (K) 34 129 123

CLoss (dB) 3.1 8.1 8.9

TIF (K) 7.0 4.2 6.8
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where k k kr d z= −2 2 , Jn(u) and Jn’(u) represent the Bessel function of the first kind and its derivative, 
ω the angular frequency, n the order of the Bessel function, kd, μd and εd are respectively the wavenum-
ber, permeability and permittivity of the dielectric core material (which is air for hollow waveguides), 
μw and εw are respectively the permeability and permittivity of the conducting wall, and ar is the inner 
radius of the waveguide. The argument u is given as

u a k kr d z= −( )2 2 2 	 (12)

Solving numerically for the root of (11), the propagation constant kz can then be found. The propa-
gation constant is a complex variable comprising the phase constant βz and attenuation constant α, as 
shown in (13)

kz = βz – jαz	 (13)

By extracting the imaginary part of (13), the loss in the circular waveguide can therefore be determined.
The process of finding the loss in a rectangular waveguide is lengthier compared to its circular coun-

terpart. Here, we consider a rectangular waveguide with its width a and height b lying, respectively, along 
the x- and y-directions and the wave propagating in the z-direction, as shown in Figure 15. The solution 
involves the concurrent search for the roots of the pair of transcendental equations in (14) (Yeap, Tham, 
Yassin, & Yeong, 2011; Yeap, Wong, Nisar, Lai, & Ng; 2017)
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Figure 14. Cross section of a circular waveguide
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where kx and ky are the transverse wavenumbers in the x and y directions, respectively. The arguments 
ux and uy are given as

u k a p
x

x=
+ π
2

	 (15a)

u
k b q

y
y=
+ π
2

	 (15b)

where p and q represent the number of half wave cycle in the x and y directions, respectively. Like the 
case of the circular waveguide, the transverse wavenumbers kx and ky can be found by solving (14) nu-
merically. The loss in the waveguide α can then be computed by substituting kx and ky into the dispersion 
relation of the rectangular waveguide in (16) and extracting the imaginary values out from kz.

k k k kz d x y= − −2 2 2 	 (16)

The dimensions of the waveguides can be estimated based on the cutoff frequency fc of the lossless 
propagating modes. For a perfectly conducting circular waveguide, the cutoff frequency for TE (i.e. fcTE) 
and TM modes (i.e. fcTM) can be, respectively, expressed as (Balanis, 1989) 
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where χ’mn and χmn denote, respectively, the n th zero of Jn’(u) and Jn(u) of order m. For a perfectly 
conducting rectangular waveguide, the cutoff frequency for TE and TM modes is the same, as shown 
in (18) below
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RECEIVER CIRCUIT 

To couple the wave at the feed to the electronics, receivers are implemented. In general, there are two 
types of receivers, i.e. the coherent and incoherent receivers. Coherent receivers – which are more com-
monly referred to as the superheterodyne or heterodyne receivers – are widely used to observe signal 
in the low and high spectral resolution. Incoherent receivers, on the other hand, are more common in 
detecting signal at low spectral resolution. The most commonly used incoherent receivers in radio as-
tronomy are bolometers. While the incoherent receivers could only detect the intensity of the incident 
RF signal, the coherent receivers account for both the intensity and phase.

The noise added to the input signal in the receivers follows closely Gaussian distribution (Wilson, 
2013). The noise in heterodyne receivers is measured in Kelvins (K); whereas, that in bolometers is 
based on the Noise Equivalent Power or NEP (measured in WHz-0.5). NEP is the input power level which 
produces twice of the output power (Wilson, 2013).

Coherent Receiver

In practice, it is often easier to build high gain, stable amplifiers and other related electronics for low 
frequency signals. Because of this reason, it is desirable to down convert the frequency of the incom-
ing RF signal before feeding the signal for further amplification and analysis. The down conversion 
process is performed in the mixer circuit of a heterodyne receiver. In order to produce output power 
which is linear with the input power, non-linear square law devices are used as mixers. For signal 
above the sub-millimeter frequencies, such as infrared and visible light, the non-linear mixing device 
is a photo-detector; for signal in the range of radio waves, a diode is commonly adopted, instead. The 
superconductor-insulator-superconductor SIS device is the most efficient diode used for mixing signals 
in the millimeter and sub-millimeter regimes.

At the front-end of the radio telescope, the received RF signal at the aperture of the feed horn is 
channeled through a circular and subsequently a rectangular waveguide to a microstrip probe. The signal 
impinged on the probe is fed to the mixer circuit, built on the same substrate as the microstrip. At the 

Figure 15. Cross section of a rectangular waveguide
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same time, a signal which oscillates at a slightly lower frequency than the RF signal is generated by a 
local oscillator (LO). The LO signal is fed to the mixer circuit via waveguide-to-microstrip transition. 
The RF and LO signals are eventually added together at the beam splitter and the resultant is sent to the 
mixer. Heterodyning takes place at the mixer circuit – the RF signal is down converted to an intermedi-
ate IF signal. The IF signal oscillates at a frequency fIF which is the difference between the frequencies 
of the RF and LO signals. When mixing both signals, the amplitude and phase of the LO signal is held 
constant. By doing so, the amplitude and phase of the input RF signal can be traced. Hence, the IF signal 
consists of the amplitude and phase of the RF signal (Wengler, 1992). In linear mixing, the amplitude of 
the LO signal is higher than the RF signal (Wengler, 1992). As a result of this, the intensity of the mixed 
IF signal is amplified. The amplification factor is referred to as the gain of the mixer.

SIS Mixer

Owing to its low noise temperatures and LO power requirement in comparison to the conventional Schottky 
diode mixer, the superconductor-insulator-superconductor SIS tunnel junction diode has been a popular 
mixer device in radio telescopes. The SIS mixer is built with a very thin sheet of insulator sandwiched 
between two layers of superconductors. Since these layers are deposited via lithography on a substrate, 
the SIS mixer also has the advantage of being planar in structure (Wilson, 2013). The working principle 
of a superconductor can be explained based on the Bardeen–Cooper–Schrieffer (BCS) theory (Bardeen 
et al., 1957). When an electron passes by positively charged ions in the lattice of a superconductor, the 
positively charged atoms would be attracted towards the electron. This forms a trough of positive charges 
around the electron. The strong force exerted by the positive charges predominate that of the negatively 
charged electron and is therefore capable of curbing the repulsion effect of electrons approaching the 
trough. Before the lattice returns to its original position, another electron is drawn into the trough. This 
results in two electrons which appear to be paired up together. The coupled electrons are known as 
Cooper pairs (Cooper, 1956). This phenomenon overcomes the collisions of electrons with the lattice 
structure, rendering literally infinitesimal resistance to a superconductor. A material would only exhibit 
the properties of superconductivity when the operating temperature is below the critical temperature Tc. 
Figure 16 depicts the energy band diagram of a superconductor (Wengler, 1992). As can be observed 
from the band diagram, an energy gap Eg = 2∆ exists in the Cooper pairs. The energy gap represents the 
binding energy of the loosely bound Cooper pairs. Hence, the electronic states below the gap is filled 
with Cooper pairs; whereas, above the gap is an empty continuum of states according to BCS theory 
(Wengler, 1992). Although the BCS theory predicts that there is no energy state within the band gap, 
recent findings actually suggest that intragap states may exist (Yeap, Ong, Nisar, Lai, & Ng, 2016; Yeap, 
Teh, Nisar, & Hirasawa, 2015; Mitrovic & Rozema, 2008; Noguchi, Suzuki, Endo, & Tamura, 2009; 
Noguchi, Suzuki, & Tamura, 2011; Noguchi, Naruse, & Sekimoto, 2012; Noguchi, Naruse, & Sekimoto, 
2013). The band diagram is somewhat analogous to that of an intrinsic semiconductor, where the lower 
valence band is filled with electrons and the upper conduction band is empty. Thermal energy or radia-
tion higher than or equivalent to 2∆ can break Cooper pairs. The electrons which break free from the 
pairs are known as quasiparticles (Yeap, Yeong, Tham, & Nisar, 2016). In many ways, quasiparticles 
behave like normal electrons. Since the energy gap of Cooper pairs is 2∆, the field frequency of the 
radiation absorbed by the carriers must be at least 2∆/h in order to release the quasiparticles, where h 
is the Planck’s constant. The threshold frequency of 2∆/h is known as the gap frequency fg. The voltage 
which corresponds to the energy gap is known as the gap voltage Vg which is equivalent to 2∆/e where e 
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is the charge of an electron (Wengler, 1992). For the superconductors used in SIS mixers, Vg lies in the 
range of mV. Some of the superconducting materials commonly applied in SIS tunnel junction are lead 
alloys (Vg » 2.5 mV), lead-bismuth alloys (Vg » 3 mV), niobium (Vg » 3 mV), and niobium-nitride alloys 
(Vg » 4 to 5 mV) (Wengler, 1992).

Figure 17 shows the band diagram of the SIS mixer when it is zero biased. Since the energy bands of 
the superconductors at both sides are aligned together, the Cooper pairs remain at the so-called “valence 
band”. Hence, no quasiparticles can tunnel across the insulator layer. When the DC voltage supply is 
increased beyond Vg, however, the filled valence states on the left is facing directly a high density of 
empty conduction states at the right (Wengler, 1992). This allows the quasiparticles to break free and 
subsequently tunnel across to the conduction states, as graphically shown in Figure 18. The tunnelling 
effect produces a sharp rise of current when the voltage is merely slightly above Vg. As the voltage is 
progressively increased, the current starts to rise linearly with the voltage.

When radiation with frequency above fg is incident upon the SIS tunnel junction, the photons ab-
sorbed by the quasiparticles at the left side of the superconductor raise the energy of the carriers, such 
that they could be promoted to the empty states at the right side (see Figure 19). This phenomenon is 
referred to as the photon-assisted tunnelling and it is applicable for the condition of the voltage supply 
when it is either below or above Vg. This is to say that, current would still be induced in the SIS device 
even if the voltage supply is below the threshold Vg, given that the frequency is above the gap frequency 
fg. If the voltage is above Vg, additional current would be superimposed onto the DC I-V curve forming 
current steps on the curve. Since the radiation excites additional quasiparticles to the conduction states 
according to the same rate as photons absorption, the device is capable of detecting individual quanta. 
In a detector of perfect quantum efficiency, the detector current includes an electron for every photon 
absorbed (Wengler, 1992).

Figure 16. Energy band diagram of a superconductor
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In the presence of the RF and LO signals, the voltage V, current I, and power P across the mixer are 
given as (Wengler, 1992)

V t V f t V f tIF LO LO RF RF( ) cos( ) cos( )= +2 2π π 	 (19)

P t P P P P f tIF LO RF LO RF IF( ) cos( )= + + 2 2π 	 (20)

Figure 17. Energy band diagram of a zero-biased SIS mixer

Figure 18. Energy band diagram of an SIS mixer when the DC bias voltage is larger than the gap voltage
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I t R P P f tIF t LO RF IF( ) cos( )= 2 2π 	 (21)

where Rt is the current responsivity of the device and the subscripts RF and LO denote, respectively, the 
components of the RF and LO signals. 

Incoherent Receiver

Another popular mixing device used in radio telescopes is the bolometer. To put it in simple terms, a 
bolometer or bolometric sensor is nothing more than just a thermal or power detector. Bolometers are 
widely implemented in the millimeter and sub-millimeter range to perform photometry. In order to 
ensure high sensitivity, it is cooled to the cryogenic temperatures (in the range of 50 to 300 mK). It is 
able to detect radiation over a wide bandwidth and is, thus, widely used to observe cold dust clouds and 
the core of celestial objects.

As depicted in the block diagram in Figure 20, a bolometer consists of three main components – a 
layer of absorber (typically made of Tungsten), a thermometer, and a heat sink. The working principle 
of a bolometer is similar to a calorimeter. The incident RF radiation is used to heat up the absorber 
and, as a result of the rise in temperature, the resistance of the absorber increases proportionately with 
the absorbed power. For a given fixed voltage, the current in the bolometer will in turn drops. In other 
words, the output power changes accordingly with the temperature of the absorber. A highly sensitive 
bolometer should constitute a narrow transition, low thermal conductance (to ensure that it is sufficiently 
sensitive) and low heat capacity (so as to produce fast response time). The thermometer and absorber 
is connected via a weak thermal link to a heat sink. The purpose of the heat sink is to cool the absorber 
back to thermal equilibrium with its ambient temperature after the photon energy has been absorbed. The 
process of cooling is, however, very slow even for very sensitive bolometers. Since the device is dictated 
by thermal effect, it is independent of frequency, phase, and polarization of the incoming radiation. The 
bolometer is therefore a broadband device (Wilson, 2013).

Figure 19. Photon assisted tunneling takes place in an SIS mixer
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The Transition Edge Sensor (TES) is considered the most efficient bolometer. Being made of super-
conducting materials, the TES bolometer is able to perform two to three times better than its semicon-
ductor counterpart, when it is used in ground-based telescopes (Wilson, 2013). The TES bolometer is 
also capable of processing higher number of pixels (Wilson, 2013).

BACK END 

Due to the presence of white noise, the signal from the receiver output is an AC voltage, i.e. it oscillates 
in the positive and negative phases. If a DC voltmeter is used to observe the reading, it will show an 
average value of zero. In order to demodulate the modulating signal from its carrier, i.e the white noise, 
DC rectification is to be performed at the back end. A non-linear square-law detector such as a diode is 
used for the process of demodulation. Since the DC output voltage of the detector circuit is the squared of 
its AC input voltage, the output power is linear with its input power. The output of the detector is subse-
quently sent to a low-pass filter, allowing the intensity which varies at slower frequencies to be analysed.

To observe the spectral lines, Fourier Transform (FT) is performed on the signal fed from the filter. 
The voltage from FT is squared so as to obtain the Power Spectral Density in an autocorrelator (Wilson, 
2013). Correlation is the process of time-averaging the vector product of signals (Fisher, 2002). When 
the signals from two orthogonal feed polarization outputs are correlated, information of the polarized 
radio source can then be obtained (Fisher, 2002). To acquire the spectral and phase information of the 
celestial sources, the signal has to be sampled. This is done using an analogue-to-digital converter (ADC) 
(Fisher, 2002). In order to prevent the spectral information from aliasing, the sampling rate has to abide 
by Nyquist’s sampling theorem, i.e. the sampling rate must be at least equivalent to twice the signal 
bandwidth. Practically speaking, however, the sampling rate should be greater than twice the bandwidth 
so that clear spectral lines could be reconstructed.

Figure 20. Model of a bolometer
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Very often, the IF band from the receiver output is segmented via bandpass filters into various fre-
quency intervals. Signals at each interval are then rectified by a separate detector circuit. The output 
spectrum from each detector circuits can be selectively viewed via a multiplexer. The electronics in-
volved in constructing the filter bank is laborious, particularly, when the number of interval segments 
is large. Another way of observing spectrum with a wide bandwidth (in the range of GHz) is using an 
Acoustic Optical Spectrometer (AOS). The AOS works based on the principle of light diffraction caused 
by ultrasonic waves (Wilson, 2013). When the IF signal propagates into the crystal medium, it will be 
modulated. The modulated signal is detected by a charge coupled device (CCD). A typical AOS can 
provide a bandwidth as large as 2 GHz and 2000 spectral channels (Wilson, 2013).
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ABSTRACT

In this chapter, the design and construction of a simple home-brew radio telescope are illustrated. The 
radio telescope is built essentially from commercial off-the-shelf components. The main components 
include an offset prime-focus Ku-band reflector antenna, RF detector circuit, Arduino microcontroller, 
and a computer. To demonstrate the viability of the telescope, a drift-scan of the sun was performed. 
From the measurement, it is observed that the radiation signal from the sun has a peak power of –34.3 
dBm, half power of –35.4 dBm, and a beamwidth of 3.13o. The impact of rain on the signal from the sky 
was also investigated. The result shows that there was a noticeable degradation of the power received. 
A significant amount of energy is absorbed by the dense water vapour in the atmosphere.

INTRODUCTION 

When scientists discovered that additional information of the sky could be obtained by analysing the 
signal at different wavelengths other than that visible to the eyes (such as microwaves, radio waves, ul-
traviolet, infrared, x-rays, and gamma rays), they started to look for ways to view the sky. The full range 
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of electromagnetic wave is called the electromagnetic spectrum. The invention of radio telescopes was 
one of the early successes in detecting signals which are not visible to human eyes (Wood, 2015). Radio 
telescopes create a picture of the sky, not in visible light, but in radio waves (Yeap et al., 2013; Yeap et 
al., 2016a; Yeap et al., 2016b). The invention of the radio telescope is very useful to mankind, because 
it is able to detect the invisible and hidden activities across the universe. By analysing the information 
obtained from the radio telescope, some of the greatest mysteries of the cosmos can therefore be unrav-
elled. It is the advent of radio telescopes which has given birth to the field of radio astronomy in physics. 
To put it in simple terms, radio astronomy is nothing more than the study of cosmic sources which emit 
radio waves, such as stars, quasars, pulsars, planets, etc. 

Constructing a radio telescope presents exceptional difficulties. This is mainly due to the specificity 
of this discipline and the limited availability of dedicated instrumentation. The main difficulty faced by 
amateur astronomers in building a radio telescope is the detection of the extremely weak signal radiated 
from cosmic sources – the magnitude of some of these signals may be comparable to that of thermal 
noise. Although the underlying operational concept of a radio telescope is pretty much similar to that of 
a typical commercial radio found in most households, the antenna of the radio telescope is significantly 
much larger in size. Since signals from the cosmic sources are usually extremely weak, the sensitivity and 
resolution of the radio telescope have to be high in order to detect these signals. As a result, the size of 
the parabolic dish antenna has to be sufficiently large, i.e. the diameter of a typical dish is usually larger 
than 10 m, and the electronics components have to sustain low loss and high signal-to-noise ratio – some 
of which may have to operate in cryogenic temperature so as to minimize thermal noise (Yeap & Tham, 
2018). Hence, building a radio telescope is extremely costly. This is the main reason why courses related 
to radio astronomy are not commonly offered in secondary and, not to mention, tertiary education. To 
introduce radio astronomy as a common course, it may be necessary to simplify the process of building 
a radio telescope, so much so that, it can be easily built in schools and tertiary institutions. 

The purpose of this chapter is therefore to introduce an effective approach to design and develop an 
affordable and relatively simple radio telescope. Since signals from the sun has the highest intensity and 
can easily be detected, it shall be used to demonstrate the operability of the telescope. At the end of this 
chapter, the readers should be able to learn how to:

1. 	 Construct a radio telescope using off-the-shelf components.
2. 	 Perform simple measurements using the telescope.
3. 	 Interpret and analyze the obtained data. 

A KU-BAND RADIO TELESCOPE 

The Ku-band radio telescope can be separated into the outdoor and indoor units. The outdoor unit com-
prises mainly a parabolic reflector antenna and a low noise block (LNB). The reflector antenna focuses 
incoming electromagnetic waves towards the LNB. Satellite dishes which operate in the frequency range 
of 10.7 GHz to 12.75 GHz are often used as the reflector antenna for the detection of the signals in the 
Ku-band. The LNB consists of the mixer and amplifier units. It is used to down convert the frequencies 
of the signals from the Ku-band to an intermediate frequency and to amplify the magnitude of the signals 
(Furse & Bhatia, 2006). The indoor unit consists of a satellite receiver, rotator controller and computer 
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controller. The most important and difficult task in building the indoor unit is the selection of the most 
suitable and useful receiver device. 

RADIO FREQUENCY INTERFERENCE

Electromagnetic or, to be more specific, radio frequency interference (RFI) is a major concern in radio 
astronomy. Owing to the highly non-ergodic nature of signals, identifying unintentional radio frequency 
interference signals (for example, from equipment operating in the neighbourhood of a radio telescope) 
is a rather challenging task (Czech, Mishra & Inggs, 2016).

The technological advancement in the field of telecommunication is the main culprit of man-made 
RFI in developed cities and it poses a threat to the development of radio astronomy. In bands below 2 
GHz, the interferences mainly come from broadcasting services, communication data, satellite commu-
nication, aeronautical satellites, meteorological satellite and radio navigation satellite. Although filters 
could be used, they are usually not adequate in minimizing the impact of RFI.

It is also worthwhile noting that, radio telescopes can be easily affected by signals emitted in the 
nearby bands, since the received signals of interest are very weak. The unwanted signals may couple to 
the antenna and propagate to the receiver system. Because of the high gain of radio-telescope antennas 
and the fact that celestial signals are generally a quantity in comparison, the primary path for interfer-
ence is through the antennas (Adnan, 2010). Table 1 shows the radio frequency interference sources that 
can disturb the radio astronomical observation in Malaysia (Abidin, Ibrahim, Adnan, & Annuar, 2008). 

DEVELOPMENT OF THE HOME-BREW TELESCOPE

Figure 1 depicts a simplified block diagram of a radio telescope. As can be seen from the figure, a simple 
radio telescope consists of four main components, i.e. a parabolic dish antenna, a radio frequency (RF) 
detector, an analog-to-digital converter ADC and a computer.

The dish antenna is supported by a telescope mount. Telescope mounts are designed to allow for 
accurate pointing of the instrument. It therefore allows the motion of the stars to be tracked as the Earth 
rotates. For practical purposes, equatorial mount is often preferred to azimuth-elevation mount. For 
simplicity, an off-the-shelf Ku-band dish is used to collect radio signals from space and focuses them 
onto the antenna. The Ku-band dish is selected in this case because it can be easily salvaged from a 
television (TV) broadcast unit. The LNB is the receiving device mounted onto the satellite dish. The 
LNB down converts the radio waves collected by the dish which ranges from 10.7 to 12.75 GHz to the 
range of 950 to 2150 MHz. The process of down conversion is necessary since it allows the signal to 
propagate in transmission lines (such as an RG-6 cable) with less attenuation (Kirkman-Bey & Xie, 
2014). An external DC 12 V is required to supply power to the LNB. 

An RF detector is used to monitor the output of the LNB and develop an output voltage which is 
directly proportional to the logarithmic received power (dBm). Figure 2 shows the circuit schematic 
of the RF detector used which operates from 950 MHz to 2150 MHz. The LT5534 chip shown in the 
figure is a log detector. A 3.3 V voltage source is supplied to the chip. The voltage source is fed from 
Arduino – a microcontroller-based board used particularly for digital interactive project. To ensure that 
the RF detector is operating accurately, it has to be calibrated first before it is used. Figure 3 depicts the 
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measurement setup for calibrating the RF detector. An RF signal source which generates signal at dif-
ferent frequencies and power is connected to the RF detector. The output voltage of the detector is then 
measured. The purpose of calibrating the detector is to determine the relationship between the input 
power Pin and the output DC voltage Vout. The calibration process is performed at the centre frequency 
(i.e. 1550 MHz) of the detector. Figure 4 illustrates the measurement obtained during the calibration. 
Upon close inspection on the figure, it can be observed that the output voltage literally varies linearly 
with the input power source. By finding the gradient of the straight line and extrapolating the line so that 
it crosses the axis where Vout = 0, the relationship between Pin and Vout can then be expressed as

P Vout out= −28 57 66 99. . .	 (1)

The output of the RF detector V0, which consists of a low frequency signal (i.e. less than 10 kHz), is 
subsequently connected to Arduino so as to undergo analog-to-digital conversion, as shown in Figures 
2 and 5. The converter has 10 bits resolution, returning integers from 0 to 1023. The output digital data 
is then processed and saved in a computer. Figure 6 depicts the complete picture of the entire set up.

MEASUREMENT SETUP 

For effective measurement of the cosmic signal, the antenna is to be placed at an open area which is free 
from electromagnetic source interference. In order to place the dish to face the correct direction, a magnetic 
compass is first used to measure and align the direction of the mount polar-axis scope towards earth’s 
magnetic north pole, which is close to earth’s north celestial pole (NCP). Extreme care has to be taken 
when using the compass since it can be easily deflected by metallic objects or surfaces at the vicinity.

As can be seen in Figure 7, the satellite dish used is an off-axis prime-focus antenna. This is to say 
that, the antenna is not in perpendicular direction with the RF signal from the sky (which is the signal 
of the sun, in this case). This makes it difficult to align the antenna to the main lobe of the RF signal. 
Since the dish scatters not only radio waves, but visible light towards the antenna feed as well, a shiny 
object (such as a coin) can be attached to the centre of the dish to allow easier visualization, as shown 

Table 1. RFI sources in Malaysia 

No Signal Sources Frequency (MHz)

1 Radio Broadcasting- Traxx FM 80 - 108

2 Aeronautical Mobile 125 - 150

3 Broadcasting Mobile (Tv-Channel 5) 175 - 217

4 Deuterium (DI), Fixed and Mobile 327

5 Mobile Satellite (intermittent) 150

6 Broadcasting (Tv-channel 38) 574 - 700

7 Mobile Phone(Celcom, Maxis, Digi) 890 - 933

8 Mobile Phone (GSM) (Celcom, Maxis, Digi) 1735 - 1880

9 Telekom Malaysia 1962
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Figure 1. Block diagram of a simple radio telescope

Figure 2. RF detector schematic

Figure 3. Measurement setup for calibrating the RF detector
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in Figure 8. This is because the glitter caused by the reflection of the coin will create a bright spot at the 
feed when the light is focused onto it.

SUN DRIFT MEASUREMENT

The RF beamwidth φ of the dish antenna is typically around a few degrees angle. The beamwidth is 
determined by the half-power point of the RF main-lobe as shown in Figure 9. The parameters D = 1.392 
x 106 km and d = 149,598,261 km are, respectively, the diameter of the sun and its distance from Earth 
(as graphically shown in Figure 10), the angular diameter of the sun δ can be found trigonometrically as

Figure 5. The screenshot of the RF detector connecting to the Arduino kit

Figure 4. Power versus DC voltage at frequency = 1550 MHz
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δ = 




=−2

2
0 51tan .D

d
 .	 (2)

When the sun drifts with respect to the stationery dish over time, the radio wave from the sun (which 
is focused by the parabolic dish to the receiver) also drifts across the antenna feed, as graphically depicted 
in Figure 11. By using (1) to correlate the output voltage from the RF detector Vout with the RF power Pout, 
the variation of the received power during the drift-scan process was recorded. As can be observed from 
Figure 12, the radiation signal from the sun has a peak power of –34.3 dBm and half power of –35.4 dBm. 

Figure 6. The antenna is first connected to an RF detector and an arduino board, before placing it at 
an open area to perform drift-scan

Figure 7. The off-axis reflector antenna is supported by a tripod telescope mount
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The time duration from the first half power level to the second is approximately 12.5 mins. Since it takes 
24 hours for earth to rotate 360o, 12.5 mins corresponds to a Half Power Beamwidth (HPBW) of 3.13o.

THE EFFECT OF RAIN

Radio waves are highly susceptible to water vapour, rendering it exceptionally difficult to detect cosmic 
signal at places imbued with high humidity. In order to investigate the impact of water vapour on the 
detection of cosmic signal, an experimental measurement was performed during which the sky changed 
from clear to cloudy to raining. The reflector antenna was pointed towards the direction of a TV satel-
lite. The signal from a TV satellite was used for detection partly because it possessed relatively high 
intensity; partly, it is also because the satellite is fixed at a position in the sky with respect to Earth. This 
type of satellite is called geostationary and rotates together with the earth so that it appears stationary 
when viewed from the earth. Figure 13 shows the variation of the power received by the telescope as the 

Figure 9. Measurement of the signal from the sun when it drifts across the reflector antenna

Figure 8. The reflection of the coin can be visualized at the feed
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weather changed. As can be observed from the figure, there is a noticeable degradation in the received 
power when rain started to fall. It is apparent that the energy from the source has been strongly absorbed 
by the dense water droplets in the atmosphere. 

CONCLUSION

This chapter illustrates the process of constructing a simple home-brew radio telescope using essentially 
off-the-shelf components. The telescope consists of a prime-focus reflector antenna which is used to 
detect signals in the Ku-band, an RF-detector, an Arduino-based ADC system, and a computer. The radio 
telescope is capable of detecting electromagnetic signals from 10.7 GHz to 12.75 GHz. The function 
of data logging is incorporated into the system, allowing it to record measured data at 1 second interval 
for up to several days. The telescope has been used to carry out a few scientific experiments including 
measuring the signal radiated from the sun and observing the effect of rain on satellite signals.

Figure 11. Sun beam drifts across the antenna feed

Figure 10. Graphical representation of the sun seen from Earth
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Figure 13. The power received by the telescope when the sky changed from clear to raining 

Figure 12. The power received by the telescope when drift-scanning the sun
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KEY TERMS AND DEFINITIONS

ADC: Analog-to-Digital Converter.
DC: Direct Current.
Half Power Beamwidth: Half Power Beamwidth (HPBW) is the aperture angle in which the mag-

nitude of the radiation reduces by half (i.e. -3 dB) from the amplitude of the main lobe.
Ku-band: According to the IEEE radar bands, the Ku-band spans from 12 GHz to 18 GHz of the 

electromagnetic spectrum. This range of frequencies is primarily used for satellite communication.
LNB: Low Noise Block.
RF: Radio Frequency.
RFI: Radio Frequency Interference.

 EBSCOhost - printed on 2/13/2023 10:49 PM via . All use subject to https://www.ebsco.com/terms-of-use



Section 2

Electromagnetism

 EBSCOhost - printed on 2/13/2023 10:49 PM via . All use subject to https://www.ebsco.com/terms-of-use



68

Copyright © 2020, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter  4

DOI: 10.4018/978-1-7998-2381-0.ch004

ABSTRACT

Electromagnetic theory covers the basic principles of electromagnetism. This chapter explores rela-
tionships between electric and magnetic fields. The chapter describes the behaviour of electromagnetic 
wave. The four sets of Maxwell’s equations which underpin the principles of electromagnetism are briefly 
explained. An illustration on wave polarization and propagation is presented. The author describes the 
classification of waves according to their wavelengths (i.e. the electromagnetic spectrum).

THE ELECTROMAGNETIC WAVES

Light waves or visible lights are the most common electromagnetic (EM) waves. An EM wave does not 
need a medium to propagate, unlike mechanical waves (like sound waves or water waves) which need a 
medium to propagate. It can travel through air, solid materials or the vacuum of space. EM waves can-
not exist in the absence of a magnetic waves. Vibration of electric charge must occur for an EM wave 
to form. This leads to the formation of the magnetic and the electric components in an EM wave. When 
the two get charged, they move together in the direction of the wave and are perpendicular to each other, 
but maintaining the direction of the formed EM wave. This can be illustrated in Figure 1. 

WAVES IN GENERAL

Waves are disturbances that relate to any function that moves, be it the ocean waves, sound waves, or 
mechanical waves (like vibrations on a guitar string) and EM fields. The disturbances are called travel-
ling waves if they are moving away from the source that created them. Standing waves are formed 
whenever two waves of identical frequency interfere with one another while traveling in the opposite 
directions along the same medium. There are two types of wave motions, namely the transverse wave 
and the longitudinal wave. A transverse wave is a travelling wave in which a disturbance is created in a 
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direction perpendicular to the direction in which the wave is travelling. One example of a transverse 
wave is an EM wave travelling in free space. A longitudinal wave is a wave that vibrates back and forth 
along or parallel to the direction in which the wave is travelling. It is also sometimes referred to as com-
pression wave. Sound wave is an example of longitudinal wave. The highest point of a wave is known 
as “peak”, the lowest “trough”, as illustrated in Figure 2. The distance between two consecutive “peaks” 
is called the wavelength while the distance between the “peak” and “trough” is called the amplitude. 
EM waves can be split into a range of frequencies. This is known as the electromagnetic spectrum. Some 
of the applications of EM waves include the transmission of long and short radio waves, frequency 
modulation (FM) and amplitude modulation (AM) waves, as well as, television (TV), telephone, and 
wireless signals or energies. They are also responsible for transmitting energy in the form of microwaves, 
infrared radiation (IR), visible lights (VIS), ultraviolet light (UV), X-rays, and gamma rays. EM waves 
travel in the speed of light, which is a constant velocity of c ms= × −3 108 1 in vacuum. The speed will be 
slightly lower when they travel in a medium, where the speed will be determined by the type of medium, 
they are travelling in. They are neither deflected by the electric field, nor by the magnetic field. How-
ever, they are capable of showing interference or diffraction. As mentioned earlier, EM waves are 
‘transverse’ waves. This means that they are measured by their amplitude and wavelength, as illustrated 
in Figure 2. 

The frequency, wavelength and period of an EM wave travelling in free space can be calculated using 
the following formulas:

Let u f= λ , where u  is the speed at which the EM wave is travelling, f  is the frequency of the EM 
wave and λ  is the wavelength. The wavelength of the EM wave would be (Sadiku, 2007):

λ =
u
f

	 (1)

Figure 1. Electromagnetic wave propagation
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The period, T  of the EM wave would be:

T
f

=
1 	 (2)

and, the frequency of the EM wave would be:

f u
=
λ

	 (3)

MAXWELL’S EQUATIONS

Maxwell’s equations unify the electrical and magnetic phenomena. They basically summarise the 
fundamentals of electricity and magnetism. Maxwell’s equations form a significant portion of modern 
physics. The understanding of the Maxwell’s equations has led to many scientific discoveries and ap-
plications in modern technology. Our understanding of the EM waves come primarily from Maxwell’s 
equations. Optical fibre, lasers, radio and TV transmissions and wireless communications are among 
many innovations that came about in no small part because of our understanding of Maxwell’s equa-
tions. Maxwell’s equations comprise four differential equations shown in modern notation in Table 1 
(Yeap & Hirasawa, 2019).

Below is a brief discussion of each law:

•	 Gauss’ Law for Electricity: Electric charges produce an electric field. The electric flux across a 
closed surface is proportional to the charge enclosed.

•	 Gauss’ Law for Magnetism: There are no magnetic monopoles. The magnetic flux across a 
closed surface is zero.

•	 Faraday’s Law: Time-varying magnetic fields produce an electric field.
•	 Ampère’s Law: Steady currents and time-varying electric fields produce a magnetic field.

Figure 2. Illustration of “peak”, “trough”, wavelength and amplitude
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The electric force fields are described by the quantities, E , called the electric field andD E= ε , 
which is the electric displacement. The latter includes how the electrical charges in a material become 
polarized in an electric field. The magnetic force fields are described byH , which is the magnetic field, 
and B H= µ  which is the magnetic flux density. The latter accounts for the magnetization of a material.

The equations can be considered in two pairs. The first pair consists of Gauss’ law for electricity and 
Gauss’ law for magnetism. Gauss’ law for electricity describes the electric force field surrounding a 
distribution of electric charge ρ . It shows that the electric field lines diverge from areas of positive 
charge and converge into areas of negative charge, as illustrated in Figure 3. Gauss’ law for magnetism 
shows that magnetic field lines curl to form closed loops, as illustrated in Figure 4 and with the implica-
tion that every north pole of a magnet is accompanied by a south pole. The second pair, Ampère’s law 
and Faraday’s law, describes how electric and magnetic fields are related. Faraday’s law describes how 
a time-varying magnetic field will cause an electric field to curl around it, while Ampère’s law describes 
how a magnetic field curls around a time-varying electric field, or an electric current flowing in a con-
ductor.

These equations can explain how your hair stands on end when you comb your hair with a plastic 
comb, how the needle of a compass always points north, how electricity can be generated by a power 
station turbine, and how a loudspeaker can convert an electric current into sound. When combined, these 
equations also describe the transmission of radio waves and the propagation of light.

WAVE POLARIZATION

The polarization of an EM wave indicates the plane in which it is vibrating. As EM waves consist of an 
electric and a magnetic field vibrating perpendicular to each other, it is necessary to adopt a convention 
to determine the polarization of the signal. The plane of the electric field is used for this purpose. 

Wave polarization is not an easy concept to be visualized, as it takes place in three dimensions and 
across time. The most straightforward forms are the vertical and horizontal polarizations. They fall into 
a category known as linear polarization (see Figure 5). In linear polarization, the wave can be thought 

Table 1. Maxwell’s equations
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of as vibrating in one plane, i.e. up and down, or side to side. This form of polarization is the most 
commonly used.

It is also possible to generate waveforms that have circular polarization (see Figure 6). Circular po-
larization can be visualized by imagining a signal propagating from a rotating source, i.e. an antenna 
that is rotating. The tip of the electric field vector can be seen to trace out a helix or corkscrew as it 
travels away from the antenna. There are two types of circular polarization, namely the right-handed or 
left-handed polarization, dependent upon the direction of rotation as seen from the transmitting antenna. 
This is illustrated in Figure 7 (a) and (b). 

Another form of wave polarization is called elliptical polarization, shown in Figure 8. This occurs 
when there is a combination of both linear and circular polarizations. Again, this can be visualized by 
imagining the tip of the electric field tracing out an elliptically shaped corkscrew. Radio frequency radia-
tion coming from extraterrestrial sources in space may be linearly or circularly polarized, or anything in 
between, or unpolarized. The polarization of the waves provides additional information about the source.

Figure 3. Lines of electric fields surrounding a positive and a negative charge

Figure 4. Lines of magnetic field around a bar of magnet and a current-carrying conductor
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INVERSE SQUARE LAW

When an EM radiation leaves its source, it spreads out as it travels along straight lines, as if it is cover-
ing the surface of an ever-expanding sphere. As the radiation travels a distance R , its strength drops in 

proportion to 12R
, as depicted in Figure 9 (Cheng, 1989). This is known as the inverse-square law of 

propagation, and it accounts for loss of signal strength over space, called space loss. For example, Saturn 
is approximately ten times farther from the sun than our planet Earth. Note that the distance between 
the sun and Earth is defined as one astronomical unit (AU). By the time the sun’s radiation reaches 
Saturn, it is spread over 100 times the area it covers at one AU. As a result, Saturn only receives 1/100th 
of the solar energy flux that Earth receives. Solar energy flux is defined as energy per unit area. 

Figure 6. Circular polarization.Figure 5. Linear polarization

Figure 7a. Right-handed polarization
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Understanding the inverse square law is important to the exploration of the universe. The concentration 
of EM radiation decreases very rapidly with increasing distance from the source of the EM radiation. 
Whether the source of the EM radiation is from the low power antenna of a space craft, an extremely 
powerful star or a radio galaxy, because of the great distances the EM radiation has to travel, it will 
deliver only a tiny amount of energy to a detector on Earth. 

THE ELECTROMAGNETIC SPECTRUM

The electromagnetic (EM) spectrum describes all the wavelengths of light, both seen and unseen. The 
electromagnetic spectrum is the term used by scientists to describe the entire range of light that exists, 

Figure 7b. Left-handed polarization

Figure 8. Elliptical polarization 
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as illustrated in Figure 10. The visible part of the spectrum, shown in Figure 11, is just a very small 
portion of the entire EM spectrum. From radio waves to gamma rays, most of the light in the universe 
is, in fact, invisible to us! The radio waves, or radio frequencies (RF) cover the frequencies between 3 
kHz to 300 GHz, and they are divided into bands as illustrated in Table 2. 

Some of the popular transmission systems that work in the RF spectrum band includes analogue radio, 
aircraft navigation, marine radio, amateur radio, TV broadcasting, mobile networks and satellite systems. 
The RF spectrum is a broad spectrum and many of its characteristic has not been fully experimented yet. 
It has lots of possibilities in medical applications like magnetic resonance imaging (MRI) technology, 
seismography and oceanic studies. RF transceivers are significant components in interplanetary missions 
such as Mars exploration mission. Our future digital communication systems, like the 5G technology 
relies on high frequency bands of the RF spectrum since it can support higher bandwidth.

Various astronomical phenomena can only be observed via specific wavelengths different from visible 
light. By scanning the sky in the complete spectrum of electromagnetic radiation via optical telescopes, 

Figure 9. The inverse square law

Figure 10. Electromagnetic wave spectrum (Source NASA/Wikipedia)
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X-ray telescopes, microwave telescopes and radio telescopes, astronomers gather information that would 
not be accessible if they were just observing via visible light, because visible light is only a very tiny 
fraction of the entire EM spectrum. 

Radio waves and microwaves are the longest wavelengths and lowest energies of EM waves. They 
are used by astronomers to peer inside dense interstellar clouds and track the motion of cold, dark gas. 
Radio telescopes have been used to map the structure of our galaxy while microwave telescopes are 
sensitive to the remnant glow of the Big Bang.

Table 2. Radio frequency spectrum

Designation Abbreviation Frequencies Wavelength

Very Low Frequency VLF 3 kHz – 30 kHz 100 km – 10 km

Low Frequency LF 30 kHz – 300 kHz 10 km – 1 km

Medium Frequency MF 300 kHz – 3 MHz 1 km – 100 m

High Frequency HF 3 MHz – 30 MHz 100 m – 10 m

Very High Frequency VHF 30 MHz – 300 MHz 10 m – 1 m

Ultra High Frequency UHF 300 MHz – 3 GHz 1 m – 100 mm

Super High Frequency SHF 3 GHz – 30 GHz 100 mm – 10 mm

Extremely High Frequency EHF 30 GHz – 300 GHz 10 mm – 1 mm 

Figure 11. The electromagnetic spectrum with the visible lights showing
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Infrared telescopes are used for finding cool, dim stars, slicing through interstellar dust bands. They 
can also be used to measure the temperatures of planets in other solar systems. The wavelengths of in-
frared light are long enough to navigate through clouds that would otherwise block our view. By using 
large infrared telescopes, astronomers have been able to peer through the dust lanes of our Milky Way 
galaxy and into the core of our galaxy.

The majority of stars emit most of their EM energy as visible light. Because wavelength correlates 
with energy, the colour of a star tells us how hot it is. For example, red stars are the coolest and blue 
stars are the hottest. The coldest of stars emit hardly any visible light at all; they can only be seen with 
infrared telescopes.

The ultraviolet (UV) light has wavelengths shorter than violet. Astronomers use it to look for the most 
energetic form of stars and to identify regions of star birth or stellar nurseries. When viewing distant gal-
axies with UV telescopes, most of the stars and gas disappear, and all the stellar nurseries flare into view.

X-rays and gamma rays are the highest energies in the EM spectrum. Our atmosphere blocks this 
spectrum of energies, so astronomers must rely on telescopes in space to see the universe in X-ray and 
gamma ray. Sources of X-rays include exotic neutron stars, the vortex of superheated material spiralling 
around a black hole, or diffuse clouds of gas in galactic clusters that are heated to many millions of 
degrees. Meanwhile, gamma rays, the shortest wavelength of light unveil violent supernova explosions, 
cosmic radioactive decay, and even the destruction of antimatter. Gamma ray bursts, which is the brief 
flickering of gamma ray light from distant galaxies when a star explodes and creates a black hole, are 
among the most energetic singular events in the universe.
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ABSTRACT

Electromagnetic wave propagation is an invisible phenomenon that cannot be detected by the human 
senses. To understand wave propagation, one must first learn what wave propagation is and the basic 
principles that affect wave propagation. This chapter introduces the atmospheric windows which allow 
electromagnetic radiation from bands to penetrate Earth. Helmholtz equations, i.e. the equations which 
govern wave propagation, and the properties of waves (such as propagation constant and characteristic 
impedance) are then briefly explained. When waves encounter different media during its propagation, 
they may be reflected, refracted, or diffracted. These phenomena are also covered. The last part of this 
chapter concisely explains the terminologies commonly used to describe electromagnetic radiation.

THE ATMOSPHERIC WINDOWS

The composition of the Earth’s atmosphere is such that it allows certain wavelengths of electromagnetic 
(EM) waves to pass through and absorb some in certain wavelengths. The areas of the EM spectrum 
that are absorbed by the atmospheric gasses, such as water vapor, carbon dioxide and ozone, are known 
as the absorption bands. In contrast to the absorption bands, there are areas of the EM spectrum where 
the atmosphere is transparent to specific wavelengths. These wavelength bands are known as the atmo-
spheric windows (see Figure 1).

The atmosphere absorbs most of the wavelengths shorter than ultraviolet, most of the wavelengths 
between infrared and microwaves, and most of the longest radio waves. Only the visible light, some 
ultraviolet, infrared and short wavelength radio waves are able to penetrate the atmosphere, and bring 
information about the universe to our instruments here on the ground. The main frequency ranges al-
lowed to pass through the atmosphere are called the radio window and the optical window. The radio 
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window is the range of frequencies from about 5 MHz to 300 GHz (wavelengths of 100 m to 1 mm). The 
low frequency end of the window is limited by signal absorption in the ionosphere. The upper limit is 
determined by signal attenuation caused by water vapor, carbon dioxide and ozone in the atmosphere. In 
order to observe the universe in all the EM spectrum, some of the observation equipment are put in space.

The optical window (thus optical astronomy) can be severely limited by atmospheric conditions, such 
as an overcast sky, air pollution, and light pollution from cities or populated area, and blinding interfer-
ence from the bright sun light. Radio astronomy is not hampered by most of the conditions mentioned 
here. Observation can be carried out using a radio telescope in broad daylight, which cannot be done 
with optical telescope. However, at the higher frequencies in the atmospheric radio window, clouds and 
rain can cause signal attenuation. For this reason, sub-millimetre wavelengths radio telescopes are built 
on the highest mountains, where the atmosphere has the least chance for attenuation, due to the low 
humidity level at higher altitude. One good example of such telescope is the Atacama Large Millimetre/
submillimetre Array (ALMA) (Yeap & Tham, 2018), where the array of telescopes was built on the 
Andes in Chile.

ABSORPTION AND EMISSION LINES

When the radiation from an object passes through a gas cloud, some of the electrons in the atoms and 
molecules of the gas absorb some of the energy of the EM radiation. The EM radiation emerging from 
the gas cloud will be missing those wavelengths that are absorbed. The spectrum will show dark absorp-
tion lines. The atoms or molecules in the gas will re-emit EM radiation at those same wavelengths. If we 
then observe this re-emitted EM radiation from the clouds of gas in the space between the stars, we will 
see bright emission lines at the exact frequencies of the absorption lines. These phenomena are known 
as Kirchhoff’s laws of spectral analysis (see Figure 2).

Figure 1. The atmospheric windows
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HELMHOLTZ EQUATIONS

The wave equations for a lossless medium are given as:
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These equations are called the time-dependent Helmholtz equations. The absence of the first-order 
term signifies that the electromagnetic fields do not decay as they propagate in a lossless medium. In 
Cartesian coordinates, the three scalar equations of Equation 1 are:
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and for equation (2) are:

Figure 2. Kirchhoff’s law of spectral analysis
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Both sets of equations describe coupled space- and time-dependent fields, and both have the form 
of the differential wave equation.

TRANSMISSION LINE IN PHASOR FORM

Assume that the EM wave is harmonic time dependence, we have:

V z t R V z es
i t( , ) e ( )=  
ω 	 (5)

I z t R I z es
i t( , ) e ( )=  
ω 	 (6)

where V zs ( )  and I zs ( )  are the phasor forms of V z t( , )  and I z t( , ) .
The equation can be rewritten as:
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Wave Equation for Voltage and Current

If we decoupled the equations by taking the second derivative, we get:
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where where γ α β ω ω= + = + +j R j L G j C( )( ) .
Note that the wave equations for voltage and current are similar to the wave equations of plane waves.

Solutions of Wave Equations

Before we go into further details, let us first get ourselves familiar with a few terms:

•	 Propagation constant (γ ): This is a measure of changes in a sinusoidal EM wave, in terms of 
amplitude and phase, while the wave is propagating through a medium. The medium can be a 
transmission line or free space. Note that the propagation constant is a dimensionless quantity, and 
is given by γ α β= + j .

•	 Attenuation constant (α ): It causes the signal amplitude to decrease while propagating through 
a transmission line which is assumed lossy. It always has a positive value, and its SI unit is Np/m 
(although dB/m is often used as well).

•	 Phase constant ( β ): It is the imaginary component of the propagation constant. It gives us the 
phase of the signal along a transmission line, at a constant time. Its unit is radians/meter, but it is 
often converted into degrees/meter.

The wavelength of an EM wave is given as λ π
β

=
2 and the wave velocity is u f= =

ω
β

λ . So, the 

solutions of the wave equations, i.e Equations (10) and (11), are:
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where the superscripts + and – denote, respectively, the amplitude of the positive and negative traveling 
waves.

Characteristic Impedance

The characteristics impedance, Zo of the line is the ratio of the positive traveling voltage wave to current 
wave at any point on the line. The characteristic impedance can be represented mathematically as:
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where Ro and Xo are, respectively, the real and imaginary parts of Zo .

REFLECTION, REFRACTION AND DIFFRACTION

Reflection: Radio frequency (RF) radiation generally travels in a straight line through space and can be 
reflected by certain substances. The angle at which a radio wave is reflected from a smooth metal surface 
is equivalent to the angle at which it approaches the surface. In other words, the angle of reflection of 
RF waves equals their angle of incidence. This is shown in Figure 3.

This principle of RF reflection is used in antenna design to focus transmitted EM waves into a nar-
row beam and to collect and concentrate received RF signals into a receiver. If a reflector is designed 
with the reflecting surface in the shape of a paraboloid, EM waves approaching parallel to the axis of 
the antenna will be reflected and focused above the surface of the reflector at the feed horn. This type 
of arrangement is called prime focus and it provides the large antenna surface area necessary to receive 
very weak signals. Note that the term aperture is normally used for parabolic antenna surface area.

A major problem however, with prime focus arrangements for large aperture antennas is that, the 
equipment required at the prime focus is heavy and the supporting structure tends to sag under the 
weight of the equipment, which can affect calibration. One solution is the Cassegrain focus arrangement. 
Cassegrain antennas employ a secondary reflecting surface to “fold” the EM waves back to a prime focus 
near the primary reflector (see Figure 4).

The reflective properties of EM waves have also been used to investigate the planets using a technique 
called planetary radar. With this technique, EM waves are transmitted to the planet, where they reflect 
off the surface of the planet and are received at one or more receiving stations on Earth. Sophisticated 
signal processing techniques are used, where the signal in terms of time, amplitude, phase and frequency 
are carefully analysed to develop detail images of the surface of the planets.

Refraction: Refraction is the bending or the deflection of EM waves when they pass from one kind 
of transparent medium into another. The index of refraction is the ratio of the speed of the EM energy 
in a vacuum to the speed of the EM energy in the observed transparent medium. The law of refraction 

Figure 3. RF reflected
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states that EM waves passing from one medium into another medium of a different refraction index, will 
be bent in their direction of travel.

Substances of higher densities would normally have higher indices of refraction. The index of re-
fraction of a vacuum for example, is 1.0, by definition. The index of refraction of air is 1.00029, water 
is 1.3, glass 1.5 and diamond 2.4. Because air and glass have different indices of refraction, the path of 
EM waves travelling from air into glass at an angle will be bent towards the perpendicular plane as they 
travel into the glass. Similarly, the path will be bent to the same extent away from the perpendicular 
plane, when they exit the other side of the glass and into the air (see Figure 5).

In a similar manner, the EM waves entering Earth’s atmosphere from space are slightly bent by refrac-
tion. Atmospheric refraction is the greatest for EM radiation coming from sources near to the horizon, 
ie, below 15° elevation, and causes the apparent altitude of the source to be higher than its actual height. 
As Earth rotates and the object gains attitude, the refraction effect decreases and becoming zero at ze-
nith, which is directly overhead. Refraction’s effect on sunlight adds about 5 minutes to the daylight at 
equatorial latitudes, since the Sun appears higher in the sky than it actually is (see Figure 6).

Figure 4. Prime focus and Cassegrain focus antennas

Figure 5. Air to glass to air refraction
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Diffraction: When an EM wave passes by an object in space, the wave is bent around the object. 
This phenomenon is known as diffraction. The effects of diffraction are usually very small and hence, 
almost unnoticeable. However, the effect of diffraction can be observed with a simple experiment using 
a source of light (like a light bulb). Hold two fingers about 10 cm in front of one eye. Keep the space 
between your fingers at about 1 mm. Look at the light source through the space between your fingers. By 
adjusting the spacing between your fingers, you will see a series of dark and light lines. They are caused 
by constructive and destructive interference of light diffracting around your fingers. Recall the inverse 
square law of propagation from the previous chapter. EM energy may be considered to propagate from 
a point source in plane waves. The inverse square law applies not only to the source of the energy, but 
also to any point on a plane wave. This means that, from any point on the plane wave, the EM energy 
propagates as if the point is the source of the EM energy. As a result, EM waves may be considered 
to be continuously created from every point on the plane and propagate in all direction (see Figure 7).

For an infinite plane wave, the sideways propagation from each point is balanced by the propagation 
from its neighbours. Thus, the EM wave continues on as a plane wave. However, when an EM wave 
encounters an object, the effect at the edges of the object is that the path of the EM wave is bent slightly, 
as depicted in Figure 8.

Suppose that now the EM wave (light wave for example) is then intercepted by a surface, say a 
screen, a short distance from the object. Compared to the parallel EM waves that have passed farther 

Figure 7. Huygens’ plane waves

Figure 6. Diagram showing displacement of the Sun’s image at sunrise and sunset due to atmospheric 
refraction
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from the object’s edge (for example “waves B, C and D” as depicted in Figure 9), the waves at the edges 
(for example “waves A and E” in Figure 9) will have travelled a shorter distance from the object to any 
given point on the screen.

The effect is that the light waves are out of phase when they arrive at any given point on the surface. 
If they are out of phase by 180°, they will cancel each other out (destructive interference) and produce a 
dark line. However, if they are in phase, they will add together (constructive interference) and produce 
a bright line.

Diffraction is most noticeable when an EM wave passing around an object or through an opening in 
an object, like the slit between your fingers, is monochromatic (the same frequency). Figure 10 shows 
a typical diffraction pattern seen when observing a star through a telescope with a lens that focuses the 
light to a point.

FLUX DENSITY, INTENSITY AND LUMINOSITY

This section will deal briefly on some of the basic concepts of EM radiation theory. Let us assume that 
some EM radiation is passing through a surface with an area of dA , as depicted in Figure 11. Some of 
the EM radiation will leave the surface within a beam of solid angle of dω , and at an angle of θ  with 
respect to the surface. The amount of energy entering the solid angle within a frequency range v v dv, +[ ]
in a given time of dt  can be given as (Palmer & Davenhall, 2001):

dE I dAdvd dtv v= cosθ ω 	 (15)

where Iv  is the specific intensity of the EM radiation at the frequency v  and in the direction of the 
solid angle dω , with dimensions of Wm Hz sr− − −2 1 1.

The total intensity, I  is given as (Palmer & Davenhall, 2001):

Figure 8. EM waves bend slightly at the edges of object they encountered

 EBSCOhost - printed on 2/13/2023 10:49 PM via . All use subject to https://www.ebsco.com/terms-of-use



87

Electromagnetic Wave Propagation
﻿

Figure 11. The relationship between EM radiation intensity ( Iv ) and energy passing though a surface 
with the area of dA , into a solid angle at an angle of θ  to the surface (Palmer & Davenhall, 2001).

Figure 10. Diffraction pattern seen when observing a star through a telescope

Figure 9. Diffraction pattern
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I I dvv=
∞

∫0 	 (16)

However, from the observational point of view, we are more interested in the energy flux ( L Lv , ) and 
the flux density ( F Fv , ). Flux density gives the power of the radiation per unit area and hence has the 
dimensions of Wm Hz− −2 1.  The observed flux densities are usually extremely small, especially in radio 
astronomy. Therefore, flux densities are often expressed in units of the Jansky (Jy), where 1 Jy = 10−26 
Wm−2Hz−1.

Let us consider a star as the source of the EM radiation, then the flux emitted by the star into a solid 
angle, ω  is L r F=ω 2 , where F is the flux density observed at a distance r  from the star. Note that it 
is also usual to refer to the total flux from a star as the luminosity, L . If the radiation from the star is 
isotropic, then radiation at a distance r will be distributed evenly on a spherical surface of area 4 2π r .  
Hence we get the equation (Palmer & Davenhall, 2001):

L r F= 4 2π 	 (17)

The situation would be more complicated for an extended luminous object such as a nebula or galaxy. 
The surface brightness is defined as the flux density per unit solid angle. The geometry of the situation 
results in the interesting fact that the observed surface brightness is independent of the distance of the 
observer from the extended source. This somewhat counter-intuitive phenomenon can be understood by 
realising that although the flux density arriving from a unit area is inversely proportional to the distance 
to the observer, the area on the surface of the source enclosed by a unit solid angle at the observer is 
directly proportional to the square of the distance. As a result, the two effects cancel each other out.
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ABSTRACT

Physical optics (PO) is one of the fundamental and powerful high-frequency theories for electromag-
netic scattering and radiation. The total field of a source (antenna) which radiates in the presence of 
a perfectly conducting surface may be expressed as a superposition of the incident and the scattered 
fields. The current fields which exist everywhere are chosen in PO to denote the electric and magnetic 
fields of the source, i.e., they exist as if the scatterer was “absent”; this is unlike the geometrical optics 
(GO) incident field, which exists in the presence of the surface of the scatterer. The scattered fields in 
this case can be expressed in terms of the radiation integrals over the actual currents induced on the 
surface of the scatterer. These currents also radiate the scattered fields in the absence of the scatterer. 
This chapter shows the fundamental PO formulation and calculated results, and some topics which im-
prove the conventional PO to the extended PO such as “physical theory of diffraction (PTD)” and “PO 
with transition current (PTD-TC)”.

PHYSICAL OPTICS

Physical optics (PO) is one of the fundamental electromagnetic high-frequency theories for scattering 
and radiation problem. The total field of a source (such as an antenna) which radiates in the presence 
of a perfectly conducting surface may be expressed as a superposition of the incident field (Ei, Hi) and 
the field (Es, Hs) which is scattered by the surface. The current fields are chosen in PO to denote the 
electric and magnetic fields of the source which exist everywhere, i.e., they exist as if the scatterer was 
“absent”; this is unlike the geometrical optics (GO) incident field, which exists in the presence of the 
surface of the scatterer. The scattered fields in this case can be expressed in terms of the radiation integrals 
over the actual currents induced on the surface of the scatterer. These currents also radiate the scattered 
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fields in the absence of the scatterer, i.e., these currents are now viewed as equivalent sources, which 
are impressed over the mathematical boundary but with the perfecting conducting scatterer removed.

In the conventional PO method, the radiation integral for the scattered field is calculated by employ-
ing a GO approximation for the currents induced on the surface, which is assumed to be an electrically 
large plane; hence, the PO method is also a high-frequency method. In this chapter, the following are 
illustrated: the fundamental PO formulation and calculated results, and some topics which improve the 
conventional PO to the extended PO such as physical theory of diffraction (PTD) (Ufimtsev, 1971) and 
PO with transition current (PTD-TC) considering transition currents (Kobayashi, 1999). The PO method 
described here is the same concept as Kirchhoff’s integration derived from the Huygens’ principle.

Both the electromagnetic radiation and scattering which re-radiates electromagnetic waves around 
the scatterer from the induced currents are considered as a secondary source on the surface which is 
illuminated by incident waves. The PO is a typical high-frequency technology, and is a powerful calcu-
lation method with high accuracy of approximation if the size of scattering object is sufficiently large 
compared to the wavelength. There are two main features of PO from a practical point of view. First, 
there is a degree of freedom in how to express the electromagnetic current, and second, the scatterer 
surface which induces currents can be subdivided and calculated. As described later, the former can 
individually treat transition electromagnetic currents at discontinuities such as wedge, and the latter 
indicates that it can be divided into patches even if the target model has a complicated shape. It is well 
known that PO gives a finite value with a certain correctness near the focal point and focal line, and that 
the radiation integration includes a diffraction effect. In the general PO method, as mentioned above, 
the equivalent electromagnetic current of the radiation integral is obtained by the GO method. Since 
GO is a fundamental high-frequency theory that treats waves as ray, PO is also a high-frequency theory, 
so the electromagnetic current is zero in the shadow area of the scattering object. The electromagnetic 
current distribution in the transition region is also different from the actual one, and this is a reason that 
limits the application range of PO.

By analyzing from the viewpoint of the integral equation, it can be seen that the solution of PO 
evaluated by GO currents in the illuminated region is the result of ignoring the higher-order transition 
electromagnetic current term, and the contribution of the shadow region is canceled by the incident field. 
The general approach for determining the surface electromagnetic current using an integral equation is 
a matrix calculation. This method is not only time consuming but may also produce an incorrect result 
when the size of the scatterer is larger than the wavelength. Because of this reason, several attempts 
have been proposed to remove the aforementioned limitations based on PO, such as PTD and PTD-TC. 
As mentioned above, another feature of PO is the degree of freedom with respect to the segmentation 
area. A mathematical expression of the scatterer surface shape is required to perform the PO radiation 
integral analytically. The simplest shape is a flat plate, and the integration is evaluated assuming that 
the electromagnetic current flows on an infinite flat plate. Complicated and electrically large shaped 
objects are calculated by dividing them with a large number of flat plates, and numerical integration is 
performed when the shape is expressed by mathematical equations or data. In order to allow readers to 
have a detailed understanding on PO and PTD, the historical background of PO is first illustrated in this 
chapter. This is then followed by the explanation of the scattering caused by rotating curved surfaces 
and smooth convex flat plates.
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Historical Aspect of PO

In the old days, optics meant GO (light goes straight). However, it has been recognized that wave theory 
is necessary to explain phenomena such as color and diffraction. There are two types of wave theory: 
physical optics and physiological optics. What is commonly recognized by people with normal vision is 
called physical optics, and those related to individual differences are called physiological optics (Mach, 
1926). Schrödinger pointed out that Hamilton’s equation corresponds to Huygens principle (wave theory, 
physical optics) and their relationship is the same as the one between classical and quantum mechanics. 
In Ruck, Barrick and Kirchbaum’s handbook on scattering theory (Ruck, 1970), the term PO represents 
an approximate method for determining the scattered field from an object by assuming a specific field 
distribution on the surface of the object. In particular, the field on the surface is a GO field. This means 
that the scattering on the surface of an object illuminated geometrically behaves as if the surface is an 
infinite tangent plane, and the surface field is zero in the shadow region of the object. According to the 
book written by Bowman, Senior and Uslenghi [Bowman, 1969], on the other hand, PO is a method 
whose current is approximated by J = 2n × H in exact radiation integral, where the current is called 
the GO current.

From the description above, it is natural to think that PO is not a specific method, but rather it is 
conceptual and has a fairly broad meaning. Since PO has such a broad meaning, it can be applied not 
only to perfect conductors but also to imperfect conductors. In addition, the Aperture Field Method 
(AFM) for such antenna analysis naturally falls within the category of the PO method. AFM is a useful 
technique for antenna analysis such as parabolic reflector and pyramidal horn with an aperture. In the 
case of analyzing scattering problems by dielectrics, the use of a polarization current is called Born’s or 
Rytov’s approximation (Born, 1964). This treatment which uses the electromagnetic field distribution 
on the surface of dielectrics is also in the category of the PO method.

There are relatively few books that provide detailed explanation on PO. This is thought to be one 
of the reasons that obscure the definition of PO. Here, an outline of PO will be given with reference to 
the above handbook. The term PO is often used as a synonym for Kirchhoff approximation, tangential 
plane approximation, and Huygens principle. These terms are still used today because of their histori-
cal development and their respective advantages. Huygens’ Principle or Kirchhoff’s approximation was 
formulated long before Maxwell showed the vector nature of the electromagnetic field. Therefore, the 
original form of Kirchhoff approximation is formulated based on the light wave and the scalar wave, 
not the vector field. Since the electromagnetic field satisfies the boundary condition of the vector, not 
the scalar, scalar Kirchhoff approximation is justified only when it is clearly shown to match the vector 
equation.

The Rayleigh-Stevenson’s expansion developed for the reciprocal of wavelength, that is, the method 
based on the series expansion or the method of moments (MoM) for the integral equation is limited to 
the analysis and calculation in principle when the scattering object is small compared to the wavelength. 
Therefore, it is necessary for high-frequency techniques that enable efficient calculations even when the 
object is larger than the wavelength. There is a theory called geometrical theory of diffraction (GTD) as 
another typical method for high-frequency techniques, which was proposed by J. B. Keller in the 1950s. 
GTD extends the theory of classical geometric optics (GO) by adding diffraction ray (James, 1980 and 
Borovikov, 1994). Uniform asymptotic theory (UAT), uniform theory of diffraction (UTD), equivalent 
current method (ECM) (Pathak, 1988, Osipov, 2017), equivalent source method (ESM) (Kobayashi, 
2012), etc. improved the original GTD so that a uniform field can be obtained. These ray theories are 
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introduced to overcome the limitations at the shadow boundary (SB), transition region, and caustic region 
overlap, etc. On the other hand, physical theory of diffraction (PTD) is an improved extension version 
of PO by introducing a transition current at a discontinuous region, just as GTD is an extension of GO. 
In PTD, a transition current is introduced at the illuminated and shadow boundary region. The PTD was 
proposed by Ufimtsev, Soviet, at the same time as Keller, USA. When the PTD was first developed, it 
was applied only to objects with edges. Recently, the method has also been applied to smooth impedance 
objects (Ufimtsev, 2007). However, there are not so many application examples compared with the GTD.

In Green’s theorem: ∫ ∂ ∂ − ∂ ∂( )p q n q p n dS/ / , PO and PTD can be regarded as an theory that 
shows what quantity to use for p or ∂ ∂p n/ . In conventional PO, p or ∂ ∂p n/  is determined by using 
GO fields of incident and reflected waves in the illuminated area of a scattering object. On the other 
hand, PTD is considered to add non-uniform transition to p or ∂ ∂p n/  near the edge. This turbulence, 
which is the difference of PTD from PO, can be obtained indirectly from exact solutions such as wedg-
es. Since the PO method is calculated regardless of the shape and material of the object in shadow area 
other than the illuminated area, the same result is obtained for all shapes as shown in Figure 1(a). In 

Figure 1. The problem of PO with the same scattering pattern

Figure 2. Problems of PO requiring higher-order reflected and diffracted waves
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addition, in the case of Figure 1(b) where the end portion W of the object is blocked geometrically by 
other portions of the object, the diffracted wave from W may deteriorate the accuracy. From the above 
simple consideration, the following can be inferred for the PO method.

(a) 	 PO and PTD incorporate the effect of diffracted waves in the reflected wave, and both of them 
give a finite solution in the vicinity of the shadow boundary (SB) which improve the accuracy of 
the result. Furthermore, both these two methods can be effectively applied in complex areas such 
as focal and caustic region where GTD is not applicable.

(b) 	 Since integration is performed along the incident wave which illuminate the surface of the scat-
terer, the integration range can be divided into patches. This means that the scatterer model can be 
divided by plural flat plates or into geometric shapes that can be integrated analytically.

(c) 	 There is a degree of freedom in giving electric and magnetic currents. The most common method 
is a GO current, which is determined by an approximated tangential plane at a reflection point. 
If a non-uniform transition current can be considered with respect to such a uniform current, the 
calculation accuracy can be improved.

(d) 	 In the conventional PO, an induced GO current is assigned to be 0 in the shadow region of the 
object, so that the transition current at the end is ignored. For this reason, when the size of the 
scatterer is not sufficiently large compared to the wavelength, its accuracy in diffraction region 
may be accurate (Figure 1a).

Figure 3. Surface currents and coordinate system of scatterer and antenna
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(e) 	 When an electromagnetic wave is incident to a smooth surface at a parallel angle, the current is 
difficult to be evaluated (Figure 1a).

(f) 	 When a diffracted wave or a direct wave is obstructed by other objects, it is necessary to consider 
a secondary or a higher-order current (multiple reflected and diffracted wave) (Figure 1b). It is 
required to account for these higher-order multiple reflection and diffraction during analysis.

The conditions in (d) to (f) occur when the current evaluation does not satisfy the boundary condition. 
For this reason, the asymptotic solution method generally employs multiple reflection or diffraction effect 
or higher-order current. The problems in (d) and (e) are already solved by the method which considers 
the current due to the canonical problem such as wedge or cylinder, This is to say that, by applying the 
radiation integral (PTD-TC) to solve the transition current in (c), the scattering field can therefore be 
sufficiently improved by considering the current in the small transition region. The conditions in (f) 
and (g) are particularly problematic for a concave corner-reflector like object. Usually, it is necessary to 
identify radiation and non-radiation regions of higher-order reflected waves in order to solve the problem.

To understand the condition in (c), consider the integral equation for perfect conductor shown in 
Figure 2. When the boundary condition n × E = 0, n • H = 0 on the surface S is applied to the scat-
tered electromagnetic field expressed by surface integration and since it is necessary to consider only a 
tangential component on the scatterer surface, the following equation is obtained.

n E n n H n E× = × ×( ) −( )∇{ } ′
−
∫i

S

j G G dS
δ

ωµ i ' , 	 (1a)

n H n H n n H× = × + × ×( )×∇ ′
−
∫2 2i

S

GdS
δ

' , 	 (1b)

where H(r) → H(r)/2 is employed when an observation point is on the surface S, and ω, ,G n  are angu-
lar frequency, Green’s function of free space and outward normal vector, respectively. The first expres-
sion contains two unknowns, and the second expression has one in the integrand. However, by using the 
relationship: n E n Hi i= ( )∇ ×( )j / ωε , n × H = Js, equation (1) can be expressed in termed of only 
one unknown variable as

n E n J J× = × − +∇ ∇{ } ′
−
∫i

S
s sj
G G dS1 2

ωε
ω µε

δ

' ,i 	 (2a)

J n H n Js
i

S
s GdS= × + × ×∇ ′

−
∫2 2
δ

' . 	 (2b)
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Either the former electric or the latter magnetic field type equation may be used for the equivalent 
source. PTD-TC is a technique that gives a degree of freedom to electromagnetic distribution induced on 
the scatterer surface. Considering transition current for the conventional PO current and the discontinuity 
for uniform radiation region, equation (2) can be expressed as follows:

J n Hs
i= ×2 for illuminated uniform region	 (3a)

= × + × ×( )×∇ + ×∇′ ′∫ ∫2 2 2n H n n H Ji i
sGdS GdS

illuminated transition

' ' ,

for transition and shadow region	 (3b)

where the first integral of the second equation is the current obtained by the conventional PO, and the 
second integral is the current in the transition region or shadow region. Assuming that the first term of 
the second equation is a GO solution, the integral of the second term represents a higher-order solution. 
In particular, the accuracy can be improved by adding a transition current at a discontinuous portion 
such as an edge to the conventional GO term. Once the expression of the transition region is obtained, 
these solutions may be applied locally to an object of arbitrary shape. The integration range is depend-
ing on its incident angle and shape of the discontinuity. Hence, these two factors are to be taken into 
consideration assigning the integration range. Although the integration range can either be the whole 
region or only near the discontinuity region, integrating over the entire region is usually not necessary.

By introducing the surface impedance of a scattered object, ¶s , and since the impedance boundary 
condition states that the magnetic current M n Js s sZ= − ×( )�ζ

0
 [Senior, 1995], equation (3) can be 

expressed in terms of the surface impedance as follows:

J n H n J n Js
i

S
s

s

S
sGdS

j
k

k G dS= × + × ×∇ + +∇ ∇( ) ×( )′ ′∫ ∫2 2
2 2' ' ' ,
ζ

	 (4)

where k is wave-number of free space. This expression is available for a non-metal imperfect conductor.
Now, the general far-field expression of the radiation integral is obtained from Stratton-Chu formula 

or the vector potential theory as follows [Stratton, 1941]:

E r n H i n H i n E i i rs

S
R R R

jkj G R Y dSR( ) = − ( ) × − ×( ) − ×( )×{ } ′∫
′ωµ

0 0
i i� ,e 	 (5a)

H r n E i n E i n H i i rs

S
R R R

jkj G R Z dSR( ) = ( ) × − ×( ) + ×( )×{ } ′∫ωε
0 0

i i� ,�’e 	 (5b)
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where G0(R) = exp(–jkR)/(4πR). The relation of the co-ordinates and variables are shown in Figure 2. 
When the illuminated point of perfect conductor is approximated by a flat plate, the boundary condition 
is given as:

n E n E E n H n H× = × +( ) = × = ×i r i0 2, . 	 (6)

Therefore, the radiation integral for conductor in equation (5) can be written as follows.

E r n H i n H i i rs

S

i
R

i
R

jkj kZ G R dSR( ) = − ( ) × − ×( ){ } ′∫
′2

0 0
i i� ,�e 	 (7a)

H r n H i i rs

S

i
R

jkj kG R dSR( ) = ( ) × ×{ } ′∫2
0

� ,’e i 	 (7b)

Scattering for Rotating Curved Surface η(x, y)

When an object is illuminated by electromagnetic waves, a current is induced on the surface of the ob-
ject, and this surface current re-radiates a new radiation wave. The surface current is determined from 
the boundary condition that the tangential component of the electric field on the conductor is zero, 
however it is difficult to accurately determine this current for any shape of object. In the PO method, 
an object having an arbitrary shape is replaced with a flat plate at an illuminated point, and its induced 
current is evaluated by GO. Namely, PO can be regarded as an approximated solution of high-frequency 
techniques since PO is employing a GO current. Here, a generalized formula is derived based on the 
radiation integral of PO as much as possible.

The magnetic field of the incident plane wave is given as

H H k ri
ijk= −( )0

exp i ' , 	 (8)

and the scatterer with a curved surface is expressed by

′ = ( )z x yη , . 	 (9)

Then, a normal vector and an area element are given by

n i i i= −
∂
∂

−
∂
∂

+










=
′ ′

′ ′1
N x y

dS Ndx dyx y z

η η
, ,' 	 (10)
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N
x y

x y xx y= +
∂
∂










+
∂
∂











= + +
′ ′

′ ′ ′1
2 2

η η
η, r i i ,, ,y z( ) i 	

where ki and ix are a wave-number vector of an incident wave and a unit direction vector toward to x 
direction. Using the above descriptions, the equation (7b) is modified to

H r i H i i is
R

S
x y zj kG R

N x y
( ) = ( ) × × −

∂
∂

−
∂
∂

+








′ ′∫2

1
0 0

η η e jjk R i dx dyi k r−( ) ′ ′i '
. 	 (11)

When a plane wave incidents to an infinite flat plate, the reflected wave is a plane wave. The reflec-
tion coefficient depends on the polarization, so that it is decomposed into parallel E�  and perpendicular 

E⊥  components. The reflected wave for each component is given by

E R E Rr i
r

r
i

i
⊥ ⊥ ⊥= × = ×, ,k E k E

� � �
	 (12)

where ki, kr are unit direction vectors of an incident and a reflected wave, respectively, and also corre-
spond to unit wave-number vectors. The parallel R

�
 and perpendicular R⊥  reflective coefficients are 

expressed as follows:

R Rr i r r i

r i r r i

r i
�
=

− −

+ −
=

−
⊥

ε θ µ ε θ

ε θ µ ε θ

µ θcos sin

cos sin

cos2

2
,

µµ ε θ

µ θ µ ε θ

r r i

r i r r i

−

+ −

sin

cos sin

2

2
. 	 (13)

Here, θi is an incident angle. The total fields are given by E E E E E Ei i i i
� � �
= + = +⊥ ⊥ ⊥, .

In the case of backscattering, the integral for the scattered wave in equation (11) is significantly 
simplified, where the incident direction and the scattering direction are reversed, i kR i= − . Taking the 
direction of iR  to z -axis and assuming that the scatterer is a perfect conductor, the radiation integral in 
equation (11) is derived as follows:

H r H n is

S
zj kG R j k dS( ) = ( ) ( ) ( )∫2 2

0 0
i exp η ' 	

= ( ) ( )∫j kG R j k dx dy
S

2 2
0 0

H exp η ' ' . 	 (14)

As shown in Figure 3, n ii z dS( ) '  is the projection of ndS′ to the plane of (x′ – y′). Sz is the projected 
area in range z > η given as
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dS
S
dz

x=
∂

∂η
η 	 (15)

Therefore, the following expression is obtained:

H r Hs

L

xj kG R j k
S
d( ) = ( ) ( )∂

∂∫2 2
0 0

0

exp η
η
η. 	 (16)

Here, L is the maximum value of the surface satisfying z > η, and when η is in the z′ = 0 plane and 
increases, L approaches 0. For example, considering the case of a spherical surface of the radius a: 
S az = −( )π η2 2 , so the following equation can be calculated easily.

H rs
jk jk R a

R
a
j k k

j ka( ) =
− −( )



 +

( )
− −( )








exp

exp
2

1

2
1 2

2














. 	 (17)

Figure 4. Application of PO method to rotating object
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Since only the first term is sufficient for high-frequencies, the radar cross-section for conducting 

sphere σ is derived as σ π π= ( ) =
→∞
lim
R

s iR a4 2
2

2H H/ . This means that the electrical reflection size 

of a conducting sphere equals to its physical size.
Now, for the incomplete conductor, the backscattered wave for a linearly polarized plane wave incident 

along the z-axis can be arranged as follows:

E r i i E r iX
s

x y Y
s

xj kG R a a j kG R a a( ) = − ( ) +



 ( ) = − ( ) +2 2

0 11 21 0 12 2
,

22
iy



 , 	 (18a)

where

a
x

R
y

R

x
Sp

11

2 2

=

∂
∂











−
∂
∂











∂
∂






′ ′

′

∫
⊥

η η

η

�







+
∂
∂











( )

′

′ ′
2 2

2
η

η

y

j k dx dyexp , 	 (18b)

a a R R
x y

Sp

12 21

2 2

= = +( )
∂
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
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


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∂
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









∂
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∫ ⊥�

η η

η
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j k dx dy









+
∂
∂











( )

′

′ ′
2 2

2
η

ηexp , 	 (18c)

a
y

R
x

R

x
Sp

22

2 2

=

∂
∂











−
∂
∂











∂
∂






′ ′

′

∫
⊥

η η

η

�







+
∂
∂











( )

′

′ ′
2 2

2
η

η

y

j k dx dyexp . 	 (18d)

Here, E rX
s ( )  and E rY

s ( )  are scattering fields by x-polarized incident wave E ii
x xE jkz= ( )0

exp  

and y-polarized incident wave E ii
y yE jkz= ( )0

exp , respectively. For circular polarization, as the same 
manner, the following expressions are obtained.

E r i i E r iR
s

RR R LR L L
s

RL R Lj kG R a a j kG R a a( ) = − ( ) +



 ( ) = − ( ) +2 2

0 0
, LL Li



 , 	 (19a)

i i i i i iR x y L x yj j
z
z

= ( ) = ±( ) +
−

1

2

1

2
∓ , for wave to

direction
direction














, 	 (19b)
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a R R
x

j
x y y

RR
Sp

= +( )
∂
∂










−

∂
∂
∂
∂
−
∂
∂








′ ′ ′ ′
∫ ⊥�

η η η η
2

2



∂
∂










+
∂
∂











( )

′ ′

′ ′

2

2 2
2

η η
η

x y

j k dx dexp yy , 	 (19c)

a a R R j k dx dyRL LR
Sp

= = −( ) ( ) ′ ′∫ ⊥

1
2

2�
exp η , 	 (19d)

a R R
x

j
x y y

LL
Sp

= +( )
∂
∂










+

∂
∂
∂
∂
−
∂
∂








′ ′ ′ ′
∫ ⊥�

η η η η
2

2



∂
∂










+
∂
∂











( )

′ ′

′ ′

2

2 2
2

η η
η

x y

j k dx dexp yy . 	 (19e)

Here, E rR
s ( )  and E rL

s ( )  are the scattering fields of the right-handed circular-polarized incident 

wave E ii
R RE jkz= ( )0

exp  and left-handed wave E ii
L LE jkz= ( )0

exp , respectively. Since these integra-
tions are performed in the cross-section perpendicular to the incident wave direction (in x′ – y′ plane), 
the reflection coefficients R

�
 and R⊥ are required to be expressed by x′ and y′. In this case, it can be 

obtained by using the following equation:

cosθ η η
i x y
= +

∂
∂










+
∂
∂

























′ ′

−

1
2 2

1
2

,, .sin cosθ θi i= −( )−1 2
1
2 	 (20)

In the case of normal incidence R R�
= − ⊥ , the term which consists of R R

�
+ ⊥  is 0. In other words, 

if the incident wave is circularly polarized in the clockwise direction, the reflected wave is then in left-
handed circular polarization. This is because the direction of polarization is defined when viewed from 
the back of the propagation wave.

Next, the PO integration for backscattering is evaluated by the stationary phase method. The direction 
of the backscattering wave is taken the z-axis and the normal vector n on the surface is also oriented 
towards the z-direction. The x′- and y′-axes are optional except that they are perpendicular to the z-axis. 
The object is assumed to be a perfect conductor and the reflection point is [0, 0, η(0, 0)]. In order to 
evaluate the stationary phase point, Maclaurin’s expansion is performed for η(x′, y′) as follows:

η η
η η η η′ ′ ′
′

′
′

′ ′
′ ′( ) = ( )+ ∂

∂
+

∂
∂
+

∂
∂
+

∂
∂ ∂

+x y x
x

y
y

x
x

x y
x y

, ,
'

'
0 0

2

2 2

2

2 yy
y

'

'
,

2 2

22
∂
∂
+
η
� 	 (21)

where the partial differential coefficient of η with respect to x′, y′ is calculated at x′ = y′ = 0. Since 
normal vector at x′ = y′ = 0,
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n i i i= ∇ =
∂
∂

+
∂
∂

+
∂
∂′ ′ ′

η
η η η
x y zx y z, 	 (22)

where the direction of the wave is assumed to be oriented towards iz and ∂ ∂ = ∂ ∂ =η η/ ' , / 'x y0 0 . 
For convenience, the variables in equation (23) below are substituted into equation (21):

p
x

q
y

r
x yx y x y x

=
∂
∂

=
∂
∂

=
∂
∂ ∂′ ′′ ′ ′ ′ ′= = = = =

2

2
0

2

2
0

2η η η
'
|

'
| |

, ,
′′=y 0

. 	 (23)

Then, equation (21) modified as shown below

η ′ ′ ′ ′ ′ ′( ) = + +x y p x rx y q y, .
2 2

	 (24)

Now, by rotating (x′, y′) coordinates by α and transforming them to a new set of coordinates (x1, y1) 
and also letting the bilinear term of (x1, y1) to be 0, the following equation is obtained

η ′ ′( ) = + =
+
±

−( ) −









x y K x K y K p q p q r p q
, ,

,1 1
2

2 1
2

1 2 4 2 2

22

2

1 2

+
















−

r

/

. 	 (25)

This method is called principal-axis transformation, and the coefficients K1,2 have simple geometric 
optical meaning, that is

ρ
1 2

1 2

1
,

,

=
K

	 (26)

are principal curvature radiuses of surface η, which give maximum and minimum curvature radiuses. 
From the above discussion, the equation (14) can be modified as follows:

H r Hs

x x

j k j k G R j k K x K x( ) = ( )



 ( ) +(∫ ∫2 2 0 0 2
0 0 1 1

2
2 2
2

1 2

exp expη , ))




dx dx
1 2
. 	 (27)

When the limit of wavelength approaches 0, i.e. λ → 0, K1 and K2 approach a very large value. The 
integration range of x1, x2 are not specifically determined except when η is too small to be expanded by 
Maclaurin’s expansion. For example, if kK x

1 1
2  approaches around 10λ, the contribution of the ignored 

terms in Maclaurin’s expansion is negligible. Also, if kK x
1 1
2  has the above-mentioned size, the integra-

tion value is hardly changed even if the range of x1 is extended to infinity. From this consideration, 
equation (27) can be expressed as follows:
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H r Hs j k j k G R j kK x dx( ) = ( )



 ( ) ( )

−∞

∞

−∞

∞

∫ ∫2 2 0 0 2
0 0 1 1

2
1

exp expη , eexp j kK x dx2
2 2
2

2( ) 	

=
− − ( )( )



 =

− − ( )( )+





exp expjk R

R K K

jk R j2 0 0

2

2 0 0

1 2

0

η η δ, ,
H



2 1 2 0R
ρ ρ H , 	 (28)

where δ is 0 when K1 and K2 are both positive, π/4 when either K1 and K2 is negative, and π/2 when 
both K1 and K2 are negative. In this relation, the radar cross-section defined by σ π=

→∞
4 2 2 2lim

R

s iR H H/  

can be expressed in terms of ρ1 and ρ2 as σ πρ ρ=
1 2

. If ρ
1 2� �or →∞ , it can be reduced to a flat plate and 

equation (27) can be applied to solve the magnetic field. If ρ1 or 2 is an object given by a function of x, 
one can use the equation (27) or (28) depending on the conditions. Additionally, if the object is a sphere, 
ρ1 = ρ2 = a and η(0, 0) = a. Then, equation (28) is calculated as follows:

H r Hs a
R

jk R a( ) = − −( )



2

2
0

exp . 	 (29)

This coincides with the first term of equation (17). Evaluating the radiation integral at the stationary 
phase point is nothing more than having the first term corresponding to the result of GO.

Scattering by Flat Plate (I): PO for General Conductors

In this section and the following section, we apply PO or PTD to plane wave diffraction to formulate 
the scattering field expressions on a conducting plate with surface impedance. The perimeter of the flat 
plates analyzed here has smooth and convex boundary – two of such examples are the triangular and 
square flat plates.

First, the scattering fields of plane waves incident on a smooth convex flat plate are derived. For 
simplicity, the case of a flat plate with perfect conductor is first discussed; the analysis is then expanded 
to the case of a flat plate with surface impedance in the next section. When the integrand of the radiation 
integral has only a first-order phase term, the area integral can be converted into a contour integral along 
the perimeter of the plate. If the plate size is sufficiently large compared to the wavelength, the asymp-
totic solution of the integral for the convex plate can be obtained using the stationary phase method. For 
discs and ellipses, which are special cases of convex plates, the exact asymptotic solution using PO is 
completely consistent. If this asymptotic solution is compared with the exact PO solution of a circular 
and elliptical plate, a caustic correction expression for a convex plate of an arbitrary shape is obtained. 
Furthermore, the equivalent electromagnetic current method (ECM) is applied to the edge current of 
Ufimstev to derive the PTD solution for the convex plate.

In order to formulate the radiation integral of a perfect conducting flat plate, a simple shape such 
as an ellipse is to be solved analytically. When a plane wave incidents on a flat plate, the area integral 
can be converted into a line integral along the perimeter using Stokes’ theorem. Then, the problem is 
generalized to the case of a convex flat plate, and the radiation integral is calculated by introducing local 
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coordinates. From the obtained asymptotic expression, the physical interpretation becomes clear that the 
diffraction field is composed of contributions from two diffraction points on the perimeter of a convex 
plate, its magnitude depends on the radius of curvature at the diffraction point, and so on. This solution 
becomes inaccurate at a caustic point. However, by examining the relationship between the Airy’s pat-
tern directly solved by PO for a disk etc. and its asymptotic solution, an effective modified formula can 
be derived even at a caustic point.

A smooth convex plate is a flat plate surrounded by a closed curve where the gradient or curvature 
does not change suddenly. This coordinate system is shown in Figure 4. The incident plane is y – z plane 
(ϕ = π/2), and incident wave is given by the following equations:

E-polarization: exp sin cosE E jk y zx
i

x= +( ){ }0 0 0
θ θ , 	 (30a)

���� ,H Y E jk y zy
i

x= − +( ){ }0 0 0 0 0
cos exp sin cosθ θ θ 	 (30b)

H-polarization: exp sin cosH H jk y zx
i

x= +( ){ }0 0 0
θ θ , 	 (31a)

E Z H jk y zy
i

x= +( ){ }� ,
0 0 0 0 0

cos exp sin cosθ θ θ 	 (31b)

where � /Z Y
0 0

1= =− µ ε  is the free space impedance, and θ0 is the incident angle measured from the 
positive z-axis. The PO current induced on the plate is given as follows:

J n H i H i i= × = × = +( ) ( )2 2 2
0 0 0 0 0 0

i
x

i
x x x yY E H jkcos cos exp sinθ θ θ .	 (32)

On the other hand, the magnetic vector potential for this current is derived as:

Figure 5. Diffraction of electromagnetic plane wave by a smooth convex plate
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A Y E G R jk ux vy dx dyx x
S

= ( ) +( ){ }′∫2
0 0 0 0
µ θcos exp ' ' ', 	 (33a)

A H G R jk ux vy dx dyy x
S

= ( ) +( ){ }′∫2
0 0

µ exp ' ' ', 	 (33b)

G R
jkR

R
u v

0 04
( ) =

−( )
= = +

exp
sin cos sin sin sin

π
θ θ θ θ θ, , , 	 (33c)

where ix and iy are respectively the unit vectors toward the x and y-axis, u and v are angular parameters 
according to the diffraction direction, and R x y z= + +2 2 2  is the distance from the origin to the 
observation point. Using far-field approximation, the vector potentials are expressed by electrical field 
E A≅ − j , so that the fields by PO are calculated as follows: 

E j A APO
θ ω θ θ θ= − +{ }x ycos sin cos 	

= − ( ) +{ } ( )j kG R E Z H P2
0 0

cos cos cos sin0x 0 0xθ θ θ θ θ φ, 	 (34a)

E j kG R E Z H PPO
φ θ θ θ θ φ= − ( ) − +{ } ( )2

0 00x 0 0xcos sin cos , 	 (34b)

P P u v jk ux vy dS
S

θ φ, , ' '( ) = ( ) = +( ){ }′∫ exp 	 (34c)

In this way, the electromagnetic field of the plane wave diffracted by the conducting flat plate is 
reduced to the radiation integral P(u, v), so that it is only necessary to pay attention to this integral 
thereafter. This integral can be converted to a line integral using Stokes’ theorem:

V d dS
SC

i i� l V n= ∇×∫∫ . 	 (35)

Here, vector V is assigned by 

V i i= − +{ } +( ){ }′u v jk ux vyx y � ’ ,exp 	 (36)

then, the pattern function P(u, v) is given by the line integral

P u v
j kuv

u v jk ux vy dlx y
C

l, .( ) = − +{ } +( ){ }′ ′∫
1
2

i i ii� exp 	 (37)
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The integration path C is the perimeter of the plate and iy is a tangential unit vector along C. For the 
special case of u or v = 0, the pattern function is calculated as follows:

P u
j ku

jkux dly l
C

, ,0
1
2

( ) = { } { }′∫ i ii� exp 	 (38a)

P v
j kv

jkuy dlx l
C

0
1
2

, .( ) = − { } { }′∫ i ii� exp 	 (38b)

and (0, 0) = S is the area of the plate. This integral can be easily performed if C is explicit. In order to 
show this, calculations for a rectangle, an isosceles triangle, a circle, and an ellipse are performed below. 

(i) Rectangular Plate (2A × 2B)

Considering a rectangular plate of size 2A × 2B, the integral along each side is calculated as follows:

P AB kAu kBv x x
x

θ ϕ, , .( ) = ( ) ( ) ( ) =4 sinc sinc sinc sin 	 (39)

If a complex shaped object can be expressed by many flat patches, the scattering field from this 
object can also be easily calculated by using this simple sampling function, which is a standard method 
for the commercialized software system [Adana, 2011]. However, an object with a large curvature or 
a large electrical length needs to be divided into a large number of flat patches. For example, a large 
aircraft needs to be divided into approximately the number of 100,000 to 1 million patches at X-band, 
depending on the calculation accuracy. Basically, when the size of the flat patch is approximately a half 
wavelength, the result is almost the same as that obtained by integrating the curved surface. 

(ii) Isosceles Triangle (Base 2A, Base Angle α)

Let us consider an isosceles triangle with a base length of 2A along the x-axis and two angles of α. Since 
its vertex is at (0, Atanα), the integration along each side yields as follows:

P P P Pθ φ θ φ θ φ θ φ, , , ,( ) = ( )+ ( )+ ( )1 2 3
	 (40a)

P A
jkv

kAu
1
θ φ,( ) = − ( )sinc 	 (40b)

P A
j kuv

v u j kA v u
2 2 2
θ φ, ( (( ) = − − −











tan± ) exp tan± ) sinc kkA v u
2
( tan± )+











	 (40c)
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P A
j kuv

v u j kA v u k
3 2 2
θ φ, ( (( ) = + +











tan± ) exp tan± ) sinc AA u v
2
( −











tan±) 	 (40d)

(iii) Circular Disk With Radius a

Considering u = sin cosθ θ , v = +sin sin sinθ θ θ
0

, and d adl = − +( )′ ′ ′i ix ysin cosϕ φ φ , then by perform-

ing variable conversion ′ ′=x acosφ , u w= cos´ , v w= sin´ , the pattern function P θ φ,( )  is obtained 
as follows:

P a
j kw

jkaw dθ φ φ φ φ
π

, sin .( ) = −( ){ } +( )′ ′ ′∫2
0

2

cos´ sin´
exp cos ´ ´ 	 (41)

Assuming ′ = +φ δ ψ  and employing Bessel’s integral formula and the relation d xJ x dx xJ x
1 0( )



 = ( )/ , 

the following expression is obtained.

P a
J kaw

kaw
wθ φ π θ φ θ θ φ, , .( ) = ( )
= + +( )2 1

0

2
sin cos sin sin sin2 2 	 (42)

This expression shows the well-known Airy’s pattern, and it is finite at even caustic point w = 0. 
Using the asymptotic form of Bessel’s function for kaw� 1

J z kaw
z

z
z

z
1

2 3
4

3
8

3
4

=( ) ≅ −









− −













π
π πcos sin










≈ −











2 3
4π
π

z
zcos , 	 (43)

P θ ϕ,( )  reduces to

P a

kaw
jkaw j jkaw jθ ϕ π

π π
,( ) =

( )
−










+ − +




2

3
4

3
4

2

2
exp exp

















. 	 (44)

From this expression, the main contribution of a far-field is found from two points on the plate perimeter.

(iv) Elliptical Plate With Axial Length 2A, 2B

The elliptical plate is calculated in the same way as the circular plate. Using relational and transforma-
tion expressions below:
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′ ′ ′ ′ ′ ′ ′ ′= = = − +(x A y B d dx dy A Bcos sin + = sin cosx y x yφ φ φ φ, , l i i i i )) ′dφ , 	 (45a)

u w v w ui vi dl wC dx y= = − +



 = +( )′ ′cos , sin , sin ,δ δ ϕ φ∆ Φ 	 (45b)

C A B B
A

y z= + = = +2 2 2 2
0 0

cos sin , tan
sin
cos

, sin cos ,δ δ
δ
δ

θ θΦ Φ 	 (45c)

the following expression is obtained.

P C
j kw

jkCw dθ ϕ
δ δ

ϕ ϕ φ
π

,
cos sin

exp cos sin( ) = −( ){ } +( )′ ′ ′∫2
0

2

Φ Φ 	

=
( )

πAB
J kCw

kCw

2
1 . 	 (46)

Substituting A = B = C, it is found that equation (46) reduces to equation (44), i.e. from an ellipse 
to a circular disk. 

(v) Monostatic Radar Cross-Section of Area S Conducting Plate

The radar scattering cross section (RCS) of 3D object is defined by 

σ π=
→∞

4 2lim .
R

R E E
E E

s s*

i i*

i

i
	 (47)

Since θ θ= = °
0

0 for a plane wave which is incident from the normal direction to an arbitrary shaped 
conductor plate with area S, equation (48) below can be derived for both polarizations 

4
4

02

2

0
2

0
2

0
2

2π
π
λ

θ φR E E
E
Z H

Ps s x

x

i * ,=











=( ) 	 (48)

Therefore, σ  is generally given as follows:

σ
π
λ

π
λ

= =( ) =










4
0 4

2

2

2

P w S 	 (49)

This is the formula for the backscattering cross-section at normal incidence when k →∞2 , that is, 
in high-frequency.
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Scattering by Flat Plate (II): PO for Conducting Smooth Convex

Now, let us asymptotically find the PO integral by using the stationary phase method for a convex conductor 
plate with a smooth edge (Kobayashi, 1996). The stationary phase method is an approximate technique 
that evaluates the integration in a region where the integration variable does not change a lot, and is an 
analytical method that is frequently used in the field of electromagnetic wave engineering (Borovikov, 
1994). As a matter of course, it is assumed that the integral value in the stationary region is the main 
integral evaluation. Physically, a reflection and a diffraction point of electromagnetic waves correspond 
to the stationary point. As mentioned earlier, since the main contribution of the diffraction field is given 
in the vicinity of the edge of perimeter, it is convenient to introduce a local curved coordinate system 
having the edge as an origin for representing a convex shape. 

A point on the perimeter is expressed by using the parameter t as follows:

′ ′= ( ) = ( )x f t y g t, . 	 (50)

Here, the PO integration in equation (37) is modified to:

P
j kuv

f t u g t v jk f t u g t v dt
C

θ φ, ' ' ,( ) = − ( ) + ( ){ } ( ) + ( )



{ }1

2
exp�∫∫ 	 (51)

where u w= =sin cos cos´θ φ , v w= =sin +sin sin sin´θ θ φ
0

. By introducing function H(t) and γ, 
the differential coefficients of f(t) and g(t) are expressed by

′ ′ ′( ) = ( ) ( ) = ( ) ( ) = ( )+ ( )f t H t g t H t H t f t g tcos sinγ γ, , ' .2 2 	 (52)

Then, by substituting equation (52) intoquation (51), P θ φ,( )  is modified to:

P w
j kuv

H t jkw f t g tθ φ γ δ δ δ,( ) = − ( ) +( ) ( ) ( )+ ( ) ( )



2

cos exp cos sin { }∫ dt
C

.� 	 (53)

The stationary phase point is evaluated as:

′ ′( ) ( )+ ( ) ( ) = ( ) −( ) = − = ±f t g t H tcos sin cos orδ δ γ δ γ δ
π

0
2

����� . 	 (54)

In order to examine the physical meaning of these equations, the following unit vectors are introduced

i i i i i iδ δ δ γ γ= + = +cos sin cos sinx y t x y, . 	 (55)
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It is found out that the stationary phase point is a point where vector iδ is perpendicular to tangential 
vector it. This is shown in Figure 5.

Next, in order to find an asymptotic solution, the exponential part p(t) of equation (53) is expanded 
around the stationary phase point given in equation (54) into Taylor’s series, and the expression up to 
the second term is given as follows:

p t f t g t f t g t( ) = ( ) ( )+ ( ) ( ){ }+ ( ) ( )+ ( )′′ ′′
s s s scos sin cos sinδ δ δ δ

1
2

(( ){ } −( )t ts
2
, 	 (56)

where ts is the value of t at the stationary phase point. The perimeter of the convex plate is a closed 
curve, so that there are two phase points, ts = t1, t2 as aforementioned, given by

γ δ
π

γ δ
π

− = + = − = − =
2 21 2
���� ��� ,�� � .for t t t ts for s 	 (57)

Therefore, the second term of equation (56) is calculated as

1
2

1
21 1

2
1

1

′′ ′′( ) − ( ){ } = − ( )
( )

f t g t
H t

t
sin cosγ γ

κ
, 	 (58a)

1
2

1
22 2

2
2

2

− ( ) + ( ){ } = ( )
( )

′′f t g t
H t

t
'' ,sin cosγ γ

κ
	 (58b)

where the relations in equation (59) below

H t f t f t H t g t g ts ssin cos( ) = − ( ) = ( ) ( ) = ( ) = − ( )′ ′ ′ ′δ δ
1 2 1 2

, 	 (59)

are employed. The variable κ(t) is a radius of curvature along the perimeter at point t defined by

κ t
H t

f t g t g t f t
( ) = ( )

( ) ( )− ( ) ( )′ ′

3

'' ''
. 	 (60)

The first term in equation (56) is a projection in the i´  direction with magnitude f t g t2 2
s s( )+ ( ) , 

so this is given by

f t g t d f t g t d
1 1 1 2 2 2( ) ( )+ ( ) ( ) = ( ) ( )+ ( ) ( ) = −cos sin cos sinδ δ δ δ, . 	 (61)
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The exponential part of equation (53) can be calculated by equations (58), (60), and (61).
Substituting the above expressions into equation (53) and calculating the asymptotic solution by the 

standard stationary phase method, the pattern function is obtained as follows:

P
kw

t jkd w j t jkθ φ
π

κ π κ,
/( ) =

( )
( ) −










+ ( ) −

2 3
43 2 1 1 2

exp exp dd w j
2

3
4

+





















π . 	 (62)

The same result can be obtained by variable transformation for equation (53) in radial and tangential 
directions, using partial integration and the stationary phase method. For circular disc that are special 
cases of a convex plate, by letting κ(t1) = κ(t2) = a, d1 = d2 = a, it can be directly calculated as

P a

kw
jk w j jk w jθ φ

π
π π,

/( ) =
( )

−









+ − +




2 3

4
3
43 2

exp a exp a

















. 	 (63)

This is consistent with the asymptotic solution in equation (44) for the circular disc.
The above derived asymptotic solution diverges in a caustic area where adjacent rays overlap. There-

fore, when considering the relationship between asymptotic solutions and exact solutions in the case of 

Figure 6. Relationship between stationary phase point and vector it and iδ
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a circle or an ellipse, a corrected Airy’s pattern can be presumed. By applying the following asymptotic 
first term of Bessel’s function,

J z
z

z J z
z

z
1 2

2 3
4

2 3
4

( ) ≅ −








 ( ) ≅ −











π
π

π
πcos sin, 
, 	 (64)

the expression that is also effective in caustic is obtained as follows:

P d jkw
d d

avθ φ π,
/( ) = ( ) −









3 2
1 2

2
exp 	

i κ κ κ κt t
J kd w

kd w
j t t

J kd w

kd w
av

av

av

av
1 2

1

1 2

2( ) + ( )( ) ( )
+ ( ) − ( )( ) ( )













, 	 (65)

where d d dav 1 2= +( ) / 2 . Naturally, the above asymptotic solution becomes equation (63). Thus, 
equation (65) can be regarded as a generalization of a circular disk and an ellipsoid plate. It is conceiv-
able that a partial pattern correction is performed by the term of J kd w

2 av( )  resulted from the difference 
in radius of a curvature. For the case of an ellipse,

d d A B C t t A B
C1 1

2cos sin= = + = ( ) = ( ) = =2 2 2
1 2

2 2

3
δ δ κ κ κ, , 	 (66)

are obtained. Therefore, equation (65) is reduced to coincide exactly with equation (46).
Now, let us examine the validity of equation (65) numerically. The expression of the convex conduc-

tor plate is given as

f t a t t t g t a t t( ) = + −( ) ( ) = + −cos cos cos sin sin s0 1 2 0 01 4 0 1 2 0 01. . , . . iin4t( ). 	 (67)

The calculation process is as follows: (i) Determine the value of the stationary phase point t for ob-
servation point ( θ φ, ) from equation (54) and (ii) Calculate equation (65) using the two stationary points. 
Then, (iii) Equation (53) is directly numerically integrated for comparison. Figure 6 shows the case 
where the parameters are ka = 10 , θ -polarization, and φ

0
0= ° . The shape expressed by equation (67) 

is close to an ellipse, and considering that the caustic correction expression derived here is close to the 
exact PO solution (numerical integration) of the ellipsoid, its consistency can be confirmed sufficiently. 
Next, as a general example of a convex flat plate, two types of shape are shown in Figure 7. The perim-
eter coordinates are given numerically. The corresponding scattering field given by equation (65) (solid 
line) are shown in Figure 7(c) and (d) where the diamond symbol is the result of the numerical integra-
tion.
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Scattering by Flat Plate (III): PTD for Conducting Smooth Convex

The PO solution U PO  derived in the previous section is more accurate in the specular direction, how-
ever GTD solution UGTD  is known to be more accurate in other areas. By using the difference between 
these two solutions ∆ = −U U UGTD

asy
PO , the expression U U UPTD PO= +∆  is called PTD solution. 

Here, Uasy
PO  is the asymptotic expression of PO solution U PO . In other words, the solution for an object 

with an edge such as a wedge is given by U U U UPO GTD
asy
PO= + −( ) . Therefore, it approaches asymp-

totically like U UPTD PO→  in the vicinity of the shadow boundary (SB) such as a mirror surface direc-
tion and U UPTD GTD→  in other diffraction regions. In this way, the PTD can be regarded as a method 
that incorporates the advantage of both the PO and GTD methods, i.e. the PO solution can be applied 
in the main lobe direction and the GTD solution in other side lobe regions. In this section, the PTD 
solutions for (i) a conducting strip, (ii) a rectangular conducting plate, and (iii) a convex conducting 
plate are discussed.

Figure 7. Scattering pattern by modified caustic expression
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(a). Perimeter shape of convex plate (a = 1) according to the equation (67)
(b). Solid line A: numerical integration, solid line B: caustic correction, dashed line C: asymptotic solution

(i) Conducting Strip

Diffraction of planar electromagnetic waves by a two-dimensional conductor strip is one of the PTD 
canonical problems. An incident wave is given as

E E jk x y H H jk x xx
i

z
i= +( ){ } = +( )0 0 0 0 0 0

exp cos sin exp cos sinφ φ φ φ, {{ }. 	 (68)

Here, the incident plane lies in x-y plane, and φ
0

 and φ  are an incident and an observation angle, 
respectively. The width of the strip in the x-z plane is 2a. The induced current on this strip is calculated 
as follows:

J H Y E jkx J H H jkxz x x z= − = = =2 2 2 2
0 0 0 0 0 0
sin exp( cos exp( cosφ φ φ), ).. 	 (69)

(a). Convex plate model 1
(b). Convex plate model 2
(c). Scattering pattern by model 1
(d). Scattering pattern by model 2

Employing a standard stationary phase method to a radiation integral calculated from vector potential 
with these currents, the asymptotic fields by PO are obtained as:

E j A jE C kR
ka

z
PO

z= − = − ( )
+( ){ }

+
ω

φ φ

φ φ
φ

0

0

0
0

sin cos cos

cos cos
sin , 	 (70a)

Figure 8. Scattering pattern by caustic corrected expression: θ -polarization, φ
0

0= ° , solid line: caus-
tic correction, diamond ◊ : numerical integration
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H jk A jH C kR
ka

z
PO

x= = ( )
+( ){ }

+µ
φ

φ φ

φ φ
φsin

sin cos cos

cos cos
sin

0

0

0

, 	 (70b)

where

C kR
kR

j kR( ) = − +






















2
4π
πexp 	 (70c)

is a function expressing the two-dimensional wave.
On the other hand, the GTD solution for the same problem is given as follows:

E E C kRz
GTD jka= ( ) −

+
++( )

0

0

0

0

2 2 20

cos cos

cos cos
e

sin
cos cos

φ φ

φ φ

φ
φ φ

ssin

cos cos
e cos cos

φ

φ φ
φ φ2

0

0

+





















− +( )jka



, 	 (71a)

H H C kRz
GTD jka= ( )

+
++( )

0

0

0

0

2 2 20

sin sin

cos cos
e

cos c
cos cos

φ φ

φ φ

φ
φ φ

oos

cos cos
e cos cos

φ

φ φ
φ φ2

0

0

+





















− +( )jka
.. 	 (71b)

Scattering fields by PTD are constructed by GTD–POasy, where POasy is given by (70), then the PTD 
solution for a conducting strip is arranged as follows:

E jkE C kR
ka

E C kRz
PTD = − ( )

+( ){ }
+

+ ( )0

0

0
0 0

sin cos cos

cos cos
sin

φ φ

φ φ
φ 	

i D Ds jka s jkaπ φ π φ φ φφ φ φ φ− −( ) + ( ){ }+( ) − +( ), , ,
0 0

0 0e ecos cos cos cos 	 (72a)

H jkH C kR
ka

H C kRz
PTD = ( )

+( ){ }
+

+ ( )0

0

0
0

sin cos cos

cos cos
sin

φ φ

φ φ
φ 	

i D Dh jka h jkaπ φ π φ φ φφ φ φ φ− −( ) + ( ){ }+( ) − +( ), , ,
0 0

0 0e ecos cos cos cos 	 (72b)

where GTD diffraction coefficients Ds,h for a half-plane are defined by
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D Ds hψ ψ

ψ

ψ ψ
ψ ψ

ψ

ψ
, , ,
0

0

0
0

0

1
2

2

2 2

1
2

2

2

( ) = −
+

( ) = −
+

sin

sin cos

cos

sin ccos
ψ
0

2

. 	 (72c)

(ii) Rectangular Plate

Next, let us find a PTD solution for a rectangular conducting plate. The rectangular plate only needs to 
apply the result of the above-described strip to two pairs of facing sides, and the solution to this problem 
is given by the formulation below. At first, ∆ = −U U UGTD

asy
PO  is calculated as follows:

E jk
ZU

θ π
∆ = − 0

4
i 	 (73a)

2
1 0 1 3 0 3

B kBv I Y M I Y My y
jkAu

y ysinc cos sin cos e cos sin( ) +( ) + +−θ φ φ θ φ ccos e

sinc cos cos sin e

φ

θ φ φ

( )





+ ( ) −( ) −
jkAu

x x
jkBA kAu I Y M2

2 0 2
vv

x x
jkBvI Y M+ −( )

















4 0 4

cos cos sin eθ φ φ
, 	

E jk
ZU

φ π
∆ = 0

4
i 	 (73b)

2
1 0 1 3 0 3

B kBv I Y M I Y My y
jkAu

y ysinc cos cos sin e cos cos( ) −( ) + −−φ θ φ φ θssin e

sinc sin cos cos e

φ

φ θ φ

( )





− ( ) +( ) −
jkAu

x x
jkBA kAu I Y M2

2 0 2
vv

x x
jkBvI Y M+ +( )

















4 0 4

sin cos cos eφ θ φ
. 	

Here, the equivalent currents are given as

I
I

j
k

H Dy

y

x
s

1

3

0 0

01 1

01 14 2










=

( )
�

, ����cos

sin sin

θ

β β

ψ ψ �������������

,
,

Ds π ψ π ψ− −( )












01 1

	 (74a)

I
I

j
k

E Dy

y

x
s

2

3

0

2

02 24 2










=

( )
�

, ���������������

sinβ

ψ ψ ��

,
,

Ds π ψ π ψ− −( )












02 2

	 (74b)
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M
M

j
k

E Dy

y

x
h

1

3

0 0

01 1

01 14 2










=

( )
�

, ����cos

sin sin

θ

β β

ψ ψ �������������

,
,

Dh π ψ π ψ− −( )


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







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	 (74c)

M
M
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H Dy
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h
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02 24 2










=
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, ���������������
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,
,�

Dh π ψ π ψ− −( )












02 2

	 (74d)

where β
01

and β
1
are diffraction angles incident to a diffraction point on side-1 and an observation point 

measured from the tangential direction of the edge, respectively. When the observation point is in the 
plane of φ π= / 2 , the PTD solution is as follows:

E E
jkZ H

G R A
k

kBPO U x
θ θ π

θ

θ θ
θ+ = − ( )

+( )
+∆ 0 0

0

0
2

4 cos
sin sin

sin (sin sinθθ
0
)



 	 (75a)

+ − ( ) +( )+ +( ){ −jkZ
Y B kBv I I Y A M My y x

jkBv
y

jkBv0
0 1 3 0 2 42π

θsinc cos e e }}, 	

E E
jkE

G R
A

k
kBPO U x

φ φ π

θ

θ θ
θ θ+ = ( )

+( )
+∆ 0

0
0

0

02

4 cos
sin sin

sin (sin sin ))



 	 (75b)

− ( ) +( )− +( ){ }−jkZ
Y B kBv M M A I Iy y x

jkBv
y

jkBv0
0 1 3 2 42π

θsinc cos e e . 	

(iii) Convex Conducting Plates

Finally in this section, let us derive the PTD solution for a convex conductor plate described by PO. The 
corrected term of PTD described by electromagnetic current is given as follows [Pathak, 1988]:

E i i i i id R R t t R t t

jkrjkZ
I t Y M t

r
H t dt= × × ( )+ × ( )



 ( )′ ′ ′ ′
−

0
04π

e
,

CC
�∫ 	 (76)

where function H(t′) is defined by equation (52). I tt
′( )  and M tt

′( )  are an electric and a magnetic 
edge current of Ufimtsev, respectively, given by
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In this expression, �Dnu
s  and �Dnu

h  are diffraction coefficients considering the non-uniform edge cur-
rent, and obtained as follows by subtracting a PO asymptotic solution from GTD.

�D D Dnu
s h

GTD
s h

PO
s h, , ,, ; , ;= ( )− ( ){ }sin

sin sin

β

β β
ψ ψ β ψ ψ β0

0

0 0 0 0
	

��
/ ,

,
=

−( ) ( )
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
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






2exp

sin

j

k

D
D
GTD
s

GTD
h

π

π β

ψ ψ

ψ ψ

4

2
0

0

0 

, 	 (78)

where DGTD
s h,  and DPO

s h,  are Keller’s diffraction coefficients of GTD and PO, respectively, and are 
given as follows:

D
j

k
GTD
s h, , ;

/
φ φ β

π

π β φ φ φ φ0 0

0 0 0

4

2 2

1

2

1

2

( ) =
−( )

−
−

±
+




exp

sin cos cos

















�	

=
−( )

+
−





2exp

sin cos cos

sin sin

cos cos

j

k

π

π β φ φ

φ φ

φ φ

/ 4

2

1 2 2

2 2
0 0

0

0

















, 	 (79a)

D
j

k
PO
s h, , ;

/
φ φ β

π

π β

φ φ φ φ
0 0

0

0 0
4

2 2 2 2
( ) = −

−( ) − +





exp

sin
tan tan∓







�	

=
−( )

+

−













2exp

sin cos cos
sin
sin

j

k

π

π β φ φ

φ
φ

/
,

4

2

1
2

1

0 0

0 	 (79b)

Now, i Et
i Qi ( )  and i Ht

i Qi ( )  in equation (77) are values of the incident wave at the diffracted point 
Q. In this case, it is calculated as follows:

i Et
i

x xQ
H t

f t E g t Z H jkg ti ( ) = ( ) ( ) + ( ){ } ( )
′

′ ′ ′ ′ ′1
0 0 0 0 0

cos exp sinθ θ



 , 	 (80a)
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i Ht
i

x xQ
H t

f t H g t Y E jkg ti ( ) = ( ) ( ) − ( ){ } ( )
′

′ ′ ′ ′ ′1
0 0 0 0 0

cos exp sinθ θ



 . 	 (80b)

Since the wave-number vectors of an incident and a diffracted wave are given by k i ii y z= − −sin cosθ θ
0 0

 

and k i id x y z= − +sin cos sin sin cosθ φ θ φ θi , so by calculating the inner-product between the tangential 
vector it and ki, and between it and kd, the relationships are obtained as

cos sin cos
cos sin

β θ β
φ φ

0 0
= −

( )
( )

=
( ) + ( )

(
′ ′

′

′ ′ ′

′

g t

H t

f t g t

H t
,

'

))
sinθ, 	 (81)

then, sinβ
0
 and sinβ  can be calculated. When an equivalent current method (ECM) is employed, it 

is necessary for ψ  and ψ
0

 in equation (78) to measure in the perpendicular plane to obtain tangential 
vector it. The projections of vector ki and kd into this plane are given as follows:

i k i i i i it i t b z b z

g t

H t
× × =

( )
( )

− −
′ ′

′
sin cos =cos sin cosθ θ γ θ θ

0 0 0 0
, 	 (82a)

i k i i it d t b z

f t g t

H t
× × =

( ) + ( )
( )

+ −
′ ′ ′

′

cos sin
sin cos =sin(

φ φ
θ θ γ φ

'

0 0
)) ,sin cosθ θi ib z− 	 (82b)

where vector ib is defined by

i i i i ib x y x y

g t

H t

f t

H t
=

( )
( )

−
( )
( )

= −
′ ′

′

′ ′

′
sin cosγ γ . 	 (82c)

Let us consider a special case where an observation point lies in the φ π= / 2  plane. In this case, 
γ π=  for t t=

1
 and γ = 0  for t t=

2
, from which the contribution of the non-uniform current to the 

diffracted field is obtained. First, the diffracted field in equation (76) is separated into θ  and φ  compo-
nents as follows:

E
jkZ

I t Y M t H t
r
dd

t t t t

jkr

θ θ φπ
= − ( )+ ( ) ( )



 ( )′ ′ ′

−
0

04
( )i i i ii i

e ′′∫ t
C
� 	

≈ − ( ) ( ) ( )′ ′ ′′ ′( ) + ( )



∫

jkZ
G R U t H t dtjk f t u g t v

C

0
04π θ e ,� 	 (83a)
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E
jkZ

I t Y M t H t
r
dd

t t t t

jkr

φ φ θπ
= − ( )+ ( ) ( )



 ( )′ ′ ′

−
0

04
( )i i i ii i

e ′′∫ t
C
� 	

≈ − ( ) ( ) ( )′ ′ ′′ ′( ) + ( )



∫

jkZ
G R U t H t dtjk f t u g t v

C

0
04π φ e .� 	 (83b)

Here, the second equation in each component is approximated to the far-field. U tθ ′( ) and U tφ
′( )  

are obtained by substituting I tt
′( )  and M tt

′( )  in equation (77) into the first expression in equation 
(83), as follows:

U t j
k

M D Z J Dt
s

t
h

θ
β β

γ φ θ ψ ψ γ φ′( ) = −( ) ( )+ −( )4

0

0 0 0 0
sin sin

coscos , sin ψψ ψ, ,
0( ){ } 	 (84a)

U t j
k

M D Z J Dt
s

t
h

φ
β β

γ φ θ ψ ψ γ φ′( ) = −( ) ( )− −( )4

0

0 0 0 0
sin sin

sin cos , cos ψψ ψ, ,
0( ){ } 	 (84b)

M E Z H J H Y Et x x t x x0 0 0 0 0 0 0 0 0
= + = −cos cos sin cos cos sinγ θ γ γ θ γ, , 	 (84c)

ψ
π

θ γ ψ
π

θ γ φ
0

1
0

1

2 2
= + ( ) = − −( )





− −tan tan cos tan tan sin, , 	 (84d)

sin sin sin sin sin cosβ θ γ β θ γ φ
0

2
0

2 2 21 1= − = − −( )� ,�� � , 	 (84e)

From the above discussion, the following asymptotic solution is obtained by applying the stationary 
phase method to the integral in the second equation of (83) as follows:

E k
w
G R U t t U t tud jkd w j jkd w j

θ θ

π

θπ
κ κ= ( ) ( ) ( ) − ( ) ( )− − +

8 0 1 1

3
4

2 2

3
1 2e e

ππ
4 , 	 (85a)

E k
w
G R U t t U t tud jkd w j jkd w j

φ φ

π

φπ
κ κ= ( ) ( ) ( ) − ( ) ( )− − +

8 0 1 1

3
4

2 2

3
1 2e e

ππ
4 . 	 (85b)
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Therefore, the final PTD solution is given as

E E jk Z H G R P j
kw
ZPO ud

xθ θ π
θ θ φ

π
+ = − ( ) =










+

2 2
2

2
0 0 0 0

cos À
i , HH G Rx0 0 ( ) 	 (86a)

i κ
π
θ
π
θ κ

π
θ
ππ

t D t Dh jkd w j h
1 0

3
4

22 2 2 2
1( ) − −




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


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− ( ) +
−
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


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


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






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θ

π

0

3
42e

jkd w j
, 	

E E jk E G R P j
kw
E GPO ud

x xφ φ π
θ θ φ

π
+ = ( ) =










+
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2

2
0 0 0 0

cos À
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00
R( ) 	 (86b)

i κ
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π
θ κ

π
θ
ππ

t D t Ds jkd w j s
1 0

3
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22 2 2 2
1( ) − −
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
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− ( ) +
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, ,e ++



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


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

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







− +
θ

π

0

3
42e

jkd w j
. 	

The PO solution for plane wave diffracted by a convex conducting plate is given by equations (34) 
and (65), and the corresponding PTD solution is E EPO ud

θ θ+  and E EPO ud
φ φ+  as described above. Figure 

8(a) shows the result for a two-dimensional strip of infinite length in the z-axis direction with a width 
of x = (–a, a). The horizontal axis is the azimuth angle φ  taken from the positive x-axis. The solid line 
is the conventional PO solution, the diamond ◊  mark is that of the PTD, and the broken line is the GTD 
result. For the thin strip with ka = 5.0, it can be seen that PTD and GTD are completely consistent. 
Similar results are obtained at ka = 3.0. Comparing with MoM, it is found that PTD improves PO in 
both main and side lobe regions. Figure 8(b) shows the result of planar cutting in a plane φ = 0�  for a 
square plate of 2 2A B× . The length of side is the same size as in the strip and the same result is obtained. 
Figure 9(a) is the far-field for a circular disk with radius ka = 5 0. , and indicates the results of PO 
(solid line) and PTD (diamond ◊ ). Figure 9(b) shows the case of an elliptical plate with kA = 10 0. , 
and kB = 20 0. . Noting that, if the size is larger than the circular disk, it can be found that the PO results 
are close to those of PTD even in the side lobe region.

(a). Conducting strip (φ
0
90= ° )

(b). Conducting rectangular plate ( θ
0

0= ° )
(a). Conducting circular disk ( ka = 5 )
(b). Conducting ellipse plate ( kA = 10 , kB = 20 )

Scattering by Flat Plate (III): PO for Surface Impedance Convex

Let us consider the scattering of a plane wave by an impedance plate such as a dielectric loaded on a 
conducting plate. If the electromagnetic field distribution in the vicinity of a flat plate can be incorporated 
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into the radiation integral in consideration of a reflection coefficient, the scattered field in a far-region 
can be induced. Furthermore, because the relationship between the electromagnetic currents induced 
on the impedance surface can be directly obtained using the surface impedance, this approach is also 
effective. In this section, two methods: reflection coefficients and surface impedance are examined.

For the method using a reflection coefficient, the novel expression for the far-field of the total elec-
tromagnetic field contributed to the reflected and incident waves is given as (Kobayashi, 2011)

E jkG R Z jk dS
S

Rθ φ θ φ φ θ, , ,
{ } ',= − ( ) ×( ) ± ×( ) ( )′∫0 0

n H i E n i r ii i iexp 	 (87)

where S is an illuminated area of the curved surface including the plate, E A Bθ φ, = ±  means 

E A Bθ = +  and E A Bφ = − , and G R jkR R
0

4( ) = −( ) ( )exp / π . Introducing coefficients P, Q and 
vector B, the electromagnetic fields near the plate or its equivalent electromagnetic currents can be 
described by

n H n H H n B B× = × +( ) = +( ) × + −( )⊥i r i i cosP R Q R1 1
0�
θ , 	 (88a)

E n E E n B n B× = +( )× = −( ) − −( ) ×⊥
i r i icosP R Q R1 1

0�
θ . 	 (88b)

Then, equation (86) is modified as follows:

E jkG R D R R jk dS
S

Rθ φ θ φ θ φ
, ,

, , , ,= − ( ) ( ) ( )′∫ ⊥0 �
iexp 'r i 	 (89a)

D R R P R Q Ri i
θ θθ φ θ

� �
i, , ,⊥ ⊥( ) = +( ) × + −( ){ }1 1

0
n B B icos 	

+ −( ) − −( ) ×{ }⊥P R Q Ri i1 1
0�

icosθ φB n B i , 	 (89b)

D R R P R Q Ri i
φ φθ φ θ

� �
i, , ,⊥ ⊥( ) = +( ) × + −( ){ }1 1

0
n B B icos 	

+ −( ) − −( ) ×{ }⊥P R Q Ri i1 1
0�

icosθ θB n B i , 	 (89c)
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Figure 9. Scattering pattern by a conducting strip and rectangular plate, θ - polarization, solid line: 
PO, diamond ◊ : PTD, dotted line: GTD
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where vector B is perpendicular to the incident plane given by B k n k n= × = ×i r/ /sin sinθ θ
0 0

 us-
ing wave-number vector ki r,  and θ

0
 is produced by an angle between ki  and normal vector n on the 

surface (Figure 10). Pi  and Qi  are the amplitude and a phase of an incident plane wave expressed as:

E T B H T Bi r i r i r i r i r i r i r i rP Q Z Q P, , , , , , , ,, ,= + = − +
0

	 (90)

where Pr  and Qr  are related to a reflected wave. Given incident wave, Pr  and Qr  are derived from 
P R Pr i=

�
 and Q R Qr r= ⊥  using the reflection coefficient and they are dependent on the polarization. 

Figure 10. Scattering pattern by a conducting circular and rectangular plate, θ - polarization, θ
0

0= �  
solid line: PO, diamond ◊ : PTD
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Of course, the reflected wave can be obtained directly from each problem using Maxwell’s equation 
without using such an idea.

For this scattering problem, an incident plane lies in the x-z plane and the plate in the x-y plane. Then, 
since the unit normal vector of the plate is n i= z , B i= − x  is obtained. Therefore, the incident wave 
in equations (30) and (31) are modified as follows:

E B Ti
x x

iE Z H jk y z= − + +( )



(

0 0 0 0 0
exp sin cosθ θ .	 (91)

Figure 11. Scattering by three-dimensional curved surface with surface impedance
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Alternatively, the incident wave can also be found as equation (92) below when T i ii
y

i
zP= − +cos sinθ θ

0 0
, 

is substituted into equation (91),

E i i ii
x x x y

i
zE Z H P jk y z= + −( ){ } +( )

0 0 0 0 0 0 0
cos sin exp sin cosθ θ θ θ  . 	 (92)

The above incident wave is represented by overlapping two polarized waves in equations (30) and 
(31). Now, comparing this incident wave with that in equation (90), Pi  and Qi  can be obtained as:

P Z H jky Q E jkyz x z x
i iexp sin exp sin| , | .= == − ( ) = − ( )0 0 0 0 0 0 0

θ θ 	 (93)

The unit direction vectors in spherical coordinates are given as

i i i i i i iθ φθ φ θ φ θ φ φ= + − = − +cos cos cos sin sin sin cosx y z x y, . 	 (94)

Furthermore, using the relationship

n B i B i× =
−












=
−

i iθ φ θ φ

θ φ
φ

θ φ
φ, ,

,
cos sin
cos

cos cos
sin








, 	 (95)

D R Rθ φ θ φ
,

, , ,
� ⊥( ) in equation (89) are obtained as follows:	

D R R Z H R Rxθ θ φ θ θ φ
� � �
, , ,⊥( ) = +( ) − −( ){ }0 0 0

1 1cos cos sin 	

+ −( ) − +( ){ }⊥ ⊥E R Rx0 0
1 1cos cos cosθ θ φ, 	 (96a)

D R R Z H R Rxφ θ φ θ θ φ
� � �
, , ,⊥( ) = +( )− −( ){ }0 0 0

1 1 cos cos cos 	

+ +( ) − −( ){ }⊥ ⊥E R Rx0 0
1 1cos cos sinθ θ φ. 	 (96b)

Since TE-wave (φ -polarization) and TM-wave ( θ -polarization) correspond to H x0 0=  and E x0 0= , 
respectively, and R

�
= +1 , R⊥ = −1  for perfect electrical conductor (pec), equation (96) reduces to

D R R Z H Epec
x xθ θ φ θ φ θ θ φ

�
, , , ,⊥( ) = +{ }2

0 0 0 0
cos sin cos cos cos 	 (97a)
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D R R Z H Epec
x xφ θ φ φ θ φ

�
, , , ,⊥( ) = −{ }2

0 0 0 0
cos cos sin 	 (97b)

which completely coincides with equation (34). Thus, the reflection coefficient, which includes the 
dielectric loading and surface impedance, can be taken out from the integration, and it is independent 
on the perimeter of the plate. Therefore, equation (34) is changed to the expression including the case 
of imperfect conductor as follows:

E j kG R D jkux jkvy dS j kG R D P u
S

θ φ θ φ θ φπ π
, , ,

exp ,= − ( ) +( ) = − ( )′ ′ ′∫4 4
0 0

vv( ), 	 (98a)

P u v jk x y dS
S

, exp ) .( ) = +



{ }′ ′ ′∫ sin cos (sin +sin sinθ φ θ θ φ

0
	 (98b)

All contributions due to the convex shape are included in the integral P(u, v), so that the effects of 
surface impedance or dielectric loading will depend on the angle function Dθ φ, . In other words, the 
discussion of the conducting plate that includes the convex shape so far can be applied as it only consid-
ers coefficients Dθ φ, .

In the second method which is based on the concept of surface impedance, the radiation integral 
is derived from the approximated relationship of electromagnetic currents induced on an impedance 
surface. The electromagnetic current flowing on the plate due to the presence of surface impedance is 
approximated as:

M n Js s sZ= − × . 	 (99)

Also, the relationship between the reflection coefficients and surface impedance ζs  normalized by 
characteristic impedance in free-space Z

0
 are given as:

R
R

R
s

s
s�

�

�

� �

�

≅
−

+
≅

−

+

cos
cos

or cos
1

θ ζ

θ ζ
ζ θ0

0

0

1
, , 	 (100a)

R
R
R

s

s
s⊥

⊥

⊥
⊥ ⊥

⊥

≅
−

+
≅

+

−

ζ θ

ζ θ
ζ θ

cos
cos

or cos
1

0

0

0

1

1

1
, , .ζs

sZ
Z

=
0

	 (100b)

Applying equation (99), equation (87) is modified to

E jkG R Z Z jk dS
S

s s s Rθ φ θ φ φ θ, , ,
{ } ',= − ( ) ×( ) ( )′∫0 0
J i n J i r ii ∓ i iexp 	 (101)

where Zs  is the surface impedance of the plate. Since the scatterer here is a plate, the electric current 
in equation (101) can be calculated using equation (88) as:
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Z Q R P Rs
i

x
i

y0 0
1 1J i i= − −( ) − +( )⊥ cosθ �

, 	 (102a)

Z P R Q Rs
i

x
i

y0 0
1 1n J i i× = +( ) − −( )⊥�

cosθ . 	 (102b)

Then, the integrand of equation (101) is calculated as:

D Z ZIBC
s s sθ θ φ= − ×( )0
J i n J ii i 	

= −( ) +( ) + −( ){ }⊥ζ θ φ θ φs
i iP R Q Rcos sin cos cos1 1

0�
, 	 (103a)

D Z ZIBC
s s sφ φ θ= + ×( )0
J i n J ii i 	

= −( ) +( ) − −( ){ }⊥ζ θ φ θ φs
i iP R Q Rcos 1 cos cos sin1 1

0�
. 	 (103b)

When the plate is perfectly conducting ( ζs = 0 ), R
�
= +1  and R⊥ = −1 . Equation (103) is found 

to coincide exactly with equation (97) as expected. The derived impedance coefficient DIBC
θ φ,  employ the 

reflection coefficient in addition to Zs . However, it can be expressed only by Zs  if R
�,⊥  is given by 

equation (100). It has been pointed out that the surface impedance is equal to the intrinsic impedance of 
a medium at normal incidence and its approximating accuracy is high. Since the normal incidence 
θ
0

0= , equation (103) reduces to

D P R Q RIBC
s

i i
θ ζ θ φ φ= −( ) +( ) + −( ){ }⊥cos sin cos1 1

�
, 	 (104a)

D P R Q RIBC
s

i i
φ ζ θ φ φ= −( ) +( ) − −( ){ }⊥cos 1 cos sin1 1

�
. 	 (104b)

For normal incidence, the surface impedance given in equation (100) can be written as:

�� ,���������� .ζ ζs s

R

R
R
R

� �

�

=
−

+
=
+

−
⊥ ⊥

⊥

1 1

1 1
	 (105)

At this time, by solving Pi = 0  (TE-wave) and Qi = 0  (TM-wave) separately, the coefficient DIBC
θ φ,  

is found to coincide with Dθ φ, . What described in this section is the formulation for a flat plate, how-
ever it can be naturally generalized for a three-dimensional curved surface object as expected in equation 
(87).
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ABSTRACT

Analysis of Terahertz waves comes in three main forms, physical optics, geometrical optics, and Gaussian 
optics. Physical optics has the highest accuracy but it is time consuming when it is applied in the design 
of large radio telescopes. Also, it is only capable of computing radiation characteristics. Geometrical 
optics, on the other hand, reduces computational time significantly. But it does not give accurate results 
when designing telescopes which are to operate at Terahertz frequencies. Gaussian optics is a good 
trade-off between these two methods and it is a popular approach used in the design of large radio tele-
scopes — particularly those which operate near/in the Terahertz band. Since it accounts for the effects 
of diffraction, this method produces reasonably accurate results. This chapter describes Gaussian optics, 
with emphasis given on its application in the design of radio telescopes.

GAUSSIAN OPTICS

Waves in the THz band are rich with spectral and spatial information in the field of astrophysics and 
is one of the few regions of the electromagnetic spectrum yet to be fully available to astronomy. THz 
systems are typically analyzed using physical optics, geometrical optics or Gaussian beam techniques. 

Physical optics is very time consuming while offering high accuracy but the trade-off becomes ap-
parent in the analysis of multiple reflector antennas. Another limitation of physical optics is that it is 
only capable of computing radiation characteristics, such as beam patterns and field contours, of the 
reflector antenna based on a set of predetermined antenna design parameters and it could not be applied 
to calculate optimum antenna design parameters which would give the highest aperture efficiency. To 
overcome the limitations of physical optics, the antenna design parameters are usually calculated first 
before applying the physical optics approach to determine radiation characteristics. 

Geometrical optics approach on the other hand, ignores diffraction and polarization effects entirely 
to reduce computational time which in turn, reduces its accuracy. As cross polarization, distortion, and 
diffraction cannot be ignored in the THz region, the analysis of THz band is unable to utilize both tech-
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niques for analysis in the optical and microwave bands directly. Therefore, an intermediate approach is 
required to accelerate the analysis process and to provide sufficient accuracy in THz optical system designs. 

A popular approach is the Gaussian beam modes. The Gaussian beam modes include the effects of 
diffraction within reasonable limit and are reasonably accurate for most applications. As performing ac-
curate calculations for real systems can be very time consuming (Chou & Pathak, 2004), approximations 
are necessary to speed up the analysis process especially when speed is particularly important when a 
large number of optical elements are involved or when optimization techniques are required.Derived 
based on paraxial wave equations (Goldsmith, 1998), the simplicity of the Gaussian beam modes can 
also provide a starting point for more diffraction calculations when necessary and can also be used 
to calculate the parameters of the reflector (Tham, Yassin & Carter, 2007; Yeap &T ham, 2018). On 
average, the Gaussian beam technique requires 4.84s to find the radiation pattern at 626 field points as 
opposed to 164.3s required by conventional numerical physical optics approach using the same com-
puter (Tham, Yassin & Carter, 2007).This means that the Gaussian beam analysis is approximately 40 
times faster than the conventional numerical physical optics approach. A study showed that Gaussian 
beam analysis is able to shorten solution time significantly compared to that performed using physical 
optics (Chou & Pathak, 2004). However, inaccuracies can be observed due to inabilities to account for 
distortion and polarization (Yeap & Tham, 2018) and hence, could only provide approximation for the 
design parameters.

As the Gaussian beam propagation is based on the paraxial wave equation, it has limited transverse 
variation compared to a plane wave. It originates from a region of finite extent which is different from 
a beam originating from a source in geometrical optics which is from an infinitesimal point source. 

FUNDAMENTAL QUASIOPTICAL GAUSSIAN BEAM PROPAGATION

Quasioptical propogation is important for millimeter and submillimeter wavelength systems. To obtain 
the paraxial wave equation that is of use for millimeter and submillimeter wavelength systems, the 
Helmholtz wave equation is needed (Goldsmith, 1998). A single component, ψ, of an electromagnetic 
wave propagating in a uniform medium satisfies the Helmholtz wave equatin

∇ +( ) =2 2 0k ψ . 	 (1)

where, 

∇2 = Laplacian = 1 2
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k = wave number
ψ = amplitude ofany component of E (electric field) or H (magnetic field).
Time variation at angular frequency is assumed to be exp(jωt). The wave number, k, is equal to 2π/λ 

so that
k = ω(ϵrμr)

0.5/c
where,
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ϵr = relative permittivity of the medium
μr = relative permeability of the medium
For a plane wave, the amplitudes of the electric and magnetic fields are constant and their directions 

are mutually perpendicular. The directions of the electric and magnetic fields are also perpendicular 
to the propagation vector. When a beam of radiation is similar to a plane wave but has some variation 
perpendicular to the axis of propagation, it is assumed that the electric and magnetic fields are mutu-
ally perpendicular to each other and both are perpendicular to the direction of propagation. Letting the 
direction of propagation be in the positive z direction, the distribution for any component of the electric 
field (suppressing the time dependence) can be written s

E(x, y, z) = u(x,y,z) exp (-jkz). 	 (2)

where
u = complex scalar function that defines the non-plane wave part of the beam in terms of x, y and z.
In rectangular coordinates, the Helmholtz equation is
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If Eq. 2 is substituted into Eq. 3, the reduced wave equation) is obtained
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. 	 (4)

The paraxial approximation consists of assuming that the variation along the direction of propagation 
if the amplitude u, due to diffraction, will be small over a distance comparable to a wavelength, and that 
the axial variation will be small compared to the variation perpendicular to this direction. The first state-
ment (¶2u/¶x2) implies that in magnitude, [∆(¶u/¶z)/∆z]λ is very much smaller than ¶u/¶z, which means 
the third term (¶2u/¶z2) in Eq. 4 is small compared to the fourth term [2jk(¶u/¶z)]. As the direction of 
propagation is assumed to be in the positive z direction, the third term is small compared to the first two 
thus, the third term can be drop, obtaining finally the paraxial wave equation in rectangular coordinates

∂
∂

+
∂
∂

−
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=
2
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2 2 0u
x

u
y

jk u
z

. 	 (5)

Solutions to the paraxial wave equation are the Gaussian beam modes that form the basis of quasi-
optical system design. There is no rigorous “cutoff” for the application of the paraxial approximation, 
but it is generally reasonably good as long as the angular divergence of the beam is confined or largely 
confined to within 0.5 radians or about 30 degrees of the z axis. 
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FUNDAMENTAL GAUSSIAN BEAM MODE SOLUTION 
IN CYLINDRICAL COORDINATES

In cylindrical coordinates, r represents the perpendicular distance from the axis of propagation, taken 
again to be the z axis, and the angular coordinate is represented by φ. In cylindrical coordinate systems, 
the paraxial wave equation is

∂
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+
∂
∂

+
∂
∂

−
∂
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=
2

2

2

2

1 1 2 0u
r r

u
r r

u jk u
zϕ

	 (6)

where u º u(r, φ, z). For the moment, axial symmetry, u, is assumed to be independent of φ which 

makes the third term, 1
2
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∂
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, equal to zero,obtaining the axially symmetric paraxial wave equation
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The simplest solution of the axially symmetric paraxial wave equation can be written in the form

u(r, z) = A(z) exp −
( )
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q z
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2
 	 (8)

where A(z) and q(z) are two complex functions of z only, which remain to be determined. To obtain 
the unknown terms in Eq. 8, this expression is substituted for u into the axially symmetric paraxial wave 
Eq. 7 and obtain
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Since this equation must be satisfied for all r as well as all z, and given that the first part depends 
only on z while the second part depends on r and z, the two parts must individually be equal to zero. 
This produces two relationships that must be simultaneously satisfied:

∂
∂

=
q
z

1 	 (10a)

and

∂
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= −
A
z

A
q

	 (10b)
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Eq. 10a has the solution

q(z) = q(z0) + (z-z0). 	 (11a)

Without loss of generality, the reference position along the z axis is defined to be z0 = 0, which yields

q(z) = q(0) + z. 	 (11b)

The function q is called the complex beam parameter (since it is complex), but it is often referred 
to simply as the beam parameter or Gaussian beam parameter. Since it appears in Eq. 8 as 1/q, it is 
reasonable to write
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where the subscripted terms are the real and imaginary parts of the quantity 1/q, respectively. Sub-
stituting into Eq. 8, the exponential term becomes
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The imaginary term has the form of the phase variation produced by a spherical wave front in the 
paraxial limit. This starts with an equiphase surface having radius of curvature, R, and defining ϕ(r) to 
be the phase variation relative to a plane for a fixed value of z as a function of r. In the limit r<<R, the 
phase delay incurred is approximately equal to

φ
π
λ

r r
R

kr
R

( ) ≅ =
2 2

2
. 	 (14)

Thus the important identification of the real part of 1/q with the radius of curvature of the beam

1 1
q Rr









 = . 	 (15)

Since q is a function of z, it is evident that the radius of curvature of the beam will depend on the 
position along the axis of propagation. It is important not to confuse the phase shift ϕ (depends on z) 
with azimuthal coordinate φ.

The second part of the exponential in Eq. 13 is real and has a Gaussian variation as a function of the 
distance from the axis of propagation. Taking the standard form for a Gaussian distribution to be
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The quantity r0 represents the distance to the 1/e point relative to the on-axis value. To make the 
second part of Eq. 13 have this form,
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πω

	 (17)

and thus define the beam radius, ω, which is the value of the radius at which the field falls to 1/e 
relative to its on-axis value. Since q is a function of z, the beam radius as well as the radius of curvature 
will depend on the position along the axis of propagation.

With these definitions, the function q is given by

1 1
2q R

j
= −

λ
πω

	 (18)

where both R and ω are functions of z.
At z = 0, from Eq. 8, u(r, 0) = A(0)exp[-jkr2/2q(0)], and if ω0 such that ω0 = [λq(0)/jπ]0.5, the relative 

field distribution at z=0 will be
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where ω0 denotes the beam radius at z = 0, which is called the beam waist radius. With this defini-
tion, from Eq. 11b a second important expression for q is obtained:

q j z= +
πω
λ

0
2

. 	 (20)

Eqs. 18 and 20 together obtains the radius of curvature, R, and the beam radius, ω, as a function of 
position along the axis of propagation:
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It can be seen that the beam waist radius is the minimum value of the beam radius and that it occurs 
at the beam waist, where the radius of curvature is infinite, characteristic of a plane wave front. The 
relationships given in Eqs. 21a and 21b are fundamental for Gaussian beam propagation. The confocal 
distance, πω0

2/λ, plays a prominent role.
To complete the analysis of the basic Gaussian beam equation, the second of the pair of equations 

obtained from substituting our trial solution in the paraxial wave equation must be used. Rewriting Eq. 
10b, dA/A = -dz/q is obtained, and from Eq. 10a, dz = dq so that dA/A = -dq/q. Hence, A(z)/A(0) = 
q(0)/ q(z), and substituting q from Eq. 20, 
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It is convenient to express this in terms of a phasor, and defining

tanφ λ
πω0

0
2=
z . 	 (23)

It can be seen that
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0
0

ω
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φ . 	 (24)

The Gaussian beam phase shift, ϕ0, also is discussed in more detail below. If the amplitude on-axis 
at the beam waist is unity, the complete expression for the fundamental Gaussian beam mode becomes
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The expression for the electric field can be obtained immediately using Eq. 2, and differs only due 
to the plane wave phase factor, to get
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R

j,( ) = 







−
− − +











ω
ω ω

π
λ

φ0
2

2

2

0 	 (25b)

with the variation in ω, R, and ϕ0 as a function of z being given by Eqs. 21a, 21b and 23.
To relate the expression for the electric field given above to the total power in a propagating Gaussian 

beam, the electric and magnetic field components in the paraxial limit are assumed to be related to each 
other like those in a plane wave. Thus, the total power is proportional to the square of the electric field 
integrated over the area of the beam. A convenient normalization is to set the integral (extending from 
radius 0 to ¥) to unity, namely, ò|E|2 ∙ 2πr dr = 1. Using the electric field distribution from Eq. 25b, this 
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integral, evaluated at z = 0, gives πω0
2/2. Consequently, the normalized electric field distribution at any 

distance along the axis of propagation is given by Eq. 26.

GAUSSIAN BEAM MODE SOLUTIONS IN CYLINDRICAL COORDINATES

Many encounters in practice are axially symmetry. This makes cylindrical coordinates the popular choice 
to solve the paraxial wave equation. Based on the solution of the paraxial wave equation with a scalar 
field, fundamental Gaussian beam quasioptics is given by
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where R is the radius of curvature Equation (21a) and ω is the beam radius Equation (21b), and ϕ0 
can be derive from Eqatuion (23) to get
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The radius of curvature,R, beam radius,ω, and phase,ϕ0, completely characterize the beam along 
the z-axis which is the propagation path. This is the first order solution of the paraxial wave equation. 
The general solution includes higher order modes and may be expanded in terms of Gauss-Laguerre 
polynomials as
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where Lpm is the generalized Laguerre polynomials, p is the radial index, m the angular index, and φ 
is the polar angle. The beam radius ω, radius of curvature,R, and the phase shift ϕ0 are exactly the same 
as for the fundamental mode by an amount that depends on the mode parameters.

The Laguerre polynomials can be obtained from the expression (Goubau, 1969)
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p m u
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0

!
! ! !

. 	 (29)

In the case of corrugated feedhorns, the systems are azimuthally symmetric but are not exactly de-
scribed by the fundamental Gaussian beam mode. Modes that are axially symmetric, which means they 
are independent of φ, need to be considered. These modes can be written as
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where,
r = the perpendicular distance from the axis of propagation
ω = beam radius
λ = wavelength.
Explicit dependence of the various quantities on distance along the axis of propagation (z-axis) have 

been omitted and Lp0 functions are the ordinary Laguerre polynomials given by
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GAUSSIAN BEAM MODE SOLUTIONS IN RECTANGULAR COORDINATES

At times, solving Gaussian beam modes in rectangular coordinates is required. To solve one dimensional 
Gaussian beam mode in rectangular coordinate, a beam is considered to have variation in one coordinate 
perpendicular to the axis of propagation (z axis). The general solution for variation along the x axis only, is
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whereϕ0x = ϕ0,Rx = R and ωx = ω as shown in Eq. 21a,Eq. 21b and Eq. 27.
In order to solve two dimensional Gaussian beam mode in rectangular coordinate, a similar approach 

to solve the paraxial wave is employed. It is desirable to keep the solution independent in the two or-
thogonal coordinates as long as the separate solutions are valid independently for all x and y axes. This 
produces the general solution
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By keeping the solution independent in the two orthogonal coordinates (x and y axes), the solution 
is independent of the beam waist radii along the orthogonal coordinates and reference positions can be 
chosen along the z-axis for complex beam parameters to be different. As the critical parameters describ-
ing variation of the Gaussian beam in the orthogonal coordinates perpendicular to its axis of propagation 
are independent, asymmetric Gaussian beams can be dealt with and focusing of a Gaussian beam along 
a single axis independent of its variation in the orthogonal direction can be considered.

Eq. 33 becomes identical to Eq. 26 when the beam waist radii ω0x and ω0y are equal and are located 
at the same value of z. When considering higher order modes in rectangular coordinates, the expression 
for the one-dimensional Gaussian beam mode of order m with variation along the x-axis is
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where Hm is the Hermite polynomial of the order m and can be found from the expression (Margenau 
and Murphy, 1956)

H u e d
du

em
m u

m

m
u( ) = −( ) ( )−1

2 2

. 	 (41)

When dealing with two-dimensional Gaussian beam mode with order m along the x-axis and order 
n along the y-axis, the expression for the mn Gauss-Hermite beam mode is
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where Hn utilizes Eq.41 to find the Hermite polynomial for the order n. As the orthogonal coordinates 
are again independent of each other, it is possible to deal with higher order modes having unequal beam 
waist radii and different beam waist locations. When beams in x and y with equal beam waist radii are 
located at the same value of z, taking ωx = ωy º ω, Rx = Ry º R, and ϕ0x = ϕ0y º ϕ0, the equation below is 
obtain
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This expression can be useful when the beam of interest is not simply the fundamental Gaussian beam 
mode but have two equal waist radii in the two coordinates (ωx = ωy). When m = n = 0, the fundamental 
Gaussian beam can be obtained with purely Gaussian distribution.

The simplicity of Gaussian beam analysis can provide a starting point for more rigorous diffraction 
calculations and can be used to calculate the parameters of the reflector (Tham, Yassin&Carter, 2007). 
The computation time of Gaussian beam analysis is shorter by a factor of 72 compared to physical optics 
approach in a study by (Chou &Pathak, 2004). Examples of Gaussian optics application for Cassegrain 
antennas can be found in (Lamb, 1986; Padman, Murphy & Hills, 1987; Withington, Murphy, Egan 
& Hills, 1992; Kempen, Corder, Lucas &Mauersberger, 2012; Gonzalez, Uzawa, Fujii&Kmeko, 2011; 
Candotti, Baryshev& Trappe, 2009; Tham&Withington, 2003; Tham, Yassin& Carter, 2007). These 
examples include application of Gaussian optics for the ALMA and James Clerk Maxwell Telescopes. 
To go in deeper into the subject of Gaussian optics, readers are recommended to read (Goldsmith, 1998).
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ABSTRACT

One of the simple and most widely used microwave antennas is the horn as a feed element for large 
radio telescopes, satellite tracking, and communication reflector, which are found installed throughout 
the world. In addition to its utility as a feed for reflectors and lenses, it is a common element of phased 
arrays and serves as a universal standard for calibration and gain measurement of other high gain an-
tennas. Its widespread applicability stems from its simplicity in construction, ease of excitation, large 
gain, wide-band characteristics, and preferred overall performance. An electromagnetic horn can take 
many different forms, such as basic pyramidal, conical, corrugated, double-ridged, and dual polarized 
horns, as well as horns with lens and so on. The horn is nothing more than a hollow pipe of different 
cross-sections, which has been tapered to a larger opening aperture. This chapter explains the funda-
mentals of the pyramidal horn antenna in detail using aperture field method. Numerical and measured 
examples, are also shown.

HORN ANTENNA

Various types of primary feed antennas for microwave and millimeter wave reflector etc. are employed 
according to their application and purpose (Rudge, 1986; Chang, 1989). For example, the broadband 
conical spiral or the logarithmic periodic antenna, which is unthinkable a while ago, has been commer-
cialized as a feeding antenna. However, for normal purposes, the horn antennas, probably the pyramidal 
horns, are most popular. There is a legitimate reason for this. At first the design is easy, the performance 
is almost equal to the theoretical calculation, and its manufacturability is excellent. Even if it is a horn 
antenna, they have many variations because it is such a basic antenna. Typical examples include the cor-
rugated horn, the dielectric lens horn, the diagonal horn, and the like. Each of these also has a purpose 
and characteristics.

Horn Antenna
Hirokazu Kobayashi

Osaka Institute of Technology, Japan
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In this chapter, let us investigate a mathematical wave theory approach to show how to analyze 
antenna radiation characteristics as well as its applications. Preferentially the horn with a rectangular 
aperture, so-called pyramidal horn, should be paid attention as a typical boundary value problem in 
electromagnetics. Since this antenna is a three-dimensional object, it is also necessary to analyze the 
vector quantity in three-dimensions. However, this direct calculation is quite difficult, so that it is usually 
analyzed in two-dimensions. At this time, the three-dimensional pyramidal horn is reduced to a sectoral 
horn. The term “sectoral” here means a fan shape. Even though it is two-dimensions, the antenna is fed 
by a waveguide, so its height remains (see Figure 1). The electromagnetic field variation in this direc-
tion is assumed to be uniform, so that it can be a two-dimensional problem. The theoretical expressions 
of H- and E-planes obtained in this way have orthogonal relationship from Fourier transform theory, so 
the result of a pyramidal horn will be obtained by their superimposing. Horn antenna is a kind of the 
aperture antenna. In this case, if an electromagnetic field at a horn aperture is known, it is transformed by 
Fourier theory to obtain a spatial spectrum in a far-region, namely antenna pattern. The spatial spectrum 
of the far-field is the result of the response due to the aperture distribution as a secondary source. This 
method to predict the far-field from an aperture distribution is called the aperture field method (AFM) 
(Balanis, 1982; Rudge, 1986; Lo, 1988; Kobayashi, 2011).

At first, let us show how to calculate electromagnetic field distributions at horn aperture. Intuitively, 
it can be somehow calculated from the field in a feeding waveguide. In this chapter, therefore, starting 
with the wave-guide theory, the aperture distribution of the sectoral waveguide is searched. Then, an ap-
proximate distribution is calculated by cutting into a finite length. On the other hand, the radiation field 
should be formulated from the aperture distribution or its equivalent electromagnetic current distribution. 
Using the obtained sectoral aperture distribution, the far-field characteristics and directivity function 
of the sectoral horn are calculated. Finally, the radiation field of a pyramidal horn can be obtained by 
superimposing these two sectoral fields which have the orthogonal relation each other. In addition, since 
the obtained results of the pyramidal horn can be easily converted to those of a diagonal horn, let us 
examine this type of horn. At the same time, fabricated examples of a small horn with the double-ridge 
and the corrugation will be discussed. An aperture size of the double-ridged horn is less than a half of 
a wavelength. This special horn is applicable for active phased array antennas as an antenna element. 
The corrugated conical horn is fabricated by using a 3D-printer.

Figure 1. Basic types of pyramidal horn antenna
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Propagation Mode of Sectoral Waveguide

Figure 2 shows geometrical parameters of the sectoral horn. As can be seen from the figure, any of oppos-
ing surfaces of the feeding waveguide has a fan shape. Desired performance is obtained by a combination 
of the flare length and angle, which are indicated as ρh,e and ϕh,e, in the figure. A waveguide surface in 
the electric field direction is called electric-wall, and a magnetic field orthogonal to an electric-field is 
called a magnetic-wall. Correspondingly, H- and E-plane sectoral horns are independently constructed, 
then their geometric parameters are arranged symmetrically on x- and y-axes, respectively. In addition, 
cylindrical coordinates is suitable for this boundary value problem from the viewpoint of the geometric 
shape, so (ρ, ϕ, x) and (ρ, ϕ, y) are employed, respectively. The independent variables here are ρh,e and 
ϕh,e, and horn shapes are distinguished by the subscripts.

The following analysis is based on the assumption that fundamental mode of the feeding rectangular 
waveguide propagates directly to the sectoral-shaped waveguide. If sectoral horn extends to infinite length, 
its propagation mode can be determined from the boundary conditions. Then, an electromagnetic field 
where an aperture of ρ = ρh,e reaches a finite length is calculated. Therefore, since the electromagnetic 
field at the aperture, which is considered to have been cut, is obtained by using an electromagnetic field 
that has been continuously extended, naturally the boundary condition at this portion is not exactly 
satisfied. In other words, the influence of higher-order modes or edge currents due to discontinuities 
in the aperture is ignored. This results in a cause of deterioration of calculation accuracy of side-lobes.

Now, let us expand Maxwell’s equation in the cylindrical coordinate system. Here, since the electro-
magnetic source currents need not be considered, Maxwell’s equations for the time dependency exp j tω( )  
is expressed as ∇× = −E Hjωµ , ∇× =H Hjωε . Using the formula, curl in the cylindrical coordi-
nate of vector V
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Figure 2. Geometrical parameters of the sectoral horn
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and Gauss’s law
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then Maxwell’s equations in the cylindrical coordinate for an E-plane horn is expanded as follows:
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These equations are solved by boundary conditions of waveguide propagation modes. Let propaga-
tion mode of rectangular waveguide be basic TE10 mode. This mode is transmitted to a sectoral-shaped 
waveguide, and the lowest-order sectoral mode becomes the (pseudo) main mode after mode-converted. 
This mode propagates through an infinitely long sectoral horn. All other higher-order modes occurred 
near discontinuity at the junction of the feeding waveguide and horn, should not propagate so far. Table 
1 shows boundary conditions and possible electromagnetic field components of each sectoral horn. The 
propagation mode of this horn is basically the same as that of the rectangular waveguide. In the E-plane 
horn, electric field lines arc perpendicular to the electric field wall, and the azimuth component Eϕ oscil-
lates sinusoidally depending on its mode, and zero at the parallel magnetic wall. This is a consequence 
of the electromagnetic field boundary conditions. On the other hand, in the H-plane, considering cyclic 
symmetry with the E-plane sectoral, just replacing x ↔ y with the E-plane expression, the basic H-plane 
field in cylindrical coordinates is obtained.

Table 1. Boundary conditions for sectoral waveguide

Boundary Condition Component

E-plane Ey = Eρ = 0 for ϕ = ±ϕe/2
Eϕ = Eρ = 0 for y = ±a/2 Eϕ, Hy, Hρ

H-plane Ex = Eρ = 0 for ϕ = ±ϕh/2
Eϕ = Eρ = 0 for y = ±b/2 Ex, Hϕ, Hρ
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Now, considering the component Eρ = Eϕ = Hϕ = 0 in the H-plane sectoral from Table 1, the follow-
ing equation will be obtained easily:

H-plane sectoral waveguide
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∂
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Similarly, when Ey = Eρ = Hϕ = 0 in the coordinate system (ρ, ϕ, y), the relationship for the E-plane 
sectoral waveguide is calculated as follows:

E-plane sectoral waveguide
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Considering the electric field pattern here from Table 1, the Ex component on the H-plane and Eϕ 
on the E-plane should be focused on. Other components can be easily determined from Ex, Eϕ. In this 
way, after somewhat complicated calculation, the basic equations for the H- and the E-plane sectoral 
waveguide combined into one variable can be obtained using equations (6) and (7) as:
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Thereafter, it is only necessary to solve these differential equations considering the boundary conditions.
Let us start with the H-plane sectoral waveguide in equation (8a). From Table 1, the boundary condi-

tion is found as 

Ex h= = ±0
2

at φ
φ , 	 (9)

which is a necessary-condition that the tangential component of the electric field is 0 on the metal wall 
at flare angle φ φ= ± h / 2 . When the TE10 mode is fed to the sectoral horn, an infinite number of 
higher-order modes with inherent propagation constants are generally produced. However, ignoring these 
higher-modes, the dominant mode is considered only TE10 mode here. That is, Ex expression can be as-
sumed to be as

E fx h
h

= ( )ρ πφ
φ

cos , 	 (10)

which satisfies the boundary condition. All that remains is dependency on the radial direction ρ. To 
determine this, the means of a variable separation method is employed. This is a conventional method, 
solving differential equation by creating a separate variable or function like equation (10), assigning it 
to equation (8), and enclosing the function fh(ρ), which leads a relational expression of only ρ as follows:
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This differential equation has a solution of a cylindrical function with order (π/ϕh). In other words, 
the above equation is Bessel’s differential equation, and the solution is already given properly as Bessel’s 
function. There is a lot of discussion about this Bessel’s function, so the details is omitted here. The 
Bessel’s differential equation has two independent solutions. The first kind of Hankel’s function 
H nn h

1( ) =, /π φ  which shows the backward wave and the second kind of Hankel’s function Hn
2( )  show-

ing the forward wave. Each may be referred to as a convergent and divergent wave, or a reflected and 
incident wave. In thinking a real problem, the backward wave refers to the wave traveling in the backward 
direction (the negative direction of z). Combining these two waves and further considering equation 
(10), the general solution of the differential equation (8a) is calculated as follows:

E C n H k H k nx n n
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Magnetic components are obtained from equation (6) as follows:
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The constants C1 and α are usually complex numbers. The strength of α is less than 1 because it 
gives the ratio of incident to reflected wave. The above expressions are propagation modes in a sectoral 
waveguide. If a flare angle of a sectoral is not so large, the effect of higher-order modes can be ignored. 
However a problem is the effect of discontinuity between a horn cut to a finite length and free space.

Next, for the E-plane sectoral waveguide, a Eϕ component oscillates sinusoidally along the y-axis and 
behaves zero on the wall. Therefore, this field can be expressed as:

E f y
aeφ ρ
π

= ( )cos . 	 (13)

Substituting equation (13) to (8b), then

∂ ( )
∂ ( )

−
∂ ( )
∂ ( )

+ −





















( ) =

2

2

2
1 1 1 0

f f
fe e
e

ρ

βρ βρ
ρ

βρ βρ
ρ ,, β

π
= −






k
a

2
2

	 (14)

is obtained. This ordinary differential equation is also a Bessel’s differential equation with variable 
βρ, and the components can be calculated using the Hankel’s function in the same manner to the H-plane 
sectoral waveguide as follows:

E C y
a

H Hφ
π

βρ α βρ= 





 ( ) + ( ){ }( ) ( )

2 1
2

1
1cos , 	 (15a)

H C j
a

y
a
H Hρ

π
ωµ

π
βρ α βρ= ( ) + ( ){ }( ) ( )

2 1
2

1
1sin , 	 (15b)

H C j y
a
H Hρ

β
ωµ

π
βρ α βρ= ( ) + ( ){ }( ) ( )

2 1
2

1
1cos . 	 (15c)
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Here, the recursion formula d t Z t dt t Z tn
n

n
n( ){ } = ( )−/ 1  is used, which is the common feature to 

all Bessel’s functions. The propagating wavelength λ π β= 2 /  is the same as the rectangular feeding 
waveguide. Therefore, the cutoff wavelength is also λc a= 2 , and it is predicted that the attenuation of 
higher-order mode field occurs at this junction. Comparing the results of the H- and the E-planes, the 
order of the H-plane depends on the flare angle φh  and smaller angle, higher-order n h= π φ/ . When 
argument βρ  is βρ 1 , an equi-phase front of the H-plane is determined by the free space wavelength 
as opposed to the E-plane.

Aperture Field of Horn and Far-Field by Equivalent Current

Following the electromagnetic field along an infinitely sectoral waveguide, next task is to cut it to a finite 
length and determine aperture field distributions there. Considering actual manufacturability, it is better 
to make the aperture cutting part perpendicular to the z-axis as shown in Figure 3. However, since it can-
not be denied that modes of the aperture will be destroyed by the cutting, the phase front of the aperture 
is taken into account the second order term. The equi-phase front propagating in a sectoral waveguide 
cylindrically diverges as if a wave source is at an origin where the sectoral flare surface extends. There-
fore, it does not coincide with the aperture plane perpendicular to the z-axis. Thus, the phase variation in 
the flat aperture is not constant, but varies through the aperture. At first, let us consider this correction.

Now, the asymptotic expression of Hankel’s function introduced in the previous section is given as 
follows:

H k
k

j k n
n
2 2

2 4
( ) ( ) − − +
















ρ

π ρ
ρ

π~ .exp 	 (16)

It is found that the phase of propagation mode varies with exp(–jkρ). In order to hold this asymp-
totic assumption, the condition k nρ  / 2  is necessary. Consider that φh e,  is almost constant and 
manipulate the aperture distribution as follows. In the case of an H-plane horn, the aperture plane varies 
along the y-axis, so the phase plane deviation can be corrected (see Figure 4). Therefore, k nρ  / 2  
is replaced to y n / 2 . The compensated phase amount Δy is given as [Silver, 1949]:

Figure 3. Tow type sectoral horn in cylindrical coordinates
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∆y y y= ={ }Relative phase at with respect to 0 	

= − + −{ } ≅ −k y k yρ ρ
ρ1

2 2
1

2

12
. 	 (17)

Since this phase distribution of the error compensation considers the second-order term of y, so it is 
called a secondary phase distribution. On the other hand, the amplitude error can be regarded to be affected 
not so much and a reflected wave is also ignored as α = 0. Thus, equation (12) is modified as follows:

E x y C y
A

jk y
x y y, , .( ) = 






 −( ) =1

2

12
cos expπ

ρ
Φ Φ 	 (18)

Similarly, for the E-plane sectoral horn,

E x y C y
a

jk x
x xφ

π
ρ

, , .( ) = 





 −( ) =2

2

22
cos exp Φ Φ 	 (19)

The above discussion is the result considering aperture distribution to the secondary phase from a 
transmitting mode of a sectoral-shaped waveguide. By taking up to the second order, it should be closer 
to an actual distribution than by the first order. Then, one might think that simply taking up to the third 
order would make it better. However, this is not necessary because it is difficult to obtain the third-order 
phase from the model, and in many cases, it is predicted from experiments that the second-order phase 
is almost sufficient. When a post or a dielectric is attached near the aperture, it should need a high-order 
expansion, but how to find it is a problem. A reflected wave is ignored as α = 0, but this effect is usually 
small. When an aperture is small, or when a vswr is generally poor (2 or more), the calculation accuracy 
may be improved by considering reflected waves.

Figure 4. Compensation of aperture phase in H-plane
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Now, by taking Fourier transformation to an aperture field distribution obtained in the previous sec-
tion, the radiation pattern in the far-region can be obtained as a result. Here, let us start by replacing the 
electromagnetic field at an aperture surface with an equivalent electromagnetic current distribution. If 
this aperture current is applied, the vector potential can be calculated and the radiation field in the far-
region can be also obtained, which is the same expression as Fourier transformation. From the equivalent 
principle of electromagnetic field, electro-magnetic currents and electromagnetic fields created by the 
current have a relationship as:

J i H M i E= × = − ×z a z a, . 	 (20)

If these fields or currents present on an aperture, the electromagnetic field in the far-region can be 
determined by the above-described concept. Here, J and M are the electric and magnetic current across 
the aperture, respectively, iz is the z-axis unit direction vector perpendicular to the aperture, and Ea 
and Ma are the electric and magnetic field at the aperture surface, respectively. If the aperture surface 
is a perfect conductor, either magnetically or electrically, the conductor can be removed assuming the 
electromagnetic current.

For ∇⋅ =H 0  which means that there is no magnetic charge, it is possible to specify magnetic field 
by a vector A expressed by H A= ∇×  because of the vector formula ∇⋅∇× =A 0 . This vector A is 
called (magnetic) vector potential. On the other hand, expressing Ampère’s law ∇× +( ) =E Ajωµ 0  
by using A, it can be introduced scaler quantity E A+ = ∇⋅jωµ Φ  because of the vector identity 
∇×∇× =Φ 0 . This Φ is called scalar potential. The two potentials A and Φ can be expressed by wave 
source J and electric charge ρ. Therefore, if these potentials are explicitly defined, required electromag-
netic fields can be easily calculated. In order to express a relationship regarding A and Φ, Lorentz’s 
gauge ∇⋅ = −A jωµΦ  is selected, then

∇ + = − ∇ + = −2 2 2 2A A Jω µε µ ω µε
ρ
ε

, Φ Φ 	 (21)

is finally calculated. The procedure for finding this solution is briefly described as follows. Express-
ing vector A by A = ixAx + iyAy + izAz, equation (21) is reduced to a scaler wave equation as

∇ + = − ( ) ( ) ( )2 2ψ ω µεψ δ δ δx y z , 	 (22)

where δ ⋅( )  is Dirac’s Delta function so that wave source J and the charge ρ are unit point sources. 
This wave equation is Helmholtz’s equation ∇ + =2 2 0ψ ω µεψ  without the wave source. Solution of 
Helmholtz’s equation is given by ψ π= −( ) ( )exp jkr r/ 4  when only a diverging wave is taken. This 
wave is called three-dimensional Green’s function in free space. The Green’s function can be considered 
as a response function per unit. Taking the sum of all sources in whole space adding magnitudes, its 
response at a distance can be evaluated. Therefore, using Green’s function, the vector potential is ex-
pressed as:
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A J r'= ( ) −( )
∫
V

jkr
r

dV
exp
4π

'. 	 (23)

Strictly speaking, the standard method is obtained by expanding the Delta function to its series and 
taking it by contour integration.

Next, in order to obtain a desired electromagnetic field resulted from the vector potential, as shown 
in Figure 5, let us assume that the position vector of the wave source is denoted by r′ and observation 
point is r. Then, the vector potentials A and F are explicitly given as follows

A r J r r r( ) = −( ) ( ) − ⋅( )′ ′ ′∫
exp

exp
jkr
r

jk dS
S4π

, 	 (24a)

F r M r r r( ) = −( ) ( ) − ⋅( )′ ′ ′∫
exp

exp
jkr
r

jk dS
S4π

, 	 (24b)

where ′ = +r i ix yx y' ' , dS dx dy′ ′= ' , and F is an electric vector potential due to the magnetic cur-
rent. Origin of the coordinates is on the aperture, but it has to be noted that it is different from the coor-
dinate system of a horn aperture that is a wave source. When the vector potential is obtained in this way, 
using the relationship between the vector potential and the radiation field in a far-region, they are given 
as

E i i H i i= − +( ) = +( )j A A j F Fωµ ωεθ θ φ φ θ θ φ φ, , 	 (25)

Figure 5. Aperture field method: Source in aperture and observation point in spherical coordinates (r, 
θ, ϕ) as radiation space
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which are obtained by substituting A and F to the wave equation and neglecting the higher-order 
term. From these equations, the electric components are calculated as follows:

E j A j F E j A j Fθ θ φ φ φ θωµ ωε ωµ ωε= − − = − −, . 	 (26)

Here, the relationship between the electric and the magnetic field in the far-region E H i= ×µ ε/ r  
is applied, which means a far-region wave constitutes spherical TEM waves.

Referring to equation (24), Fourier transform of the aperture distribution Ea and Ha are calculated 
in advance as:

e r E r r E( ) = ( ) ⋅( ) = ( )′ ′ ′ ′ ′ ′ ′∫ ∫ ′ ′+( )

S
a

S
a

jk ux vyx y jk dS x y dx d, ,exp e ′′y , 	 (27a)

h r H( ) = ( )′ ′ ′ ′∫ ′+( )

S
a

jk ux vyx y dx dy, .'e 	 (27b)

These vectors are called the radiation vector. And, variables θ and ϕ are the zenith and the azimuth 
angle, respectively, have the relations with the rectangular coordinates as follows

r i i i= + + = =u v u vx y zcos sin cos sin sinθ θ φ θ φ, , , 	 (28)

(see Figure 5). The radiation vector defined above takes the same form as equation (24). That is, 
Fourier transform of an aperture distribution gives a vector potential or a far-field. Relation between the 
radiation vector and the vector potential is obtained by using equation (20) as:

A r i i F r i i( ) = −( )
− +( ) ( ) = −( )

− +(exp expjkr
r

h h
jkr
r

e ey x x y x x y y4 4π π
, )). 	 (29)

The relationship of the spherical and the rectangular coordinates are given as:

i i i ix ru= + −cos cos sinθ φ φθ φ , 	

i i i iy rv= + +cos sin cosθ φ φθ φ , 	 (30)

i i iz r= −cos sinθ θ θ , .	
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so that equation (29) are modified as:

A r
i

i
( ) = −( ) −( )

+( )




exp cos sin cos

cos sin

jkr
r

h h

h h

x y

x y
4π

θ φ φ

φ φ

θ

φ








, 	 (31a)

F r
i

i
( ) = −( ) −( )

+( )




exp cos sin cos

cos sin

jkr
r

e e

e e

x y

x y
4π

θ φ φ

φ φ

θ

φ








. 	 (31b)

Finally, angle components of the radiation field is calculated using equation (26) as:

E jk
jkr
r

e e h hx y x yθ π
φ φ

µ
ε

θ φ φ=
−( )

+ + −( )





exp
cos sin cos cos sin

4 



, 	 (32a)

E jk
jkr
r

e e h hy x x yφ π
θ φ φ

µ
ε

φ φ=
−( )

−( ) − +( )





exp
cos cos sin cos sin

4 






. 	 (32b)

The ex, y and hx, y above indicate components in the subscript direction of a radiation vectors.
Thus, a radiation field can be calculated by Fourier transformed radiation vector of an aperture field 

distribution. Therefore, a typical antenna whose aperture is sufficiently larger than a wavelength has a 
high peak-value in the wave-number domain, which determines so-called beam-width. From Fourier 
theory, moreover, this fact means nothing but that all electromagnetic waves can be represented by the 
sum or the integration of plane wave spectrums with appropriate weight functions. When Fourier trans-
formation of a wave source is calculated, the far-field distribution in an observation region can be found. 
In order to obtain antenna radiation far-field pattern, it is only necessary to perform Fourier transform 
to electromagnetic field or current on the antenna as a source. If this electromagnetic current is exactly 
obtained, the radiation pattern in far-region becomes to be accurate. In this chapter, the radiation pattern 
of the pyramidal horn antenna is formulated by using the aperture field method (AFM), which can be 
generalized to physical optics (PO). In radiation and scattering problems of electromagnetic theory, the 
PO method is a typical and powerful high-frequency technology (Kobayashi, 2011).

Far-Field of Sectoral Horn

At first, let us consider an H-plane sectoral horn. The aperture distribution of an H-plane sectoral horn 
is given by equation (18). The amplitude behaves as a cosine wave and reaches 0 on the wall. The phase 
proceeds in an arc in the z-direction, and the second order term is taken into account according to the 
flat aperture shape. This quadratic phase relationship leads to the introduction of Fresnel’s integration, 
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which appears later. Since only the Ex component of aperture distribution exists, the radiation vector of 
equation (27) is given as follows:

e u v E x y jk ux vy dx dyx
S

x, , .( ) = ( ) +( ){ }′ ′ ′ ′ ′ ′∫ exp 	 (33)

On the other hand, the relationship between an electric and a magnetic field in the far-region is 
E i H= − ×µ ε/ r , so the radiation vector has also the relation in h ey x= ε µ/ , h ex y= =ε µ/ 0  
in the far-region. Therefore, final equation (32) are calculated as:

E jk
jkr
r

exθ π
θ φ=

−( )
+( ) ⋅

exp
cos cos

4
1 , 	 (34a)

E jk
jkr
r

exφ π
θ φ=

−( )
+( ) ⋅

exp
cos sin

4
1 . 	 (34b)

Their vector expression is given as:

E i iH xjk
jkr
r

eθ φ
π

θ φ φθ φ, .( ) = −( )
+( ) +{ }⋅exp
cos cos sin

4
1 	 (35)

The remaining problem is the integration in equation (34). Speaking from a conclusion, this integra-
tion can be given by Fresnel’s integral defined by the following equation:

F x C x jS x j t dt
x

( ) = ( ) − ( ) = −





∫

0

2

2
exp π . 	 (36)

The aperture distribution in equation (18) is substituted into the radiation integral in equation (33). 
Since there is no variation in the x-direction, its calculation is easy and the result is given as follows

e u v K u y
A

j
ky
k

jkvx h
A

A

,
/

/

( ) = ( ) −
( )










−
∫
2

2 2

12
cos exp exp(π

ρ
yy dy) , 	 (37a)

where, C1 = 1 and

K u jkux dx B
kBu
kBuh

B

B

( ) = =
( )

−
∫
/

/ /
/

.
2

2 2
2

exp( )
sin

	 (37b)
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The variables are defined by u v= =sin cos sin sinθ φ θ φ, . The function Kh(u) presents the pattern 
function due to uniform distribution and is called a sampling function, whose symbol is usually (sinx)/x 
= sinc(x). When θ = 0 or ϕ = π/2, Kh(u = 0) = B. From this, it is found that the radiation in the plane ϕ 
= 0 is completely dominated by this function, and ϕ = π/2 is not involved at all.

Next, let us integrate equation (37) with respect to dy. In order to perform this, using Euler’s formula 
to convert a trigonometric to an exponential function and separate the integral into two, then we can 
obtain as:

e u v
K u

x
h,( ) = ( )
2

	 (38)
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− −

∫ ∫− − −
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
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
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1
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
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































. 	

This can be done by solving the following integral for both terms

f p q s jpt jqt dt
s

s

, , ,( ) = − +( )
−
∫exp 2 	 (39a)

which is similar to Fresnel’s integral, so modifying as

f p q s jq
p

jp t q
p

dt
s

s

, , ,( ) = 







 − −





















−

∫exp exp
2 2

4 2
	 (39b)

by variables transformation, p t q p t−( ) =/ /2 2π , and changing the integration path as 

−

− ′

∫ ∫ ∫= −
x

x x x

'

.
0 0

Then, the integration f(p, q, s) is derived as:

f p q s
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jq
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F p s q
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F p s q
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












. 	 (39c)

It is found that the far-field radiation pattern can be expressed by Fresnel’s integration, which is a 
well-defined function and its numerical code is found in many books and web. All that remains is to 
organize these expressions. This is summarized below, for convenience of numerical calculation, the 
function f has been redefined with the function g.
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E i iH hj
jkr
r

Kθ φ
π

θ
φ φ θ φθ φ, ,( ) = −( ) +

+{ }⋅ ( )exp cos cos sin
4

1
2

	

⋅ +

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












, 	 (40)

where all dimensions are normalized by the wave-number k.
Regarding the E-plane sectoral horn, the only difference between the E-plane and the H-plane horn is 

that the phase variation on the aperture occurs in the uniform direction of the electric field. The aperture 
distribution on the E-plane is shown by equation (19). From viewpoint of the shape, it can be calculated 
mechanically by imitating the H-plane horn. The component of radiation vector ex is expressed as:

e y
A

jk
kx
k

jkx
A

A

B

B

θ φ
π

ρ
θ,( ) = −

( )











− −

∫ ∫
2

2

2

2 2

22
cos exp exp sin xx y dxdycos sinφ φ+( )  . 	 (41)

If the integral for dy is set to Ke corresponding to Kh in the H-plane, the following equation can be 
easily obtained:

K kA
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e θ φ

π θ φ

π θ φ
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
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
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


. 	 (42)

On the other hand, the integration for dx is as follows using Fresnel’s integral:

e K jk x
k

x dxx e
B

B

θ φ θ φ
ρ

θ φ, ,( ) = ( ) − −











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
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
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∫
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exp sin cos 	

= ( ) 







K g

k
kB

e θ φ
ρ

θ φ, , , .1
2 22

sin sin 	 (43)

The vector expression for the E-plane sectoral horn is given as:

E i iE ej
jkr
r

K g
k

θ φ
π

θ
φ φ θ φ

ρθ φ, , ,( ) = −( ) +
+{ } ( )exp cos cos sin s

4
1
2

1
2 2

iin cosθ φ, .kB
2









 	 (44)
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EE is not much different from EH, but the main-lobe is larger than that when their aperture dimensions 
are same. Therefore, in order to make a pyramidal horn with the same beam-width in both the vertical 
and the horizontal plane, the aperture length of the E-plane is usually shorter than that of the H-plane.

Now, let us consider the secondary phase distribution introduced when determining the aperture 
distribution of a finite horn, which is given by ∆y ky k= −( ) ( )2

12/ ρ  for the H-plane. This maximum 
value is given as:

∆y
kA
k

t y A
hmax for= −

( )
= − =

1
8

1
8 2

2

1ρ
. 	 (45)

Therefore, if the parameter is changed slightly to, the phase error of an aperture distribution can be 
understandable (Balanis, 1982). In addition, the approximation for the quadrature phase is applicable to 
the radiation pattern analysis such as a curved patch antenna (Kobayashi, 2018).

Far-Field Radiation Pattern for Pyramidal Horn

A pyramidal horn antenna has both E- and H-planes protruding from a waveguide aperture as shown 
in Figure 1. A sectoral horn has a sharp beam in the protruding plane, but the other plane remains to 
be broad. Therefore, the pyramidal horn is designed when it is desired to use a sharp beam on the both 
planes and a high gain antenna. Since E- and H-fields are independent each other, namely orthogonal, 
the pyramidal horn can be obtained by incorporating two sectoral horns. Some pyramidal horns have 
tapered inside-walls to reduce unwanted modes due to the discontinuous junction with the waveguide, 
however here let us continue to analyze a conventional straight- wall horn.

Geometric parameters of the pyramidal horn are ρh,e: flare lengths of the H- and E-planes, A, B, a, b: 
aperture lengths of H- and E-planes and the feeding waveguide, respectively. If five of these six param-
eters are determined geometrically, the rest can be obtained. The relation is given as:

A a
B b

A
B

B
A

h

e

−
−

=
− ( )
− ( )

ρ

ρ

2 2

2 2

2

2

/

/
. 	 (46)

For horn shapes with the same beam-width on E- and H-planes, the E-plane is usually wider if the 
aperture lengths are same, so that firstly we should determine the parameter A, ρe and then determine B. 
There is a special case where vertices of E and H-planes overlap, and it is found A/B = a/b. The vertex 
includes exactly a straight line, and in differential geometry it is called center of curvature and corresponds 
to a focal line (caustic). The so-called “focus” with a lens refers to this special case. The focal line of a 
horn antenna behaves like a wave source, and is a phase center of the radiation field. This phase center 
depends on distance from an observation point. When the observation point is sufficiently far from the 
aperture, the center of a geometric aperture becomes to be this phase center. Therefore, when used as a 
primary feeding antenna for a reflector antenna, the center of the physical aperture is generally placed 
at the focal point of the reflector. In addition, when a dielectric lens is attached to a horn aperture to 
improve antenna characteristics, the lens should be focused at the phase center of ρ = 0. And, when A 
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= a, B = b in equation (46). This means that there is no overhang, that is, the horn aperture is the same 
to a feeding waveguide.

Now, the aperture distribution of the pyramidal horn can be assumed as follows, with two sectoral 
horns superimposed:

E x y C y
A

jk H x y E x yx P x, , , , ,( ) = −( ) ( ) = ( )cos expπ µ
εφΦ 	 (47)

where Φ  indicates the relative phase difference of each point on the aperture, which is given as:

Φ = +
y x2

1

2

2ρ ρ
. 	 (48)

Applying the above aperture distribution to equation (32), the following expression is derived as:

E i iP xj
jkr
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eθ φ
π
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+( ) +{ }exp
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4
1 	 (49a)
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Integration of ex is separated as follows, with CP = 1,
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This expression is exactly the same as EH and EE. Therefore, using function g(p, q, s), EP in equation 
(49) is easily given as:
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After all, the numerical calculation for equation (51) is based on Fresnel’s integration. The calculation 
algorithm is not so difficult by using Taylor’s expansion and more convergent asymptotic expansion. 
Let us examine how much these formula here coincides with measurement. Figure 6 compares calcu-
lated and measured values for a relatively large pyramidal horn antenna. The shape parameters are A = 
236.3, B = 98.0, ρh = 578.3, ρh = 581.5 [mm], and measuring frequency is 10.3 [GHz]. In the figure, it 
is recognized that the angle is slightly shifted in the second side-lobe in the E-plane pattern. For small 
horn antennas whose aperture is less than 2 wavelengths, calculated and measured results almost agree, 
and especially at their main-lobe region.

The calculation of the pyramidal horn can be simply obtained from equation (51), however, the most 
important thing here is understanding the radiation mechanism and the mathematical derivation under 
the electromagnetism.

Diagonal Horn and Double-Ridged Small Aperture Horn

The diagonal horn antenna is a modified type of pyramidal horn with an electric field direction at ϕ = 
45° as shown in Figure 7. This is used to improve the symmetry of the beam, but as will be understood 
later, there are some inferior points in the productivity of the feeding system, and there are few appli-
cations. However, the calculation can be derived immediately from the pyramidal horn. The diagonal 

Figure 6. Pyramidal horn pattern
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horn excites an electric field along one diagonal direction. Therefore, it can be expected that the power 
feeding system is slightly complicated.

The aperture distribution is determined in the following manner. Here, the diagonal aperture shape 
with a relatively smooth overhang angle is a square, and the aperture distribution is given by the vector 
combination of TE10 and TE01modes shown in Figure 8. Since the boundary condition is 
x d y d= ± = ±/ , /2 2  on the waveguide wall, it can be given as

E i ia d x yC y
d

x
d

jk= +







−( )cos cos expπ π
Φ , 	 (52)

where Cd is an amplitude of the propagating wave, and Φ , which indicates the phase displacement 
at each point of the aperture, should be assumed as:

Φ = −
+x y

d

2 2

2ρ
. 	 (53)

Figure 7. Outline of diagonal horn antenna with square aperture

Figure 8. Aperture field of diagonal horn antenna with square aperture
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The vector magnitude is Ea dC x d y d= ( ) + ( )cos cos2 2π π/ / . From this, the magnitude of the 
electric field distribution can be grasped to some extent, and it can be expected to be similar to TE11 
mode of a circular waveguide. Therefore, as shown in Figure 9, the feeding system of this antenna is 
changed to TE11 of the circular waveguide through TE10 of the rectangular waveguide. It is quite difficult 
to physically realize this conversion, and this is the biggest reason why this antenna is not widespread.

As expected, since the vector that gives the diagonal aperture distribution is generated from orthogonal 
TE10 and TE01 modes, the calculation can be considered separately. In other words, it was sufficient to 
consider only the component ex for the radiation vector corresponding to TE10 mode, and it is found that 
only the variables need to be changed due to symmetry considering the component ey in this time. In the 
pyramid horn expression, ϕ = π/4 is considered to be the diagonal E-plane and ϕ = 3π/4 to be H-plane. 
Substituting these values, the far-fields of the diagonal horn are calculated as follows:

H plane
exp cos
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−( ) +

− +( ) =E
jk jkr

r
e ex yθ π

θ
4

1
2

0, 	 (54a)
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4
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2
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Therefore, the vector radiation field is as follows:

Figure 9. Feeding system for diagonal horn antenna
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Furthermore, a little simpler expression is obtained by the first-order approximation of the phase 
distribution. Naturally, the approximation accuracy deteriorates. The function g(p, q, s) is set as p = 0, 
which is same to ignore the phase variation in equation (53). At this time, the related expressions are 
simplified as follows:
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so that we can obtain the follows:
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Figure 10. Ultra-broadband double ridged horn antenna with small aperture, developed for active 
phased array antenna
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This first order approximation can naturally be applied to a pyramidal horn. However, since the nu-
merical calculation of Fresnel’s integral is not so difficult with the current computer, the second order 
approximation is recommended as it is.

Next, let us show a practical application example. Figure 10 shows a development of a small size and 
ultra-broadband horn antenna with the double ridged waveguide inside (Kobayashi, 1998). This antenna 
has many features as follows:

1. 	 Broadband used at full frequency band of X-Ku band: specific band-width 77%.
2. 	 Ultra small size for active phased array applications: aperture diameter 12mm.
3. 	 Interchangeability for active phased array applications: end-launcher connecting.
4. 	 High antenna gain to ensure the effective radiation power: Ge =1 0 2 0. ~ . [ ]dBi .
5. 	 Excellent power durability against high microwave power: more than 2 [W].

In order to match the impedance with free space, the aperture is covered with a dielectric cap that 
also serves as waterproof property. The outer diameter including the cap is 12 mm, and the waveguide 
portion is 10 mm. When normalized by the wavelength of the lower limit frequency of 8 [GHz], 0.25 
wavelength. This is a condition to suppress grating-lobes for beam scanning of around 50° in the phased 
array antenna. Furthermore, since the transmission of this phased array is an active type in which micro-
wave amplifiers are distributed and arranged for each element, it is an end launcher type that is connected 
in the axial direction of the antenna. For this end launcher, the coaxial center conductor is connected 
to one of the waveguide ridges to form a cavity resonance room, and the mode conversion from the 
coaxial waveguide is performed. The ridge is a fin-like plate provided on the electric field surface of 
the waveguide, and there are a single and a double ridge type. The purpose of this ridge equipping is to 
lower the cutoff frequency of the waveguide, and the size of the waveguide can be reduced equivalently. 
When there is no aperture cap, which is composed with a low and high density dielectrics, the antenna 
gain is 0[dBi] or less in the entire band, and a large ripple occurs in the radiation pattern.

Approximating the aperture of the double ridged horn to a pyramidal horn without the ridges, the 
calculation results are relatively consistent with the overall radiation pattern compared to the measured 
one. The calculation naturally ignores the effect of the ridge near the aperture. Figure 11 shows the 
measured antenna patterns when the cap is attached. In the figure, the patterns for the E-plane, the 45° 
diagonal plane, and the H-plane from the widest beam-width among the three patterns. It can be found 
that the pattern in a 45° plane is roughly the midpoint between the E and H -planes. The electromagnetic 
field in the waveguide with the ridge is in a hybrid mode, and it is necessary to take a procedure such as 
expansion by eigenfunction. So, for only antenna designing, it is better and easy to employ the current 
electromagnetic simulators.

Pyramidal and Corrugated Conical Horn Fabricated by 3D-Printer

In contrast to an ordinary printer that prints on paper, a 3D-printer is a device that produces solid objects 
directly from CAD and CG data. An aperture antenna such as the pyramidal or the corrugated horn can be 
manufactured using 3D-printer which is a hot melt lamination method by ABS resin as a material. Since 
the surface of the fabricated antenna is still dielectric resin, some conductive paint is applied or sprayed 
to ensure the reflectivity at an operating frequency. After all, the electrical performance of the antenna 
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Figure 11. Measured Radiation patterns by ultra-broadband double ridged horn antenna with small 
aperture in Figure 10, from top, 8, 13, 18 [GHz]
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by 3D-printer is based on the reflectivity by this conductive paint. In order to confirm the reflectivity 
by the resin with the metal coating, the aluminum flat metal is attached to the waveguide aperture of 
the coaxial/waveguide adaptor, and then, which is replaced with the painted resin plate. The difference 
in return loss is measured. As a result, the difference was within 0.1 [dB], which ensures that it exhibits 
the normal metal characteristics (Kobayashi, 2014). In recent years, it has become possible to produce 
a metal object by 3D-printer, and in this case, except for special antennas that require high dimensional 
accuracy, almost relatively small aperture antennas can be fabricated by 3D-printer without no painting. 
The proposal of a low-loss resin material in microwave-band is also expected. In the near future, the 
patch antennas currently produced by etching on a printed circuit boards will be manufactured at low 
cost in a short time by simultaneous processing with the previous mentioned metal material 3D-printer.

Now, theoretical radiation patterns of a pyramidal horn is shown in Figure 12, whose dimensions 
are A = 77.0, B = 62.0, ρh = 150.0, ρe = 145.0 [mm] and calculated by equation (51). The rectangular 
waveguide for feeding is assumed to be a standard product (WR-90), and the frequency in the figure is 
8, 10, and 12 [GHz], which are the lower, center, and upper frequency of X-band. Figure 13 shows an 

Figure 12. Theoretical radiation patterns of pyramidal horn, frequency 8, 10, 12 [GHz] from upper
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external view of the prototype pyramid horn with the above dimensions. In the figure, it refers to the 
outline of the CAD model (left), before applying conductive paint (center), and after applying (right). 
The wall of the horn has a smooth curved surface inside. This equation is given as:

E-plane: x z z= − +0 0017 0 0191 5 12. . . , 	 (58a)

H-plane: zx z= + +0 0013 0 0388 11 42. . . . 	 (58b)

Although the straight wall employs a smooth quadratic surface to improve antenna vswr, it has been 
confirmed by the numerical matrix simulators that there is no significant effect on the radiation pattern 
other than the side-lobes in the wide angle region compared with a flat surface. Figure 14 is the mea-
sured far-field patterns corresponding to the theoretical radiation field of Figure 13. The left side of the 
figure is the E-plane, and the right is the H-plane pattern and cross- polarization characteristics. The 
measurement frequency is 8, 10, 12 [GHz] from the top. In all patterns, the maximum value is normal-
ized to 0 [dB]. Although there is a difference in the side-lobe etc. compared to the theoretical value, 
the half power beam-width etc. are almost the same. The H-plane pattern also shows the characteristics 
of cross-polarization with respect to co-polarization. The levels of co-polarization are about -20 to -30 
[dB] from the co-polarization, which is considered to be same to a metal horn.

The corrugated horn, which is a typical hybrid-mode antenna, was originally developed with the aim 
to reduce the spillover of a reflector antenna. It is a high-grade antenna with many advantages such as 
low cross-polarization component, axisymmetric beam, and wider band-width characteristics (Lo, 1988).

This hybrid-mode is realized by loading a corrugation on the inner wall. Typical propagation mode 
is HE11 (TE11 + TM11 + others), so that a cross-polarization component of the aperture distribution can 
be almost eliminated. When the corrugation height is approximately 1/4 wavelength, HE11 mode has a 
Gaussian’s distribution in the radial direction and an axisymmetric shape with no variation in the cir-
cumferential direction [Rudge, 1986]. Figure 15 illustrates this mode. Since Fourier transform of Gauss-
ian’s distribution results in Gaussian’s one, the far-field pattern can be expected to exhibit low side-lobe 
characteristics, and the radiation beam which is symmetric with respect to the antenna boresight-axis 
and insignificant cross-polarization is realized.

Figure 13. Photos of resin pyramidal horn fabricated by 3D-PRT (left: CAD model, centre: before paint-
ing, right: after painting)}
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Figure 14. Measured radiation patterns of pyramidal horn in Figure 13, frequency 8, 10, 12 [GHz] 
from upper
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Here, using the design formula described in (Balanis, 2008), a prototype of corrugated conical horn 
is fabricated by 3D-printer. As shown in Figure 16, there are two types of corrugated conical horns, one 
with a corrugated slot in the radial direction along the horn wall described above: Figure 16(a), the 
other, slots are provided in a ring shape with respect to the central axis of the horn: Figure 16(b). The 
former is a relatively high gain antenna, and the latter is a choke-type circuit applied to the antenna 
aperture which is suitable for low and medium gain antenna. If the antenna operating center wavelength 
is λ and the antenna gain is Gin dBi , the following expression can be obtained.

(a) Hybrid-mode type: 13 22≤ ≤Gin dBi 	 (59)

a p w p L pN Ni = = = = =
3
2 8

4
5

5λ
π

λ, , , , ,slots MC 	

N a
pslots nearest integer of=
4 0 , 	

α = − + ( ) − ( )192 351 17 7364 0 61362 0 007712
2 3

. . . .G G Gin dB in dB in dBi i i
,, 	

a0
2 38 72704 0 740515 0 0295435 0 00055165 0 0000038776= − + − +. . . . .α α α 55 4α λ( ) 	

Figure 15. Hybrid HE11 mode generation
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(b) Choke type: 10 5 14 5. .≤ ≤Gin dBi 	 (60)
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Figure 16. Corrugated conical horn with linear corrugation profile
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(a) 	 Hybrid-mode type with radial corrugated slots
(b) 	 Choke type with axially corrugated slots

Figure 17 shows a prototype CAD model and dimensions of a conical horn with a hybrid-mode type 
corrugated: type (a). The number of stages is N = 10 and the central operating frequency is 10 [GHz]. 
The shape of the corrugation is a linear profile, and the aperture and axial length are 80 and 125 [mm], 
respectively. Figure 18 shows an external photograph of the corrugated conical horn fabricated by 3D-
printer together with an adaptor from the rectangular to the circular waveguide. The measurement result 
of the input impedance shows a good characteristic of -15 [dB] or less in the entire 8-12 [GHz] range. 
On the other hand, if the insertion loss is simply evaluated by closing the aperture with a metal flat plate, 
it is large in the low-range frequency. In fact, it is found later that the antenna pattern also has a broken 
beam, which indicates that the proper transmission mode has not been generated.

Figure 19 shows the measured far-field pattern of the above-described corrugated conical horn. 
The left side is an E-plane, the right side is H-plane patterns, and the cross-polarization characteristics 
are also shown on the H-plane patterns. The rectangular waveguide at the input port is WR-90, whose 
guaranteed band-width for TE10 mode only is 8-12 [GHz]. However, since the generation of higher-order 
modes is considered to be smaller than that of rectangular waveguide due to the conical waveguide with 

Figure 17. CAD model and dimensions of corrugated conical resin horn: type (a)
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corrugation, the measurement frequencies are 10, 13, and 15 [GHz]. The E- and the H-plane patterns 
are normalized with the maximum value being 0 [dB]. It can be found that the side-lobe characteristics 
of the E-plane, which is remarkable in the pyramid horn, are greatly improved. It can also be seen that 
the beam symmetry in both planes and the frequency characteristics of the beam-width exhibit the cor-
rugated antenna. On the other hand, the cross-polarization characteristics are approximately -25 [dB] 
from the co-polarization, leaving room for further improvement in the formation of the EH11 mode.

Next, Figure 20 shows a prototype CAD model of the same conical horn: type (b), which is a choke 
circuit corrugated horn. As with the hybrid-mode type described above, the center operating frequency 
is 10 [GHz] and the number of stages is N = 11. The aperture and axial length are 112.5 and 60.5 [mm], 
respectively. The input impedance is less than -15 [dB] over the entire 8-12 GHz range and exhibits good 
characteristics. Figure 21 is a photograph showing a pattern measurement scene of the resin antenna. 
Figure 22 shows the measured far-field pattern of the above choke type corrugated resin horn. The left 
side of the figure is the E-plane, the right is the H-plane pattern, and the cross-polarization character-
istics are also shown on the H-plane patterns. The rectangular waveguide at the input end is WR-90 

Figure 18. Outline after painted of corrugated conical resin horn: type (a)

Figure 19. Measured radiation field of corrugated conical horn in Fig.18, frequency 10, 13, 15 [GHz] 
from upper
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Figure 20. CAD model and dimensions of corrugated conical resin horn: type (b)

Figure 21. Outline after painted of corrugated conical resin horn: type (b)
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standard, and the frequency band is 8-12 GHz. The E- and H-plane is normalized with the maximum 
value being 0 [dB]. Although not shown in the figure, the input impedance is approximately -15 [dB] or 
less. Compared to the hybrid-mode type described earlier, the choke type corrugated horn can reliably 
apply the paint at the root of the corrugated fin. The side-lobe characteristics of the E-plane unique to 
the pyramid horn are greatly improved in the same way as the hybrid-mode type, and the symmetry of 
the beam on both sides and the frequency characteristics of the beam-width also exhibit the features of 
the corrugated antenna. On the other hand, the cross-polarization characteristics are about -20 dB from 
the co-polarization, which is not better than the pyramid horn. One of this reason is presumed that the 
conductive paint is sufficiently applied or not.
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ABSTRACT

This chapter elaborates in detail on the microstrip patch antenna, which is widely utilized in the receivers 
of radio telescopes, as well as in the wireless communication industry today. Several models have been 
developed to analyze and design the patch antennas. The three most common ones are the transmission 
line model, the cavity model, and the Method of Moments model. Apart from this, the important param-
eters used in characterizing the patch antenna are also covered, which are its gain, efficiency, directivity, 
radiation pattern, return loss, bandwidth, and polarization. This is followed by the introduction of the 
radiation regions, which are basically classified as the Fresnel region and the Fraunhofer region. Finally, 
the dual-frequency microstrip patch antenna is introduced. Three popular approaches adopted for the 
design are orthogonal-mode polarization, multi-layer patching, and reactive loading.

INTRODUCTION

Be it leading corporate or mere civilian, the fact that many could hardly keep track with the concatenated 
release of wireless gadgets is a sheer witness of how rampancy technological advancement is altering 
in the telecommunication industry today. Indeed, such occurrence is attributed to the rapid evolution of 
the microstrip patch antenna (or simply, patch antenna).

Though its debut could be traced back as early as the 1950s (Deschamps, 1953; Gutton, 1955), the 
patch antenna only received considerable attention by the 1970s (Howell, 1975; Derneryd, 1976, 1978, 
1979a, 1979b; Shen et al., 1977; Agrawal & Bailey, 1977; Long & Walton, 1979; Uzunoglu et al., 1979; 
Bailey, 1979), as transition to wireless mediums commenced. It became the prime subject of study since 
then. Extensive development has been conducted and designs of various geometries have been produced 
(Wong, 2002; Lee & Chen, 1997).

Among the shapes most popularly adopted for the patch antenna design is the rectangular patch, as 
shown in Figure 1. This is due to its ease of analysis and fabrication. It is a narrowband, wide-beam 
antenna fabricated by photo-etching a thin conductive patch onto the top layer of an insulating dielectric 
substrate (Richards, 1988). Meanwhile, the bottom side is continuously electroplated with a conductive 
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platform to act as its ground plane. Consequently, the substrate is embraced in a sandwich-like struc-
ture. A feed, usually in the form of a microstrip or a coaxial probe, is also connected to the patch as a 
transmission channel to the external circuitries. The conductive layers are usually made of copper or 
gold material while the substrates are commonly made of the Flame-Retardant level 4 (FR4), Duroid, 
or polytetrafluoral ethylene (PTFE) material.

A rectangular patch antenna could be viewed as an open-ended transmission line which is significantly 
widened at its end, such that when electromagnetic (EM) wave propagates along it, the energy is primar-
ily radiated into the surrounding at the non-homogeneities of the line. Deliberately sized and shaped, 
such antenna is geometrically corresponsive to the maximum radiation of the desired wavelength. Its 
radiation is an effect of a strong horizontal component of electric field intensity vector at its edges due 
to the current distribution source. With the ground plane acting as a reflector with null potential, the 
rearward radiation is limited and the gain is increased in the forward direction. Thereon, the maximum 
radiation pattern is normal to the patch and a broadside radiator is designed.

Advantages

The overwhelming popularity the patch antenna received is absolutely non-coincidental. It is in fact, the 
many advantages incorporated in its appearance which have placed it under the core of research. Namely, 
the patch antenna is small sized and light weight (Yang et al., 2008), offering a low profile well-suited 
for high-performance airframes. Its versatility and flexibility enable it to produce a wide variety of pat-
terns and polarizations, depending on the mode of excitation and the shape of the patch (Boualleg & 
Merabtine, 2005). It is also conformable to non-planar surfaces where its curved implementations can 
be made to conform to aircraft hulls (Wong, 1999). Mechanically robust but inexpensive, the patch an-
tenna is well producible (Stutzman & Thiele, 1998), since it is manufactured the same way as a printed 
circuit board (PCB). 

Further still, by adding appropriately-loaded elements, such as pin/varactor diodes between the patch 
and its ground plane (Richards & Long, 1986a), as well as by changing the bias voltage on the diodes 
(Richards & Long, 1986b), the patch antenna can easily vary its resonant frequency, polarization, imped-
ance, and other parameters accordingly (Richards & Lo, 1983; Richards et al., 1981; Bhartia & Bahl, 1982; 
Purchine et al., 1994). This subsequently, offers an ease of installation and integration into microwave 
circuitries, avoiding the additional need of transmission lines, connectors, and symmetrization circuits. 
Such planar technology is well-compatible with Monolithic Microwave Intergrated Circuit (MMIC) and 

Figure 1. Rectangular microstrip patch antenna 
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is thus useful in modern communication systems and satellite links (Kaur & Khanna, 2013). All these 
conclusively sums into its irresistible usages.

Applications

Due to its lightweight and many other advantages, the microstrip patch antenna is widely used in mobile 
systems, such as handsets, Global Positioning System (GPS), and other wireless devices. With modern 
computer-aided design (CAD) tools further enhancing its conformability to follow sophisticated curv-
ing contours, it can now be flexibly mounted on walls, vehicles, aircrafts, satellites, and even military 
systems like radars and missile guides. In addition, adaptive technology that can vary both phase shift 
and power to each element allows the patch antenna electronically steerable and thus enables its system 
to operate with higher capacity and more reliable satellite links. As such, airborne satellite communica-
tion antenna radars (ASCAR) are installed on most commercial passenger aircrafts today, replacing the 
former shortwave radio communication used on trans-oceanic flights (Breed, 2009).

METHODS OF ANALYSIS

The inherent principle of a microstrip patch antenna is operationally complex and structurally abstruse. In 
analyzing its operating mechanism, several analytical methods have been developed. The main objective 
of these methods is to provide a methodological platform in gaining a deeper insight of its pragmatic 
nature as well as visualizing its input impedance and radiation characteristics. This, in parallel, ascertains 
its limitations and thus offers a comprehensive yet robust model to the design of the antenna itself as 
well as its relevant circuitries. Among the three most popular models in this aspect are the transmission 
line model, the cavity model, and the method of moments (MoM) model.

Transmission Line Model

In the transmission line model, the rectangular microstrip patch antenna is visualized as two radiating 
slots separated by a transmission line (Munson, 1974). As shown in Figure 1, the electric field propagates 
in a nonhomogeneous structure, whereby the major part of it is concentrated in the substrate while the 
remaining part resides in open space, normally air. As a result, the transmission line does not operate in 
pure transverse EM (TEM) mode due to the phase difference in air and the substrate, rather the dominant 
mode of propagation is quasi-TEM. Thereby, an effective dielectric constant (ε reff ) is introduced to ac-
count for the fringing fields and wave propagation in the line,

ε
ε ε

reff
r r h

W
=

+
+

−
+





−1
2

1
2

1 12
1
2

,	 (1)

where ε r  is the dielectric permittivity of the substrate, h is the height of the substrate, and W is the 
width of the patch. ε reff  is found slightly lower than ε r  as the fringing fields around the periphery of 
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the patch are not confined within the dielectric substrate alone but also spreaded into the air surround-
ings.

To operate in the fundamental transverse magnetic (TM) mode and by accounting in the fringing 
effects, the length of the patch is longer electrically than its physical dimension (l). This is calculated 
with (Zurcher, 1995; Hammerstad, 1975)
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where ∆l is the fringing length at one edge of the patch, vo  is the speed of light in free space, and 
fr  is the resonant frequency of the antenna. l is slightly shorter than half the wavelength of the resonat-

ing field within the substrate while its corresponding width (W) is expressed as (Kumar & Gupta, 1985),

W v
f
o

r r

=
+2
2
1ε

.	 (4) 

The basic form of the transmission line model can be observed from a simple rectangular patch an-
tenna as shown in Figure 2. The two radiating slots along the width of the patch is represented by two 
identical lines of equivalent admittance, Y1  and Y2  respectively. Given (Harrington, 1961)

Y G jB1 1 1= + ,	 (5a)

G d k h
o
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1 1
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,	 (5b)

B d ln k h
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o1 120
1 0 636= − ( ) λ

. , for h

oλ
<
1
10

,	 (5c)

where G is the conductance and B is the susceptance of the radiating slot. d is the dimension of the 
slot, that is W in this case. ko  is the wavenumber in free space,

ko o o=ω µ ε ,	 (5d)
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where µo  and εo  are the respective permeability and permittivity of free space. Since,

Y Y1 2= ,	 (6a)

G G1 2= and B B1 2= ,	 (6b)

both radiating slots are separated by a low-impedance ( Zc ) transmission line of length l, expressed 
as (Balanis, 1989)
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where Yc  is the admittance of the transmission line and Wo  is the width of microstrip feed con-
nected to the patch.

Despite with less computation, the transmission line model is able to provide reasonable results for 
the radiating fields and input impedance. Unfortunately, it is only applicable for rectangular patch since 
it does not account for field variations in the orthogonal direction of propagation (Kumar & Ray, 2003). 
It is also difficult to model its coupling effect (Chang et al., 2002).

Cavity Model

The cavity model conceives the region between the patch and the ground plane of the microstrip patch 
antenna as an EM cavity/resonator that is bounded by magnetic walls around the periphery as well as 
by electric walls on the top and bottom sides (Lo et al., 1979). Its effective dimension is larger than its 
physical size due to the extension of its boundaries to account for the fringing effects. The basis of this 
model is subjected to the properties of its very thin substrate that postulates several plausible observa-
tions. This could be well explicated by studying the charge distribution on the top and bottom surfaces 
of the patch.

When the patch is energized, there exist two different reactions implicated by the charge distribution, 
the attractive and repulsive tendencies (Richards, 1988). As shown in Figure 3, the attractive tendency 
keeps the charges concentrated on the bottom surface due to its interaction with the opposite charges on 
the ground plane, while the repulsive tendency pushes the like charges on the bottom surface along the 
edge to the top. This creates the current densities Jt  and Jb  on its respective top and bottom surfaces.
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For very thin substrate (h ≪ λ), the attractive tendency dominates where most of the charges con-
centrate on the bottom of the patch. The current flows along the edges are very small and ultimately 
assumed zero. Consequently, the tangential component of the magnetic field (Hτ ) along the edge is 
assumed zero as well. Hence the side walls are modeled as the perfect magnetic conductors (PMC). 
Since the substrate is very thin and also assuming that the patch is perfectly conductive, the electric field 
bounded by the magnetic walls renders no tangential component ( Eτ ) and is uniform with no variation 
in the normal direction. Thereby, the electric field is only normal directed to the patch while the mag-
netic field has only the transverse components in the region bounded by the patch metallization and the 
ground plane. This creates the electric walls on the top and bottom of the cavity. Thus, only the TM 
configuration is considered within the cavity.

Manipulating the Maxwell equations with the field equivalence principle (Huygens, 1690), the cur-
rent densities along the periphery of the cavity are found as

J Hs a= ×n̂ ,	 (8a)

M Es a= − ×n̂ ,	 (8b)

where Js , Ms  is the respective electric and magnetic current density while Ea , Ha  is the respective 
electric and magnetic field. Js , Jt  are zero due to the thin substrate assumption and from image theo-
ry,

M Es a= − ×2n̂ ,	 (9)

due to the presence of the ground plane.
A perfectly bounded cavity is purely reactive. In practicality however, the imperfections within the 

cavity contribute to its resistivity, hence account for its radiation. 

Figure 2. Rectangular patch antenna and its transmission line model
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MoM Model

The MoM model employs full-wave analysis onto the microstrip patch antenna. In this model, the surface 
current is evaluated to model the patch while the volume polarization current is calculated to model the 
fields in the dielectric structure. 

It has been shown in Newman and Tulyathan (1981) that an integral equation is formulated for these 
unknown currents and using MoM, these field integral equations are converted into its matrix equivalence 
which are then resolved algebraically. In its succinct form, the electric field ( E ) is expressed in terms 
of current density ( J ) as

E J= ( )fe ,	 (10)

where fe  is a known linear operator. J  can be expanded as a linear combination of N terms, giving

J J J J J J= = + + + +
=
∑
n

N

n n N Na a a a a
1

1 1 2 2 3 3  ,	 (11)

where an  is an unknown constant and Jn  is the basis vector function. Substituting (11) into (10) and 
applying its linear property,

n

N

n e na f
=
∑ ( ) =

1

J E .	 (12)

an  is found using the weighted residual method whereby a set of trial solutions is established with 
several variable parameters. The residuals are a measure of the difference between the trial and actual 
solutions. The variable parameters are then sensibly selected to assert the pertinent trial functions based 
on the minimization of the residuals. This is done through a set of weighted functions wm  in the domain 
of the operator ( fe ). Taking the inner product of these functions, (12) becomes

Figure 3. Charge distribution in a microstrip patch antenna
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and is expressed in matrix form as
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Z w f a

w f a w f a
w f a w f a

mn m e n

e e

e e[ ] = ( ) =

( ) ( )
( ) ( )





,

, ,
, ,
1 1 1 2

2 1 2 2

�
�

�
�















,	 (14b)

E E

E
E

E

m m

N

w

w
w

w

[ ] = =



















,

,
,

,

1

2



,	 (14c)

where E  corresponds to the known incident field quantities and the terms in the Zmn  matrix are the 
functions of geometry. The unknown coefficients of the induced current density are associated with the 
terms of the J  vector. an  can be solved using algebraic techniques such as Gaussian elimination, while 
the appropriate selection of the weighting functions is necessary so that the elements of wm  are not only 
linearly independent, but also minimize the computations for the inner products. One legitimate way to 
facilitate this is by setting wn n= J  as suggested by the Galerkin’s Method (Galerkin, 1915). Solving 
these matrices yield the desired current density J . Subsequently, the scattered electric and magnetic 
fields can be derived.

It is readily seen that this model involves extensive numerical analysis but corresponds to a highly 
precise parametric calculation.

TEST PARAMETERS

This Section details some of the important parameters used to characterize the performances of an antenna.

Gain

Gain (G ) is a measure of the ability of the antenna to direct the input power ( Pin ) into radiation in a 
particular direction and is measured at the peak radiation intensity. It is defined as the ratio of the ra-
diation intensity in a given direction (U θ ,∅( ) ), to the radiation intensity that would be obtained if the 
power accepted by the antenna were radiated isotropically (Balanis, 2005).
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G
U
Pin

=
∅( )4π

θ ,
,	 (15)

where θ  and ∅  is the respective elevation and azimuth angle of the spherical coordinate system.
The gain of an antenna is obtained by comparing it to that of an isotropic source, measured in dBi. 

An isotropic source is a non-existent ideal radiator, which is considered to be 100% efficient and has 
an omnidirectional radiation characteristic in the E- and H-plane. Alternatively, the gain can also be 
obtained by comparing it to a resonant dipole, measured in dBd. There is a 2.15 dB difference in gain 
between both methods of comparison, as a dipole possesses a superior gain of 2.15 dBi.

Even though some antennas can supply higher gain than an isotropic or dipole structure, they are not 
able to amplify the signal in the sense that a transistor can, because they are passive structures. In reality, 
one does not achieve an increment in energy via antenna gain. An antenna at best, can only exploit the 
RF energy supplied to their input port and then passes it out into space in a particular direction with a 
certain gain over that of the reference antenna. The total radiated power will never be greater than the 
energy fed into its input. In fact, there will always be a certain loss in total power within the antenna, 
since the radiation efficiency can never be 100% practically. This is due to the losses induced within the 
structure itself, its matching network, its substrate, its dielectric housing, and its surrounding structures.

Efficiency

For a microstrip patch antenna, efficiency ( e ) is defined as the power radiated from the microstrip ele-
ment ( Prad ) divided by the power received at its input ( Prec ), given as

e P
P
rad

rec

= .	 (16)

The efficiency of the antenna takes into account the losses at the input terminals and within its struc-
ture. The major factors that affect the efficiency of an antenna include the efficiency of the dielectric (
ed ), the conductor ( ec ), and the reflected power ( er ), such that

e e e er c d= .	 (17)

Directivity

Directivity (D ) is the ability of an antenna to focus energy in a particular direction and could be easily 
estimated through radiation patterns. It is defined as the ratio of the radiation intensity in a given direc-
tion (U θ ,∅( ) ) from the antenna to the radiation intensity averaged over all directions (Uo ). The aver-
aged radiation intensity (Uo ) is the total power radiated ( Prad ) by the antenna divided by 4π  (Balanis, 
2005).
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=
∅( )θ π θ, ,

0

4
.	 (18)

The integrated average of the directivity pattern over an entire sphere has to be 0 dBi, that means 
creating directivity in a certain direction reduces it in other directions.

Radiation Pattern

The radiation pattern of an antenna is defined as a mathematical function or a graphical representation 
of the radiation properties of the antenna, expressed in space coordinates (Balanis, 2005). It is a plot of 
the far-field radiation properties of an antenna as a function of the spherical coordinates, θ  and ∅ , for 
a constant radial distance and frequency. It describes how it radiates energy out to space or how it receives 
energy.

Radiation pattern can be represented by a three-dimensional (3D) or two-dimensional (2D) spatial 
distribution plot of power flux density, radiation intensity, or field strength. In a 2D polar plot, the radia-
tion pattern is displayed in the E- and H-plane, where its field and power patterns are normalized with 
respect to its maximum value. It is plotted with either of the angles held fixed while the other is varied.

Return Loss

Return loss (RL) is defined by the ratio of the incident power ( Pf ) of the antenna to the power reflect-
ed back from the source ( Pr ).

RL
P
P
f

r

=10log .	 (19a)

It is the efficiency of power transmitted to an antenna and is related to impedance matching. Factors 
that affect the RL of an antenna include its geometry, its method of excitation, and its proximity to sur-
rounding objects. RL can also be expressed in terms of voltage standing wave ratio (VSWR) as given in 
(Bird, 2009; Pozar, 1990)

RL VSWR
VSWR

=
+
−

20 1
1

log ,	 (19b)

or as the complex input reflection coefficient (Γ ),

RL = = −10
1

20
2

log log
Γ

Γ .	 (19c)

From (19c), it could be seen that RL is the negation of Γ . For perfect matching between the feeding 
system and the antenna, Γ = 0  and from (19c), RL = ∞ . In this case, no power is reflected back. Simi-
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larly, at Γ = 1 , RL dB= 0  and all power is reflected back. This implies that for good matching, RL is 
high while Γ  is low, and vice-versa. For practical antenna applications, VSWR = 2  is required and this 
corresponds to RL dB= 9 542. . However, RL ranging from 10 dB to 12 dB are acceptable.

In the case of a patch antenna, the input impedance with the source impedance is used as an inter-
mediate parameter for determining Γ  in terms of the S11 parameter expressed in dB, assuming Port 1 
is used for the measurement.

Bandwidth

Most microstrip patch antennas have narrow bandwidths. It is a measure of the range of frequencies 
where the antenna parameter, such as input impedance, radiation pattern, radiation efficiency, beamwidth, 
polarization, side-lobe level, and gain, is within an acceptable value from those at the center frequency.

The bandwidth ( BW ) for broadband antenna is usually expressed as the ratio of the upper-to-lower 
frequency of operation,

BW f
f
u

l

= ,	 (20a)

whereas the bandwidth of narrowband antenna is often expressed as a percentage of the frequency 
difference (Balanis, 2005),

BW f f
f f

u l

u l

=
−

×100% ,	 (20b)

where fh  and fl  is the respective upper and lower frequency that coincides with the 9.542 dB RL 
value.

Polarization

The polarization of an EM field describes the magnitude and direction of the electric field vector as a 
function of time. In other words, it is the orientation of the electric field for a given position in space. 
The polarization of an antenna is the polarization of the wave radiated from the antenna.

Two common types of polarization are linear and circular. In linear polarization, the antenna radi-
ates power in only one plane of propagation and the electric field varies in only one direction. Linear 
polarization can be either vertical or horizontal, depending on the orientation of the patch antenna. The 
antenna is vertically linear polarized when the electric field is perpendicular to the earth surface and 
horizontally linear polarized when the electric field is parallel to the earth surface. Linear polarization 
is mostly used in application like channel broadcasts.

Circular polarization antenna radiates power in all planes with the same magnitude in the direction 
of propagation. The plane of propagation rotates in circle making one complete cycle in one period of 
wave. A circularly polarized antenna can either be right-hand circularly polarized (RHCP) or left-hand 
circularly polarized (LHCP). The antenna is RHCP when the phases are 0°  and − °90 , and it is LHCP 
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when the phases are 0°  and + °90 . Circular polarization is widely used in satellite communications since 
it is not sensitive to antenna orientation, unlike linear polarization does.

Considering Figure 4 and assuming the EM wave radiated by an antenna has an electric field ( E ) 
with two components Ex and Ey,

E E t zx x= −( )cos ω β ,	 (21a)

E E t zy y= − +∅( )cos ω β ,	 (21b)

where Ex  and Ey  are the amplitude of the field components in the x and y direction respectively. 

The wave is linearly polarized when either Ex = 0  or Ey = 0 . On the other hand, it is circularly polar-

ized when E Ex y= ≠ 0 .

RADIATION REGIONS

Basically, the antenna radiation zones are classified into two principal regions, the Fresnel region and the 
Fraunhofer region. The Fresnel region covers radiation in the near field and its boundaries are given by

0 62 23 2

. D R D
λ λ

≤ ≤ ,	 (22)

where R  is the distance from the antenna and D  is the largest dimension of the antenna. Most of 
the energy in this region is reactive and non-propagating. Its angular field distribution is dependent upon 
the distance from the antenna. The Fresnel region is also sometimes referred to as the induction region 
because the energy in this region is stored and returned to the antenna during each cycle, similar to the 
way in which an inductor stores and releases energy.

Figure 4. Polarization of EM wave
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On the other hand, the Fraunhofer region covers radiation in the far field and its boundary is given 
by (Lehpamer, 2008)

R D
>
2 2

λ
.	 (23)

This is the region away from the antenna where the radiated wave takes the form of a plane wave. 
Most of the energy in this region is propagating. This means that the power that reaches this region 
continues to radiate outward and does not return to the antenna. Therefore, its angular field distribution 
is essentially independent of the distance from the antenna.

The boundaries given in (22) and (23) are only defined in approximation for the convenience of 
analysis. In reality, the boundary between the Fresnel and Fraunhofer regions is not delineated exactly 
due to the gradual changes that occur in the EM field. There is no abrupt change in the field configuration 
during which the boundaries are crossed. In fact, as the distance between the antenna and the radiating 
source increases, the energy is continually converted from reactive to radiating.

SUMMARY

This chapter elaborates on the microstrip patch antenna, which is widely utilized in the wireless indus-
try today due to its many advantages, like low profile, light weight, high conformability, low cost, easy 
to manufacture, etc. Several models have been developed to analyze and design the patch antennas. 
Among them, the three most common ones are the transmission line model, the cavity model, and the 
MoM model. The transmission line model is the most straightforward and it involves less cumbersome 
calculations. However, it is only restricted to rectangular patch design. The cavity model, on the other 
hand, presents a more in depth view of the patch operation through the study of its current distribution. 
The MoM model is the most precise among all as it performs a full-wave analysis onto the patch. Nev-
ertheless, it also consumes much memory space and time due to its extensive calculations. Apart from 
this, the important parameters in characterizing the patch antenna are also covered, namely its gain, 
efficiency, directivity, radiation pattern, RL, BW, and polarization. This is followed by the introduction 
of the radiation regions, which are basically classified as the Fresnel region and the Fraunhofer region.
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ABSTRACT

This chapter discusses the active integrated antenna (AIA), which is the integration of an antenna with 
an active circuitry that acts as a radiating element as well as to perform additional functions simultane-
ously. The designs of AIA can be generalized into three different classifications, the amplifier type, the 
oscillator type, and the frequency conversion type. An AIA is classified as the amplifier type when its 
active device functions as an amplifier. Correspondingly, an AIA is classified as the oscillator type when 
its active device offers the function of an oscillator while the frequency conversion type of AIA integrates 
an active device with a passive antenna element for the purpose of frequency translation.

INTRODUCTION

The terminology ‘active antenna’ simply means that active devices are used in passive antenna to improve 
the antenna performance. ‘Active integrated antenna (AIA)’ indicates specifically that on the same sub-
strate, the passive antenna and the active circuitry are integrated together as a single entity (Lin & Itoh, 
1994), without the need of a matching circuit or interconnecting cables. This differs from the traditional 
design, where the antenna and the RF front-end circuits are different components, connected with standard 
50-Ω transmission lines or waveguides. The AIA not only functions as a radiating element, it also renders 
built-in signal and wave processing capabilities, such as amplification and frequency multiplication.

The AIA provides a new paradigm for designing modern microwave systems. It consists of one or more 
active devices, such as diodes and/or transistors, integrated together with a passive radiating element, 
such as a microstrip patch, a printed dipole, a bowtie, or a slot antenna (Chang et al., 2002). It offers 
many advantages, which include compactness, low cost, low profile, minimum power consumption, and 
multiple functionalities (Flynt et al., 1996). Such integration also reduces the inherent losses and noise 
figure (NF) of the system as well as realizes the ease of machine manufacturability. Unlike conventional 
antennas, the addition of active devices makes an AIA system non-reciprocal. Thus, it can only function 
either as a transmitting or a receiving device, but not both simultaneously (Itoh et al., 2001). 
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The use of AIA can be traced back to as early as the 1920s (Lin & Itoh, 1994), where an electron 
tube was first integrated into the antenna of a radio broadcast receiver, to eliminate the lossy and bulky 
interconnection between the active devices and the antenna (Wheeler, 1975). At that time, the applica-
tion of AIA was limited because the usage of electron tubes was expensive to build and maintain. This 
status quo remained until the transistor was founded in 1948 (Tranter, 1995) and the concept of AIA was 
resurrected in the early 1950s. Solid-state solutions soon played a dominant role in AIA research, due 
to their reliability, superior inherent voltage standing wave ratio (VSWR), lower cost, and smaller size.

Since then, several pioneering works in AIA had been reported. Copeland and Robertson (1961) 
demonstrated a mixer-integrated antenna, which they called an ‘antennaverter’. They used a travelling 
wave antenna together with tunnel diodes, to operate as a travelling wave amplifier, which they called an 
‘antennafier’ (Copeland et al., 1964). Meinke and Landstorfer (1968) integrated a field effect transistor 
(FET) to the terminals of a dipole to serve as a Very High Frequency (VHF) amplifier, for reception 
at 700 MHz. Meanwhile, Ramsdale and Maclean (1971) used bipolar junction transistors (BJTs) and 
dipoles for transmission applications. Lindenmeier (1976) then introduced the general theory behind the 
optimum bandwidth of signal-to-noise ratio (SNR) for receiver systems integrated with small antennas.

The first modern AIA was developed by Thomas et al., (1985). It was a Gunn diode integrated with 
a patch antenna, operating at the X-band. Today, the technological maturity in Monolithic Microwave 
Integrated Circuit (MMIC) has enabled rigorous integration between the antenna and the circuit com-
ponent. AIA with various functions can now be packed into a mini footprint. Through manipulation of 
the appropriate configuration, an infinite potential on multiple communication and sensor applications 
can be realized. Despite its original role serving as a radiating element, the active antenna can now be 
made injection locked, frequency tunable, power amplified, or mutually coupled. For instance, the AIA 
had been applied as a large-scale spatial power combiner, in which the radiation of many AIAs combines 
coherently. Such combiners had been demonstrated at the X-band (Chew & Itoh, 1995) and at micro-
wave frequencies (York & Popovic, 1997). In the works of Cryan et al. (1997) as well as Andrew and 
Hall (2002), AIAs had been used to achieve synchronous operation of a number of integrated antenna 
oscillating elements. By controlling the phase distribution of each AIA element, the array could be 
transformed into a beam steering system. Likewise, Lin and Itoh (1994) and Hall et al. (2002) explored 
on simultaneous transmit-receive active arrays with duplex operation. Good transmit-receive isolations 
were reported in their literatures.

In general, based on the different functions of the active device applied, the AIA can be classified 
into the amplifier type, the oscillator type, and the frequency conversion type.

AMPLIFIER TYPE

An AIA is classified as the amplifier type when its active device functions as an amplifier. The integra-
tion of the amplifier with the antenna increases the antenna gain and bandwidth as well as improves the 
noise performance of the overall AIA module. When the antenna is connected to the input port of the 
amplifier, it acts as the source impedance of the active device and the AIA functions as part of a receiver. 
The goal of the receiving AIA is to obtain a low NF. Correspondingly, when the antenna is connected to 
the output port of the amplifier, it acts as a load impedance of the active device and the AIA functions 
as part of a transmitter. The goal of the transmitting AIA is to achieve high linearity and efficiency.
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Over the years, much research work had been dedicated to the amplifier type AIA by integrating 
a power amplifier (PA) with the antenna. Radisic et al. (1997a) integrated a Class B PA with a patch 
antenna using the probe feed method to suppress the second harmonic. A 55% power-added efficiency 
(PAE) was obtained. Later, Radisic et al. (1997b) integrated a Class F PA with a circular sector patch 
antenna and obtained a PAE of 63%. The design was based on the roots of Bessel function to optimize 
the power loss for the second and third harmonics. Weiss and Popovic (1999) eliminated the output 
matching network and achieved 62% of PAE, by integrating a class E PA with a slot antenna that acted 
as the harmonic load to the PA. Similarly, Chung et al. (2003) developed an AIA using an Aluminium 
Galium Nitride / Galium Nitride (AlGaN/GaN) High Electron Mobility Transistor (HEMT) PA with 
harmonics termination. The design yielded a linear gain of 8 dB and 45% of PAE. Soon after, Kim et al. 
(2005) proposed a direct integration method by combining a Class F PA with an antenna that provided 
optimum impedance at the fundamental frequency, a short circuit at the second harmonic, and an open 
circuit at the third harmonic. The design obtained a PAE of 67.5%.

Recently, interest in the amplifier type AIA is growing extensively due to its potential in power com-
bining applications (Lin & Itoh, 1994; Garg et al., 2001). The idea of integrating a power-combining 
patch antenna was first presented by Deal et al. (1999). The antenna is designed to serve as an out-of-
phase combiner, driven by a pair of push-pull PAs. The PAs were placed directly at the antenna platform. 
Unlike the conventional push-pull front-end, the balun was removed at the output of the amplifier. This 
led to lower output losses and a compact transmitter front-end. Furthermore, this design also increased 
efficiency and reduced heat-sink size. The antenna structure and its mode profile are shown in Figure 
1. It had a pair of microstrip feeds placed at both opposite radiating edges. The length of the antenna 
was about half a wavelength, similar to a single feed patch antenna. Due to the symmetrical and op-
posite electric fields along the excitation direction, the differential-mode signals from both ports were 
superimposed and radiated out of the antenna. During common-mode excitation, however, a magnetic 
wall was formed across the center of the patch. Power flowing from the first feed port to the second feed 
port was thus negligible. Since the active antenna was designed to operate in differential-mode only, 
there was no reflected common mode back to the amplifier. With this configuration, the output power 
was doubled compared to using a single-ended amplifier and a PAE of 55% at 2.5 GHz was achieved.

For the case of a receiving module, Ormiston et al. (1998) proposed an amplifier type AIA using 
a quarter-wavelength, inset-fed patch, directly integrated with a low noise amplifier (LNA). Complex 
impedance matching for low noise performance was provided by adjusting the distance from the feed 
point to the gate connection. Meanwhile, the distance from the shorted edge to the source also provided 
series inductive feedback. This design yielded a NF of 0.5 dB and a gain of 24 dB at 1.33 GHz. 

OSCILLATOR TYPE

An AIA is classified as the oscillator type when its active device offers the function of an oscillator while 
its antenna functions as both a radiator and a load for the active device (Chang et al., 2002). Its design is 
based on its oscillating structure (Colpitts, Hartley, series or parallel configuration) and the function of 
its antenna (as a resonator, filter, or negative feedback path). The oscillator type AIA usually adopts the 
diode for high power applications, but it is affected by low direct-current-to-radio-frequency (DC-to-RF) 
efficiency. Hence, heat dissipation is a critical concern for such design. On the other hand, the transistor, 
when used in the oscillator type AIA, offers high DC-to-RF efficiency and the ease of integration with 

 EBSCOhost - printed on 2/13/2023 10:49 PM via . All use subject to https://www.ebsco.com/terms-of-use



197

Active Integrated Antenna
﻿

planar circuit structure. However, its operation range is limited by its lower cut-off frequency. Typically, 
for frequencies less than 3 GHz, BJT is utilized while for higher frequencies, FET is more suitable.

In 1989, Birkeland and Itoh proposed a leaky wave antenna that also acted as an oscillator. It was 
made of a transmission line with periodic perturbation that exhibited a leaky wave stopband when the 
physical period was one guided wavelength long. The antenna input impedance was highly reactive 
and was used as a frequency selective feedback. When connected to an active device in the negative 
resistance region, it functioned as both a radiating element and a resonator to determine the oscillating 
frequency. On the other hand, Martinez and Compton (1994) proposed a quasi-optical oscillator type 
AIA. The antenna acted as part of the feedback loop for the oscillating FET. The radio frequency (RF) 
output was amplitude-modulated by applying a modulating signal at the drain, which was then radiated 
through the patch.

The oscillator type AIA tends to suffer from narrow bias tuning range and large output power varia-
tions. This can be improved by using varactor diodes connected to the radiating element. Bhartia and Bahl 
(1982) described the use of varactor diodes in microstrip patches as a mean of changing the resonance 
frequency while Navarro et al. (1992) portrayed an active notch antenna, tuned by a varactor diode, in 
which the source oscillator was a Gunn diode. Meanwhile, Kitchen (1987) depicted varactor diode tuning 
applied on the transistor oscillator, in which the devices were located in the gate and source, alongside 
a microstrip load in the drain.

FREQUENCY CONVERSION TYPE

The frequency conversion type AIA integrates an active device with a passive antenna element for the 
purpose of frequency translation, either up- or down-convert. It can function either as a modulator in a 
transmitter or a mixer in a receiver. The active device adopted in the design can be either a diode or a 
transistor. The main advantages of using a diode are its simplicity in circuit design and less board space 
consumption. Meanwhile, a transistor exhibits conversion gain (CG) in the design and is compatible 
with MMIC technology.

Figure 1. Power-combining patch antenna proposed by Deal et al. (1999)
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In the work of Stephan et al. (1983), a slot ring mixer was presented. It integrated a slot ring antenna 
with two mixer diodes, which were placed physically at 90o apart. The structure received the incoming 
RF signal in the horizontal polarization while the local oscillator (LO) signal was injected in the verti-
cal polarization. The diode polarities were arranged in such a way that it was aligned with the RF signal 
polarization and opposite to the LO signal polarization, so as to realize balanced mixing. In conjunction 
to this, the slot ring antenna acted as a receiving antenna as well as a diplexer to enable correct phasing 
of the diodes.

Another leading application of the frequency conversion type AIA is the non-contact RF interrogation 
detection (ID) transponder card, proposed by Pobanz and Itoh (1994). It is an AIA compact transponder 
base on the subharmonically-pumped quasi-optical mixer. This design constitutes of a planar bowtie 
antenna mounted with an antiparallel Schottky diode pair and a slot antenna coupled to a rectifying 
diode. A 10-MHz low-frequency oscillator is modulated by a digital data generator on the back side of 
the transponder. When illuminated by a 6 GHz signal, the slot antenna activates the transponder from a 
power-conserving standby mode. Subsequently, the diode pair at the bowtie generates a 12 GHz signal, 
which mixes with the 10 MHz modulated signal specific to the card and is then re-transmitted from the 
card. Since the interrogation signal and the response signal are not harmonically related, this design mini-
mizes the occurrence of false detection. Furthermore, simultaneous interrogation of more than one card 
is possible as the 10-MHz signal can also be tuned to vary the digital code specific to each different card.

It is also noted that the antenna array is popularly adopted in the frequency conversion type AIA. One 
such example is the low noise active antenna array, proposed by Brauner et al. (2003). The design acted 
as an active down-converter. It consisted of a LNA that was integrated to each antenna element, such 
that the design was compact and robust. The directional couplers allowed the injection of an identical 
calibration signal in the front-end into all four branches of the antenna array. Amplified through the LNA, 
the signal at each branch passed through a bandpass filter (BPF), which provided much inherent attenu-
ation on the image band. A LO buffer was added before the mixer that provided backward isolation to 
prevent unwanted crosstalk and compensate for power divider loss at each branch. Finally the resultant 
intermediate frequency (IF) output was amplified by an IF amplifier. This design produced a very low NF 
of 3.5 dB and a CG of 30 dB. It was thus found useful in a multi-dimensional channel sounding system.

SUMMARY

The AIA is the integration of an antenna with an active circuitry that acts as a radiating element as well 
as to perform additional functions simultaneously. The designs of AIA can be generalized into three 
different classifications, the amplifier type, the oscillator type, and the frequency conversion type. In 
this chapter, each AIA type is elaborated along with design examples. 
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ABSTRACT

When space dust rushes into the atmosphere, oxygen and nitrogen are ionized by frictional heat. Along 
the dust flight path, a very long cylindrical plasma tube, 10 meters in diameter and several kilometers 
long is formed. The long plasma tube is called “meteor burst” and is a good reflector for radio waves 
in the VHF band. Non-line-of-sight communication performed using this reflector is called “meteor 
burst communication”. In this chapter, the basics of meteor burst communication and its applications 
are outlined.

INTRODUCTION

Research on the influence of meteor on radio wave propagation has been started from the early 20th 
century. In 1910, it was predicted and expected that radio waves would be reflected by meteor showers 
when passing Halley’s Comet, and observations using a spark transmitter were carried out between New 
York and Massachusetts, but unfortunately no useful results were obtained (Pickard, 1931). In 1921, 
it was discovered that there is a relationship between the passage of meteor showers and the arrival of 
radio waves using radio waves from European LF band stations, but the results were presented in 1931 
with caution. After World War II, research on meteor burst communication (MBC) began to be actively 
conducted in the United States, Canada, the United Kingdom, and the USSR as VHF band technology 
progressed. At that time, the secrecy of MBC was regarded as important, and since it was developed 
as one of military communication, the result was undisclosed. In particular, they are more useful for 
military communications than HF band communications because they are hardly affected by ionospheric 
disturbances caused by nuclear explosions in the air. In 1957, the vast majority of data on the nature of 
the previously undisclosed meteor burst channel was released from IRE (for example, Vincent et al., 
1957), causing the primary MBC boom.
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In 1953, the Radio Physics Laboratory of the Canadian Department of Defense have completed a 
MBC experiment system “JANET” (Forsythe et al., 1957). The first system was built as a teletype link 
between Ottawa and Port Arthur to demonstrate the possibility of MBC. It is a duplex channel system 
using two frequencies. Both stations always transmit probe signals, and data modulation is started when 
a strong radio wave from the opposite station is detected, and then data transmission is stopped when 
the received signal is lower than the threshold level of the receiver. The procedure is the basis adopted 
in recent MBC systems. The throughput of about 10 to 20 bps is obtained using a 5-element Yagi-UDA 
antenna with transmission power 500 W. At the same time, many studies were conducted for example by 
the National Bureau of Standard (NBS) (Carpenter et al., 1959) and by the Stanford Research Institute 
(SRI). After the launch of Sputnik satellite by the USSR in 1957, and the realization of the communi-
cation satellite Telster by NASA in 1962, research on satellite communication became active, and the 
research on MBC had gone down. However, even so, ARQ (Automatic Repeat reQuest) technique and 
space diversity, frequency diversity, height diversity techniques are used in COMET system operated 
in Europe by STC (SHAPE Technical Center) of NATO. The average throughput about 150 bps for a 
day is obtained between stations located in the Hague, The Netherlands and South France (Bartholome 
et al., 1968).

In the 1970s, with the development of computers, small and inexpensive MBC communication 
devices became available. The propriety of MBC to the small capacity data acquisition system from a 
large number of terminals placed in the location where simply can not access the telephone network for 
example mountain areas, was reviewed and it rushed into the second meteor MBC boom. The second 
boom was triggered by SNOTEL (Johnson, 1987), a system that collects several weather data including 
snow amount from over 500 terminals installed in the Rocky Mountains. The SNOTEL was built by the 
MCC in the United States, and has been operated by the Ministry of Agriculture until now.

METEOR BURST

In outer space, as the comets orbiting the sun approach the sun, dust is released and becomes a meteor 
shower. Since the comet is made of ice and dust, when it approaches the sun, the ice evaporates from 
the surface and tiny dust is repelled, and the one that overcomes the attraction of the character flows 
out. The meteor shower spreads like clouds around the orbit of the mother comet, and the dust spreads 
further to the entire orbit. Furthermore, as time passes, the dust gets further apart each other due to the 
influence of perturbations by giant planets such as Jupiter and the collision with scattered meteors. At 
this stage, it cannot be recognized as a meteor shower, and each meteor will be a scattered meteor that 
appears to be moving by itself. That is, they become scattered meteors and will be present everywhere 
in the solar system. The above process is outlined in Figure 1. The distribution density of scattered 
meteors is not uniform. In the revolution orbit, the density is high around the outer space corresponding 
to summer in the northern hemisphere, and the lower density around the outer space corresponding to 
winter. Therefore, the meteor activity will show annual fluctuations.

When it encounters the scattered meteors due to the rotation and revolution of the earth, dust rushes 
into the atmosphere. As a result, space dust that falls on the earth per day is said to reach about 1 ton 
in weight and about 1 trillion in number. Space dust that has entered the atmosphere ionizes the sur-
rounding gas at an altitude of about 80 to 120 km by frictional heat, and the ionized gas spreads along 
the path of the meteor. This height just corresponds to the height of the E layer of the ionosphere. In 
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Figure 1. The transition from a comet to a scattered meteor through a meteor shower
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addition to the ionization phenomenon, when the dust is large a light emission phenomenon occurs, 
and the emitted light is visible as a shooting star or a fireball. The gas diffuses into a cylindrical shape, 
precisely into a very long rotating body of parabola, and when the gas density is moderately high and 
its diameter is several meters to several tens of meters, it becomes a good reflective object (or scattering 
object) of radio waves in the VHF band. The electron density in the tube is proportional to the mass of 
the original dust. Most meteor bursts evaporate completely before they reach 80 km above ground level 
and disappear. As shown in Figure 2, Meteor burst communication refers to out-of-sight communica-
tion using this meteor burst as a good reflecting (or scattering) object of VHF waves located at the same 
elevation as the E layer of the ionosphere.

Meteor bursts can be classified into two types, underdense bursts and overdense bursts, depending 
on the electron linear density. Electron density is the number of free electrons per axial unit length of a 
meteor burst, and this number independent of meteor diffusion. The boundary between overdense burst 
and underdense burst is where the electron linear density is about 2 × 1014 electrons/m. If the density is 
larger than the value, that is classified as overdense burst, and smaller as underdense burst.

METEOR BURST COMMUNICATION

Meteor burst communication is one of the non-line-of-sight communication methods using the plasma 
tube as an element of the reflector made by the dust of the universe that exists infinitely in nature. There-
fore, meteor burst communication can be said to be an economical communication line with no cost for 
laying the line. The meteor burst communication path is probabilistic in its generation time and duration, 
but it is very stable while the communication path exists, and is less affected by multipath and Doppler 
shift. Unlike the ionosphere, the propagation state of meteor burst channels does not change depending 
on the season or time zone, so there is no need to change the operating frequency or adjust the antenna 
according to the season or time zone. In the case of communication using ionospheric reflection in the 
shortwave band, it is necessary to change the operating frequency every season or every hour, and the 

Figure 2. Meteor bust occurring near 80 ~ 120 kilo meters above the ground
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cost of the transmitter, receiver and the antenna are several times higher. Meteor burst communication 
can be operated at a single frequency throughout the year, and its operation is also simple.

The upper limit of the communication distance by meteor burst communication can be easily calcu-
lated from the height of the reflector (about 100 km) and the curvature of the surface (the radius of the 
earth is about 6,400 km), and the value is about 2,000 km. Theoretically, although the usable time of 
each meteor burst becomes shorter as the distance between transmitting and receiving points becomes 
shorter, there is no limit to the short distance and there is no skip zone, which is one of the features of 
the meteor burst channel.

INTENSITY OF REFLECTED WAVE FROM METEOR BURST

Underdense Burst

In the beginning of 1950, Eshleman, V. R. et al. gave the following equation for determining the reflected 
wave PR(t) from an underdense burst (Eshleman et al., 1954),
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where

λ is wave length,
PT is transmission power,
GT is the gain of the transmitting antenna,
GR is the gain of the receiving antenna,
q is the electron linear density,
re is the classical radius of the electron (= 2.8178 × 10-15),
RT is the distance between the transmitting antenna and the meteor burst,
RR is the distance from the receiving antenna to the meteor burst,
ϕ is the incident angle of the radio wave to the meteor burst (the same reflection angle),
α is the angle between the electric field vector of the incident wave to the meteor burst and the direction 

vector to the receiving antenna,
β is the angle between the wave propagation plane and the meteor burst,
r0 is the initial radius of the meteor burst,
D is the diffusion coefficient.

Figure 3 shows above each parameter including the transmitting pointand receiving point and meteor 
burst.

In the case of an underdense burst, which is an ionized gas tube with a low electron density, radio 
waves pass almost unaffected by the ionized gas tube, but they excite electrons when passing through the 
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tube. At this time, equation (1) is derived on the assumption that each electron is excited independently 
and does not affect each other. In addition, the electron density in the tube is assumed to have a uniform 
distribution in the axial direction and a Gaussian distribution in the radial direction.

In Figure 3, the central point of reflection on the burst is P0 and two points P+ and P– in the meteor 
burst shows the path difference within λ/2 from the path length of the radio wave reflected from P0. It 
can be seen that the length 2L between P+ and P– corresponds to the Fresnel zone, and L is given by the 
following equation.

L
P R

R R
T R

T R
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+( ) −( )
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where the factor in the square root of L is found in equation (1).
In equation (1), the first of the two exponential terms is determined by the initial radius of the meteor 

burst, and the second shows the reflection intensity attenuation due to the radius increase of the burst by 
diffusion. It is reported in the recent experimental data that the attenuation is almost exponential, and the 
average value τa of the attenuation time constant is expressed by the following equation (Weitzen, 1987).
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Figure 3. Incident wave to a meteor burst and reflected wave from it
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Overdense Burst

On the other hand, the reflection from the overdense burst is best known by the following formula pub-
lished by Hines and Forsyth (1957).
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In the case of an overdense burst, as the electron density in the burst is high, the reflected wave 
by the burst can be treated as a reflection from a cylindrical metal object. However, in the case of an 
overdense burst, it is often deformed under the influence of the wind blowing in the long duration, and 
fading occurs. Then fluctuation as in equation (4) is rarely observed. In the early stage of burst genera-
tion where the electron density is sufficiently high, strong reflection is obtained with the increase of the 
burst diameter by its own diffusion.

Typical power transition patterns of the equations (1) and (4) are shown in Figure 4.

Figure 4. Typical power transition pattern of reflected wave from overdense burst and underdense burst
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HOT SPOT AND FOOTPRINT OF METEOR BURST COMMUNICATION

Hot Spot

If the transmitting point and the receiving point are fixed, the existence of an airspace region is limited 
to some extent for the contribution to the meteor burst communication path.

If there is a meteor burst that contributes to communication just above the straight line connecting the 
transmitting and receiving points, the meteor must enter the atmosphere horizontally, but it is clear that 
such a meteor does not exist. Therefore, the sky above the midpoint between the transmitting and receiv-
ing points is the airspace with the lowest probability. The probability of meteor bursts that contribute to 
communication increases in the direction away from the straight line, and the probability decreases again 
as the distance from the line increases. The contour lines obtained by calculating the equations of the 
paper by Eshleman, V. R. and Manning, L. A. are roughly as shown in Figure 5. The airspace with the 
highest probability where a meteor burst that satisfies the reflection condition exists is an ellipse whose 
major axis is a line segment connecting the transmitting and receiving points, and whose minor axis is 
about twice the altitude at which the airspace is formed. The probability is known to be about 5%. The 
hatched area in Figure 5 is an area where a particularly high probability is obtained.

The above is just a discussion about the number of meteor bursts. As can be seen from equations (1) 
and (4), the duration of a meteor burst is approximately proportional to sec2φ , so the duration is maxi-
mum above the midpoint of the transmitting and receiving stations. When this is combined with the 
number of arguments discussed above, the airspace or hot spot that contributes most to the duty ratio of 
the communication path in meteor bursts is as shown in Figure 6.

Footprint

The range is called a footprint in the meteor burst communication where a radio wave reaches a ground 
after transmitted from a single transmission station and reflected by a single meteor burst.

Figure 7 illustrates how radio waves incident and scattered by meteor bursts reach the ground. In 
Figure 7, if A~B is a meteor burst, the Huygens principle indicates that there is a reflected wave in the 

Figure 5. Contour lines showing the probability of meteor bursts that satisfy the reflection conditions
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spatial region between the two cones. A footprint is the hatched area as shown in Figure 7 where the 
region intersects the ground. The shape and size of the footprint varies depending on the position, angle 
and length of the burst, but it is known that the footprint is often a long and narrow horseshoe shape 
with a width of about 10 km.

Note that it takes time for the footprint to be generated. For example, when a 50 km long footprint is 
formed by a meteor flying at a speed of 25 km/s, there is a time difference of 2 seconds between both 
ends of the footprint. Furthermore, since the meteor burst lasts on average only about 0.25 seconds after 
the generation, the part of about 6 km long that reflects the radio waves in the burst moves at a speed of 
25 km/s. In other words, instead of thinking that a 50 km long meteor burst is stationary, it is necessary 
to think that a 6 km long burst travels a distance of 50 km. In Figure 8, it should be noted that a small 
footprint (instantaneous footprint) moves at high speed on the ground and forms a composite (or total) 
footprint.

Figure 6. Hot Spot of meteor burst communication at the height of 80 ~ 120 km above the ground

Figure 7. Footprint at the ground surface of single meteor burst from single transmitting station
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CONCLUSION

This chapter outlines the basics of meteor burst communication. The formula taken up here is based on 
classical theory, but it is still a basic theory that can be used sufficiently when considering meteor burst 
communications.

A meteor burst communication system can be operated with a transmitter with a power of about 100 
W, a receiver, a 5-elements Yagi-Uda antenna, a solar cell and a secondary battery. A lot of high-level 
experiments are continuously conducted among amateur radio operators, and high-performance digital 
communication software is being developed and released. Due to the spread of the Internet lines and 
mobile lines, the demand for meteor burst communication is not so high because of its lack of immediacy 
and low speed, but it seems to be necessary as an emergency line at the time of disaster and so on. The 
author believes that it is desirable to continue to study the effective use and dissemination of meteor 
burst communication fused with various modern digital mobile communication technology.
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ABSTRACT

A lot of research and experiments on meteor burst communication described in the previous chapter 
have been done by research institutions, educational institutions, and amateur radio operators. The 
contents of research and experiments are roughly classified into two categories. One is to investigate the 
frequency and duration of meteor bursts themselves, and the other is to study data transmission using 
meteor bursts. This chapter introduces some experiments on meteor burst communications conducted in 
Japan and the method of QSO by meteor scatter communications conducted by amateur radio operators.

INTRODUCTION

Currently, the main institutions conducting research on meteor burst communications in Japan are 
Shizuoka University, Numazu National College of Technology, Tokyo Metropolitan College of In-
dustrial Technology, National Defense Academy, High Tech Research Inc., and Geosports Co., Ltd.

Shizuoka University, Numazu National College of Technology, National Institute of Technology, 
National Defense Academy have been conducting long-term research with the cooperation of the 
Institute of Low Temperature Science at Hokkaido University. Through a single-tone transmission 
experiment, we investigated the propagation status of meteor burst communications in various parts 
of Japan, and developed the IT-5000S, an original MBC transceiver, jointly with Intertech Co., Ltd., 
taking advantage of our experience. The initial model had a built-in digital signal processor (DSP) 
control unit and controlled transmission and reception timing. This first model was actually trans-
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ported to Antarctica and played an active role in field experiments conducted by graduate students 
of Shizuoka University and faculty member of Numazu National College. The second machine, 
IT-5000N, is a transceiver equipped with a single-board computer (SBC) that runs on a Linux OS 
instead of DSP on the IT-5000S, and it can perform internal processing using software radio technol-
ogy. Modulation and demodulation can be performed by the built-in SBC, and various experimental 
data can be acquired and stored. Both IT-5000S and IT-5000N are still in operation, and not only 
single-tone transmission experiments but also various digital data transmission experiments are being 
carried out utilizing the functions of software defined radio.

Also, in the joint research titled “Development of the Okhotsk Sea Area Environmental Informa-
tion Collection System” with the Institute of Low Temperature Science of Hokkaido University, the 
MCC radio equipment used in SNOTEL (i.e. the US Department of Agriculture system described 
in the previous chapter) was used, and a meteorological observation data collection system with a 
master station in Sapporo (Hokkaido University) has been constructed.

On the other hand, High Tech Research Inc. has built a meteorological observation system with 
a master station in Ibaraki Prefecture, and a data collection system that transmits data from Okino-
torishima, the southernmost part of Japan, to the master station in Ibaraki by meteor burst commu-
nication. The total distance of this communication channel is 2,150 kmₒ Since it exceeds the limit of 
meteor burst communication, a 2-hop line with a relay station is constructed along the way. All the 
radio equipment owned by Hi Tech Research Inc. has now been transferred to Geosports Co., Ltd., 
and the radio station business has been taken over by that company.

In addition, amateur radio operators have studied meteor burst communication (which is more 
commonly referred to as meteor scatter communication by amateur radio operators) for a long time, 
and some excellent software have been developed and released as free software due to recent im-
provements in personal computer processing capabilities.

Here, the single-tone transmission experiment system and the Okhotsk sea area environmental 
information collection system conducted by the author and the other collaborators are introduced, 
and the observation data obtained by them are outlined. In addition, the current state of meteor scat-
ter communications developed by amateur radio operator is also described.

DATA COLLECTION SYSTEM

The Institute of Low Temperature Science Hokkaido University in Japan has been conducting com-
prehensive research of various natural phenomena occurring in the cryosphere and cold environments. 
One of the objects of research is drift ice, and it is indispensable to conduct a thorough survey of 
the weather in the Pan Okhotsk region to carry out the research. The method of recording in a data 
logger and collecting data at a later date involves a significant time delay unless the data is collected 
fairly frequently. The method of transmitting data using a satellite communication line allows data 
to be collected in real time, but the system is quite expensive and the antenna adjustment is also 
required to be precise. Therefore, data collection using meteor burst communication lines began to 
be considered in 2002. This is because the cost of using the line is free and data can be collected 
several hours after the data acquisition although real-time data transmission is not always possible.
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In order to investigate the weather in the Sea of Okhotsk, it is necessary to install sensors around 
the mouth of the Amur River and Sakhalin. As a preliminary experiment, a sensor was installed on 
the shore of Lake Saroma, and a meteor burst communication line between there and the Institute 
of Low Temperature Science located in Sapporo. Lake Saroma is located in the northeastern part 
of Hokkaido, has an area of ​​approximately 152 square kilometers and a perimeter of 87 km where 
scallops are cultivated. Local weather conditions are required by aquaculture fishery cooperative 
of Lake Saroma to determine when young shellfish of scallop should be released. For that reason, 
fortunately, permission was granted to install some weather sensors and data transmitting system in 
a corner of the local quasi-national park by providing observation data to the fishery cooperative. 
The distance from Lake Saroma to the Institute of Low Temperature Science is about 236 km as 
shown in Figure 1. Propagation through mountain diffraction is thought to be possible because Mt. 
Daisetsuzan range is located between them, but considering the certainty, meteor burst communica-
tion seems to be the best choice.

In a data collection system using meteor burst communication, a central station that collects data 
is called a “master station”, and a station that acquires data from a sensor and transmits it to the 
master station is called a “remote station”. Figure 2 shows a photograph of an antenna, solar cells and 
a set of weather sensor of a remote station installed on the shore of Lake Saroma. The transceiver is 
a dedicated one for meteor burst communication manufactured by Meteor Communications Corpo-
ration (MCC) in Seattle, and is housed in a box under the blue vinyl sheet in Figures 2 (a) and (c).

Figure 1. Position of remote station and master station across Mt. Daisetsuzan Range
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Figure 2a. Lake Saroma remote station: 5-ele-
ment Yagi-Uda antenna and solar panel

Figure 2b. Lake Saroma remote station: Various 
weather sensors

Figure 2c. Lake Saroma remote station: Up-
per; System overview and Lower; backup scene 
from data logger to note PC. The data logger is 
installed in a duralumin box

Figure 2d. Lake Saroma remote station: Trans-
ceiver (called RF MODEM) MCC-545A manu-
factured by MCC, installed in a duralumin box
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Sensors installed on the lakeside are to measure the temperature, atmospheric pressure, humidity, 
wind power, wind direction, sunshine degree and battery voltage. These data are measured every 
hour and stored in a data logger. The data is then transmitted toward the master station when a meteor 
burst occurs. The communication procedure is shown below.

First, in order to check the occurrence of meteor bursts, probe packets are sent from the master 
station to the remote station (or stations). This packet is for checking whether a meteor burst that 
contributes to communication has occurred or not. It is a very short packet of 28 ms. On the remote 
station side, it is only necessary to know the ID number of the transmitting station and to ascertain 
that the received packet is a probe packet at this stage. Each probe packet is transmitted with an 
interval of 45 ms in consideration of processing on the receiving side. At this time, the remote sta-
tion always checks whether the probe packet has arrived or not. Normally, the probe packet does 
not reach the remote station, but when a meteor burst occurs, it is reflected by the meteor burst and 
reaches the remote station.

When a probe packet is received, the remote station immediately transmits a data packet to the 
master station. This data is transmitted right after the last data is successfully transmitted by the 
previous meteor burst. The master station checks the arrival of the data packet signal from the remote 
station at the 45 ms time interval that is described above. Each data packet has a data part of length 
40 ms which consist of 10 data words each with 2 bytes length. When the data packet is correctly 
demodulated at the master station, the master station returns an acknowledgment (Ack) packet to the 
remote station and waits for reception of the next data packet. When the remote station receives the 
Ack packet, the point of the last data that was successfully transmitted is updated and the next data 
is then sent to the master station.

If the meteor burst spreads and disappears and, as a result, the master station fails to receive the 
next data packet within the 45 ms duration, the master station will shift to the mode in which probe 
packets are continuously transmitted. Similarly, if the remote station fails to receive an Ack packet 
within a certain time, the remote station will shift to the standby state again. The time flow of the 
above procedure is shown in Figure 3.

Figure 3. The communication procedure and timing for a data packet transmission
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By repeating this procedure, the data accumulated in the data logger is transferred from the remote 
station to the master station in the order of measurement date and time. However, in consideration 
of the case where the propagation condition is not good, data that has passed 24 hours from the 
measured date and time is deleted from the transfer queue. When the meteor burst communication 
system was first set up, data from the meteorological sensors were acquired several times per hour.

When the meteor burst communication system was initially set up, the frequency of acquiring data 
from weather sensors was set several times per hour. The frequency was later reduced to once every 
hour since data communication at this rate is found to be efficient enough. In the case of SNOTEL 
described in the previous chapter, data collection from each remote station to the master station is 
once a day. Similarly, it is sufficient for the aquaculture and fishery cooperatives in Lake Saroma to 
get the data measured at a fixed time of about three times a day such as in the morning, noon and 
night. However, in order to check the performance of the system, the frequency of acquiring data 
was set once an hour. Table 1 shows the specifications of the master station and the remote station. 
The transmission frequency is 43.85 MHz, the modulation method is BPSK, and its data transfer 
rate is 4 kbps. Both antennas are orientated such that the directivity of them faces each other. Figure 
4 shows the experimental system diagram of the data collection system.

Table 1. Specifications of the master station and the remote station

Master Station Remote Station

Transmitter power 100 W 100 W

Antenna 5-element Yagi-Uda 5-element Yagi-Uda

Antenna height 12 m 5 m

Polarization of antenna Horizontal Horizontal

Figure 4. The experimental system diagram of the data collection system
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At the beginning of the experiment, the antennas of the master station and the remote station 
were installed horizontally, but the data recovery rate from the remote station was not satisfactory. 
Considering that the distance from Lake Saroma to Sapporo is 236 km and the meteor burst occurs 
at an altitude of about 100 km, it was considered appropriate to set the elevation angle of the antenna 
to 45 degrees. Therefore, the data acquisition rate was examined by changing the elevation angles of 
both antennas at 25 degrees, 45 degrees and 60 degrees at appropriate intervals. Figure 5 shows the 
measurement results from May 15, 2009 to March 12, 2014, and Table 2 shows the settings of the 
antenna elevation angle for each period. In the graphs depicted in Figure 5, the period in which the 
data is missing corresponds to the period in which transmission is stopped due to a power failure, 
antenna failure and so on.

From the figure, it can be seen that a 100% data acquisition rate was obtained over a long period 
from November 25, 2011 to May 30, 2013 when the elevation angle of both antennas was set to 45 
degrees. However, the data acquisition rate has fallen in winter due to fewer scattered meteors. As 
there is no period in which the 100% data acquisition rate declines continuously outside this period, it 
is considered that the meteor bursts to contribute data transmission between the two stations exist in 
the airspace above the midpoint connecting the two points where both stations exist in this experiment.

Table 2. Antenna elevation angle setting and measurement period

Date Elevation Angle (Degree)

from to MASTER STATION Remote Station

May 15 2009 Nov. 21, 2011 0 0

Nov. 22, 2011 Nov. 24, 2011 45 0

Nov. 25, 2011 May 30, 2013 45 45

May 31, 2013 June 3, 2013 65 45

June 4, 2013 Nov 5, 2013 65 65

Nov 6, 2013 Nov 9, 2013 25 65

Nov 10, 2013 March 12, 2014 25 25
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Figure 5a. Data Acquisition Rate By The Master Station In Sapporo: May 15, 2009 to Dec. 31, 2009

Figure 5b. Data Acquisition Rate By The Master Station In Sapporo: Jan. 1, 2010 to Dec. 31, 2010

Figure 5c. Data Acquisition Rate By The Master Station In Sapporo: Jan. 1, 2011 to Dec. 31, 2011
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Figure 5e. Data Acquisition Rate By The Master Station In Sapporo: Jan. 1, 2013 to Dec. 31, 2013

Figure 5d. Data Acquisition Rate By The Master Station In Sapporo: Jan. 1, 2012 to Dec. 31, 2012

Figure 5f. Data Acquisition Rate By The Master Station In Sapporo: Jan. 1, 2014 to March 12, 2014
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SINGLE TONE TRANSFER EXPERIMENT

The data collection system described in the previous chapter is the actual digital data transmission 
using meteor burst communication. In this section, the experiments conducted by the author and his 
research team to examine the frequency and duration of meteor bursts are illustrated. In the experi-
ments, a non-modulated carrier wave is continuously transmitted from the transmitting station at a 
constant intensity at 48.37145 MHz. The receiving station receives this carrier wave and demodu-
lates it as a 48.3702 kHz USB modulated wave, thereby obtaining an audio signal of 1250 Hz. Thus, 
since a single tone is used, this experiment is called a tone transfer experiment. A 1250 Hz frequency 
component is extracted from the received signal using a digital filter. When the intensity exceeds 
a certain threshold set by the noise level when no signal is received, a meteor burst is determined 
to have occured. The received signal processing is not performed in real time, but is analyzed by a 
personal computer (PC) after being recorded.

Figure 6 shows the time chart of the transmitting station and receiving station. Since the transmit-
ting station is operated at 100 W near the maximum output, it will periodically stop for 7 minutes 
after continuously transmitting the carrier wave for 3 minutes. In consideration of the time lag with 
the transmitting station, the receiving station starts recording 10 seconds earlier before the 3 minutes 
transmission (denoted as as #1 in Figure 6) and ends recording 10 seconds later after the transmis-
sion. In the receiving station, the output from the receiver is recorded for 1 minute (denoted as #2 in 
Figure 6) during the interval when the tone signal is not transmitted. The noise level recorded at #2 is 
used to determine the above-mentioned threshold value. For this reason, the number of detected tone 
signals, i.e. meteor bursts, is very dependent on the noise environment around the receiving station.

In a nutshell, the receiving station will take 1 minute to record the noise level and allocate another 
20 seconds to account for the time lag before and after each 3 minutes carrier wave transmission. 
Hence, the total time spent to transmit and receive the carrier wave is 5 minutes and 40 seconds. All 
of the tone signals are detected and the start time, end time, and their duration are calculated by the 
PC in the receiving station. With the current PC processing capacity, the time given for this analysis 
has a sufficient margin.

Figure 6. Timing chart of transmission and reception voice recording in tone transfer experiment
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Figure 7. A sample of received signal reflected by meteor burst
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Figure 7 shows an example of a typical received signal in the overdense and underdense case 
recorded in October 2015. Since the audio signal is recorded by sampling at 8 kHz, the horizontal 
axis of the figure is the sample number; the unit of which is 1/8,000 sec. Upon close inspection on 
Figure 7(a), two underdense bursts can be confirmed, and it can be seen that the second one disap-
peared in a very short time. By referring to the equation (1) in the previous chapter, it is considered 
that the second burst is detected with a value of φ  close to 90 degrees in Figure 3 of the previous 
chapter. Also, from Figure 7(b), it is confirmed that fading occurs in this overdense bursts. This is 
presumably caused by fluctuations in the meteor burst itself which could be caused by the airflow 
above the meteor burst or reflections of other flying objects in the vicinity of the meteor burst.

Figure 8 shows a sample of changes in the number of meteor bursts per day during the month of 
June 2012. The large fluctuation in the number of occurrences from day to day could be attributed 
to the difference in the density of scattered meteors.

Tone transmission experiments have been conducted at a lot of locations in Japan. Indeed, the tone 
transmission experiments and data transmission experiments have long been commonly conducted in 
Antarctica, before the author joined his research group (Fukuda et al., 2003; Mukumoto et al., 2005).

Figure 8. An example of daily fluctuation of meteor burst occurrence
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The meteor burst transceiver developed in Japan by both the author’s research group and Inter-
tech Co. Ltd., is shown in Figure 9. Figure 9 (a) shows an early model IT-5000S that was also active 
in Antarctica, with a digital signal processor (DSP) for transmission and reception control. BPSK 
and QPSK baseband signals can be input from the front panel terminals. Figure 9(b) shows a new 
model equipped with a single board computer (SBC) so that transmission and reception control, data 
packets generation, modulation and demodulation can be performed internally. The SBC runs on a 
Linux operating system, which eliminates the need for external PC control and enables it to operate 
the transceiver as a software defined radio.

Figure 9a. Two types of transceiver developed by the author’s research group: IT-5000S(powered 
by DSP)

Figure 9b. Two types of transceiver developed by the author’s research group: IT-5000N(powered 
by SBC)
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EXPERIMENT BY AMATEUR RADIO STATION

Experiments similar to the tone transmission experiment described in the previous section have been 
conducted in Japan for a long time by the JA9YDB amateur radio station of Fukui National College 
of Technology. The unmodulated carrier wave was transmitted continuously at 53.750 MHz with 
a power of 50 W for 24 hours. The transmitter and the antenna of this beacon carrier transmitting 
system are shown in Figure 10. After it was taken over by Fukui Prefectural University’s corporate 
office, JH9YYA, however, the amateur radio station is now transmitted at 53.755 MHz with 50 W. 
This technique, which is employed by amateur radio operators to examine the occurrence of meteors 
using radio waves, is called Ham-band Radio Observation (HRO). This technique has indeed been 
widely used by many amateur radio enthusiasts and astronomical observation enthusiasts in Japan. 
Currently, in addition to Fukui Prefecture, there are other amateur radio stations in Hokkaido, Fuku-
shima, and Miyazaki Prefecture that transmit radio wave for the same purpose.

Figure 10. The beacon carrier transmitting system for HRO of JA9YDB in Fukui National College 
of Technology. The photographs were taken in Sept. 12, 2019
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Besides observing meteors using radio waves in the 50 MHz band, communication among amateur 
radio stations is also performed by digital packet transmission using scattering radio wave by meteors 
in the VHF or UHF band. The WSJT-X developed by K1JT, call sign of amateur radio station, is a 
well-known software that realizes this meteor scatter communication in the amateur radio frequency 
band. This software has various modulation modes, but in meteor scatter communications, a mode 
called MSK144 based on OQPSK modulation is often used (Taylor, 2001; Steven, 2017). In addition, 
this software has a very useful function that shows the hot spot described in the previous section as 
an angle when the positions of the local station and the communication partner station are input. 
At the same time, the distance between the two points, the antenna direction and elevation angle to 
be set are also shown. These position data are input by the Grid Locator i.e. Maidenhead Locator 
System. In meteor burst communication, a probe packet was transmitted for 28 ms and a waiting 
time of 45 ms was provided for reception. However, in the operation of this software, a call signal is 
continuously transmitted for 10 seconds, and a waiting time of 10 seconds is provided for confirm-
ing the response. It is possible to change this 10 seconds to 5 seconds by software setting. After the 
response is confirmed, the mode shifts to a mode in which communication is terminated in a very 
short time. For this reason, the clocks of both PC need to be accurately matched with each other. So, 
it is essential for the PC connected to the radio station to be synchronized by a network time server. 
In view of such a flow of time, it seems that communication by the WSJT-X assumes overdense burst.

CONCLUSION

In this chapter, a meteorological observation data collection system using meteor burst communication 
and a single-tone transmission experiment system that investigates the occurrence time and duration 
of meteor bursts, which are conducted by the author’s research group were outlined and some of the 
experimental data was introduced. At present, the data collection rate of the data collection system 
has not yet reached 100% when the number of meteor showers is decreasing, especially during the 
winter season in Japan. Endeavours to improve the collection rate are therefore necessary in the 
future. The results of the single-tone transmission experiment shown in this chapter were measured 
in the mid-latitude region. The results may vary since they are dependent on the electromagnetic 
noise environment around the system, the positional relationship, distance, and direction of the two 
points of the transmitting and receiving stations. When constructing a meteor burst communication 
system, it is necessary to estimate in advance how much throughput can be expected from the tone 
transfer experiment. The transceiver for the meteor burst communication experiment built by the 
author’s research team is also shown in this chapter. Since meteor burst communication is often used 
in areas where infrastructure is not sufficiently developed, it is necessary to reduce the size and power 
consumption of the transceiver in the future.

Apart from the radio systems used by the industry and academic institutions, some of the recent 
progress in meteor scatter communications made by amateur radio enthusiasts was also introduced at 
the later part of this chapter. Compared to the very primitive software that has been created and used, 
the WSJT-X is astounded for its superior performance and wide range of functions. The author hopes 
that collaborative research could be performed together with amateur radio operators in the world.
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ABSTRACT

The radio emissions from the Sun and planets provides a new window to explore and improve our un-
derstanding of these celestial objects and its magnetic activities. Radio emissions allow us to see things 
that are not seen in other wavelengths. The radio emissions observed from the Sun and planets can 
generally be divided into thermal and non-thermal. The thermal emission is related to the temperature 
of the objects, i.e. the blackbody radiation and the non-thermal emission is usually associated with the 
magnetic fields.

THE RADIO SUN

Our Sun is one of the earliest celestial objects studied by radio astronomers. The radio emissions from 
the Sun provides a new window to explore and improve our understanding of the solar atmosphere and its 
magnetic activities. Solar radio astronomy has become an emerging field that combines solar physics and 
radio astronomy, where large amount of observations data of the radio Sun coupled with plasma physics 
has been used to understand the complex and dynamics processes of the origin of solar radio emissions.

Short History

The detection of radio waves from extraterrestrial sources such as our Sun were unsuccessful in the 
earlier years. This was due to the primitive technology of the radio telescope during its early stage of 
development and also of the absence of knowledge of the existence of a screening ionosphere. Another 
hold back that the Sun’s radio emission was not detected almost a decade after celestial radio waves were 
detected was due to the missing knowledge that solar activity affects the radio emission of the Sun, and 
some experiments unfortunately were carried out during the periods of low solar activity.

So it was not until 1942 that the first detection of the solar radio burst was made, by accident. During 
World War II, on February 26 to 28, 1942, the British army received strong interference that initially was 
suspected to be jamming signals transmitted by the Germans. But soon it turned out that it was caused 
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by the Sun. James Stanley Hey noted that the radiations were between dawn and sunset, and were not 
observed at night. He concluded that the disturbance was of solar origin by going through the bearings 
and elevations of the receiving sets and found that the bearings moved throughout the day and was always 
within a few degrees of that of the Sun. It is also noted by Hey that the radiation appears to have been 
associated with the occurrence of a big sunspot group on the Sun at that time. 

Earlier in 1940, Grote Reber observing the Sun at a wavelength of 187 cm reported negative results. 
Again, in a paper published in 1942, he characterized his results as inconclusive. However, in 1944, he 
finally reported the detection of solar radiation with his new and improved apparatus. Reber suggested 
that this long-wave radiation could be set up in the corona of the Sun. In 1945, George Clark Southworth 
published his results on the observation of microwave radiation coming from the Sun during the sum-
mer months of 1942 and 1943. The observation was carried out at three widely spaced wavelength in 
the region between 1 and 10 cm.

In the years following World War II, the development of radar antenna and receiver technology due to 
the war has helped to flourish the field of solar radio astronomy. The need for continuous and systematic 
observations of the Sun was recognized due to the great variability of the Sun’s radio emission. The two 
leading countries that have made significant contributions to the field then were England and Australia, 
where the basic techniques of observations, such as spectrographic measurement, flux measurement and 
polarization measurement were developed.

Radio Emission from The Sun

The radiation emitted by our Sun is not only limited to visible light. In fact, it emits radiation over a very 
wide frequency range in the electromagnetic spectrum from ultraviolet to infrared and to radio waves. 
It is one of the strongest radio sources in the sky. The Sun emits radio waves through two mechanisms: 
thermal and non-thermal. The emission through thermal mechanism is due to its high temperature and 
at higher frequencies. The outermost solar atmosphere, i.e. the corona, is too tenuous to be detected 
by other ground-based observations except for its radio emissions. These emissions are caused by the 
gyrations and collisions of thermal electrons in the magnetic field that are able to produce sufficient 
power to be detected on the ground. The non-thermal mechanism emits at lower frequencies and is due 
to synchrotron radiation when electrons spiral around magnetic field lines. The violent and dynamic 
events happened in the solar atmosphere (such as flare and corona mass ejection) are characterized by 
their non-thermal radio emissions.

The radio emission from the Sun is rather complicated. From analyzing the solar radio flux density as 
a function of wavelength (Figure 1), it can be seen that for wavelength greater than 1 cm (frequency less 
than 30 GHz), the solar radio emission is divided into two parts, identified as the “quiet Sun” (constant 
component) and the “active (or disturbed) Sun” (variable component). The quiet Sun is the background 
solar radio emission due to heat at the time of minimum sunspot activity and is relatively stable. Thus, it 
is often used for calibration. The active Sun (radio burst) is due to strong magnetic activity such as flare 
and sunspots, which can exceed the quiet Sun emission by several orders of magnitude. There is a third 
component known as the slowly varying component, the slow day-to-day variation in radio emission, 
which is associated mainly with active regions, visible or invisible, on the Sun’s disk.
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The Quiet Sun

The thermal radio emission of the quiet Sun is mainly free-free emission (thermal bremsstrahlung) from 
electrons interacting with ions in the presence of a relatively weak magnetic field. The emission is called 
free-free radiation because electrons scatter off ions without being captured, i.e. the electrons are free 
both before and after interaction with ions. Free-free emission arises from the atmosphere of the Sun 
which consists of layers of ionized gas with different electron density and temperature. This emission 
affects the opacity of the Sun. A certain electron density is related to a certain critical radio frequency 
below which propagation of radio waves is impossible.

The so-called surface of the Sun, the photosphere, primarily emits light in the visible spectrum. The 
temperature of the photosphere is about 5800 K and the gas here produces an almost perfect blackbody 
spectrum because it is in thermal equilibrium with the photosphere. The gas density drops as the dis-
tance from the photosphere increases and the temperature reaches a minimum of 4000 K at a height of 
approximately 400 km (temperature minimum region). Above the surface is the chromosphere, which 
extends from about 400 km to 2100 km. In this layer, as the height increases, the temperature rises to 

Figure 1. Solar flux density across the electromagnetic wavelength showing the solar radio emission of 
quiet sun and active (disturbed) Sun
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8000 K at the top. The temperature continues to rise as the height increases into the corona, the outermost 
atmosphere of the Sun, where temperature can reach over a million K. At the same time, the gas density 
drops significantly and the gas in the chromosphere and corona become very tenuous.

The radio emission from a certain height of the atmosphere can only be observed if the frequency is 
higher than the plasma frequency. Radiation cannot propagate if its frequency is lower than the plasma 
frequency. Plasma frequency is a function of electron density and is given by

� p eN� �8 98 10
3

. 	

where νp is the plasma frequency in Hz and Ne is the electron density in cm-3 (Melrose, 1985). Since the 
plasma frequency increases with electron density, at lower height (i.e. nearer to the photosphere) where 
the electron density is higher, only higher frequency emission (shorter wavelength) can be observed. 
This emission characteristic allows the frequency spectrum to be an indirect measure of height in the 
solar atmosphere if the density distribution is known. In addition to the refraction effect, the opacity of 
the Sun will increase as the wavelength of observation increases.

Solar radio radiation originated above the photosphere where emission at millimetric wavelength 
(higher frequency) is mostly from the chromosphere and metric wavelength (lower frequency) is from 
the corona. These different wavelengths emitted from different parts of the Sun cause the diameter of 
the observed Sun to vary. The Sun at millimeter wavelength (less than 100 mm or above 3 GHz) appears 
similar though slightly greater in size than its optical counterpart since it originated originates closer 
to the photosphere. At decimeter wavelength (between 100 mm to 3 m), the apparent size of the Sun is 
larger and the intensity at the edge (corona) is higher than that at the centre (photosphere) giving the 
effect of limb brightening. At meter wavelength (more than 3 m or below 0.1 GHz), the observed Sun 
looks much larger compared to shorter wavelength. The lower frequency radio waves originate in the 
corona gives the observed Sun a larger dimension. The apparent diameter of the Sun can be twice as 
large than the photosphere at even lower frequencies. The Sun at this wavelength is also brighter in the 
centre and more variable. The limb brightening effect vanishes as the photosphere disk at the centre is 
lost behind the bright corona. Figure 2 shows the radio Sun at millimeter wavelength.

The Active Sun

Our Sun has an 11-year activity cycle, also known as solar cycle, where the levels of solar radiation, 
number of sunspots, coronal mass ejections (CME), solar flares and other solar activities show synchro-
nize fluctuation. The solar cycle has an active ~ 7-year period during which solar activities are high and 
a quiet ~ 4-year period during which solar activities are low.

Solar activities are all in some ways related to the strong magnetic fields of the Sun and it will always 
disturb the solar atmosphere. The violent and dynamic events happen in the solar atmosphere such as 
CME and flare during the active period of the solar cycle are characterized by their non-thermal radio 
emissions, which are evidence by the observed brightness and the speed with which the intensity changes. 
A coronal mass ejection (CME) is a large ejection of plasma which can expulse billions of tons of ma-
terial consisting primarily of protons and electrons and carry embedded magnetic field from the solar 
corona into the solar wind. CME usually originated from active regions, such as sunspot groupings, on 
the photosphere and took about one to five days to reach Earth. They frequently, but not always, follow 
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solar flares. Solar flares are sudden outburst of electromagnetic radiation that can last from minutes to 
hours. Solar flares, like CME, are usually associated with active regions where the magnetic fields are 
strong. These magnetic fields can become unstable as they evolve and release their energy that can be 
observed as sudden flash of increased brightness on the Sun. The electromagnetic radiation travels at 
the speed of light and reaches Earth at the same time the event is observed, which is approximately eight 
minutes. Solar flares can be classified into two types: impulsive and eruptive. Impulsive solar flares 
only develop in the lower layer of the solar atmosphere and have durations of seconds to minutes, with 
fast increase in the intensity of centimeter and decimeter radio emissions. Eruptive solar flares, on the 
other hand, have emissions from minutes to hours, and can eject large quantities of matter and energy 
into interplanetary space.

During the period when the Sun is active, CME and flares (bursts and storms) will occur more often 
than usual. The Sun can dominate across all frequencies, being several orders of magnitude more than 
the quiet Sun at lower frequencies during storming and outbursts activities. Optical observations of solar 
flares have been carried out by astronomers since the 1930s and it was known that large optical flares 
were accompanied by intense bursts of radio emission over a range of wavelengths originated from 
the acceleration of electrons in the corona. Although flares emit radiation across the electromagnetic 
spectrum, X-ray and extreme ultraviolet (EUV) emission are undetectable due the low electron density 
in the solar corona causes very low levels of emission.

The meter-wave solar radio bursts (at frequencies below a few hundred MHz) are classified into five 
spectral types as presented in Figure 3 despite the wide variety exhibited by their spectra (Wild et al., 
1963).

Figure 2. The radio Sun imaged by the Very Large Array (VLA) radio telescope. (a) The quiet Sun at 
4.6 GHz where red and yellow are regions of million-degree gas coincide with sunspots, (b) the Sun 
at 1.4 GHz with strong emissions from active regions near the equator (Courtesy: NRAO / AUI / NSF)
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•	 Type I: This type of radio bursts is a non-flare related phenomenon. The bursts are non-drifting, 
short duration (~ 1 second) and narrow band. This event usually occurs in large numbers, forming 
irregular structures and superimposed on a broader band continuum (continuous emission) often 
referred to as a “noise storm”. While the burst might be short, the storm may last for few hours to 
days. This long duration is a characteristic that distinguish Type I from the other types.

•	 Type II: This type of radio bursts is always seen in conjunction with flares. They start about 5 – 20 
minutes after the emergence of a flare and occur after the maximum of the flare. They are strong 
events with slow drift from high to low frequencies, which implies an upward movement of excit-
ing agent from the lower layer to the upper layer of the corona. Type II bursts can be easily dis-
cerned from Type III bursts by their frequency drift rate, in which the drift rate for Type II bursts 
is typically two order of magnitude slower than the fast-drift Type III bursts. The bursts are gener-
ated by magneto-hydrodynamics shock waves that propagate through the corona into interplan-
etary space. A typical burst of this type shows two-band emission consisting of the fundamental 
emission band and the second harmonic frequency structure (Figure 4). This may last for minutes. 

•	 Type III: This is the most common type of solar radio bursts and it often accompanies the im-
pulsive (flash) phase of large flares. This type of bursts are strong events caused by the emission 
of electron beams. The bursts have a rapid drift from high to low frequencies (Figure 4) implying 
that the beam moves through decreasing electron density regions from the lower layer to the upper 
layer of the corona. Type III and Type II bursts have similar layer of origin. The electron beams 
moving up the corona along the magnetic field lines stimulate the electron plasma to oscillate 
with the local plasma frequency and may exhibit harmonics. The harmonic structure of Type III 
is harder to recognize compared to Type II because the rapid drift of frequency combined with 
broad bandwidth causes the merging of fundamental emission band and the second harmonic. 
Type III burst has short duration, lasting only seconds, but they cluster into groups, which can last 
for minutes.

•	 Type IV: This type of radio bursts is related to large solar flare and are broad band continual (con-
tinuous emission). Hilary V. Cane and Donald Vernon Reames (1988) found that generally Type 

Figure 3. Schematic diagram of the basic types of meter-wave solar radio bursts (Dąbrowski, et al., 2016)
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IV bursts are associated with Type II emission. These bursts are relatively rare in the meter-wave 
spectrum and can be categorized into moving Type IV (mA) and stationary Type IV (mB). The 
moving type may last from minutes to 2 hours and is characterized by slow drift in frequency. The 
stationary type can last from few hours up to days and is characterized by long-lived broad band 
continuum, slow variations with some fine structures.

•	 Type V: This type of radio bursts is rare and can be difficult to distinguish, especially if there are 
other bursts occurring at the same time. They are broad-band continual (continuous emission) as-
sociated with Type III bursts. A Type V burst possibly emerges from the decay phase of the Type 
III burst ahead of it (Figure 5). They occur at similar heights as Type III, showing similar disper-
sion of position with frequency. They may last from one to two minutes, with duration increasing 
as frequency decreases. 

Apart from meter-wave solar radio bursts, the study of microwave (centimeter wave) bursts is also 
important because these bursts take place in the same region of the solar atmosphere as flares. Conse-
quently, these emissions can provide insight on the region of energy release and energetic particles ac-

Figure 4. A group of Type III bursts followed by Type II bursts with fundamental and second harmonic 
frequency structure. Data obtained from the Green Bank Solar Radio Burst Spectrometer (GBSRBS) 
(Courtesy: NRAO / AUI / NSF)
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celeration. Microwave bursts are less varied, relatively simpler and smoother, and usually free of details 
in time and frequency. Wild et al. (1963) classified three main physically significant types of these higher 
frequency bursts, namely, the gradual burst, the impulsive burst, and the microwave Type IV (IV μ) burst.

The gradual burst, as the name implies, has gradual rise and fall for a duration of a few tens of min-
utes. It has a slow rise to maximum intensity, on average takes almost half the duration of the burst, and 
also a slow decline to the pre-burst level. The start of the gradual burst coincides closely with an optical 
flare onset and its maximum intensity coincides with or after the flare maximum. The impulsive burst, 
on the other hand, has a sharp rise to a peak intensity and followed by a slower decline to the pre-burst 
level for a total duration of one to five minutes. The rapid rise on average takes about a quarter of the 
total duration and also occurs near the start of an optical flare. The meter-wave Type IV (IV m) burst as 
described above is almost always associated with microwave Type IV burst. Only more intense micro-
wave Type IV burst due to larger flares will develop a strong meter-wave component. Many bursts of 
this type are of quite low intensity and has duration of five to thirty minutes.

Figure 5. A Type V burst, typically described as extended phase of a Type III burst. Data obtained from 
the Green Bank Solar Radio Burst Spectrometer (GBSRBS) (Courtesy: NRAO / AUI / NSF)
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Slowly Varying Component

Apart from a high variability component of a “disturbed Sun” associated with solar flares, which is 
characterized by strong emissions ranging from seconds to hours as described in the previous section, 
there exists a lower variability component (slowly varying component) associated with active regions, 
dominant in the centimeter range with duration of days to months. During the partial solar eclipse in 
November 1946, the Moon covered a large sunspot group on the solar disk and Arthur Edwin Covington 
(1947) observed a reduction in the radio emissions from the Sun. From this observation, he suggested 
a correlation between the solar radio emissions and active regions. The emissions of the slowly varying 
component have a time dependence of roughly 27 days, which corresponds to the rotational period of the 
Sun, also indicates that the emission source are local regions on the disk and not from the Sun as a whole.

Figure 6 shows the flux density of the slowly varying component compared to the quiet Sun and 
active sun. The slowly varying component may have only a slightly higher flux density than the quiet 
Sun, but it can have much higher brightness temperature. The slowly varying component is characterized 
by thermal radio emissions. The non-flaring active regions produce emissions through gyro-resonance 
radiation above sunspots and free-free radiation from hot plasma trapped in active region loops. The 
gyro-resonance radiation is produced when hot electrons gyrate at a slightly higher electron velocity 
around the coronal magnetic field where relativistic effect starts to come in. This emission can be a good 
indicator of the magnetic field strength as it is limited to a few harmonics of the local gyrofrequency. 
Gyro-resonance radiation is associated with the active regions with bright, compact sunspot groups. 
However, there are times when radio emissions are detected when no sunspot is visible. These no 
sunspot-associated emissions are free-free radiation attributed to faculae or plage with low-brightness. 
In regions with strong magnetic field, the emission is gyro-resonance and in regions that the magnetic 
field is too weak for gyro-resonance, the free-free radiations dominate.

RADIO EMISSION FROM THE PLANETS

Short History

The radio emissions observed from planets can generally be divided into thermal (approximate blackbody 
radiation) and non-thermal (cyclotron or synchrotron radiation). In the Solar System, all the planets’ 
emission at visible wavelength is due to the light reflected from the Sun. On the other hand, the radio 
emission from the planets is mainly due to thermal emission since there is very little reflected “sun-
light” at this wavelength. The thermal emission is related to the temperature of the planetary disk – the 
Planck (blackbody) radiation due to the planets’ non-zero temperature. The first thermal radio emission 
of a planet was detected from Venus in the mid-1956 by Cornell Henry Mayer, Timothy Pendleton Mc-
Cullough Jr. and Russell M. Sloanaker using the U.S. Naval Research Laboratory 50-foot reflector at 
3.15-cm wavelength. After the successful detection of radio emission from Venus, the group attempted 
the observations of Mars and Jupiter in the following months when the planets were near opposition in 
September 1956 and March 1957, respectively. The thermal emissions were successfully measured and 
the blackbody temperature for these three planets were determined. 

Prior to the detection of radio thermal emission from Venus in 1956, the study of planetary radio 
emissions was started in 1955 with the first discovery of radio emissions from Jupiter by Bernard Flood 
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Burke and Kenneth Linn Franklin from the Carnegie Institution of Washington at a frequency of 22 MHz 
(1.36 decametres). This was an accidental discovery. Franklin later recounted that “Our identification 
of Jupiter as a radio source is not based directly on reasoning, but more on luck.”. At that time, they 
were observing the Crab Nebula in Taurus using the Mills Cross antenna, which was made up of a pair 
of 66-dipole linear arrays arranged in a slightly flattened X, and slowly changing the observing direc-
tion progressively towards the south. A number of these observations showed brief interference that the 
scientists were unable to identify the source. Initially, the interferences were thought to be terrestrial, 
which is very common at these frequencies such as from power lines or car ignitions.

After analyzing the data over many nights, it was found that the source was very unlikely to be ter-
restrial. The interference appeared to be occurring about four minutes earlier each night, and this is the 
type of change with time that would be expected from objects in the sky such as stars or galaxies due 
to our Earth’s revolution around the Sun. However, closer inspection of several months of data on the 
changes in the interference’s timing revealed that the source did not quite match up with the movement 
of stars. This would eliminate the source as star or galaxy or other far away celestial object since these 
objects will move across the sky at the same rate. It has to be something nearer, such as planets, that will 

Figure 6. The slowly varying component dominates in the centimeter range and may has a higher flux 
density than the quiet Sun (adapted from Wild et al., 1963)
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change position with respect to the background stars. During that time, Jupiter happened to be near the 
Crab Nebula and the mean position of the interference agreed with Jupiter’s position in the sky. In the 
early months of the observation, although Uranus was near Jupiter, it was far outside the range of posi-
tion indicated by the interference source towards the end of the observation period. Thus, the scientists 
concluded that the source of radio emission interference must be associated with Jupiter.

After the announcement of this discovery, a radio astronomer from Australia, Charles Alexander 
Shain, poured through his old records and found that he had actually observed radio emissions from 
Jupiter five years earlier in 1950, but had attributed it to interference. These pre-discovery data were of 
great value to understand the Jovian radio emissions and soon the emissions were interpreted as cyclotron 
emissions. The emission was observed to be circularly polarized and the sense of the polarization was 
predominantly right-handed. Apart from being thermal radio emitters as expected, the discovery that 
planets are also non-thermal radio emitter was unexpected. These non-thermal radio emissions indicated 
the existence of magnetic field around the planet. Subsequent observation by spacecrafts such as Voyag-
ers, Ulysses and Galileo revealed that all planets with magnetosphere will produce intense non-thermal 
radio emissions, particularly the outer planets.

In 1958, Saturn radio emission was first detected by Frank Donald Drake and Harold Irving Ewen 
using a 28-foot parabolic reflector at 3.75-cm wavelength. Two years later, Jerald J. Cook, Lloyd G. 
Cross, Max E. Bair and C. Blake Arnold detected the 3.45-cm wavelength radiation from Saturn using the 
University of Michigan’s Radio Astronomy Observatory 85-foot paraboloidal antenna. The next planet 
to have its first radio emission detected was Mercury in 1960 – 1961 by William Eager Howard, Alan 
Hildreth Barrett and Frederick Theodore Haddock using the same radio telescope from the University of 
Michigan’s Radio Astronomy Observatory at 3.45- and 3.75-cm wavelength. The thermal radio emission 
from Uranus was observed by Kenneth Irwin Kellerman using the CSIRO (Commonwealth Scientific 
and Industrial Research Organisation) 210-foot radio telescope at 11.3-cm wavelength in 1966. In the 
same year, together with Ivan Iľja Karol Pauliny-Tóth, Kellermann again investigated the radio emission 
from Uranus, but this time using the NRAO (National Radio Astronomy Observatory) 140-foot radio 
telescope at 1.9-cm wavelength. The observations using the NRAO radio telescope also included the 
measurement of radio emission from Neptune.

The observations of radio emission from the planets were extended to other wavelengths in the sub-
sequent years and it was interesting to find that Venus is much hotter than expected and this has led to 
a re-examination of theories of planetary atmosphere. It was also found that Jupiter has two separate 
non-thermal radio emissions, where the decametric emission (DAM) might be associated with the solid 
body of Jupiter and thus give the rotational period of the solid body, and the decimetric (DIM) emission 
suggesting a type of Jovian magnetic field equivalent of the terrestrial van Allen belt. All the new find-
ings on the conditions of the planets are crucial in the design of spacecrafts that were to be sent in the 
future to explore these worlds at that time. If the conditions of a planet were not known well enough, 
the first spacecraft sent to the vicinity of the planet might be improperly instrumented, perhaps to the 
extent that rendered the spacecraft useless.

Radio Emission from Jupiter

The sporadic radio bursts of Jupiter can sometimes be very powerful and surpass the intensity of the 
Sun (except for strong solar radio bursts), temporary making Jupiter the brightest radio source in the 
sky. Most of the Jovian radio emissions are polarized, i.e. the emissions travelled with one preferred 
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direction instead of travelling randomly, implying the existence of a magnetic field. The study of Jovian 
radio emissions also found that the bursts are not emitted in every direction but rather are directional and 
narrow beams. They depend on which longitude of the planet is facing us, suggesting that the events may 
be localized, but they did not seem to correspond with any cloud features including the Great Red Spot. 
However, the emissions match well with the planet’s rotation period and stay constant. Combining the 
observation of localized emission reappearing at constant period and the existence of a magnetic field, 
it can be inferred that the emissions may be rotating at the same rate as the part of Jupiter that generates 
the magnetic field.

Some of the directional and narrow radio beams can be associated with sources related only with 
certain alignments of the magnetic field (Io-independent sources), while others can be attributed to 
the position of the moon Io in Jupiter’s magnetosphere (Io-dependent sources). The intensity and the 
predictability of Jovian decameter (DAM) emissions are influenced greatly by Io’s motion in its orbit. 
There are some particular positions in Io’s orbit where the radio emissions are stronger. Io is the most 
volcanically active body in the solar system and materials are being ejected into space every second. 
These materials then become ionized and are trapped within the magnetic field of Jupiter. As Io orbits 
around Jupiter, Jupiter’s magnetic field moves rapidly past it and is disturbed, generating currents that 
fuel the decametric emissions. The Io-independent sources are called Non-Io-A or Non-Io-B, while Io-
dependent sources are called Io-A, Io-B and Io-C, roughly in order of the chances of observing them. 
Figure 7 shows the occurrence probabilities against Jupiter’s Central Meridian Longitude (CML) (top 
left) and Io-phase (ΦIo) (bottom right). CML is defined by the longitude of Jupiter facing the Earth at 
a particular time, whereas Io phase is defined by the orbital position of Io. When Io is directly behind 
Jupiter, the phase is 0°. The phase increases as Io orbits around Jupiter until when it crosses in front of 
Jupiter as seen from Earth, the phase is 180°. It can be seen in Figure 7 that the occurrence probabilities 
of the radio emissions vary with the CML and were modulated by the magnetic field’s rotation. The Io-
independent components can be detected regardless of the Io phase, but the Io-dependent components 
can only be detected at certain Io phase. The Io-dependent sources have also higher likelihood to being 
observed than the Io-independent sources.

The Jovian decametric emissions are due to radio wave amplification by the cyclotron maser instability 
(CMI). They are complex and variable, and have two noticeably different durations, i.e. the short S-bursts 
which have duration from one to ten milliseconds and the long L-bursts with timescales from seconds 
to minutes or hours or even up to months. The S-bursts sound like popping of popcorn or crackling of a 
campfire, whereas L-bursts sound more like ocean waves breaking up against a beach. Some emissions 
only produce L-bursts while some others might produce a mixture of L-bursts and S-bursts, such as Io-B 
and Io-C. Apart from the timescale, the frequency drift rate for these two types of bursts are also differ-
ent. The S-bursts drift from high frequency to lower frequency due to the electrons that are spiraling out 
from Jupiter’s magnetic field progressively encounter regions of weaker magnetic field; and the burst 
frequency reduces to reflect the reducing strength of the magnetic field. For L-bursts, the frequency can 
either drift to higher or lower frequency. The bursts contain modulation lanes due to diffraction effects 
and interplanetary and ionospheric scintillations.

Apart from having decametric emission, Jupiter is also a source of steady decimetric (DIM) emis-
sion. The continuous decimetric emission is a non-thermal synchrotron emission caused by extremely 
energetic electrons moving within the radiation belts at nearly the speed of light. Figure 8 shows the 
details of Jupiter’s radiation belts, indicating that the region around Jupiter is one of the harshest radiation 
environments to be found in the solar system. The radiations were mapped by NASA’s Cassini spacecraft 
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at a frequency of 13.8 GHz (wavelength of 2.2 cm). The image of Jupiter is superimposed to show the 
relative size and orientation of the planet compared to the belts and the three views show that the belt 
position changes as Jupiter rotates. The belts appear to be tilted in relation to the cloud bands (equator) 
because they are a result of Jupiter’s magnetic field, which is tilted roughly 10° from the rotational axis. 
These non-thermal radio emissions from the radiation belts can only be distinguished from the thermal 
emission from the Jovian atmosphere by Cassini due to its proximity; the emission from the belts would 
be swamped out by the thermal emission if observation was done using Earth-based telescopes.

Jupiter has three different systems of longitude (rotation periods), namely System I, II and III. Sys-
tem I refers to the rotational speed at the equator while System II refers to the rotational speed at higher 
latitudes, both of which used for measuring features in the cloud layers. The variation in these rotational 
periods at different latitudes arises because Jupiter is not a solid object. System III was established when 
radio bursts were detected on Jupiter and was found that the emission sources have a different rotational 
speed with either System I or II. System III is the rotational period of the Jovian magnetic field and is 
used to describe the motion of the magnetosphere. System III is also thought to be the rotational period 
of the planet’s core (or the solid body of Jupiter) since there is where the magnetic field is generated. The 
current most accurate estimate on the rate of rotation of Jupiter is based on decimetric radio observations.

Radio Emission from Saturn

Attempts to detect decametric radio emissions from Saturn after the discovery of similar emission from 
Jupiter produced inconclusive results initially. In 1975, Larry W. Brown reported the observation of 
non-thermal radio emissions from Saturn by the Interplanetary Monitoring Platform-6 (IMP-6) space-
craft during the period 1971 to 1972. The detection of this non-thermal radio emission, with a peak 
flux density at 1 MHz, is the first direct evidence that Saturn has an internally generated magnetic field.

Saturn and its magnetosphere were studied in situ by a total of four spacecrafts that had visited it, 
namely Pioneer 11, Voyager 1 and 2, and Cassini. Pioneer 11 reached the point of closest approach to 
Saturn on September 1979, Voyager 1 in November 1980, Voyager 2 in August 1981 and Cassini in 
July 2004. The first three missions were flyby whereas Cassini is an orbiter. The Cassini Orbiter has a 
Radio and Plasma Wave Science (RPWS) instrument onboard, a highly capable instrument designed to 
measure the magnetic and electric fields of radio emissions and plasma waves from 1 Hz to 12 kHz for 
magnetic fields and from 1 Hz to 16 MHz for electric fields. RPWS is used to conduct in-depth studies 
of Saturn’s radio emissions. Prior to Cassini, the understanding of Saturn’s radio emissions is largely 
based on Voyagers and Ulysses spacecrafts’ observations. The Voyagers were first to establish that Sat-
urn is an intense radio emitter. Although Ulysses was far away from the planet (the spacecraft primary 
mission is to study the Sun), it has made important contribution to the understanding of Saturn’s radio 
emission through its unified radio and plasma wave instrument.

There are three primary types of radio emission from Saturn, i.e. Saturn kilometric radiation (SKR), 
low-frequency narrowband emission and Saturn electrostatic discharge (SED). Saturn kilometric radia-
tion (SKR), as the name implies, has wavelength of a few kilometers, with frequency ranging from 10 
kHz to 1.3 MHz. It has a broad peak between 100 and 400 kHz. SKR is generated via the cyclotron 
maser instability, an auroral radio emission which are closely related to the auroras near the poles of the 
planet, and is similar to the auroral kilometric radiation (AKR) at Earth and Jupiter. SKR is second in 
flux density only to Jupiter, as can be seen in Figure 9 based on Voyager measurements, but its spectral 
range is very similar to the other planets with magnetosphere. 
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The intensity of SKR is modulated by the rotation of Saturn, just as with the other giant planets, and 
the modulation is commonly used to determine the rotational period of the core of the fluid giant planets 
that have no visible surface. The modulation period of SKR has been adopted as the rotational period 
of Saturn since the magnetic field generated deep inside the planet is controlling the charged particles 
responsible for this radio emission. However, this modulation period is not constant, as measured by 
Ulysses and later confirmed by Cassini. In the decades between Voyagers and Cassini observations, 
there was a substantial shift in the period. In fact, the modulation period varies as short as a timescale of 
20 – 30 days, with a longer term variation. This fluctuation was shown to be correlated with solar wind 
speed at Saturn. One possible reason may be that the perfectly alignment of Saturn’s magnetic dipole 
along its rotational axis fails to induce sufficient rotational wobble to control the modulation and the 
magnetospheric plasma slipped relative to the planet. In sharp contrast, Jupiter, with its magnetic field 
tilted roughly 10° from its rotational axis, has a constant rotational period for more than five decades. 

Cassini, using its RPWS instrument, began to detect SKR in April 2002 when it was on its journey 
to the planet. The instrument has provided high resolution observations of these emissions, showing an 

Figure 7. Distribution of emissions in Jupiter’s Central Meridian Longitude (CML) – Io phase (ΦIo) and 
their occurrence probabilities (adapted from Marques et al., 2017). The contours show the probability 
of a source undergoing a radio storm
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Figure 8. The radiation belts of Jupiter mapped by NASA’s Cassini spacecraft at a frequency of 13.8 
GHz during its flyby of the planet in January 2011. The strength of the emission is coded by color, with 
red and yellow being the most intense (Credit: NASA / JPL)
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amazing array of variations in frequency and time. Figure 10 shows an example of the complex radio 
spectrum recorded by Cassini RPWS instrument. The radio spectrum was converted into an audio signal 
by shifting the frequencies of the radio emissions downward by a factor of 44 to the audio frequency 

Figure 9. Spectra of auroral radio emissions of five magnetized planets. The average emissions are 
scaled to a distance of 1 AU from the source (adapted from Zarka, 1998). KOM – kilometric radiation, 
HOM – hectometric radiation, DAM – decametric radiation, SKR – Saturn kilometric radiation, AKR – 
auroral kilometric radiation, TKR - terrestrial kilometric radiation, UKR – Uranus kilometric radiation, 
NKR – Neptune kilometric radiation.

Figure 10. Saturn kilometric radiation (SKR) recorded by Cassini’s Radio and Plasma Wave Science 
(RPWS) instrument (Credit: NASA / JPL / University of Iowa)
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range. The rising and falling tones indicated that there are numerous small radio sources moving along 
magnetic field lines threading the auroral region.

Apart from the auroral kilometric radiation generated via cyclotron maser instability, radio emissions 
from planetary magnetospheres also consists of low-frequency narrowband emissions which are gener-
ally believed to be generated via mode conversion from electrostatic upper hybrid waves in the inner 
region of the magnetosphere. The low-frequency narrowband emission at Saturn was first reported after 
Voyager 1’s encounter with the planet, in the frequency range of 3 to 30 kHz. Cassini also has detected 
numerous narrowband emissions, at frequency of 5 Hz and between 20 and 30 kHz, after its arrival at 
Saturn. Typically, the emissions follow an intensification of SKR and last for several days.

The third type of radio emission from Saturn is the Saturn electrostatic discharge (SED) that origi-
nated from lightning in the atmosphere of Saturn. These impulsive radio bursts, between 100 kHz and 40 
MHz, were detected by both the Voyagers during the flybys of the planet. Previously, the evidence that 
SEDs is of lightning origin in Saturn’s atmosphere has been indirect. Most of the SED bursts occurred 
near the equator and have a repetitive period which corresponded to the rotational period of clouds. 
This phenomenon suggested that the bursts came from a storm system that was being convected around 
the planet. Cassini later confirmed that SEDs were of lightning origin by comparing the SEDs detected 
with the RPWS instrument and images of convective-looking clouds on Saturn obtained with the Imag-
ing Science Subsystem. The comparison with prominent cloud features has resulted in visual evidence 
that SEDs and lightning storm clouds in Saturn’s atmosphere are related. The first direct observation of 
lightning flashes in Cassini night side images was taken in 2009 during Saturn’s equinox.
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ABSTRACT

With the discovery of radio emission of extraterrestrial origin, it had opened a new and broader window 
in the electromagnetic spectrum to observe the sky. Two of the common sources of radio emissions are 
active galactic nuclei (AGN) and pulsars. AGN are very luminous at radio wavelength and are powered 
by the accretion disk surrounding supermassive black holes at the center. AGN are useful as an alternative 
standard ruler to determine cosmological parameters. Pulsars, on the other hand, is a type of neutron 
star that is highly magnetized and rotates at enormous speed. This cosmic lighthouse produces a very 
precise pulsation period that can be used as cosmic clock.

THE DISCOVERY OF THE RADIO SKY

It was 1931. Karl Guthe Jansky was wondering what was the source that was causing a mysterious steady 
hiss in his antenna. He had ruled out all possible terrestrial sources. So, what could it be?

Few years back in 1928, Jansky joined the Bell Telephone Laboratories in Holmdel, New Jersey. At 
that time, Bell Labs wanted to use short wavelength radio waves for telephone calls across the Atlantic. 
While the technology for short wavelength radio waves transmission was quite well established, engineers 
also required to know sources of noise that might interfere with this transatlantic radio telephone service. 
Thus, Jansky was tasked to find all the possible sources of static that might interfere with the radio voice 
transmissions. This young engineer then built an antenna for the job. His equipment consisted of an an-
tenna array that was rotatable, a short-wave measuring set and an automatic intensity recorder, and was 
tuned to a wavelength of 14.6 meters (frequency of 20.5 MHz). The turntable antenna was rotated about 
a vertical axis and was highly directive in the horizontal plane. It therefore allowed him to determine the 
directions of any radio signals. The rotating antenna was jokingly known as “Jansky’s merry-go-round”.

After several months of observations, Jansky found static from thunderstorms, both local and distant, 
with strength fluctuating greatly with time. On top of that, his records also showed the presence of a 
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faint persistent hiss of unknown origin and was unable to associate it with any sources of terrestrial 
origin. This unknown source of static rose and fell once a day, and for some weeks the signal seemed to 
be the strongest when the antenna was pointed toward the Sun, which logically led Jansky to think that 
it might be the radiation from the Sun. As Jansky continued to follow the signal for several months, he 
found that the peak intensity of the radio waves did not quite match up with the movements of the Sun. 
Instead of repeating every 24 hours as it would for a solar day, the source repeated every 23 hours and 
56 minutes, which corresponded with a sidereal day, i.e. the Earth rotational period with respect to the 
stars. This observation eliminated the source from inside the solar system; it had to be from objects be-
yond our Sun that is stationary with respect to the stars. In the paper published in 1933, Jansky narrowed 
down the coordinates of the source to a right ascension of 18 hours and a declination of -10 degrees, in 
the direction of the constellation Sagittarius. He was confident that the value of the right ascension was 
accurate, but the measurements of declination had a huge error of ± 30 degrees. At that time, he was 
unsure of the source due to the huge error in declination, but offered two possible regions fixed in space 
to be considered – one was the center of our Milky Way galaxy, and the other was the point in space 
towards which our solar system was moving with respect to the other stars.

Two years later, Jansky published another paper in the Proceedings of Institute of Radio Engineers 
after further analysis of the data on the mysterious hiss-like static. This time he concluded that the source 
of this interstellar interference “is located in the stars themselves or in the interstellar matter distributed 
throughout the Milky Way”. Jansky raised a question that if the stars were the source, similar radiation 
but with stronger intensity would naturally be expected from the Sun since the Sun is also a star and it is 
located so much closer to us. However, he had detected none of it. Unknown to him, the absence of solar 
radiation detection was due to the fact that the observations were done during the periods of low solar 
activity. Jansky eventually identified that the radio emission was coming from the center of our Milky 
Way galaxy, since the signal was the strongest when the antenna was pointed toward that direction. He 
wanted to continue the investigation of this discovery on the galactic radio waves, but unfortunately, he 
was reassigned to another project by Bell Labs, so no further advancement was made by him in this field.

Jansky’s work on this new approach to astronomy had fascinated a young ham radio operator named 
Grote Reber. In 1937, Reber built the world’s first radio telescope in his backyard and in the subsequent 
years, he did the first surveys of radio waves from the sky. He published his data in 1944 as contour maps 
showing the brightness of the sky at 160 MHz. His map revealed several minor maxima in the constel-
lations Cygnus, Cassiopeia, Canis Major and Puppis. The radio source in Cygnus, known as Cygnus A 
(Cyg A), would prove to be important later in the studies of radio galaxies.

With the discovery of radio emission of extraterrestrial origin, it had opened a new and broader window 
in the electromagnetic spectrum to observe the sky. We can now not only see the visible light universe 
with our eyes, but also “listen” to the radio sky with our ears. Radio waves can penetrate through dust 
allowing us to peer into regions that are obscured by dust at optical light. Soon, radio astronomy would 
reveal a dynamic and violent universe not seen with optical astronomy. Radio astronomy has slowly 
emerged to become a new field in astronomy in the early 1950s, with several groups of radio engineers 
from World War II turning their attention to the study of radio astronomy after the end of the war.

Jansky’s pioneering efforts in radio astronomy were not gone unnoticed. In his honor, the fundamen-
tal unit of flux density (the strength of radiation) used by radio astronomers, the jansky (Jy), is named 
after him.
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ACTIVE GALACTIC NUCLEI

The normal galaxies that we see in the optical and near infrared portion of the electromagnetic spectrum 
is mainly dominated by stars. The radiation is thermal since the emission from the atmosphere of stars 
is basically in thermodynamical equilibrium. There are, however, galaxies that have emission across the 
full range of the electromagnetic spectrum, from radio waves to gamma rays. These are known as active 
galaxies. The broad range of emission from active galaxy mainly originates from the very small region 
in the center, called the active galactic nucleus (AGN). The name “active galactic nucleus” implies that 
there is an energetic process happening in the nucleus, or the central region, of a galaxy which cannot be 
associated directly with stars. The signature of AGN is the presence of a supermassive accreting black 
hole in the center and the broad bandwidth of AGN spectra suggests that the radiation is non-thermal.

AGNs that we have discovered so far have some commonalities and some apparent differences. They 
can basically be divided into the following classes: Seyfert galaxies, quasi-stellar objects (quasars), radio 
galaxies, blazars, low-ionization nuclear emission-line regions (LINERs) and ultra-luminous infrared 
galaxies (ULIFGs).

Seyfert Galaxies

The first hint of active galactic nuclei was observed by Edward Arthur Fath at Lick Observatory in 1908. 
Using the 36-inch Crossley reflector telescope, he took the optical spectra of some spiral nebulae (which 
is now known to be galaxies) and globular star clusters. Although most of the objects he observed showed 
absorption-line spectrum which could be explained as the combined light produced by stars, he found 
six strong emission lines from the galaxy NGC1068 (M77). In 1917, Vesto Melvin Slipher at Lowell 
Observatory obtained a better resolution spectrum of NGC1068 and commented that the emission lines 
were typical to the ones seen in gaseous nebula. Edwin Powell Hubble also had recorded the emission-
line spectrum of NGC1068 and two other galaxies in his 1926 paper.

Only near to two decades later in 1943, the systematic analysis by Carl Keenan Seyfert drew atten-
tion to this new class of galaxies. He reported that a very small fraction of galaxies had very luminous 
nuclei that showed many high-excitation emission lines. The high excitation energy required suggested 
that it has to be excited by photons that are far more energetic than photons produced by young stars that 
ionized HII regions. These newly found properties, i.e. broad emission lines from a luminous, stellar-like 
appearance (extremely high surface brightness) nucleus and covering a wide range of ionization states, 
defined the new class of objects known as Seyfert galaxies. Seyfert galaxies are typically radio-quiet, its 
radio emission is weak, and are usually identified by their optical spectra. They are mostly spiral galaxies.

Seyferts can be further classified into two sub-classes, Seyfert 1 and Seyfert 2. Seyfert 1 can be 
distinguished from Seyfert 2 through the emission lines in their spectra. Seyfert 1 has both broad and 
narrow emission lines while Seyfert 2 has only narrow emission lines. Apart from visible light, Seyfert 
1 also shines brightly in X-ray and ultraviolet parts of the spectrum. 

Quasars

Most of the strongest radio emissions at centimeter and meter wavelengths that we detected from the 
cosmos besides the Sun, come from objects beyond our galaxy. By the time radio astronomy started to 
gain popularity in the 1950s, radio telescope was able to provide angular resolution that was high enough 
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to identify the strongest radio sources with individual optical objects. Astronomers then were trying to 
pair the radio sky with the visible universe. In 1949, John Gatenby Bolton, Gordon John Stanley and 
Owen Bruce Slee successfully achieved the first optical identification of three discrete radio sources. The 
radio sources Taurus A, Virgo A and Centaurus A were identified to be associated with the visible light 
sources of M1 (the Crab Nebula), M87 (an elliptical galaxy) and NGC5128 (also an elliptical galaxy), 
respectively. The partnership of radio and optical astronomy was underway.

Among the radio galaxies detected in the 1950s, there were some with properties that defied explana-
tion at that time. These objects are now known as quasars, which stands for “quasi-stellar radio sources” 
or “quasi-stellar objects” (QSOs). The term “quasi-stellar” means “star-like”, because the signals came 
from a point-like source, like a star. When quasars were initially discovered with radio telescopes, no 
optical counterparts could be located. They were strong radio sources of unknown physical origin. It 
was not until the 1960s that the sources were located optically, and their spectral lines were found to be 
highly redshifted, indicating that they are very far away from us. It was also found that the luminosity 
of some quasars was changing very rapidly, providing an upper limit on their size. It was baffling to 
find that quasars are not much bigger than our Solar System but the amount of energy that they release 
can be as much as hundreds to a thousand times more than a galaxy with billions of stars. What object 
could have such enormous power density?

The first quasars ever identified were 3C 273 and 3C 48. The prefix “3C” stands for the Third Cam-
bridge Catalogue of Radio Sources, followed by the entry number. This catalog was first published in 
1959 for survey at 159 MHz and was revised with survey at 178 MHz three years later in 1962. Although 
at that time, hundreds of radio sources were determined and cataloged, not all radio galaxies had an 
optical match. Thus, the quest to search for optical identities of these objects was taken up by Allan Rex 
Sandage and Maarten Schmidt from Mount Wilson and Palomar Observatories. They worked together 
with Thomas Arnold Matthews from the Owens Valley Radio Observatory to obtain accurate positions 
of the radio sources so that they can be compared with photographs of the same region.

In 1963, Sandage and Matthews published a paper in the Astrophysical Journal identifying the optical 
match for radio source 3C 48. The direct photograph of the region showed the existence of a star-like 
object at the position of the radio source, with very faint wisps of nebulosity. The star-like object has 
quite peculiar color indices and photometry of 3C 48 showed that it is a variable “star”. Another strange 
feature of this object was that its optical spectra has several very broad emission lines, some at unfamiliar 
wavelength. About the same time, Schmidt had associated an optical counterpart for another radio source, 
3C 273. The position of 3C 273 was very accurately determined by Cyril Hazard, M. Brian Mackey and 
A. John Shimmins the year before during a lunar occultation using the 210-foot Parkes telescope, thus 
enabled Schmidt to correlate a 13th magnitude “star” and a faint wisp or jet extended away from the star 
to 3C 273 (Figure 1). Schmidt took an optical spectrum of the star using the 200-inch Hale Telescope 
on Mount Palomar and again found broad emission lines that were unidentifiable, though they were 
different from those of 3C 48.

Nevertheless, close examination by Schmidt found that four of the emission bands showed similar 
pattern with the Balmer series of hydrogen, in terms of their relative strengths and spacing. They might 
just be ordinary spectral lines of hydrogen. He found that if these lines were considerably redshifted, 
with a value of z = 0.158, they would agree with the expected wavelength of the Balmer series (Figure 
2). Schmidt extended his explanation to a line in the ultraviolet part of the spectrum and based on the 
mentioned redshift, he found that they can be identified to be the Mg II lines. Knowing that redshift 
could be used to explain the strange spectrum, Jesse Leonard Greenstein and Matthew applied the same 
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method to the spectrum of 3C 48 and found that the Mg II lines had been redshifted by 36.7%. At last, the 
mystery of the unidentified emission lines was solved. In the next two years, two more quasar redshifts 
were published by Schmidt and Matthews in 1964, and five more in 1965 by Schmidt. The spectra for 
these quasars had been found to be redshifted to an extreme degree, with the highest redshift of 2.012 
was determined for 3C 9.

Schmidt, in his 1963 Nature paper, provided two suggestions to the objects that would have such a 
high redshift. The first type of object is a star with a large gravitational redshift and a very small radius 

Figure 1. Visible light image of quasar 3C 273 showing its star-like appearance and a jet extended away 
from the quasar (Credit: ESA/Hubble & NASA)
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in the order to 10 km. However, he cautioned that it would be extremely difficult to account for the 
observed lines. The second type is of extragalactic origin – the nuclear region of a galaxy with a cos-
mological redshift of 0.158. If this was correct, 3C 273, despite appeared very faint, would be far more 
luminous than any galaxy known at that time due to its large distance (a redshift of 0.158 would place 
3C 273 several billions light-year away). Although Schmidt’s explanation on high cosmological redshift 
could fit into the data very well, it was still heavily debated. The major concern was that if these objects 
were very distant, then ridiculously huge amount of energy had to be emitted by these objects to fit the 
observations. On top of that, due to the short timescales’ variability seen in some of these objects, they 
had to be comparatively small in size. At that time, no commonly accepted mechanism could account 
for this. The currently accepted explanation, i.e. the mechanism is related to the supermassive black hole 
in the center of a galaxy, was not easily accepted at that time because in the 1960s, black hole was still 
something that was theoretical and too exotic.

It took years of observation and study to gradually demonstrate that the redshift is due to the expan-
sion of the universe, and to realize that these tiny, distant point-like glimmers are actually extremely 
bright nuclei of active galaxies and can outshine their host galaxies many folds. Quasar are some of the 
brightest and most energetic objects in the universe apart from gamma-ray bursts and supernovae. The 
nuclei contain a supermassive black hole with mass ranging from millions to billions of times the mass 
of the Sun, surrounded by an accretion disk of gas and dust. Although black hole itself does not emit any 
light, the accretion disk that surrounded the black hole can shine luminously. The tremendous amount of 
heat and light released from the accretion disk that powered the quasar are caused by friction of matter 
swirling rapidly around the monster black hole before it gobbles them up. An actively eating black hole 
is the only credible explanation how quasar can be so powerful and yet so compact, packing such an 
enormous amount of energy into a space as small as our Solar System. The energy released by a quasar 
can be observed across the electromagnetic spectrum from gamma rays to radio waves. Quasars may also 
emit powerful jets of radiation and particles from their central regions. Not all matter swirling around 
the central black hole will fall into it; a small portion of particles will get accelerated to velocities close 
to the speed of light and spewn out in narrow bipolar jets along the rotational axis. The radio emission 
observed is due to synchrotron process, generated by charged particles spiraling around magnetic field 

Figure 2. Visible spectrum of quasar 3C 273 showing the redshifted emission lines in the Balmer series 
of hydrogen
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lines at relativistic speed. For galaxies with supermassive black holes a billion times more massive than 
the Sun, the jets can grow powerful enough to expel gas out of the galaxy and turn off star formation.

The large redshift of quasars makes them a very useful tool to answer some of the cosmological ques-
tions. Since quasars are found to be very distant, in the order of billions of light-years away, studying them 
are crucial to our understanding of the early universe billions of years ago. This is because light travels 
at a finite speed. Thus, the farther away we look, the farther back in time we can see. As of 2017, the 
farthest quasar identified to date is ULAS J1342+0928. It was found to have a redshift of 7.54, which is 
translated into a distance of more than 13 billion light-years away. It appeared a mere 690 million years 
after the Big Bang. Such a young quasar can provide valuable information on how galaxies evolve over 
time. The supermassive black hole in this quasar is estimated to be 800 million solar masses, and is the 
farthest black hole ever found to date.

In early 2019, a group of astronomers discovered the brightest quasar ever seen using the Hubble 
Space Telescope. This quasar, catalogued as J043947.08+163415.7, was formed when the universe was 
only about a billion years old. Despite being the brightest quasar ever detected, it can only be spotted with 
the help of strong gravitational lensing. The light from the quasar is bent by a galaxy located between 
us and the quasar, causing the quasar to appear three times as large and fifty times as bright compared 
to it would be without the lensing effect. This quasar plays an important role for us to understand the 
evolution of distant quasars and how the central supermassive black holes affect star formation.

There are two sub-classes of quasars identified by astronomers – radio-loud quasar (RLQ) and radio-
quiet quasar (RQQ). RLQs, as the name implies, has strong radio emission primarily generated in the 
AGN and powerful jets. RQQs have weak radio emission and lack of powerful jets. The bulk of the radio 
emission is suggested to be generated by star formation. The majority of quasars are actually radio quiet.

Radio Galaxies, Blazars, LINERs and ULIFGs

Radio galaxies are a class of AGN that are very luminous at radio wavelength. Some of the strongest 
radio sources in the sky can be associated with quasars, but most of them are typically identified with 
giant elliptical galaxies. The synchrotron radio emission in these radio galaxies typically comes from the 
bipolar jets – the radio lobes. The structure of the lobes is determined by the interaction between the jets 
and the surrounding gas. Some jets can be many times larger in extent than the galaxy itself. High energy 
particles, confining to a well collimated jet, are beam into extragalactic medium at speeds approaching 
the speed of light, ending in giant radio lobes far away from the galaxy (Figure 3). Frequently, there is 
also a weak radio source at the compact core.

In 1974, Bernard Lewis Fanaroff and Julia M. Riley first noticed that the relative positions of the 
brightness regions (hot spots) in the jets of radio galaxies were correlated with their radio luminosity. 
Radio galaxies with stronger hot spots tend to be significantly more luminous at radio frequencies. They 
divided the radio galaxies into two classes – Fanaroff-Riley Class I (FRI) sources with low luminosity 
and Fanaroff-Riley Class II (FRII) sources with high luminosity. FRI sources typically have bright jets 
in the center. The jets, or radio lobes, are brightest at the center and slowly fade away as the distance 
from the center increases (Figure 4). The jets fade into the lobes without any bright regions (or hot 
spots) at the end of the jets. The absence of bright regions suggests that the jets have lesser power and 
less energy is involved in the collision between the jet particles and extragalactic medium. FRI sources 
usually exhibit two-sided lobes, whereas FRII sources usually only have one. FRII sources display the 
opposite luminosity changes from FRI sources. FRII sources have faint jets, but show increasing bright-
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Figure 3. Color composite image of radio galaxy Centaurus A with the jets and lobes extending far 
beyond the optical extent of the galaxy. The optical light shows the stars and dust lane, submillimeter 
wavelength is shown in orange and x-ray is shown in blue (Credit: ESO/WFI (Optical); MPIfR/ESO/
APEX/A.Weiss et al. (Submillimetre); NASA/CXC/CfA/R.Kraft et al. (X-ray))
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ness toward the end of the jets, and were brightest at the edges (Figure 5). FRII sources seem to be more 
efficient in transporting energy to the end of the lobes. 

Analogous to the Seyfert galaxies, the optical spectra of radio galaxies can be classified into two sub-
classes. The broad-line radio galaxy (BLRG) is the radio-loud equivalent of Seyfert 1, and the narrow-
line radio galaxy (NLRG) is the radio-loud equivalent of Seyfert 2, with similar optical emission-line 
spectrum. Two obvious differences between Seyferts and radio galaxies are that Seyferts are relatively 
quiet at radio emission, and they are mainly spiral galaxies. On the other hand, none of the strong radio 
galaxies are spirals. BLRG has bright, stellar-like core surrounded by faint, hazy envelopes, whereas 
NLRG is giant or supergiant elliptical galaxies. Cygnus A is an example of NLRG.

Blazars are highly variable and have strong linear polarization at visible wavelengths. There are also 
two sub-classes of blazars – BL Lacertae (BL Lac) and optically violent variables (OVV) quasar. Both 
also are strong radio emitters. BL Lac is named after the most well-known object in this sub-class which 
is located in the constellation of Lacerta. Due to its irregular changes in brightness, BL Lac was originally 
classified as a variable star. BL Lacs spectrum is featureless and is almost devoid of emission lines. The 
observations of a few faint spectral lines show that BL Lacs have high redshift, implying that they are 
located at cosmological distance. Majority of them are located in elliptical galaxies. BL Lacs can also 

Figure 4. Fanaroff-Riley Class I (FRI) radio galaxy 3C 31 obtained from the Very Large Array (VLA) 
radio telescopes. The jets were brightest near the center and faded into the end of the radio lobes without 
any hot spots (Credit: NRAO / AUI)
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be identified by their strongly polarized power-law continua. OVVs are similar to BL Lacs, except that 
they have broad and narrow emission lines in their spectra, and they are much brighter than BL Lacs.

The least luminous, and by far the most common class of AGN, are the LINERs (low-ionization nuclear 
emission-line regions). LINERs can be found in many of the nearby spiral galaxies. Spectroscopically, they 
are similar to Seyfert 2, but has fairly strong low-ionization emission lines. In contrast, emission lines of 
strongly ionized ions are either weak or absent. Whether LINERs are AGNs is sometimes questionable, 
because the low-ionization lines are also detectable in starburst galaxies and HII regions. LINER-like 
spectra can be produced by various mechanisms that are not associated with black hole. Thus, whether 
the emission is indeed a signature of an AGN or is powered by star-forming activity remains unclear. If 
LINERs are truly AGNs, it is also unclear that whether they are a distinct class by themselves, or they 
are simply very low-luminosity Seyfert galaxies.

Lastly, the ultra-luminous infrared galaxies (ULIFGs) are possibly dust-enshrouded quasars. It is 
suggested that the dust adsorbs and reradiate the light from the quasar nucleus at infrared wavelengths. 
Alternatively, it may be starburst galaxies. Infrared galaxies are galaxies that emit more radiation in the 
infrared than at all the other wavelengths combined.

A Unified Model of AGNs

Despite the fact that AGNs can be classified into many classes with apparent differences, such as the 
presence or absence of broad emission lines and the strength of radio emission, they also have many prop-
erties that are common to all, for example the existence of a bright compact core and a wide continuum. 
Thus, a question naturally arises as to whether these different classes of AGNs are fundamentally similar 
objects that only differ in appearance, or whether they are genuinely different fundamentally. The quest 
to answer this question is on-going, and the pursuit for a unified model of AGNs is on.

Figure 5. Fanaroff-Riley Class II (FRII) radio galaxy Cygnus A (3C 405) obtained from the Very Large 
Array (VLA) radio telescopes. The jets show increasing brightness as they moves away from the center 
and exhibit hot spots at the end of the radio lobes (Credit: NRAO / AUI)
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The unified model serves as a framework to organize the various components of AGNs and their 
observations into one place. The model should not only be able to explain all the observations made 
previously, but should also be able to predict the outcomes of new observational tests. It is now com-
mon to all AGNs that a supermassive black hole resides in the center of the galaxies, surrounded by an 
accretion disk which powers the AGNs by converting gravitational potential energy into synchrotron 
radiation. The broad lines are emitted from a region nearer to the black hole, and the narrow lines are 
from much more extended regions. The strong infrared emission suggests the presence of obscuring 
matter, which is concentrated towards the circumnuclear torus, i.e. the plane in which the accretion oc-
curs (Figure 6). The current understanding is that the different classes of AGNs are due to the different 
viewing orientations, or the inclination angle of the objects toward us (Figure 7). For examples, if we 
look directly into the jet, we will see a blazar; if we view the torus at an angle, we can detect both the 
broad lines and narrow lines, and in this case, we will see either Seyfert 1, quasar or BLRG. However, 
if the object is orientated in such a way that we are looking from a direction near to the plane of the ac-
cretion disk, the view to the center of the AGN is obscured by a large torus of gas and dust preventing 
us from seeing the broad line region. In this case, we will only see the narrow lines and a Seyfert 2 or 
NLRG spectrum results.

Although there are still many details that require further studies, the current unified model has been 
quite successful in describing many of the general features of AGNs.

PULSARS

The Discovery of Pulsars

In the mid-1960s, S. Jocelyn Bell Burnell started her PhD research in University of Cambridge under 
the supervision of Antony Hewish to study interplanetary scintillation (IPS). They were constructing a 
large radio telescope at that time, and in July 1967, the radio telescope was brought into operation at the 
Mullard Radio Astronomy Observatory at a frequency of 81.5 MHz. The purpose of this telescope was 
to observe IPS to investigate the angular structure of compact radio sources such as quasars. Compact 
sources will scintillate more compared to extended sources – a common example of this phenomenon 
is why stars twinkle and planets do not. Stars appear as pinpoints of light in the sky while planets ap-
pear as extended disks. The apparent sizes of planets usually are larger than the pocket of air therefore 
diffractions are canceled out and the effects of scintillation are negligible.

The charts produced from the telescope were initially inspected visually since they were not familiar 
with the instruments and it is easier for a human to recognize patterns compared to a computer. About 
two months into the observations, on 28 November 1967, Bell-Burnell found some “scruff” on the re-
cord (Figure 8), which neither look like scintillating source nor man-made noise. She further realized 
that this scruff had been recorded before from the same location in the sky, at right ascension (RA) of 
19h 19m in the constellation of Vulpecula. Systematic investigations into this mysterious signal began in 
November 1967 using a faster chart recorder as it transited. When the signal gotten on the fast record-
ing, Bell Burnell could see that it was a series of pulses and equally spaced (Figure 8). She reported 
the finding to her supervisor. Hewish, upon going through the recordings, found that the signal kept 
accurately to sidereal time. Thus, they concluded that it could not be Earth-bound. But the pulsation rate 
of about 1.337 seconds with each lasted about 0.3 second, as reported in an article published in Nature 
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in the early 1968, was far too fast for anything as large as a star. The extremely regularity of the pulses 
ruled out localized features in the atmosphere of star. Rather, it suggested that the pulsation originated 
from the entire star.

At first, they were considering man-made sources in space such as transmission from deep space 
probes, planetary radar or reflection of radar from the Moon. However, these explanations could not be 
accepted since the lack of parallax implied that the source was not within the Solar System. Observation 
from another telescope by Paul F. Scott and Robin A. Collins also revealed the same signal pulsations. 
This eliminated that the source was due to instrument noise. John D. H. Pilkington, upon measuring 
the dispersion of the signal, showed that the source was far outside the Solar System, but was within 
our galaxy.

At this point, the idea of picking up alien signals crossed their minds – “so were these pulsations 
man-made, but made by man from another civilization?”. Bell-Burnell further said that “we did not really 
believe that we had picked up signals from another civilization, but obviously the idea had crossed our 
minds and we had no proof that it was an entirely natural radio emission. It is an interesting problem - if 
one thinks one may have detected life elsewhere in the universe how does one announce the results re-
sponsibly? Who does one tell first?”. The source was playfully referred to as Little Green Man (LGM-1). 

Figure 6. The gas and dust disk fueling the black hole in the core of giant elliptical galaxy NGC 4261 
(Credit: NRAO / Caltech / Walter Jaffe / Leiden Observatory, Holland Ford / JHU / STScI, and NASA)
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Since nothing could be done much on that peculiar signal, Bell-Burnell continued to analyze the chart 
recording of another part of the sky. Then again, she suspected she saw some scruff again in the signal 
from Cassiopeia A and had it reconfirmed by checking through previous recording from the same part of 
the sky. On that night itself, knowing that this source would transit in the early hours of the morning, she 
went to the observatory to try to record it. Between the struggles to get the telescope to work on a cold 
weather, she succeeded to capture the scruff, showing itself with a pulsation rate of 1.2 seconds. This 
finding of the second pulsating source doubted the fact that aliens were trying to communicate with us.

Figure 7. Unification of active galactic nuclei (AGN) classes. The same objects would appear as different 
classes of AGNs from different viewing orientations (adapted from Urry & Padovani, 1995)
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Figure 8. The “scruff” recorded on the chart which was later identified as pulsar CP1919 (top). The fast 
recording (bottom) showed that the “scruff” was actually a series of periodic pulses (Credit: Jocelyn 
Bell Burnell and Antony Hewish)
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Further recordings and analysis of the charts came up with two other pulsating sources with similar 
properties which suggested that they might be relatively common. In a seminar given by Hewish in 
Cambridge on this discovery before the publication of their finding in the journal Nature, Fred Hoyle 
suggested at the end of the seminar that these objects must be supernova remnants rather than white 
dwarfs as proposed by the discoverers.

We now call these pulsating radio sources pulsars, and have established that they are rapidly rotating 
neutron stars with strong magnetic field that emit beams of radiation from their magnetic poles. The first 
pulsar discovered by Bell-Burnell and Hewish was initially referred to as CP 1919 (where CP stands for 
Cambridge Pulsar and 1919 stand for RA of 19h 19m). Subsequently, it was renamed to PSR B1919+21, 
or also known as PSR J1921+2153, where PSR stands for Pulsating Source of Radio, B and J stands for 
coordinates for 1950.0 and 2000.0 epoch, respectively, followed by the coordinates in right ascension 
(RA) and degrees of declination (Dec.).

In 1974, the Nobel Prize in Physics was awarded one-half to Antony Hewish for his “pioneering 
research in radio astrophysics and his decisive role in the discovery of pulsars”.

Historical Understanding of Pulsars

The existence of neutron stars was first predicted by Wilhelm Heinrich Walter Baade and Fritz Zwicky 
in 1934. They suggested that supernova process, i.e. the death of very massive stars, represented the 
transition of an ordinary star into a neutron star. Neutron stars are very small and dense, and are primar-
ily made up of neutrons. Stars like our Sun are not massive enough to form neutron stars, they will only 
become white dwarf after their fuel have been exhausted and died. Lodewijk Woltjer later predicted in 
1964 that if the contraction of a star is spherical and symmetric, and the conservation of magnetic flux 
is assumed, a neutron star’s magnetic field intensity would increase by a factor of 1010. 

Franco Pacini then suggested that the magnetic energy could be released by a rotating neutron star 
and the energy could be pumped from the neutron star into a supernova remnant. In his 1967 Nature 
article, Pacini pointed out that the energy released by a neutron star would provide an outward momen-
tum to the supernova remnant and accelerate its expansion. He gave Crab Nebula in the constellation of 
Taurus as an observational evidence, and stated that this process was possible due to the huge amount 
of energy that could be stored as rotational and magnetic forms in a neutron star. Initially it was thought 
that neutron stars would be undetectable from Earth. They were thought to be too faint to be observed 
due to their small size. Besides, their temperature is so high that they will radiate most of their energy 
in the X-ray or gamma-ray portions of the spectrum, which at that time, the technologies to observe 
these wavelengths were not available. However, after the discovery of the first pulsar by Bell-Burnell 
and Hewish, Thomas Gold put forward a strong case in 1968 that neutron stars were responsible for the 
pulsating radio sources, mentioning that only massive objects, and not plasma physics, would have such 
short and accurate observed periodicities. It is the high rotational speeds and strong magnetic fields that 
led to the emission in the pattern of a rotating beacon. He also mentioned that only in the presence of a 
very strong gravitational field would such concentration of energy be imagined.

In the same year, the discovery of a pulsar in the Crab Nebula (PSR B0531+21) strengthens the model 
of rotating neutron stars as the source for pulsars. Other proposed models for the emission source of 
pulsar, such as binary stars or pulsating stars, were unable to cater for the pulsar’s short pulse period of 
33 milliseconds. The Crab pulsar (Figure 9) was further confirmed by subsequent studies in both radio 
and optical frequencies. This pulsar is the first pulsar and one of the very few pulsars seen optically. 
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Although pulsars were initially detected as radio sources, currently we have also been able to observe 
them in the optical, X-ray and gamma-ray parts of the electromagnetic spectrum.

In 1974, Russell Alan Hulse and Joseph Hooton Taylor, Jr. found the first binary pulsar, the Hulse-
Taylor binary (PSR B1913+16), using the 305-meter Arecibo radio telescope. This was a very signifi-
cant finding, so significant that Hulse and Taylor were awarded the Nobel Prize in Physics 1993 “for 
the discovery of a new type of pulsar, a discovery that has opened up new possibilities for the study of 

Figure 9. Color composite image of the Crab Nebula, which contains the Crab pulsar in the center (red 
star). The optical light is shown in red and x-ray is shown in blue (Credit: NASA / CXC / HST / ASU / 
J. Hester et al.)
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gravitation”. The strong gravitational field caused by massive neutron stars allows the theories of grav-
ity and Einstein’s theory of relativity to be tested with great accuracy. According to Einstein’s general 
theory of relativity, the orbit of a binary system is predicted to decay due to orbital energy loss in the 
form of gravitational waves. This system has been investigated for many decades and the observations 
so far had agreed with prediction. The discovery of a binary pulsar system also allows the studies of the 
physics of compact objects and the astrophysics of close binary systems.

Amazingly, the first planets found outside the Solar System (exoplanets) were not orbiting a normal 
star. Instead, in 1992, Aleksander Wolszczan and Dale A. Frail found two exoplanets orbiting a pulsar. 
Wolszczan and Frail used the Arecibo telescope to make precise timing measurements of the pulses of 
PSR 1257+12 and showed that instead of having a stellar companion, the pulsar was orbited by two or 
more planets. In 2016, AR Scorpii was the first pulsar that was identified to be a white dwarf instead of 
a neutron star. It is a binary system that is made up of a white dwarf and a red dwarf.

Characteristics of Neutron Stars and Pulsars

When a massive star runs out of fuel at its core, it will end its life as a supernova. During this extremely 
violent explosion, the core will collapse under its own gravity in a fraction of a second and all matter is 
compressed into a superdense state to become a neutron star, or compressed even further to become a 
black hole – an object with infinite density – if the star was massive enough. The resulted neutron star 
from a supernova explosion has a diameter of only 10 to 30 kilometers, but has a mass as much as the 
Sun. Since the angular momentum of an object must be conserved, a collapsing star must spin faster as 
it pulls its matter closer to its axis of rotation. The greatly reduced radius of a neutron star compared 
to its size before it collapses causes its spin to increase tremendously, in some cases it can be as fast as 
few hundred times per second. The collapse of a star into a size of a city has also squeezed the magnetic 
field into a smaller volume, with the field increasing inversely as the square of the radius. The highly 
conducting plasma trapped and concentrated the magnetic flux causing the strength of the magnetic 
field of a neutron star to increase, in some cases up to a billion folds. Charged particles moving along 
the magnetic field lines would cause beams of radiation to be emitted from the magnetic poles and the 
radiation is powered by the loss of rotational energy and magnetic field decay.

As more pulsars were found in the 1960s, the nature of these objects was highly debated. They are 
definitely not normal stars, as they are too big to pulse that fast. Even white dwarfs were ruled out due 
to its size. If it was due to a surface feature on a star, it is also impossible for a star to rotate that fast to 
produce the pulses – the star would fly apart with such rapid rotational rate. Fortunately, the duration of 
each pulse of a pulsar can help to constrain the upper size limit of the object producing the pulse. It is 
known that an object is unable to change its brightness appreciably in a duration shorter than the time 
needed for light to cross its diameter. Thus, knowing that the duration of a pulsar’s pulse is no longer than 
0.001 second, it gives an object’s diameter not bigger than 300 km, which narrowed down the candidate 
to a neutron star. However, a neutron star is too small to pulsate slowly enough, thus this eliminated the 
object as a pulsating neutron star. Due to the strong gravitational force of a neutron star, it can spin up 
to a thousand times without flying apart, thus pulsars are more probable to be a rapidly rotating neutron 
star rather than a pulsating neutron star.

We are now certain that pulsars are rapidly rotating neutron stars that emit their radiation from their 
magnetic dipole which is inclined at an angle to their rotational axis (Figure 10). The misalignment 
between the magnetic dipole and the rotational axis causes the beams of radiation to sweep around the 
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sky at the rotation frequency when the neutron star rotates. The pulses that we observe are when the 
neutron stars point their beams at us as they rotate, causing a periodic pulse of radiation much like how 
we observe the regular light pulses from a lighthouse. We will not be able to observe the pulses if the 
beams do not sweep over Earth. Pulsars have been found with periods ranging from few milliseconds to 
eight seconds, with a typical period of one second. Although the pulsation period of pulsar is incredibly 
regular – it can be as accurate as an atomic clock – the period was found to be slowing down ever so 
slightly due to the loss of energy though its radiation.

Pulsars with periods in the order of milliseconds are known as millisecond pulsars. It is understood 
that newborn pulsars will spin much rapidly, and as they age, their spin will slow down. However, some 
old pulsars were found to be spinning very rapidly, including PSR J1748−2446ad, the fastest spinning 
pulsar to date with a spin rate of 716 times per second. Initially, it was a puzzle as to how an old neutron 
star could spin so fast. The current understanding of this type of pulsars that have short period and fairly 
weak magnetic field strength is that they reside in a binary system. The millisecond pulsars gain their 
rotational energy through mass transfer from their companion star. The gravitational potential energy 

Figure 10. Model of a pulsar showing the inclination of the magnetic dipole to the rotational axis (green 
line). The curve lines indicate the magnetic field lines and the blue cones indicate the emission beams. 
As the pulsar rotates, the emission beams sweep around the sky at the rotation frequency (Credit: Mysid)
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of accreted matter powers the pulsars. As matter falls towards the pulsar from its companion, analogous 
with water hitting a mill wheel, it spins the pulsar up faster and faster until the pulsar’s period becomes 
milliseconds. Slowly and steadily, the pulsar will continue to pull matter from its companion until it 
eventually consumes and evaporates its partner.

Since neutron stars are the leftover from supernova explosions, we would naturally expect to find 
pulsars in supernova remnants. However, only a small handful of pulsars can be associated with super-
nova remnants. There are a few reasons for this. Firstly, neutron stars can outlive supernova remnants 
– supernova remnants will disperse and be gone in few tens of thousands of years while pulsar can stay 
detected for 10 million years or so. Secondly, supernova explosions will likely be asymmetrical, causing 
a kick to the newly formed neutron star, and possibly ejecting it from the system with a high velocity. 
It is also possible that some supernova remnants do contain pulsars, but their radiation beams are not 
directed toward us, causing them to be undetectable by us.

Another characteristic of radio pulsar is the measurement of its pulse dispersion, which can be used 
to determine its distance. Each radio pulse, like visible light, is made up of radio waves of multiple fre-
quencies. As the pulses travel through the interstellar medium, the electrons that were encountered in 
the medium will vibrate due to the time-varying electric field of the radio waves and this process will 
slow down the propagation of radio waves. It is observed that the lower frequencies radio waves will 
travel slower than the higher frequencies, i.e. greater retardation at lower frequencies. This is known as 
pulse dispersion and the amount of dispersion depends on the number of free electrons in the interstellar 
medium. The more distant pulsars have a greater pulse dispersion, because there is bigger space and thus 
more electrons between us and the pulsars. So, the time delays between the higher and lower frequencies 
can be used to provide distance estimates for pulsars.

As a pulsar ages and slows down, it is likely that the beam of radiation may turn off after a few mil-
lion years. The beams may become weaker and weaker until the radio pulses are too faint to be detected, 
or the magnetic field may decay until it is no longer strong enough to sustain the pulse mechanism. We 
are not quite sure of what will be a pulsar’s final fate. Clearly, much remains to be studied about this 
cosmic lighthouse.
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ABSTRACT

The cosmic microwave background (CMB) holds many secrets of the origin and the evolution of our 
universe. This ancient radiation was created shortly after the Big Bang, when the expanding universe 
cooled and became transparent, sending an afterglow of light in all directions. It is a pattern frozen in 
place that dates back to 375,000 years after the birth of the universe. Numerous experiments and space 
missions have made increasingly higher resolution maps of the CMB radiation, with the aims to learn 
more about the conditions of our early universe and the origin of stars, galaxies, and the large-scale 
cosmic structures that populate our universe today.

Our universe began 13.8 billion years ago and has evolved from a single point of extreme heat and infinite 
density to the rich and complex universe of stars and galaxies that we see today. The early history of our 
universe was imprinted on the cosmic microwave background, or CMB in short, which is believed to 
be the relic radiation of our infant universe. Initially known as the primeval fireball, CMB consists of a 
wealth of information of the universe when it was only 375,000 years old, before any stars or galaxies 
ever existed. It is a crucial source of information to understand the evolution of our universe. Thus, by 
studying the properties of this radiation, we can learn about the conditions of our early universe and the 
origin of stars, galaxies and the large-scale cosmic structures that populate our universe today.

THE DISCOVERY OF THE CMB

The detection of electromagnetic radiation that fills all space, known as the cosmic microwave background 
(CMB), was again by chance, similar as the accidental detections of radio emissions from our Milky Way 
galaxy in 1931 by Karl Gurthe Jansky and from our Sun in 1942 by James Stanley Hey. In 1964, Arno 
Allan Penzias and Robert Woodrow Wilson were working on a 20-foot horn reflector antenna owned by 
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Bell Telephone Laboratories at Crawford Hill, Holmdel, New Jersey. They refitted the antenna and built 
a Dicke radio receiver for radio astronomy use. After accounted for atmospheric absorption and ohmic 
losses, their measurements showed persistent noise that could not be accounted for regardless of which 
direction the antenna was pointing. This excess noise had a blackbody temperature of approximately 3.5 
K at 4080 MHz, and Penzias and Wilson were trying very hard to get rid of that noise. They inspected 
every component of the equipment and initially thought that pigeons that frequented the antenna might 
be the cause. They even cleaned up pigeon’s droppings in the antenna but the noise still remained.

In early 1965, a deeply frustrated Penzias happened to have a conversation with Bernard Burke from 
MIT. Penzias told him about the antenna excess noise that would not go away, and their fruitless efforts in 
figuring out the source of the noise. Burke told Penzias that he heard of the work by Robert Henry Dicke 
and his team members Phillip James Edwin Peebles, David Todd Wilkinson and Peter Roll at Princeton 
University about the search for a background signal from the early phase of the universe. Peebles is a 
theoretical physicist, and upon hearing Dicke’s suggestion, he investigated and predicted the existence 
of the primeval radiation that permeates all of space. In order to test Peebles’ prediction, Wilkinson and 
Roll, whom are both experts in radio technology, built an antenna on the roof of the Physics building in 
Princeton, trying to detect signatures of relic radiation from an early stage of the universe. After hearing 
of this research, Penzias made a phone call to Dicke and told him about the antenna excess noise. After 
hanging up, Dicke told his team: “Boys, we’ve been scooped”. 

The two teams then met at Crawford Hill. The Princeton team inspected the equipment (ironically, 
uses the radiometer techniques first devised by Dicke), went through the measurements and confirmed 
that the excess noise was indeed the background radiation from the early phase of the universe. These 
resulted in a pair of articles published in the Astrophysical Journal in May 1965. In one of the articles, 
Penzias and Wilson detailing the measurement of an excess antenna temperature of 3.5 ± 1.0 K that was 
unaccounted for and pointed to the other article preceded theirs by Dicke and his team for a possible 
explanation of the source. In the article titled “Cosmic black-body radiation”, Dicke et al. discussed 
that the presence of thermal radiation remaining from the extremely hot early phase of the universe 
(“the fireball”) was to be expected and the possibility of detecting it. They described their experiment 
at a wavelength of 3-cm although it had not yet produced any results, and also interpreted the findings 
by Penzias and Wilson at a wavelength of 7.3-cm as confirming the prediction of the “primeval fire-
ball” theory. A radiation with a blackbody temperature of 3.5 K was interpreted as the remnant of the 
extremely hot early universe which then cooled as a result of the universe expansion, while preserving 
its thermal characteristic.

In 1978, Penzias and Wilson received the Nobel Prize in Physics for “their discovery of cosmic 
microwave background radiation”.

THE EXPANSION OF THE UNIVERSE AND THE PREDICTION OF CMB

The fact that galaxies are moving away from us was first observed in 1917 when Vesto Melvin Slipher 
noticed that the light of the galaxies (or known as nebulae at that time) that he observed was red shifted, 
indicative of recession motion of the galaxies. The idea that the universe might be expanding was first 
demonstrated by Alexander Alexandrovich Friedmann in 1922 after working with Albert Einstein’s 
theory of general relativity. However, Friedmann’s work was not well received, and Einstein himself 
insisted on a static universe. Earlier in 1917, in his obstinacy to have an unchanging universe, Einstein 
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introduced a parameter – the cosmological constant – into his equations to yield a static model of the 
universe. This parameter only has effect on the largest scales; its effect is negligible on the scales of 
galaxies and smaller, so it will not conflict with the observations and measurements obtained on those 
scales. A few years later in 1927, Georges Henri Joseph Édouard Lemaître independently rediscovered 
the solution of an expanding universe when working on Einstein’s equations.

In 1929, Edwin Powell Hubble published his observational results on the relationship between distance 
and radial velocity of tens of galaxies (extra-galactic nebulae). He found that these two parameters have a 
linear relationship, i.e. the more distance galaxies are moving away from us at higher velocities, implying 
that our universe is expanding, as predicted by Einstein’s original theory of general relativity. This rela-
tionship is widely known as Hubble’s law, even though Lemaître was the first to present this relationship 
two years earlier that the redshift of galaxies can be explained by the expansion of the universe, and he 
also estimated the value of what is now known as the Hubble constant. The Hubble constant describes 
the rate of expansion of the universe at different distances from a particular point in space. It is a ratio 
between the velocity of a galaxy and its proper distance from us. The solid observational evidence of an 
expanding universe by Hubble means that the addition of the cosmological constant into the equations 
of general relativity earlier was not necessary, and Einstein called this his greatest blunder (while at that 
time the cosmological constant is not necessary, today this parameter plays an important role when we 
discovered that the expansion of the universe is accelerating in 1998). Unfortunately, Friedmann passed 
away in 1925, he never had the chance to know that his solution of an expanding universe is correct.

Lemaître also put forth an idea of a primeval atom. If we moved the time backward for an expanding 
universe, there will be a time in the past that all matter comes together, dense and compacted in a primeval 
atom. This is the origin of the universe, which by decaying gave birth to all matter in the universe. This 
idea was later known as the Big Bang model and is one of the two more popular cosmological models at 
that time. The other alternative model is the Steady State model proposed by Hermann Bondi, Thomas 
Gold and Fred Hoyle in 1948. The pioneering work on the Big Bang model was carried out by Ralph 
Asher Alpher, Robert Herman and George Gamow. Alpher, together with his PhD supervisor Gamow, 
studied on a topic now known as the Big Bang nucleosynthesis. It tackled the problem of the formation of 
chemical elements in the moments following the Big Bang. Alpher, working with Herman, later realized 
that the early moment of the universe would have a large radiation density due to the formation of light 
nuclei, and could not have disappeared without a trace. They predicted the intensity of this radiation, 
and found that it would have a blackbody temperature of about 5 K at the present epoch, which would 
peak at microwave frequencies. This is the first prediction of the existence of CMB radiation. Between 
1948 and 1950, Alpher, Herman and Gamow published a number of different papers regarding this an-
cient radiation but their works went almost unnoticed. In one of the papers in 1950, Gamow mentioned 
a temperature of 3 K, although he did not give much explanations for it.

The discovery of CMB radiation by Penzias and Wilson in 1964-65 was the landmark evidence that 
favored the Big Bang model, showing that the universe did have a denser and hotter early phase, with 
all matter and radiation coupled together in a single “substance”.

STANDARD MODEL OF COSMOLOGY

The current standard model of cosmology is the Lambda Cold Dark Matter (Lambda-CDM or ΛCDM) 
model. In this model, the universe is homogeneous and isotropic on very large scales and the tiny den-
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sity fluctuations that arose just right after the birth of the universe resulted in the formation of cosmic 
structures that we see today. In the standard model, the universe contains three major components. The 
first is dark energy, associated with the cosmological constant denoted by Lambda (Λ). Dark energy is 
an unknown form of energy postulated to occupy all space, acting as an anti-gravity force that causes the 
expansion of the universe to accelerate. The cosmological constant was first introduced by Einstein into 
his general relativity’s equation, using it to balance gravity so as to obtain a static universe. The second 
component is cold dark matter (CDM). Dark matter is a mysterious unseen element of the cosmos that 
interacts very weakly with ordinary baryonic matter. Although we might not yet know what this exotic 
matter actually is, its presence can be felt by its gravitational effects on matter. In the cold dark matter 
paradigm, structures were formed bottom-up, i.e. small structures were formed through gravitational 
collapse first and then merged to build larger and more massive structures, in oppose to hot dark matter 
paradigm where structures were formed top-down through the fragmentation of larger structures into 
smaller structures. The third component is ordinary matter, or baryonic matter, which refers to all ele-
ments that are made of normal atomic matter.

The leading explanation now on how the universe started is the Big Bang model. According to this 
model, the universe started with a singularity, where all matter was condensed into a single point of 
infinite density and extreme heat. This point then began expanding, and has expanded ever since to the 
universe that we know of today. Figure 1 shows the timeline of the universe from the moment of its 
birth until now, which is about 13.8 billion years later. In the first tiny fraction of a second when the 
universe was born, it underwent an extremely rapid and accelerated expansion in a very brief period of 
time, known as inflation, during which the seeds for cosmic structure formation were embedded. The 
idea of cosmic inflation was first developed in 1979 by Alan Harvey Guth, and in 1981, he formally 
proposed it. Inflation was proposed to solve two problems: the horizon problem and the flatness prob-
lem. The horizon problem arises because the universe is incredibly homogeneous and isotropic on very 
large scales, in spite the fact that any widely separated regions in the universe were disconnected. These 
regions are moving away from each other faster than the speed of light and should not have equilibrated 
because they have not yet had time to communicate with each other to produce a uniform universe. The 
flatness problem arises because the geometry of the universe that we see today is very flat – too flat that 
the initial conditions of the universe must be fine tuned to an incredible precision without explanation.

The infant universe was filled with photons and hydrogen, but hydrogen is in its ionized form of 
free electrons and protons (plasma state) due to the extremely hot early universe. The universe was so 
hot and dense that photons were constantly interacting with free electrons thus remained trapped in the 
dense soup of matter. Photons could only propagate a very short distance before they encountered an 
electron and were scattered off. Thus, at this moment, the universe was opaque to all radiations. Eventu-
ally, after about 375,000 years, as the universe continued to expand, it cooled sufficiently for electrons 
and protons to combine and form neutral hydrogen atom, transitioning from the state of ionized plasma 
to neutral gas. This epoch is called recombination. During this epoch, another phenomenon took place, 
i.e. the decoupling of photon and matter (photon decoupling). Since photons interact very weakly with 
neutral hydrogen, they could now travel freely without being scattered. The universe became transparent 
at this point, and is called the surface of last scattering since this was the last time photons were scattered 
off by electrons. Although we are unable to peer back to the moment of our universe’s birth due to the 
opacity of the initial universe, we can observe the remnant radiation that permeates all space, known as 
the cosmic microwave background (CMB), from this surface of last scattering. We can see the afterglow 
of the Big Bang, which has a black body temperature of 3000 K at this point. However, due to cosmic 
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expansion, the wavelength of this afterglow has been stretched tremendously. CMB radiation that we 
observe today is very cold, just 2.725 degrees above absolute zero, so it shines mostly in the microwave 
portion of the electromagnetic spectrum.

Right after recombination and decoupling, the universe was still filled with the glow of the hot gas. 
However, as the universe continued to expand and cool, the glow faded. The clouds of hydrogen gases 
were still collapsing very slowly under gravity to form stars and galaxies, so there were no new sources 
of visible light, leaving the universe in darkness. This epoch is known as the dark age. It is a period 
between the time when CMB radiation was emitted and the time when the first stars were born. When 
the first generation of stars began to shine, they produced sufficient ultraviolet radiation that ionized the 
surrounding gas and the universe entered a period of reionization, marking the end of the dark age. Early 
large-scale structures gradually emerged and drawn to the dark matter filaments, i.e. the skeleton of the 
universe. The dark matter filaments served as a scaffolding for gas to accumulate and stars, galaxies and 
galaxy clusters to be built. This marks the beginning of the era of stars and galaxies in which we live today.

ANISOTROPIES IN THE CMB

All the cosmic structures that exist in the universe, such as stars, galaxies, galaxy clusters etc., grew 
from the action of gravity. Matter experience the attraction of other matter; thus, an initial small clump 
of matter will start to grow bigger and bigger, in turn attracting even more matter, making them cluster 
more and more effectively as time passes. Although the early universe was always considered to be 
uniform, a universe with an evenly spread matter will not have matter clustering because the force of 
gravity will be the same everywhere. Hence, in order to kick-start the aggregation process, an initial 
clump of mass or “seed” is necessary, i.e. there should be small inhomogeneities in the distribution of 
matter, to alter the perfect equilibrium. Due to gravitational instability, the gravity around this initial 
inhomogeneity will be stronger, resulting in aggregation of matter around this point in space that can 
grow into stars and galaxies.

These small inhomogeneities in the distribution of matter or the fluctuations of density in the early 
universe were predicted to leave an imprint as small anisotropies in the intensity of the CMB radiation 
by both Peebles and his student Jer Yu, and Rashid Alievich Sunyaev and Yakov Borisovich Zeldovich 
in 1970 independently. In his 1982 paper, Peebles discussed the effect on the large-scale anisotropy of 
CMB radiation and the large-scale fluctuations in the mass distribution in the presence of very massive, 
weakly interacting particles (dark matter). Peebles’ work on CMB and his works among other on cold 
dark matter and the large-scale structure of the universe earned him the Nobel Prize in Physics in 2019 
“for his theoretical discoveries in physical cosmology”.

In 1967, the works by Rainer Kurt Sachs and Arthur Michael Wolfe, Martin John Rees and Dennis 
William Siahou Sciama, and Joseph Silk demonstrated that the CMB temperature fluctuations produced 
by the density perturbations or primordial cosmic seeds at the time of recombination had to be in the 
order of one percent of the average to allow galaxies to form by gravitational instability. Even that, the 
available technologies at that time were not advanced enough to detect such small temperature fluctua-
tions, not to mention now that we know this value is far too optimistic. The temperature fluctuation is so 
weak that it is actually in the order of a hundred thousand times smaller than the average temperature of 
about 2.7 K. The failure to observe any traces in the CMB temperature fluctuations put the hypothesis 
of gravitational instability that built galaxies and the large-scale structure of the universe at risk. 
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The faintness of this signal is the reason why CMB anisotropies escaped detection for decades. Since 
the signal is so weak, the equipment built to detect these small imperfections not only have to be very 
sensitive, but has to be able to discard all possible noises, such as from the Earth itself, its atmosphere, 
foreground cosmic sources like our own Milky Way Galaxy and other galaxies, and the inherent internal 
noise of the detectors. One of the ways to reduce the noise is to put the detectors in space. Since the 
observatory will be away from Earth, it can minimize the noise due to Earth’s thermal emission and 
remove the contamination due to Earth’s atmosphere. Earth’s atmosphere also blocks most of the elec-
tromagnetic radiation from reaching the surface. Thus, by placing an observatory in space, it will allow 
a wider window to observe the microwave spectrum. Lastly, the sky can be observed in all the directions 
for longer times from the vantage point in space.

In 1981, the construction of a space-based observatory, the COsmic Background Explorer (COBE) 
spacecraft, was carried out at NASA’s Goddard Space Flight Center. COBE was successfully launched 
in November 1989, and its objective was to measure the diffuse infrared and microwave radiation from 
the early universe between 1 μm and 1 cm over the entire sky. COBE carried three instruments, i.e. a 
Far Infrared Absolute Spectrophotometer (FIRAS), a Differential Microwave Radiometer (DMR), and 
a Diffuse Infrared Background Experiment (DIRBE). The principal investigators for these three instru-

Figure 1. The evolution of the universe. The size of the universe is represented by the vertical extent of 
the grid. The afterglow light pattern imprinted with the conditions of the early universe, known as the 
cosmic microwave background (CMB) radiation, has been traveling unobstructed since it was emitted 
375,000 years after the birth of the universe (Credit: NASA / WMAP Science Team)
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ments were John Cromwell Mather, George Fitzgerald Smoot and Mike G. Hauser, respectively. The 
objective of the FIRAS instrument was to measure precisely the CMB spectrum and to observe the dust 
and line emission from our galaxy. The measurements from FIRAS showed a perfect fit of the CMB 
spectrum and the theoretical curve for a blackbody with a temperature of 2.725 ± 0.002 K (Figure 2). 
This finding matches the predictions of the hot Big Bang model very well, and shows that all the radiant 
energy of the universe was released within the first year after the Big Bang. All theories that attempt to 
explain the origin of large-scale structure seen in the universe today must now conform to the constraints 
imposed by these measurements.

The DMR experiment was designed to search for primeval temperature fluctuations between differ-
ent parts of the sky in the CMB radiation and to map the cosmic radiation precisely. DMR spent four 

Figure 2. Cosmic Microwave Background (CMB) monopole spectrum from the Far Infrared Absolute 
Spectrophotometer (FIRAS) on the NASA Cosmic Background Explorer (COBE). The solid curve indi-
cates the intensity of a blackbody at a temperature of 2.725 K as predicted by the hot Big Bang model. 
FIRAS measurements show that the CMB spectrum matches the prediction to an extraordinary degree 
(Credit: NASA / GSFC / LAMBDA) 
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years mapping the sky and created a full sky map of the CMB radiation by subtracting out galactic 
emissions and dipole at various frequencies. Figure 3 represents the DMR measurements at a frequency 
of 53 GHz. The top image shows the nearly isotropic brightness of the CMB radiation on a scale of 0 to 
4 K. If we wish to see the very subtle variations in the CMB we need to remove the isotropic emission. 
The middle image reveals the CMB dipole by subtracting the average brightness from the top image, 
intended to enhance the contrast due to the dipole. The blue color indicates that the CMB radiation is 
slightly less intense than average and the red color indicates that the radiation is slightly more intense 
than average. This difference in the intensity in different directions is called the CMB dipole anisotropy, 
and is due to our motion relative to the radiation. In the direction we are moving, the intensity will be 
greater and vice versa. The bottom image is the result after subtracting the dipole component from the 
middle image. The horizontal red band that runs across the bottom image is the foreground emission 
from our Milky Way galaxy, and the blue and red spots correspond to areas of greater or lesser density 
respectively in the early universe. DMR has found, for the first time, anisotropies in the CMB radiation, 
showing how matter and energy were distributed during the very early phase of the universe. It has found 
the “primordial seeds”. The variations in the intensity of the CMB radiation over the sky was found to 
be very tiny, in the order of one part in 100,000.

The temperature fluctuations found in the CMB maps are the imprint of density variations in the 
early universe. Before the epoch of recombination, photons and matter were coupled. Due to this cou-
pling, photons will be more abundant in a denser region and vice versa. Since photon density is related 
to the temperature for a blackbody, the CMB from denser regions will be “hotter” and regions that are 
less dense will be “colder”. Another way for density perturbations to leave signature on the CMB is the 
gravitational redshift. At denser regions, the gravity is stronger, thus photons have to spend more energy 
to escape compared to the photons at regions which are less dense. This is translated into an increase 
in the wavelength and photons leaving a denser region will be redshifted, causing the region to look 
colder. While these two ways resulted in temperature fluctuations that are opposite of each other, the 
effects only cancel partially and the net result can still be seen. The last method that can contribute to 
the temperature variations is the Doppler effect, where a moving source’s frequency changes depending 
on their direction either toward or away from us. All these density fluctuations carry information of the 
origin of the cosmic structure. Through a process that was still poorly understood at that time, the density 
ripples seen by the DMR gave rise to structure formation and developed into galaxies, galaxy clusters, 
and the large-scale structures that populate the universe today.

Apart from the background emission at microwave wavelength, cosmic infrared background (CIB) 
radiation could potentially contain a total radiant energy density comparable to that of the microwave 
background. As a result of the cosmic redshift and reprocessing by dust of short-wavelength radiation, CIB 
radiation is expected to contain the cumulative emissions since the first formation of luminous objects, 
such as stars and galaxies, in the early epoch. Thus, the DIRBE experiment was designed primarily to 
do a search for an isotropic CIB radiation and to measure its energy distribution. It is a multi-wavelength 
infrared detector used to map dust emission. Maps of infrared absolute sky brightness, including zodiacal 
and galactic components, were obtained by DIRBE in 10 bands ranging in wavelength from 1.25 to 240 
microns. DIRBE has also provided maps of linear polarization at 1.25, 2.2, and 3.5 microns. The CIB 
measurements from DIRBE constrain the cosmological models of star formation and the accumulation 
of dust and elements heavier than hydrogen over time. DIRBE also had a secondary objective which 
includes the studies of foreground sources, such as scattered sunlight, thermal emission from interplan-
etary and interstellar dust, and galactic starlight.
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Figure 3. Images of the sky obtained with the Differential Microwave Radiometer (DMR) on the NASA 
Cosmic Background Explorer (COBE) from the 53 GHz band. The top image shows the nearly isotropic 
brightness of the CMB radiation, the middle image shows the CMB dipole, and the bottom image shows 
the evidence for the anisotropies in the CMB radiation. The blue and red spots in the bottom image cor-
respond to areas of greater or lesser density respectively in the early universe (Credit: NASA / GSFC / 
LAMBDA).
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After four years studying the sky, COBE concluded its mission in December 1993. In 2006, Mather 
and Smoot, the principle investigator for FIRAS and DMR, were jointly awarded the Nobel Prize in 
Physics for “their discovery of the blackbody form and anisotropy of the cosmic microwave background 
radiation.”

STUDYING THE CMB WITH SPACE MISSIONS

In June 2001, NASA launched another spacecraft, the Microwave Anisotropy Probe (MAP), to succeed 
COBE in studying the cosmic microwave background radiation. MAP was renamed to Wilkinson Micro-
wave Anisotropy Probe (WMAP) in 2003 to honor David Todd Wilkinson, who was one of the pioneers 
in the field of cosmology and a member of the mission’s science team. WMAP’s mission was to make 
fundamental measurements of cosmology, i.e. revealing the conditions existed in the early universe by 
measuring the properties of the CMB radiation. It was capable of determining the geometry, content 
and evolution of the universe. It used five separate observing frequency bands from 22 to 90 GHz to 
assist in the rejection of foreground signals from our Milky Way galaxy. Previously, COBE has detected 
tiny variations in temperature, with a difference of only 0.0002 K, in the CMB radiation but with large 
angular resolution. WMAP had much higher resolution, sensitivity and accuracy compared to COBE 
and the maps obtained from WMAP observations were 33 times the angular resolution and 45 times 
the sensitivity of the DMR instrument. These enabled WMAP to measure the anisotropy in the CMB 
radiation with much finer detail and greater sensitivity (Figure 4).

When we observe distant objects, we are looking into the past since light travels at a finite speed. 
The CMB radiation contains a lot of information about the properties of the universe since it was emit-
ted at the earliest time and has traveled over such a large distance. By measuring the anisotropy of the 
CMB radiation, WMAP could measure the basic parameters of the Big Bang model and learn about 
the origin of cosmic structures. When WMAP released its 9-year results in 2013, it has determined the 
age of the universe, the time when the first stars began to shine, the density of atoms and all other non-
atomic matter, the “lumpiness” of the universe, and how that lumpiness depends on scale size. The age 
of the universe was determined to be 13.77 billion years old and WMAP has mapped the afterglow of 
the hot and dense universe when it was only 375,000 years old. After that, when the universe was about 
400,000 years old, the first stars started to shine.

WMAP found that the content of the present-day universe consists of only a small fraction (4.6%) of 
ordinary atoms or also known as baryons. Dark matter, a type of matter that is not made up of atoms, has 
gravity but does not emit any light, comprises a larger fraction (24%). The largest portion of the universe 
(71.4%) is dark energy, an anti-gravity force that is driving an acceleration of the universe, causing the 
increase in the expansion rate of the universe. With the most detailed map of CMB radiation ever pro-
duced at that time, WMAP managed to clear the doubt of the existence of dark energy. Its data fit well 
into a universe dominated by dark energy, in the form of a cosmological constant, and the content points 
to a Euclidean flat geometry. With no significant anomalies and an adequate goodness of fit, WMAP’s 
data helped in establishing the current standard model of cosmology, i.e. the ΛCDM model. It also 
supported the inflation theory. Remarkably, WMAP’s precision measurement has confirmed specific 
predictions of the simplest version of inflation, i.e. the distribution of density variations follows a bell 
curve with the same properties across the sky, and there are equal numbers of hot and cold spots on the 
map. By measuring the polarization in the CMB it is possible to look at the amplitude of the fluctuations 
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of density in the universe that produced the first galaxies. The reionization phase of the universe was 
discovered to be earlier than previously thought. WMAP has not only established but provided tighter 
constrain on the model that describes the history and structure of the universe.

WMAP ended its mission after nine years of operation in 2010. One year before the mission ended, 
the European Space Agency (ESA) launched a more advanced spacecraft – Planck – in 2009. The Planck 
mission continued the legacy of COBE and WMAP, studying the CMB radiation with the highest ac-
curacy ever achieved, and helping to provide answers on the past, present and future of our universe. It 
has the capability to confirm if our current model of the universe was correct to unprecedented levels of 
accuracy, or if the current model was wrong, Planck would send us back to the drawing board. Planck’s 
sensitive radio receivers operating at extremely low temperatures were capable of distinguishing tem-
perature variations in the CMB radiation in the order of one part in a million. The nine frequency bands 
observed by Planck range from 27 GHz to 1 THz, and the simultaneous observations of the sky in these 

Figure 4. Cosmic Microwave Background (CMB) radiation maps obtained from Penzias and Wilson’s 
microwave receiver (top), NASA COBE spacecraft (middle) and NASA WMAP spacecraft (bottom). The 
top right image shows the simulated view of the sky using Penzias and Wilson’s microwave receiver. 
COBE was the first to discover the patterns of the remnant afterglow from the Big Bang and WMAP 
brought the patterns into much better focus and resolution (Credit: NASA / WMAP Science Team).
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wide frequency range allowed us to subtract out the effects of foreground radiations, such as those from 
our galaxy and others, from the primordial CMB radiation.

The precise measurements by Planck have enabled us to test a huge variety of models that describe 
the origin and evolution of the universe. The detailed imprint of the early universe as seen by Planck has 
again confirmed our standard model of cosmology – the CMB temperature fluctuations fitted too well to 
draw any other conclusions. Apart from measuring the temperature fluctuations of the CMB radiation, 
Planck also measured its polarization, which indicates if light is vibrating in a preferred direction. The 
polarized radiation contains information of the last interaction between photons and matter in the early 
history of the universe, just before the photons started its cosmic journey to us. CMB polarization has two 
basic patterns – the circular and radial E-modes and the curly B-modes – which are produced by different 
phenomena on different angular scales. The B-mode polarization is weaker than E-mode polarization, 
thus it is more difficult to detect. The E-mode polarization arises naturally from Thomson scattering, 
where photons were scattered off free electron in the surface of last scattering. It was first detected in 
2002 by the Degree Angular Scale Interferometer (DASI) located in the South Pole. The B-mode polar-
ization can be generated by two mechanisms – the first is during the cosmic inflationary phase, and the 
second is by gravitational lensing of the E-modes. Fortunately, these two types of B-mode polarization 
are distinguishable from each other. The second type of B-mode polarization was successfully detected 
in 2013 by the South Pole Telescope, but the first type of B-mode polarization still remains elusive.

Planck’s team final data was released in 2018. The team has completed a new processing of the data 
and was confident that both temperature and polarization in the CMB radiation were accurately deter-
mined. Figure 5 shows the temperature variations in the mission’s final data release and Figure 6 shows 
the polarization pattern. The results reassured that the standard model of cosmology, where our universe 
is made up of ordinary matter, dark matter and dark energy, is on the right track. Planck has refined the 
values of the universe’s content found by WMAP a few years back to 4.9% for ordinary matter, 26.8% 
for dark matter and dark energy accounts for 68.3%. The universe is also found to be a little bit older 
(13.8 billion years old) than previously determined. The inflationary scenario which describes that our 
universe underwent an extremely rapid growth in the very early phase of the universe’s history, during 
which the cosmic seeds to build stars and galaxies were sown, was also further confirmed by Planck.

Although Planck is able to confirm almost all our current understanding of the cosmos, it still leaves 
us some puzzles. One in particular is the Hubble constant, the rate of expansion of the universe, which 
can be determined through two techniques – either based on the distant, baby universe or based on the 
local, mature universe. Planck has indicated a value for Hubble Constant of 67.4 km/s for every million 
parsecs (Mpc) of separation in space, using the cosmological model that fits the CMB. However, another 
technique to measure the Hubble Constant, i.e. using variable and exploding stars to gauge distances 
across the universe, has yielded a value of 73.5 km/s/Mpc. These two values do not agree to within their 
respective uncertainties (Figure 7) and so far, there is still no satisfactory explanation for the differences.

Planck’s first data release of the temperature maps in 2013 revealed some anomalies that do not fit 
very well into the standard model. Although the measurements on small and intermediate angular scales 
fit very well with the model predictions, there is a deficit in the signal, ten percent weaker than predicted 
by the model, at large angular scales of about 5 degrees on the sky. This is the most serious anomaly 
that was found in the CMB temperature maps. Other anomalies include a significant discrepancy of the 
signal as observed in the two opposite hemispheres of the sky and an abnormally large, low-temperature 
spot with an unusually steep temperature profile, a so-called “cold spot” in the sky (Figure 8). To provide 
another almost independent view of the CMB radiation that these anomalies are either statistical flukes 
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Figure 5. The anisotropies of the CMB radiation, as seen by ESA Planck spacecraft. This remnant ra-
diation from the Big Bang has tiny imperfections and subtle temperature variations that correspond to 
areas of different densities, representing the primordial seeds for all future cosmic structures (Credit: 
ESA / Planck Collaboration)

Figure 6. The polarization of the CMB radiation, as seen by ESA Planck spacecraft. The polarized 
pattern (lines) follows the pattern of the temperature fluctuations (color contours). This polarized light 
retains the information on the distribution of matter in the surface of last scattering (Credit: ESA / 
Planck Collaboration)
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or are due to new physics that we are unaware of, the Planck team turned to the polarization of the CMB 
radiation. In 2018, the Planck team released the most accurate maps of the CMB E-mode polarisation 
to date, a great improvement over the first polarization maps published in 2015. The latest polarisation 
results show no significant sign of anomalies. At most, the analysis only shows some weak hints that 
the anomalies may be present. Thus, this would seem like the anomalies are statistical flukes, but it does 
not rule out the potential of new physics in play – a phenomenon that only affects the temperature, but 
not the polarisation of the CMB radiation.

In 2014, a team of researchers announced the results of their experiment using the BICEP2 instrument 
and also the preliminary data from the Keck Array located at the South Pole. They detected the CMB 
polarisation curly B-modes over a small patch of the sky and interpreted it as originated in primordial 
gravitational waves. When the universe is only a tiny fraction of a second old, it experienced an infla-
tionary phase that would generate tiny perturbations in the fabric of space-time, known as gravitational 
waves. These perturbations are postulated to leave their signature on the CMB B-mode polarization, 
whereas the temperature fluctuations only create E-mode polarization. Although the gravitational waves 
generated by inflation are too weak to be detected with current technology, the polarization imprinted on 

Figure 7. The values of Hubble Constant measured using observations of CMB (green and red) and 
variable stars or supernovae (blue) over the past two decades. Another method using the observation 
of gravitational waves is shown in purple (Credit: ESA / Planck Collaboration) 
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the CMB radiation may be detectable. Thus, by detecting the B-mode polarization in the CMB radiation, 
the researchers claimed that they have found the first direct evidence of cosmic inflation. Unfortunately, 
subsequent results from Planck in 2015 found no conclusive evidence of primordial gravitational waves. 
The results show that cosmic dust accounts for most, or maybe all, of the observed B-mode polarization. 
While currently we are unable to confirm that the detection is an imprint of inflation, the primordial 
gravitational waves signal could still be out there, waiting to be found. If and when it is found, this signal 
can be crucial to make or break the various inflation models that we have put forth.

Planck ended its mission in 2013 after four years scanning the sky at microwave and sub-millimeter 
frequencies. It has left us the best of both worlds – it helped to set the most precise constraints on some 
of the parameters of the standard model of cosmology, ranging from the Hubble constant, the densities 
of the content of the universe and the relative amount of primordial fluctuations that allowed the forma-
tion of cosmic structure on different scales, and at the same time, gave us some puzzles to ponder over 
for many years to come.

Figure 8. Two anomalies in the CMB, as seen by ESA Planck spacecraft. The first anomaly is indicated 
by the curved line that separates the two hemispheres with asymmetry in the average temperatures – the 
southern ecliptic hemisphere has a significantly stronger signal on average compared to the north. The 
second anomaly is indicated by the circle, a cold spot, which is an abnormally large, low-temperature 
spot (Credit: ESA / Planck Collaboration) 
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ABSTRACT

The constant depictions of contact with extraterrestrial life and their constant basic presence in science 
fiction shows the deep human desire for connection and transcendence with other life forms. In reality, 
continuous efforts on the search for aliens are being made by renown not-for-profit research organiza-
tion such as the Search for Extraterrestrial Intelligence (SETI) since 1984. Over the years, plenty of 
detected signals were dismissed as noise from transmitters on Earth or orbiting satellites but one – the 
“Wow!” signal. However, artificial signals from extraterrestrial sources could be the key to detecting 
extraterrestrial intelligence. Apart from passively searching, some are doing active SETI, or known as 
METI (Messaging Extraterrestrial Intelligence), where humans create and transmit interstellar messages 
to aliens instead of waiting for theirs. Substantial effort in many areas – awareness, time, technologi-
cal advancement, techniques – would be necessary to increase the probability of locating outer space 
intelligence.

For centuries, we have always been fascinated by the existence of other intelligent beings out in the 
unknown, or most commonly known as aliens. Judging by the number of science fiction books and 
movies based on alien contact, alien invasion or alien abduction, our imagination has never run dry on 
what would happen when we finally meet them. We are curious to know who they are, where do they 
come from, what would they look like, why would they contact us, if they are friend or foe, or will they 
conquer and enslave us?

There are even some among us who believe that aliens have actually visited us, abducted us, or that 
we have found them, captured them, and experimented on them. There is a place in Nevada located in 
the western region of the United States called Area 51, a highly classified United States Air Force facil-
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ity, which has long been the center of a conspiracy that the government keeps captured alien spaceships 
and studies the captured aliens.

But are aliens only in the realm of imagination? Is it possible that we are not alone, and the universe 
is actually teeming with intelligent beings, waiting to be discovered?

If the universe is actually teeming with intelligent beings, then where is everybody? This is the fa-
mous question asked by Enrico Fermi during a lunch session with his fellow physicists in the summer 
of 1950, now known as the Fermi Paradox. This paradox is a contradiction between the high estimates 
of probability that favor extraterrestrial civilizations being common in the universe, and the missing 
evidence that they existed elsewhere other than Earth. Fermi realized that if extraterrestrial civilizations 
are common in the universe, given the age of our galaxy, aliens should have more than enough time to 
colonize the Milky Way galaxy. Their presence should be obvious all around us. But we see none of them.

An approach was conceived by Frank Donald Drake in 1961 to estimate the number of communicative 
extraterrestrial civilizations that may exist in our Milky Way galaxy – the Drake equation. The equation 
includes seven factors that are considered to be important for the advancement of such civilizations. 
Firstly, it considers the rate of formation of stars that are suitable for the development of intelligent life, 
and secondly it considers that among these stars, that percentage of them that have planetary systems. 
The third factor is the number of planets in a planetary system that have an environment suitable for life, 
and fourthly, out of these life bearing planets, the fraction of them that life actually appears. The fifth 
factor represents the fraction on which not only just life, but intelligent life, emerges. The sixth factor is 
the fraction of civilization with intelligent life that develops a technology that releases detectable signs 
of their existence into space, and finally, the last factor considers how long such civilizations can release 
detectable signals into space.

If we really wanted to be certain that we have found convincing signs of alien existence, then we 
should do it in an organized and systematic way – the scientific way – to ensure that we eliminate all 
false alarms, and find what we are really looking for.

SETI AND METI

Human’s curiosity never stops us from trying anything. We are not just interested in hearing from aliens, 
but also trying to talk to them. This is the main distinction between the two modes of alien communica-
tion that we are currently conducting – the Search for Extraterrestrial Intelligence (SETI) and Messaging 
Extraterrestrial Intelligence (METI). SETI’s main focus is searching for messages from aliens, and to 
answer the question “are we alone?”. METI, on the other hand, is about creating messages to aliens and 
let everyone knows that “you are not alone!”.

A systematic search for life beyond Earth started with an article (“Searching for Interstellar Com-
munications”) dated back to 1959, which was published in Nature by two nuclear physicists named 
Giuseppe Cocconi (cosmic ray specialist) and Philip Morrison. Cocconi and Morrison suggested that a 
systematic search for life forms from outer space was worth the effort – using electromagnetic waves, 
specifically the radio region at the proposed frequencies (hydrogen frequency). The duo wrote that “we 
shall assume that long ago they established a channel of communication that would one day become 
known to us, and that they look forward patiently to the answering signals from the Sun which would 
make known to them that a new society has entered the community of intelligence”. Before this, not 
many reliable theories were available to estimate the probabilities of extraterrestrial intelligence. Radio 
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waves have been used in the search since these waves have the longest wavelengths that can penetrate 
and travel deep into space without interference by thick clouds of gas and dust. With renewed optimism 
of the space age, it fueled the debut of the search for extraterrestrial intelligence (SETI) program. It was 
the start of a new era where SETI started utilizing radio telescopes to detect radio waves with special 
patterns, which could signify the presence of other life forms in outer space.

Throughout the 1960s, SETI has evolved from the realm of speculation to scientific enquiry after the 
introduction of radio telescopes. Similar to Cocconi and Morrison’s notable proposal, Drake had gained a 
funding, with the help from a renowned astronomer named Otto Struve, for a project on the radio search 
for natural radio emissions from interstellar hydrogen gas clouds. Drake was at an advantage to prove his 
formal professional quest of finding aliens. Shortly in 1960, Drake moved on to perform the first modern 
SETI experiment known as Project Ozma, inspired by his supposed radio contact with Princess Ozma 
from The Marvelous Land of Oz – a faraway place which is inhabited by strange beings. The Green Bank 
telescope was used by Drake’s team to observe sun-like stars such as Tau Ceti and Epsilon Eridani. The 
team picked up some signals from the second star, Epsilon Eridani, but a thought came to Drake’s mind 
which was of importance to direct SETI towards real science in action: was the signal confirmed to be 
artificial and not of human origin, and if not, what could they do to avoid false data? Unfortunately, they 
concluded that the mysterious signals could be of human origin since he constantly picked up the same 
signal pulsing through the airwaves when he aimed towards another antenna at a wide region of the sky. 
However, Project Ozma went on to become the model for future radio-based SETI projects. Although 
the project failed to locate extraterrestrial (E.T.) intelligence, the observation of sun-like stars has made 
a big impact/impression on us as seen through the 1960’s science fiction which featured E.T. life forms 
such as (1) Mr. Spock from Star Trek who was from planet Vulcan which orbits around Epsilon Eridani, 
and (2) Barbarella, a space traveler who crash landed on Tau Ceti’s 16th planet.

Later on, Drake went on to form a formidable team of scientists of sorts at a private meeting (Green 
Bank conference in 1961) to further the investigation on the search of E.T. intelligence, after being 
encouraged by the US National Academy of Sciences. At this point, the newly established National 
Aeronautics and Space Administration (NASA) was planning to explore Mars, where many scientists 
were expecting to find life forms. Drake’s newly formed team was keen to find and communicate with 
aliens. They were known as the “Order of the Dolphin”, which was inspired by a fellow member’s work 
with dolphins (John Lilly) – in which communication with an E.T. intelligence could be built upon his 
work on translating non-human communication from dolphins. At the very same meeting, Drake pre-
sented a formula to tackle the meeting’s biggest question – the probability of humans being in contact 
with E.T. intelligence. This formula is now known as the Drake Equation. In the same decade, scientists 
from Struve’s backyard (Soviet Union) have also tried to pick up radio signal from E.T. intelligence by 
utilizing radio communication, specifically omnidirectional antennas.

In 1967, Jocelyn Bell (now Dame Susan Jocelyn Bell Burnell) detected a pulsing signal with great 
regularity while studying objects using a radio telescope located at the Mullard Radio Astronomy Ob-
servatory, under the supervision of Antony Hewish. The radio telescope was originally intended to be 
used for studying quasars or big galaxies with bright centers via the interplanetary scintillation technique. 
After eliminating all possible sources, both terrestrial and cosmic, the pulsing signal was still unable to 
be accounted for. This led them to the idea of the possibility of picking up E.T. intelligence signals. The 
source was playfully referred to as Little Green Man (LGM-1). However, after studying more data from 
the radio array, similar repeating signals were obtained from a different part of the galaxy. As a result, it 
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was concluded that the signals came from a family of objects instead of a signal from a foreign civiliza-
tion. The discovery was still of significance as it was considered a new type of star, known as a pulsar.

In the following decade, a different attempt was taken in conjunction to the celebration for the upgrade 
of the Arecibo radio telescope in 1974. Instead of searching for signals from E.T. intelligence, Drake 
and Carl Sagan prepared a message, carrying basic information about Earth and humanity (Figure 1), 
to be sent towards the M13 star cluster using frequency modulated radio waves. The message was sent 
to a position 25,000 light years away but M13 might not be in position when it arrived at its targeted 
point. A subsequent attempt to beam a song – The Beatles’ “Across the Universe” – into space was done 
in 2008 by NASA. The latest broadcast received negative criticisms stating that the broadcast may be 
mistaken as an invitation for an intergalactic attack by aggressive E.T. intelligence.

The first long-term SETI project took place at the Ohio State University which housed the Big Ear 
radio telescope (Kraus-type). The telescope is as big as three football fields and is instrumental to one of 
SETI’s biggest mysteries: The “Wow!” Signal (Figure 2). The unusual signal detected by Jerry Ehman 
in 1977 was logged as a grid of numbers on a rolled-out paper. It came through the same wavelength of 
21 centimeters (this frequency can easily penetrate the atmosphere, where atoms of hydrogen absorb and 
emit energy), where most SETI scientists consider favorable to perform their search for E.T intelligence. 
However, to no avail, the countless trials following the discovery of the “Wow!” signal presented no 
support to the presence of E.T. intelligence. Despite that, Ehmer and fellow scientists still could not ac-
count for a terrestrial signal although terrestrial broadcasters try to avoid transmitting on the hydrogen 
line. At present, Antonio Paris and his team from the Center of Planetary Sciences (CPS) have suggested 
that the hydrogen clouds from Comets 266/P Christensen and P/2008 Y2 (Gibbs) could be sources of 
the “Wow!” signal based on the noteworthy and comparable data obtained from the comets. However, 
Ehmer and several astronomers still believes that it is unlikely that the signals from a hydrogen comet 
can be that strong although it might be able to extend quite far. Today, the Big Ear radio telescope has 
been dismantled due to financial pressure as funding came merely from small NASA grants until the 
1990s after funding from the Congress was cut in 1972.

In order for a more dedicated research and education in the search for E.T. intelligence around the 
factors of the Drake equation, the SETI Institute was established in 1984. SETI Institute went on to 
fund Project Phoenix in 1995. Being the largest telescope in the Southern hemisphere, the Parkes radio 
telescope, was used throughout 1995. Subsequently, the project was based at the National Radio As-
tronomy Observatory (NRAO) between 1996 to 1998. The Arecibo telescope took its turn from 1998 
to 2004. Unlike previous projects, the telescopes were aimed to concentrate on sun-like stars only (800 
stars within 200 light-years) and searching for narrow to broad bandwidth (1 Hz to 3,000 MHz) in the 
radio region. Unfortunately, a conclusion was made that there were no signals of E.T. origin detected. 

In early 2001, the co-founder of Microsoft, Paul Allen decided to pledge millions on an idea to build 
a one-hectare telescope for SETI and to perform astronomical observations. The array is now known as 
the Allen Telescope Array (ATA). It is considered as the first implantation of a large-N, small-D radio 
telescope. The ATA is expected to cover frequencies from 1,000 to 15,000 MHz, which covers at least 
five times larger than the range possible in Project Phoenix. At present, the telescope is only partially 
completed. However, in April 2018, the ATA commenced its service to search for signals from intel-
ligent life beyond Earth. The galactic centre over the entire “waterhole” frequency range, from 1,420 to 
1,720 MHz was studied to detect dissociation products of water, which is known as the essence to life. 

In 1999, SETI@Home was released to the public and now everyone can participate in the search 
for aliens. A free program can be installed and using home computers, the observational data from the 
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Figure 1. The Arecibo message as sent from the Arecibo Observatory in 1974. Left: Original binary 
transmission of 1679 bits with 23 columns and 73 rows. Right: The picture generated by the bits. The 
original transmission has no color information. The colors were added to highlight the separate sections.
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Arecibo radio telescope and the Green Bank Telescope can be downloaded and analyzed to search for 
abnormal signals that cannot be associated to noise.

In the early 1960s, we have been sending probes to explore our Solar System. These artifacts of 
ours, even after their operational life, will still be floating in space and would one day escape our Solar 
System, wandering into interstellar space. Who knows that our artifacts would one day be intercepted 
by aliens. If so, do we want to include a message in this “bottle” that we throw into the cosmic “ocean”? 
With this in mind, we attached messages from mankind onto both of the Pioneer spacecrafts and Voyager 
spacecrafts that we sent to explore the outer Solar System. The plaques on the Pioneers showed nude 
figures of a male and a female human along with our Solar System makeup and its position relative to 
the center of our galaxy and 14 pulsars (Figure 3). On both Voyagers, we have attached a golden record 
that contained selected images and sounds to show the diversity of life and culture on Earth. The record 
included an instruction on how to playback the record and showed the same pulsar map as in the Pioneer 
plaques (Figure 4). Besides just SETI, we have in fact been doing active SETI, i.e. creating and transmit-
ting interstellar messages to aliens, for many decades now.

In 2015, METI International was formed to do active SETI. One of its missions is to “foster multidis-
ciplinary research on the design and transmission of interstellar messages”, which includes disciplines 
from natural and social sciences, arts and humanities. METI’s first message, known as Sónar Calling 
GJ273b, was transmitted using a radio telescope facility in Tromsø, Norway to a potentially habitable 
exoplanet called GJ237b at a distance of 12 light-years away.

At present, the Arecibo observatory has been replaced by the newly built five-hundred-meter Aper-
ture Spherical Telescope (FAST) for the title of the world’s largest single-dish telescope. The telescope 

Figure 2. The Wow! Signal (Credit: Big Ear Radio Observatory and North American AstroPhysical 
Observatory (NAAPO)) 
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is considered the most sensitive single-dish telescope, which could detect possible signals from other 
civilizations. There are plans to search for extrasolar planets (exoplanets) by first trying to detect the 
radio radiation of exoplanets. This discovery will help immensely to confirm the magnetic field of exo-
planets and study the possibility for interstellar migration. Furthermore, signs of artificial modification 
by anthropogenic activity in an exoplanet’s atmosphere could provide information of a possible past or 
present civilization.

THE ROAD AHEAD

Trying to listen or talk to alien is no easy task – firstly, is the vast distances involved, then there is a 
great deal of exoplanets out there making it difficult to know where to start. Apart from that, in order 
for us to communicate, we need a language. If aliens wanted to communicate with us, or if we wanted 
to communicate with them, what language shall we speak? Since the very beginning of the search for 
E.T. intelligence, we have been focusing on radio waves as the medium for interstellar communication. 

Figure 3. The pioneer plague (Credit: NASA Ames) 
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However, after so many decades of search, it still turns up as nothing. This makes some of us to wonder, 
are we using the correct language?

The range of electromagnetic spectrum is very broad, from the shortest wavelength of gamma rays 
and x-ray, to ultraviolet and visible and infrared, and to the longest wavelength of microwaves and radio. 
Therefore, it is logical to think that the options for communication are not only limited to radio waves, for 
example using optical laser as a mode of communication. Beside electromagnetic waves, the detection of 
gravitational waves in 2015 might provide us another means of communication. Nevertheless, the gravi-

Figure 4. Voyager golden record (Credit: NASA / JPL) 
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tational waves are extremely difficult to generate because a very strong gravitation field which involves 
neutron stars and black holes is required. Some have even proposed neutrino-based communication.

Apart from the difficulties of knowing which channels the aliens might be broadcasting, the timing 
is also an important factor. We have to tune in at the time when the aliens are talking, else even if we 
are pointing at the right direction, we might not get any signals.

Finally, we always have this dilemma of alien contact: are they going to be friendly or hostile? Is it 
going to be dangerous exposing ourselves to aliens? 

We still have a long road ahead of us in this scientific exploration. We do not stop at just thinking of 
how to search for them, but also what we should do if aliens really make contact? These are something 
for us to ponder in the years to come.

As for the question “do aliens really exist?”, we do not know. But the quest for E.T. intelligence is 
certainly on.
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