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Preface

Since long time, humans are trying to make a machine intelligent. Intelligent 
systems are useful in various real-life applications. In some occasions, intelligent 
computing systems are efficient enough to replace the humans. Automated intelligent 
systems are very useful in various applications like automated production lines in 
various manufacturing factories, biomedical image analysis for automated disease 
detection, traverse some risk prone zones, etc. Computer vision is a domain of 
modern scientific research where a researchers try to impose some intelligence on a 
machine so that it can mimic the human visual system or sometimes it can be used to 
perform certain tasks which are cannot be performed by the human visual systems. 
Computer vision-based systems help us to understand an image by analyzing an 
acquired image and can take certain actions against it. The computer vision-based 
methods are very useful in constructing intelligent robotic systems. The methods 
and algorithms which are involves in the discussion of computer vision is the basis 
of the automated understanding of a scene. From the computer science perspective, 
computer vision is generally used to extract useful patterns and information from 
a single image or a collection of images. The image or images under consideration 
can be of various forms. For example, computer vision-based systems may need 
to extract useful information from the captured images of a single object, taken 
by more than one camera. A video sequence may also be necessary to process. 
The data can also be captured by a biomedical image acquisition device and the 
data can be high dimensional. The domain of computer vision is focused to apply 
several theories and models for different types of images to explore hidden patterns 
and extract complex information from these images. Object detection is somewhat 
related and based on the computer vision and machine intelligence systems. Object 
detection is frequently used to recognize different objects from an image or a 
collection of images. It has various applications in different disciplines. Object 
detection is generally performed by extracting and analyzing features of different 
objects. In general humans can differentiate among several objects of an image by 

xii
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Preface

observing some specific features of an object. Computer vision-based methods 
can differentiate several objects and recognize class of different objects. To do 
that, knowledge about the features of a particular object should be already known 
to the intelligent system. Here, machine learning plays a vital role. Object can be 
detected and recognized by using machine learning or deep learning approaches. It 
has different real time applications including face detection, automated surveillance 
systems, biomedical image analysis, continuous object monitoring like tracking a 
ball etc. The recent developments in the field of computer vision and object detection 
are very promising and various real-life applications can be observed in different 
domains. The advancements in this domain is quite satisfactory but still, the level of 
intelligence achieved can improved in various ways. Moreover, the existing methods 
are not very straightforward to apply directly to the real-world problems. Further 
research is necessary to achieve better performance. Although in some occasions, 
computer vision-based methods outperform the human vision but in most of the 
cases computer vision based methods is not compatible with the efficiency of 
the human vision systems. It is necessary to understand the developments of the 
computer vision-based systems and the drawbacks in the existing systems so that it 
can be overcome. Considering the impacts of the computer vision systems in daily 
life, it is our responsibility to improve the computer vision-based system so that 
our lifestyle and the quality of Living can be uplifted. The blessings of computer 
vision converted many dreams into reality. This book will help in understanding 
the present scenario and also helps in for the development in this field. This book is 
comprehensive enough to be understood by various people of different profession. 
The book is suitable for the research persons, industry experts, undergraduate and 
postgraduate students etc. Is bid book will provide significant knowledge about 
the computer vision and object recognition which can be used in several real-life 
applications as well as it is helpful for the further research. A brief description of 
the constituent chapters of this book is given below.

CHAPTER 1: A ROBUST IMAGE ENCRYPTION 
METHOD USING CHAOTIC SKEW-TENT MAP

This chapter is dealing with the image security. Authors proposes a novel image 
encryption method using chaos theory. The chaotic skew-tent map is used to secure 
the images. This method is a symmetric method of image encryption. The proposed 
method is compared with other standard methods and the efficiency of the proposed 
method is proved using both visual and numerical analysis.

xiii
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CHAPTER 2: ANISOTROPIC DIFFUSION-BASED COLOR 
TEXTURE ANALYSIS FOR INDUSTRIAL APPLICATION

This work is based on the computer vision and aimed to solve the image classification 
problem by analyzing the texture features. Authors show an industrial application 
of the proposed system to process multiplication images. The texture features are 
obtained by applying the anisotropic diffusion method. The proposed method is 
tested on the two industrial data sets. The classification is performed by using the 
k-NN classifier. Different combination of the features are tested and compared with 
the other standard methods available in the literature.

CHAPTER 3: A BRIEF OVERVIEW ON 
INTELLIGENT COMPUTING-BASED BIOLOGICAL 
DATA AND IMAGE ANALYSIS

Automated analysis of biological data and images is always a challenging task. 
Advanced computing methods are helpful in fast and accurate analysis of the 
biological data. In general, biomedical data analysis is an inevitable step of various 
tasks like automated disease analysis, DNA analysis, diagnostic etc. Automated 
analysis of biological data can reduce the inherent errors which are associated with 
the manual investigations. Moreover, limited time is an another constraint for these 
types of applications. This chapter presents an overview about the advancements 
in this domain and highlight the scope of further development.

CHAPTER 4: AN ADVANCED APPROACH TO DETECT 
EDGES OF DIGITAL IMAGES FOR IMAGE SEGMENTATION

Edge detection is one of the fundamental problems in computer vision. Edges are 
helpful to interpret different regions of an image separately. Various methods are 
available in literature which are proposed to solve the problem of edge detection. 
This chapter proposes a novel method to solve the problem of edge detection. The 
detected edges using the proposed method looks very promising. A comparative 
study shows that the proposed method outperforms various standard edge detection 
methods. Both visual and numerical analysis of the proposed method establish the 
efficiency and effectiveness of the proposed method in edge detection.

xiv
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CHAPTER 5: FUSION APPROACH-BASED 
HORTICULTURE PLANT DISEASES IDENTIFICATION 
USING IMAGE PROCESSING

Plant disease is a major threat for the productivity of the crop. To overcome 
this problem, it is necessary to detect the disease so that appropriate preventive 
measures can be taken. Manual investigations of the plant diseases requires huge 
amount of time and effort. Moreover, domain knowledge is essential to study and 
detect various diseases. This chapter proposes a new method to detect different 
plant diseases using machine learning and computer vision. In the first stage, the 
leaves are classified in two classes i.e. healthy and unhealthy. If a particular leaf 
is found to be unhealthy then, further classification is performed to determine the 
disease. Author build a database of total 820 leaves which includes both healthy 
and unhealthy classes. Different classifiers are used to classify the images and a 
comparative study is presented.

CHAPTER 6: A GENERALIZED OVERVIEW 
OF THE BIOMEDICAL IMAGE PROCESSING 
FROM THE BIG DATA PERSPECTIVE

This chapter presents the biomedical image analysis problem from the big data 
perspective. Generally, modern biomedical image acquisition tools produce a large 
volume of high dimensional data. Without having any efficient and sophisticated 
methods, it is very difficult to process such a huge amount of data. This chapter 
presents the state-of-the-art solutions to handle large volume of biomedical data 
using various methods of big data analytics.

CHAPTER 7: IMAGE FUSION TECHNIQUES FOR 
DIFFERENT MULTIMODALITY MEDICAL IMAGES 
BASED ON VARIOUS CONVENTIONAL AND HYBRID 
ALGORITHMS FOR DISEASE ANALYSIS

This objective of this article is discuss the image fusion methods to analyse and 
extract useful information from the biomedical images of various modalities. An 
image of a certain modality is not enough in various occasions to explain an issue. 
To properly analyse a disease, it is necessary to study various modalities and 

xv
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combine the the obtained information. This process can be automated by applying 
some intelligent computer vision based methods. This article talks about some of 
the recent methods that can fuse the biomedical images of different modalities and 
can extract useful information from the combined source. Moreover, a new method 
is proposed to solve the same problem and it is compared with some of the existing 
methods to prove the effectiveness of it.

CHAPTER 8: AN OVERVIEW OF BIOMEDICAL IMAGE 
ANALYSIS FROM THE DEEP LEARNING PERSPECTIVE

In this chapter, authors discussed the recent developments in deep learning based 
biomedical image analysis. Deep learning is an active topic of research and has 
several applications in biomedical image analysis. Deep learning based object and 
region of interest detection, segmentation, classification, feature extraction etc. 
are discussed in the context of biomedical image analysis. Researchers can get an 
overview of the fundamental concepts of the deep learning methods and the recent 
developments in the deep learning technologies.

CHAPTER 9: SEGMENTATION-FREE WORD SPOTTING 
IN HANDWRITTEN DOCUMENTS USING SCALE 
SPACE CO-HOG FEATURE DESCRIPTORS

In this work, author proposes a method to detect words from a handwritten 
document. The main advantage of the proposed method is that it doesn’t depend 
on the segmentation. That is why, this method is called segmentation free word 
spotting method. Author discusses the challenges of the existing methods as well as 
gives the literature review in the present context. The proposed work is compared 
with the existing segmentation based as well as segmentation free method and the 
proposed method is proved to be efficient compared with many existing methods.

This book contains ten chapters which are covering different aspects of the 
intelligent computing systems for the advancement of the computer vision and 
object recognition systems. This book proposes a comprehensive approach towards 
intelligent computing-based computer vision and object recognition covering both 
intelligent systems and computer vision related challenges. Recent and advanced 
methods discussed in a lucid language. Therefore, this book will be highly beneficial 
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in understanding the state-of-the-art developments and also opens the scope of 
further research.

Shouvik Chakraborty
University of Kalyani, India

Kalyani Mali
University of Kalyani, India
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To the readers of this book:

Stephen Hawking, the famous theoretical physicist, cosmologist, and author 
once said that “Success in creating AI could be the biggest event in human history. 
Unfortunately, it might also be the last, unless we learn how to avoid the risks”. 
This book, Applications of Advanced Machine Intelligence in Computer Vision and 
Object Recognition: Emerging Research and Opportunities is completely dedicated 
towards the application and study of the advanced computing tools along with the 
artificial intelligence-based computing resources for modern computer vision and 
object recognition purposes. Before applying anything new, one must have an idea 
about the advantages and risks associated with it. To achieve success in the field of 
research, researches must be aware about the recent developments in the concerned 
fields as well as the available technologies which will serve as a base of further 
research. Otherwise it will be very difficult to proceed after a certain height. Efforts 
given in developing something new should be worthy otherwise researchers can get 
stuck under a certain level.

This book can help the researchers, students, industry experts and other interested 
persons to understand the developments in the field of computer vision and object 
recognition. Computer Vision helps a machine to get an eye and digital image 
processing helps to understand the scene. With the help of artificial intelligence and 
Machine Learning, machine becomes more powerful and intelligent. It is an active 
research area and there are several sections of this domain that can be improved. 
This field demands continuous enhancements and improvement in terms of methods 
and applications to support the quality and accuracy of services in different sectors 
like health care, security etc. From the study of the literature it is understood that 
this has got promising scope for further research in the areas of object detection and 
identification, automated disease analysis, quality control etc. With the development 
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of sophisticated hardware for imaging, advanced image analysis is increasingly 
essential in real life. Readers of this book can easily get an essence of the state-of-
the-art research in this domain and can exploit various information and references 
in further research.

Shouvik Chakraborty
University of Kalyani, India

Kalyani Mali
University of Kalyani, India
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ABSTRACT

Encryption is one of the most frequently used tools in data communications to 
prevent unwanted access to the data. In the field of image encryption, chaos-based 
encryption methods have become very popular in the recent years. Chaos-based 
methods provide a good security mechanism in image communication. In this chapter, 
chaotic skew-tent map is adapted to encode an image. Seventy-two bit external key is 
considered (besides the initial parameters of the chaotic system) initially, and after 
some processing operations, 64 bit internal key is obtained. Using this key, every 
pixel is processed. The internal key is transformed using some basic operations to 
enhance the security. The decryption method is very simple so that authentic users 
can retrieve the information very fast. Every pixel is encrypted using some basic 
mathematical operations. The values of various test parameters show the power and 
efficiency of the proposed algorithm, which can be used as a safeguard for sensitive 
image data and a secure method of image transmission.

A Robust Image Encryption 
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A Robust Image Encryption Method Using Chaotic Skew-Tent Map

INTRODUCTION

At present, digital images are used as a frequent medium to transfer messages. 
Therefore it is very important to secure the digital images. Many real life applications 
demand reliable, fast and secured encryption of images. Some examples of the real 
life scenarios where the security of the images are vital are: army image databases, 
video conferencing, various medical images and their automated analysis results 
(Chakraborty, Chatterjee, Dey, Ashour, & Shi, 2018; Chakraborty, Mali, Chatterjee, 
Banerjee, Roy, Deb, et al., 2018;. Chakraborty, Mali, Chatterjee, Banerjee, Roy, 
Dutta, et al., 2018; Shouvik Chakraborty, Chatterjee, Dey, et al., 2017; Chakraborty 
et al., 2019; S. Hore et al., 2016; Hore et al., 2015; M. Roy et al., 2017; Roy et 
al., 2017), online personal photographs, images in social networking sites etc. 
This requirement is the main inspiration of image encryption systems. In the last 
decade, a good number of encryption algorithms (Ahmad, Alam, Umayya, Khan, 
& Ahmad, 2018; Bourbakis & Alexopoulos, 1992; Chakraborty, Seal, Roy, & Mali, 
2016; Chang, Hwang, & Chen, 2001; H. K. C. Chang & Liu, 1997; Chen, Mao, 
& Chui, 2004; Cheng, 2000; Fridrich, 1998; Jui-Cheng & Jiun-In Guo, n.d.; Li & 
Zheng, 2002; Li, Zheng, Mou, & Cai, n.d.; Liu & Xia, 2017; Mali, Chakraborty, 
Seal, & Roy, 2015; Refregier & Javidi, 1995; Scharinger, 1998; Seal, Chakraborty, 
& Mali, 2017; Yen, J.-C. Guo, 2000; Yen & Guo, 1999; Zhang & Chen, 2008) are 
proposed by many scientists based on various principles. Among these algorithms, 
chaos based encryption methods are well known for their security, complexity, 
speed etc. The digital images are not similar in nature like a text data. They possess 
some certain properties like: redundant data, high correlation value, less sensitive 
i.e. a small modification in the value of any pixel of the digital image does not 
heavily reduce the details and quality of the image. Some of the features of the 
image may not be always directly visible (Chakraborty, Chatterjee, Ashour, Mali, 
& Dey, 2017; Chakraborty, Chatterjee, Das, & Mali, 2020; Chakraborty & Mali, 
2018; Chakraborty, Mali, Chatterjee, Banerjee, Sah, et al., 2017; Chakraborty, Roy, 
& Hore, 2016; Hore, Chatterjee, Chakraborty, & Shaw, 2016). The popular text 
encryption methods like DES, AES, IDEA are not suitable for digital images because 
of their high computational time and computational power (Seal, Chakraborty, & 
Mali, 2017). Digital image encryption systems should not take very high time for 
real life applications (Seal et al., 2017). If an encryption process with high degree of 
security takes too much time then, that method cannot be used in practical situations.

Many chaos based image encryption algorithms are proposed in recent years. 
Some of them are discussed here in brief. Bourbakis and Alexopoulos (1992) 
(Bourbakis & Alexopoulos, 1992) developed an image encryption technique which 
uses the SCAN language for encryption and compression simultaneously. Fridrich 
(Fridrich, 1998) illustrated a symmetric block encryption scheme that uses two-
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dimensional standard baker map. Scharinger (Scharinger, 1998) developed a chaotic 
image encryption technique based on Kolmogorov-flow, where the total image is 
considered as a single block and permutation is done using a key-controlled chaotic 
process. Yen and Guo (Yen & Guo, 1999) developed an image encryption method 
called BRIE. It is based on the logistic map. Cheng and Guo (Jui-Cheng & Guo, n.d.) 
also proposed a technique called CKBA (Chaotic Key Based Algorithm). CKBA 
uses a binary sequence as a key and it is generated using a chaotic system. Li and 
Zheng (2002) (Li & Zheng, 2002) pointed out some loop holes in the encryption 
method described in the references (Jui-Cheng & J Guo, n.d.; Yen & Guo, 1999) 
and also proposed some possible improvements. Li et al. (S. Li et al., n.d.) presented 
a video encryption scheme. It uses multiple digital chaotic systems and it is known 
as CVES (i.e. Chaotic Video Encryption Scheme). Recently, Chen et al. (Chen et 
al., 2004) developed a symmetric image encryption method in which a 2D chaotic 
map is generalized to 3D. This scheme employs the 3D cat map. N.K. Pareek et 
al. (Pareek, Patidar, & Sud, 2006) proposed an image encryption technique using 
chaotic logistic map. Chakraborty et. al. proposed a new image encryption method 
based on logistic map and DNA substitution method (Chakraborty, Seal, et al., 2016). 
Metaheuristic algorithms have several applications (Chakraborty, Mali, Banerjee, 
et al., 2018; Chakraborty, Mali, Chatterjee, Anand, et al., 2018; Chakraborty et al., 
2018; Chakraborty, Seal, & Roy, 2015; Chakraborty, Mali, Chatterjee, Banerjee, 
Mazumdar, et al., 2017; Chakraborty, Mali, Chatterjee, Banerjee, Sah, et al., 2017; 
Sarddar, Chakraborty, & Roy, 2015) in different domains including image encryption. 
Ahamad et. al. developed a chaotic map based methods optimized with particle 
swarm optimization (Ahmad et al., 2018). In (Wang, Liu, & Zhang, 2015), authors 
proposed a new image encryption method which is based on simulated annealing 
(Chakraborty & Bhowmik, 2015; Shouvik Chakraborty & Bhowmik, 2013, 2015) 
and chaos theory. Some security related issues of chaotic cryptography is discussed 
in (Muhammad & Ozkaynak, 2019).An extended chaotic map based encryption 
method is proposed in (Meshram, Lee, Meshram, & Li, 2019). This work is based 
on the 1 dimensional model for cryptographic transformation. A cryptanalysis study 
is performed on the chaos based image encryption systems in (Wong, Yap, Goi, 
& Wong, 2019). A cellular automata and chaos based image encryption method 
is proposed in (Li, Belazi, Kharbech, Talha, & Xiang, 2019). Hilbert curves and 
H-Fractals based a chaotic image encryption scheme is proposed in (Xuncai Zhang, 
Wang, Zhou, & Niu, 2019). In this work, SHA 3 algorithm is used to compute the 
hash value of the image.

The properties of the chaotic maps have drawn the attention of scientists to 
develop encryption algorithms based on it. The chaotic maps have some basic 
characteristics e.g. ergodicity, sensitivity to initial condition (system parameter) etc 
(Roy, Chakraborty, et al., 2019; Mousomi Roy, Mali, et al., 2019). In this context, 
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a new image encryption method is proposed depending on chaotic skew-tent maps 
to satisfy the requirements of the fast and secure image transfer. In the proposed 
encryption method an external key of 72-bit and skew-tent map is employed. The 
initial parameter for the skew-tent map can be used as an another set of key. In 
the proposed encryption process, some basic operators are applied to encrypt the 
pixels of an digital image. To make the algorithm more robust against any kinds 
of attack, after each encryption of a four bit block, the internal key is modified by 
substitution method and after the completion of a row, the internal key is modified 
using the chaotic sequence.

INTRODUCTION TO CHAOS THEORY

Chaos theory is one of the major areas of study in mathematics and physics. It is 
dependent on the nature of the dynamic systems. These systems are highly sensitive 
to their initial conditions. Very little differences in initial conditions (e.g errors due 
to rounding in numerical computation) generates widely diverging results for such 
systems. Therefore long term prediction is very difficult in reality. It is very interesting 
phenomena because these systems are deterministic, i.e. their future nature is totally 
determined by their initial parameters and no random elements involved in it. The 
systems are not predictable if the initial conditions are not known earlier. Edward 
Lorenz summarized the chaos theory. Chaotic behavior can be observed in different 
natural systems, like weather and climate. Since long time, Chaos theory is being 
used in the cryptography. The concept of confusion and diffusion can be modeled 
well by the chaos theory (Wang & Zhao, 2010). DNA computing and chaos theory 
together provides an efficient way to encrypt an image (Babaei, 2013; Chakraborty, 
Seal, et al., 2016).

A chaotic map is a map that possesses some sort of chaotic behavior. Maps can 
be parameterized using a continuous-time or a discrete-time parameter. Discrete 
maps normally uses the form of an iterated function. Chaotic maps can 1, 2 or 3 
dimensional. Examples of some chaotic maps are: Logistic map, tent map, Arnold’s 
cat map, Baker’s map e.t.c. In this paper, skew-tent map is adapted for the image 
encryption purpose and it is discussed below.

Skew-Tent Map

The skew-tent map is ergodic and has uniform non-variant density function in its 
interval. It is one of the simplest kind of 1D chaotic maps and it is defined in equation 
1 (Pareek, Patidar, & Sud, 2010).
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Where α is the parameter of the system and xi is the initial condition of the map. 
The system parameter α, determines the position of the top of the tent in the interval 
[0,1]. A sequence computed by iterating F(α,x), is expansionary everywhere in the 
interval [0,1]. Figure 1 shows the orbits of the skew-tent map for the system parameter 
0.4. Figure 2 shows the bifurcation diagram and figure 3 shows the sensitivity of 
chaotic skew tent map on initial condition and system parameter (α).

Random Bit Generation Using Chaotic Map 
(Pseudo Noise(PN) Sequences)

A pseudo random bit generator (PRBG) algorithm is deterministic in nature, that uses 
a random binary sequence of length k called seed and generates a binary sequence 
of length l>>k, and it is called pseudo random sequence. The output of a PRBG is 
not exactly random. The key idea is to take a very small and truly random sequence 
of length k and then expand it to a much larger sequence of length l in such a way 

Figure 1. The orbits of the skew tent map for system parameter value 0.4
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Figure 2. Bifurcation diagram for tent map

Figure 3. Sensitivity of chaotic skew tent map for 250 iterations
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that it cannot efficiently be distinguished between output sequence of PRBG and 
really random sequence.

In this work, a Chaotic tent map based Bit Generator is used where two skew-tent 
maps are chosen. They are piecewise linear chaotic maps. The system parameter for 
both the chaotic maps is kept same.

Let f1(x0,α) and f2(y0,α) be two piecewise linear chaotic maps given in equation 2.

x f x
y f y
i i

i i

�

�

� � �
� � �

1 1

1 2

�
�
,

,
 (2)

Where α is the system parameter and is same for both chaotic tent maps, xi and 
yi are the initial conditions and xi+1 and yi+1 are their new corresponding states.

The chaotic tent map produces the binary sequences by comparing the generated 
outputs of the piecewise linear chaotic maps using equation 3.
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PROPOSED APPROACH

Encryption Method

The proposed encryption procedure is based on the chaotic system. The first step 
is to process the 72 bits randomly predetermined external key. A chaotic sequence 
of length 36 bits is generated using two skew-tent maps. The initial condition of 
the skew-tent map can serve as an another set of keys which makes the encryption 
process stronger. Now, this 36 bit sequence is reversed and concatenated with the 
original sequence to generate a 72 bits chaotic sequence. This procedure is shown 
in figure 4. Now, a XOR operation is to be performed between the external key 
and the concatenated chaotic sequence and then the result of the XOR operation is 
inverted (by applying NOT operator). So, 72 bit processed key is obtained in this 
method. Now, every 9th bit of the key is discarded to get a 64 bit internal key. The 
key discarding process is illustrated in figure 5. This is the first step of the encryption 
algorithm. Now, a 64 bit chaotic sequence is obtained using the skew-tent map.

Now every pixel of the image is processed as discussed next. At first, a pixel is 
converted into 8 bit binary form and reversed. 8 bits are taken from the processed 
internal key and XOR operation is performed with the reversed sequence and the 
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result of the XOR operation is inverted and the inverted sequence is converted into 
the decimal form and stored as an encoded pixel. When 64 bit key gets exhausted 
(i.e. 8 pixels are processed) then the last 8 encoded pixels are taken and only the 
pixels of the even positions are considered. These pixels are converted into binary 
and reversed. The new key is generated by replacing the bytes in the even positions 
of the old key with the corresponding reversed bit sequence generated in the previous 
step. This process changes the key after 8 pixels and increases the security. This 
process is shown in figure 6.

When a row gets completed, generate a completely new key by doing XOR 
operation between the last operated key and the chaotic sequence generated at 
beginning. So for every row, we get a completely new key for each row. The key is 
frequently changed which makes this algorithm more secure against cryptographic 
attacks. At last transpose the image to get the ultimate encrypted image. The 
encryption algorithm is given below.

Figure 4. Generation of 72 bit chaotic sequence

Figure 5. The key discarding process
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Algorithm 1: Chaotic Skew-Tent Map based Encryption

1.  Key processing - generate 64 bit internal key from 72 bits external key
2.  Generate a chaotic sequence of 64 bit length using skew-tent map
3.  For each pixel repeat steps 3 to 9
4.  Convert a pixel value to a 8 bit binary sequence
5.  Reverse the sequence obtained in step 4.
6.  Take 8 bits from the internal key and perform XOR operation with the reversed 

sequence
7.  Reverse the result obtained in step 6 and convert it into decimal form and store 

it as an encrypted pixel
8.  When 64 bit key gets exhausted (i.e. 8 pixels are covered) then perform the 

following (as in figure 6):
a.  Take the last 8 pixels those are covered by the key and consider only the 

pixels of the even positions
b.  Convert the pixel values (already encrypted) in binary and reverse it
c.  Generate the new key by replacing the bytes in the even positions of the 

old key with the corresponding reversed bit sequence generated in step 
8.b.

9.  When a row gets completed, generate a completely new key by doing key XOR 
chaotic sequence generated in step 2 and for next rows generate new chaotic 
sequence using skew-tent map

10.  Transpose the generated encoded image to get the final image

Figure 6. The key modification process

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



10

A Robust Image Encryption Method Using Chaotic Skew-Tent Map

Algorithm 2: Key Processing

1.  Take a 72 bit key
2.  Generate a chaotic sequence of 36 bits using the chaotic skew-tent map
3.  Generate a 72 bit chaotic sequence by concatenating original chaotic sequence 

and reversed chaotic sequence as shown in figure 4.
4.  XOR the 72 bit key with the 72 bit concatenated chaotic sequence (obtained 

from step 3)
5.  Invert the bit sequence obtained in step 4
6.  Discard every 9th bit to get a 64 bit internal key as shown in figure 5

Decryption Method

Decryption process is quite simple and straight forward. First step, is the key processing 
to get 64 bit internal key. This step is same as for the encryption and hence the detailed 
discussion is omitted. After generating the internal key using the key processing 
algorithm, the encrypted image is transposed. Then a chaotic sequence of length 64 
bits is generated using two chaotic skew-tent maps. Now for each pixel, an encrypted 
pixel value is converted to 8 bit binary form and reversed it. Now 8 bits are taken 
from the internal key and XOR operation is performed with the reversed sequence. 
The result of the XOR operation is reversed and converted into decimal form and 
stored as a decrypted pixel. When the 64 bit key gets exhausted (i.e. 8 pixels are 
covered) then the last 8 pixels those are covered by the key are taken and only the 
pixels of the even positions are considered. The pixel values are converted (before 
decryption) into binary and reversed. The new key is generated by replacing the 
bytes in even positions of the old key with the corresponding reversed bit sequence 
generated in the previous step. A completely new key is generated at the completion 
of every row, by performing XOR operation between key and the chaotic sequence 
generated at beginning using skew-tent map. The decryption process is completely 
lossless in nature. The algorithm for the decryption process is given below.

Algorithm 3: Chaotic Skew-Tent Map based Decryption

1.  Key processing - generate 64 bit internal key from 72 bits external key
2.  Transpose the encoded image
3.  Generate a chaotic sequence of 64 bit length using two skew-tent maps
4.  For each pixel repeat steps 3 to 10
5.  Convert an encrypted pixel value to 8 bit binary form
6.  Reverse the sequence obtained in step 5
7.  Take 8 bit from the internal key and perform XOR with the reversed sequence
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8.  Reverse the result and convert it into decimal form and store it as a decrypted 
pixel

9.  When 64 bit key gets exhausted (i.e. 8 pixels are covered) then perform the 
following (as in figure 5):
a.  Take the last 8 pixels those are covered by the key and consider the pixels 

that belongs to the even positions
b.  Convert the pixel values (encrypted i.e. before decryption) in binary and 

reverse it
c.  Generate the new key by replacing the bytes of the even positions of the 

old key with the corresponding reversed bit sequence generated in step 
9. b.

10.  When a row gets completed, generate a completely new key by performing XOR 
operation between the last operated key and the chaotic sequence generated in 
step 3.

EXPERIMENTAL RESULTS AND ANALYSIS

The target of the image cryptographic algorithms is to protect the original image and 
generate an image that is difficult to understand by vision as well as by statistical 
analysis. It must be resilient against any cryptographic attacks. The proposed 
algorithm degrades the image quality during the encryption technique but at the 
end of the decryption, the original image is restored. Visual inspection may not 
be always sufficient to test the quality of the encryption algorithm. Automated 
image quality evaluation methods that are based on statistical, mathematical and 
computational algorithms are necessary because of the variability and inconsistency 
between different human observers (Mali, Chakraborty, & Roy, 2015). In this work, 
the quality of the encrypted image is assessed by some standard parameters. In the 
following sections, details of the different evaluation parameters along with the 
results are given.

Statistical Analysis

Correlation Coefficients

Correlation coefficients is computed in three different direction i.e. horizontal, 
vertical and diagonal. Correlation coefficients are calculated for the selected pairs 
using equation 4 (Shouvik Chakraborty, Seal, et al., 2016).
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where x, and y in the above equations are the gray-scale values of the two adjacent 
pixels in the image, and T is the total pair of pixels, randomly selected from the 
image. Table 1 provides the comparison among the proposed approach and some 
other benchmark approaches. Table 2 shows the results obtained by applying the 
proposed approach on some standard images.

Table 1. Comparison of correlation coefficients in original and encrypted images

Encryption Method Test Image
Horizontal Vertical Diagonal

Original Encrypted Original Encrypted Original Encrypted

Proposed
Lena 0.8956 -0.028 0.9521 -0.0022 0.8563 0.0009

Lake 0.9252 -0.0486 0.9266 0.0274 0.8794 -0.0134

Tedmori and Najdawi 
(Tedmori & Al-Najdawi, 

2014)

Lena 0.919 0.0023 0.927 0.0042 0.962 0.0053

Lake 0.987 0.0025 0.936 0.0015 0.927 0.0105

Ye (Ye, 2011)
Lena 0.904 0.0020 0.903 0.0042 0.953 0.0088

Lake 0.976 -0.0730 0.904 -0.0038 0.912 0.0191

Sethi and Sharma (Sethi 
& Sharma, n.d.)

Lena 0.913 0.0031 0.920 0.0049 0.925 0.0062

Lake 0.942 -0.0016 0.922 0.0036 0.887 0.0144

Huang and Nien (Huang 
& Nien, 2009)

Lena 0.916 0.0058 0.929 0.0092 0.946 0.0058

Lake 0.982 0.0074 0.898 0.0084 0.924 0.0146

Liu et. Al. (Liu & Xia, 
2017)

Lena 0.9792 −0.0028 0.9888 0.0081 0.9653 0.0091

Lake 0.9657 0.0071 0.9630 −0.0080 0.9401 0.0060

Chakraborty et. al. 
(Shouvik Chakraborty, 

Seal, et al., 2016)

Lena 0.946 -0.0055 0.973 -0.0075 0.921 0.0026

Lake 0.958 -0.0025 0.958 0.00977 0.929 0.0127
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PSNR

PSNR is an abbreviation for Peak Signal to Noise Ratio. PSNR is a well-known 
parameter that can be computed using equation 8 (Chakraborty, Seal, et al., 2016). 
The PSNR results in an undefined value under one condition only; i.e., when the 
original image is compared to itself. In that case, the MSE value in the denominator 
part of the equation 8 would result in a zero value, and hence, a division by zero 
situation occurs.

PSNR L
MSE

�
�

�
�

�

�
�10 10

2

log  (8)

where the parameter MSE represent Mean Squared Error and given in equation 9.

MSE
N

x y
i j

N N

ij ij� �� �
� �
�1

0 0

2

,

,

 (9)

Here, N is the number of pixels in the frame and xij, yij are the ith and jth pixels in 
the original and processed frames, respectively. L is the dynamic range of pixel values 
(L can ranges from 0 to 255 for gray-scale images). Table 3 provides the comparison 

Table 2. Correlation coefficients in original and encrypted images based on the 
proposed encryption algorithm results

Test Image
Horizontal Vertical Diagonal

Org Enc Dec Org Enc Dec Org Enc Dec

Lena 0.8956 -0.028 0.8956 0.9521 -0.0022 0.9521 0.8563 0.0009 0.8563

Lake 0.92528 -0.04867 0.92528 0.92668 0.02740 0.92668 0.87946 -0.01349 0.87946

Living-Room 0.90160 -0.03038 0.90160 0.90361 -0.00386 0.90361 0.83162 - 0.0001 0.83162

Pirate 0.90890 -0.0066 0.90890 0.92973 0.00271 0.92973 0.85770 0.00824 0.85770

Peeper 0.92380 -0.01252 0.92380 0.94345 -0.00212 0.94345 0.87391 -0.00516 0.87391

Jetplane 0.8935 -0.0177 0.8935 0.87816 -0.00471 0.87816 0.8054 -0.00029 0.8054

House 0.95695 -0.03927 0.95695 0.95191 0.00239 0.95191 0.92093 -0.00235 0.92093

Cameraman 0.92066 -0.0109 0.92066 0.95381 0.00601 0.95381 0.88938 -0.00505 0.88938

Mandril 0.87287 -0.00801 0.87287 0.87699 -0.01512 0.87699 0.81707 0.00332 0.81707

Hestain 0.87359 -0.00966 0.87359 0.86943 0.00376 0.86943 0.78323 -0.00042 0.78323

Walkbridge 0.92548 -0.03009 0.92548 0.88750 0.01004 0.88750 0.84897 0.01141 0.84897

Woman 
Darkhair 0.97802 -0.01415 0.97802 0.98019 0.00166 0.98019 0.96302 0.00302 0.96302
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of the proposed approach and some other benchmark approaches. Table 4 shows 
the results obtained after applying the proposed approach on some standard images.

Differential Attacks: NPCR and UACI

If one small modification in the actual image generates a significant change in the 
encrypted image, this shows that the encryption technique can resist differential attacks 
efficiently. To test the influence of only one pixel change in the plain image over 
the whole encrypted image (the attacker can make a slight change (e.g. modify one 
pixel) of the original image to find some meaningful relationships), two frequently 
used measures are Number of Pixels Change Rate (NPCR) and Unified Average 

Table 3. Comparison of PSNR values

Test 
Image

Proposed
Tedmori and 

Najdawi (Tedmori & 
Al-Najdawi, 2014)

Samsom and 
Sastry (Samson 

& U., 2012)

Sethi and 
Sharma (Sethi 

& Sharma, 
n.d.)

Huang and Nien 
(Huang & Nien, 

2009)

Chakraborty 
et. al. (Shouvik 

Chakraborty, Seal, 
et al., 2016)

O-D O-E O-D O-E O-D O-E O-D O-E O-D O-E O-D O-E

Lena Undefined 0.0092 Undefined 0.0017 40.22 0.113 69.70 0.036 45.78 0.154 Undefined 0.0049

Lake Undefined 0.0083 Undefined 0.0043 33.49 0.098 43.65 0.072 51.83 0.127 Undefined 0.0043

Table 4. PSNR values of some standard images obtained using proposed approach

Test Image
PSNR

O-D O-E

Lena Undefined 0.0092

Lake Undefined 0.0083

Living-Room Undefined 0.0096

Pirate Undefined 0.0091

Peeper Undefined 0.0089

Jetplane Undefined 0.0081

House Undefined 0.0088

Cameraman Undefined 0.0085

Mandril Undefined 0.0097

Hestain Undefined 0.0094

Walkbridge Undefined 0.0089

Woman Darkhair Undefined 0.0083

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



15

A Robust Image Encryption Method Using Chaotic Skew-Tent Map

Changing Intensity(UACI). NPCR and UACI can be defined using equation 10 and 
equation 11 respectively (Chakraborty, Seal, et al., 2016).

NPCR
D i j

w h
i j

m n

�
� �

�
�� �� 1
100

,
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%  (10)
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1 2
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Where C1 and C2 are two encrypted images corresponding to two original 
images with subtle change e.g., one pixel difference. The parameters ‘w’ and ‘h’ 
represents the width and the height of the image, D(i, j) is a bipolar array with the 
same size as image C1 and it can be determined using equation 12 (Chakraborty, 
Seal, et al., 2016).

D i j
if C i j C i j

Otherwise
,

, ,� � � � � � � ��
�
�

�
�
�

1

0

1 2  (12)

Table 5 provides the comparison among proposed approach and some other 
benchmark approaches. Table 6 shows the results obtained by applying the proposed 
approach on some standard images.

Entropy

If an encryption method produces an encrypted image as output whose entropy is 
less than 8 bits, then there would be a chance of predictability. It can create some 
problems for in terms of the security. The entropy of an image is calculated using 
equation 13.

Table 5. Comparison of NPCR and UACI values

Test Image
Proposed

Tedmori and 
Najdawi (Tedmori 

& Al-Najdawi, 
2014)

Ye (Ye, 2011)
Sethi and Sharma 
(Sethi & Sharma, 

n.d.)

Huang and Nien 
(Huang & Nien, 

2009)

Chakraborty 
et. al. (Shouvik 

Chakraborty, Seal, 
et al., 2016)

NPCR% UACI% NPCR% UACI% NPCR% UACI% NPCR% UACI% NPCR% UACI%
Lena 99.683 28.604 99.941 38.981 99.105 36.241 95.124 20.113 99.214 27.481 99.932 39.520
Lake 99.609 31.669 99.953 40.874 98.642 37.121 34.124 98.642 98.349 27.628 99.85 40.303
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Here p(si) is the probability of presence of the symbol si [27] [22]. The entropy of 
an image shows the distribution of the gray scale values. Higher entropy information 
is obtained in more uniform distributions. Table 7 provides the comparison of 
entropy values between proposed approach and some other benchmark approaches. 
Table 8 shows the results obtained by applying the proposed approach on various 
standard images.

Table 6. NPCR and UACI values of some standard images obtained using proposed 
approach

Test Image
Proposed Approach

NPCR UACI

Lena 99.683% 28.604%

Lake 99.609% 31.669%

Living-Room 99.548% 27.326%

Pirate 99.530% 28.745%

Peeper 99.603% 29.636%

Jetplane 99.622% 32.327%

House 99.615% 29.858%

Cameraman 99.597% 30.606%

Mandril 99.658% 27.358%

Hestain 99.683% 28.269%

Walkbridge 99.518% 29.455%

Woman Darkhair 99.536% 31.694%

Table 7. Comparison of the entropy values

Method
Images

Lena Lake

Proposed 7.991 7.998

Tedmori and Najdawi (Tedmori & Al-
Najdawi, 2014) 7.998 7.996

Ye (Ye, 2011) 7.989 6.574

Sethi and Sharma (Sethi & Sharma, n.d.) 7.247 7.160

Huang and Nien (Huang & Nien, 2009) 6.732 7.826
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Analysis of the Key Space

In the proposed algorithm, a 72 bit symmetric encryption key is used. In the domain 
of cryptography, algorithms that use the same key for encryption and decryption 
process are called symmetric key methods. The 72bit key is not dependent on image 
and it is preprocessed and then applied on the image. The internal key undergoes a 
substitution step after each block of 64 bits and a completely new key is generated 
after the complete processing of every row using a skew-tent map. Symmetric key 
encryption methods are much faster than public key encryption. It makes the key 
unpredictable and resilient against cryptographic attacks.

For the sake of the security, the key space must be large enough to make the 
brute force attacks infeasible. The proposed scheme has 264 different combinations 
of the internal key and 272 different combinations of the external key. An image 
encryption method with such a long key space is sufficient for reliable and secure 
uses in the practical applications. Moreover, the initial parameters of the chaotic 
skew-tent map is also very difficult to predict and hence, it provides two layers of 
security. Here, we have 3 initial keys (α, x0, y0) for the two chaotic skew-tent maps. 
Now, if the precision of the α is (2 X 10-15), and precision of x0 and y0 is (1.5 X 
10-16) then the secret key space = [(2 X 10-15) X (1.5 X 10-16) X (1.5 X 10-16)]-1 = 
[4.5 X 10-47]-1 » 2.2 X 1046.

Table 8. Entropy values of some standard images obtained by applying the proposed 
approach

Test Image
Proposed Approach

Original Encrypted Decrypted

Lena 7.40406 7.982175 7.40406

Lake 7.475101 7.980997 7.475101

Living-Room 7.340895 7.980417 7.340895

Pirate 7.290901 7.982927 7.290901

Peeper 7.547372 7.982726 7.547372

Jetplane 6.735717 7.980006 6.735717

House 5.728775 7.955951 5.728775

Cameraman 7.044226 7.980038 7.044226

Mandril 7.149238 7.979089 7.149238

Hestain 7.217699 7.981043 7.979723

Walkbridge 7.605784 7.978831 7.605784

Woman Darkhair 7.269206 7.98054 7.269206
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Histogram Analysis

The histogram of an image describes how pixels in an image are distributed by 
plotting the number of pixels for each intensity levels. The histogram of the encrypted 
images is significantly different from the histogram of the original and hence it does 
not provide any useful information to perform any statistical analysis attack on the 
encrypted image.

Figure 7. In the first row, Histogram representation of the Cameraman standard 
image (from left to right Original, Encrypted and Decrypted),From second row, top 
to bottom Correlation coefficients of Original, Encrypted and Decrypted, left to right 
Correlation coefficients in Horizontal, Vertical and Diagonal directions are plotted
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Figure 8. From top to bottom, Standard images “Cameraman”, “Hestain”, “House” 
and “Jetplane”, from right to left,the figure present the original, encrypted and 
decrypted algorithms results.
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Figure 9. From top to bottom, Standard images “Lake”, “Lena”, “Livingroom” 
and “Mandril”, from right to left,the figure present the original, encrypted and 
decrypted algorithms results.
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Figure 10. From top to bottom, Standard images “Peppers”, “Pirate”, “Walkbridge” 
and “Woman Drakhair”, from right to left,the figure present the original, encrypted 
and decrypted algorithms results.
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Figure 7. shows an example (for the cameraman image) of plotting the histogram 
of the original, encrypted, and decrypted along with the correlation coefficients. 
Figure 8 to Figure 10 gives some of the results obtained using the proposed encoding/
decoding algorithms. These results are obtained by applying the proposed method 
on some standard test images.

CONCLUSION

This proposed work is based on image manipulation using chaotic map. Encryption 
procedure is simple, secure and robust that makes the method suitable for the real 
life communications and the decryption process follows exactly the opposite way 
of the encryption method. The proposed approach changes the key, after processing 
every 8 pixels and also creates a new key for every row. The proposed approach 
also provides a two level security by using a key set for the chaotic maps and an 
another external key. This makes our approach resilient, robust and cogent enough 
in comparison to the other approaches available. Not only visual inspection but, 
different parameters are used to test and prove the viability of the approach and it 
has been found to be satisfactory. Various security and statistical analysis tests are 
carried out in order to evaluate the robustness of the proposed work. Results are 
compared against benchmark algorithms which describes the effectiveness of the 
proposed work. This work can be highly beneficial in secured digital communication 
that can save many precious data from unauthorized access.
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KEY TERMS AND DEFINITIONS

Chaos-Based Cryptography: A domain of cryptography where the application 
of the chaos theory plays a vital role.

Digital Data Protection: Protection of digital data against different types of 
attacks.

Image Security: Protect digital images from unauthorized access.
Lossless Decryption: 100% data can be recovered at the time of decryption.
Pixel-Level Encryption: An encryption method where the algorithm operates 

in the pixel level.
Robust Method: The results are reliable, and the method can be applied in 

different situations.
Secure Data Communication: A way of data communication to prevent intruders.
Skew-Tent Map: It is one kind of chaotic map.
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ABSTRACT

This chapter proposes the framework for computer vision algorithm for industrial 
application. The proposed framework uses wavelet transform to obtain the 
multiresolution images. Anisotropic diffusion is employed to obtain the texture 
component. Various feature sets and their combinations are considered obtained from 
texture component. Linear discriminant analysis is employed to get the distinguished 
features. The k-NN classifier is used for classification. The proposed method is 
experimented on benchmark datasets for texture classification. Further, the method 
is extended to exploration of different color spaces for finding reference standard. 
The thrust area of industrial applications for machine intelligence in computer vision 
is considered. The industrial datasets, namely, MondialMarmi dataset for granite 
tiles and Parquet dataset for wood textures are experimented. It was observed that 
the combination of features performs better in YCbCr and HSV color spaces for 
MondialMarmi and Parquet datasets as compared to the other methods in literature.
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INTRODUCTION

Computer vision task in artificial intelligence aims in recognizing the patterns in 
images. The focus is to identify patterns in images based on textural information. 
Applications of texture analysis in object recognition in various image processing 
modalities have made the task of efficient texture feature extraction more imperative 
and challenging. There is a definite need to develop novel algorithms which are 
faster and more accurate in texture representation and classification. In this direction, 
some authors have investigated the diffusion model based texture analysis in an 
attempt to address the challenges in texture classification. There is a constant need 
to increase recognition accuracy. Further, the traditional techniques of machine 
learning often require human expertise and knowledge to develop features tailor 
made for a particular application. Thus, the success of artificial intelligence lies 
in developing strong features rather than just machine learning algorithms that 
implement them. Therefore, the intelligent machine learning techniques do need 
robust textural features for accurate pattern analysis.

Texture analysis has been a prominent aspect in computer vision and image 
processing. A survey of texture analysis is given in (Tuceryan & Jain, 1998; 
Pietikainen, 2000; Petrou & Sevilla, 2006; Xie, 2008; Hermanson & Wiedenhoeft, 
2011; Ahmadvand & Daliri, 2016a, Heurtier, 2019). The chrominance information is 
also incorporated into texture features in (Paschos, 2000; Mirmehdi & Petrou, 2000; 
Bombardier & Schmitt, 2010; Bianconi, et al., 2013; Hiremath & Bhusnurmath, 
2014c; Hoang, 2018; Porebski, et al., 2018). A number of feature learning methods 
for texture classification based on statistical features have been proposed in recent 
years (Lu, et al., 2015a-2015d; Doost & Arimani, 2013; Zhu & Wang, 2012). It is 
observed that there is no universal set of textural features that serve the purpose 
of a recognition method for different tasks. In image analysis, texture recognition 
techniques deal with various textures present in the images. These texture measures 
must be robust and invariant to texture structures. The low computational complexity 
is necessary for any real time application of the methods.

Texture classification can generally be used as an idea to solve many real 
world problems. Many computer vision algorithms today use the idea of texture 
classification to accomplish the task. These pattern recognition algorithms often 
view the subject of interest as different textures, and classify those accordingly using 
texture analysis techniques.

Grading is the problem of automatic recognition of products which has wide 
applications in industrial products. The examples of such products include, textile 
(Sheriff et al., 2018), ceramic tiles (Fernandez et al. 2011; Ferreira & Giraldi 2017), 
leather (Murinto et al., 2018; Liong et al.,2019). In the industries such as parquet 
(Bianconi, et al., 2013; Bello-Cerezo, et al., 2019), wood (Jahanbanifard et al., 2019; 
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Hiremath, & Bhusnurmath, 2016c, 2016d, 2017b; Bhusnurmath & Hiremath, 2019; 
Shustrov, et al., 2019), natural stone (Bianconi, et al., 2015), etc.

Texture classification techniques are popularly used in industrial applications 
in grading products based on visual appearance (CIE 2006; Eugene, 2008). These 
systems employ image processing techniques with the help of two main visual 
features: texture and colour (CIE, 2006). The examples of a computer vision 
application in the areas of industrial automation that involve texture classification 
are wood classification and granite tiles classification which is done manually and 
is subjective. Hence, there is an emergent need to perform this task automatically.

Wood Texture Identification

The appearance of the wood surface plays a key role in determining the price and 
quality. Selection of flooring wood under goes rigorous selection criteria. The color 
tone and fiber type decides the grading of wood. To fulfill this requisite, radical 
improvement in wood quality standards are attempted to be met by producers. Thus, 
wood classification is of prime importance. The process of manual wood identification 
is subjective. It is time consuming to become skilled. Thus, this is the thrust area for 
developing image processing techniques for the task of automatic wood recognition.

Wood species recognition is a task that is currently conducted mainly by wood 
experts. However, these experts have to be trained for a period of time before they 
are qualified to accomplish the task. There are more species of trees compared to 
temperate countries, so it is more challenging to identify all the species easily. The 
experts will have to study the characteristics observed on the surface and to make 
a decision on which species it is. Close resemblance of certain species with the 
others will cause further difficulty in accomplishing the task. The time required to 
identify the species of a piece of wood can therefore vary from a couple of minutes 
to hours or days depending on their difficulty. On the other hand, the identification 
time is also related to the expertise and experience of the wood experts themselves.

Wood species recognition is not only required in the studies of wood in wood firms 
and research labs. In reality, wood species recognition is required in a wide range of 
areas, including the industry, forensics and conservation. In the industry, recognition 
of the species will ensure that the wood materials delivered are the correct species. 
This is important due to the different characteristics of different wood species. If 
the wood materials that are not strong enough are used in building roof truss or 
furniture, they may collapse after a period of time which might threaten human lives. 
Identifying the species at immigration customs will also avoid endangered species 
to be illegally exported which will assist in conserving these species (Hermanson 
& Wiedenhoeft, 2011). While in forensics, the species of wood collected from the 
crime scene could be a clue to solve the crime (Lew, 2005).
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Identification of wood type from the wood product is done using computer vision 
algorithm in (Labati, et al., 2009). Rubber wood board classification using color 
descriptors and histogram of hue is described in Kurdthongmee (2008). Hrcka (2008) 
investigated that the CIE Lab color space descriminates the European spruce and 
common beech. Classification of woods, namely, oak, beech tree and cherry tree on 
HSV and CIE Lab space is employed in Faria et al. (2008). Color features and fuzzy 
reasoning classifier is used in Bombardier and Schmitt (2010) using HSV and CIE 
Lab color spaces in wood recognition. More recently color based wood identification 
is experimented in Bianconi et al. (2013). In (Hiremath & Bhusnurmath 2017a), 
authors have explored method for texture analysis based on anisotropic diffusion 
and multiresolution local directional binary patterns (LDBP).

Granite Tiles Identification

Granite industry is another thrust area of automated identification of granite plates 
which are similar in visual appearance. Granite tiles are popularly used in pavement 
covering and façade cladding because of its strength and beautiful appearance. The 
rate of granite depends on visual appearance just like an ornamental material. Different 
colors (green, black, etc.) and textures (homogeneous, speckled, etc.) are available in 
commercial granite. The visual appearance, flatness of slab and dimensions of blocks 
decides its standard (Shadmon, 2005). Granites are usually identified by a generic 
name and the colour, for example “Baltic Brown”, “Emerald Pearl” or “Imperial 
Pink”. However, this nomenclature is different in every country. The standardization 
of nomenclature is given in (Standard EN 12440:2000). This nomenclature helps 
commercially rather than in automatic grading process. Only visual appearance may 
not be sufficient to decide the quality. It leads to the controversy between customers 
and suppliers resulting in rejection of orders. There is no uniform visual appearance 
in the plates of the lot. This results in late delays and heavy charges to suppliers. As 
a solution granite industry has adopted quality control by visual inspection using 
skilled operators. This type of inspection is subjective and non repetitive. Many 
methods have been developed for granite classification in past few years. Initially, the 
methods for granite classification were based on color features such as chromaticity 
moments (Paschos, 2000). Later, approaches like used were co-occurrence matrices 
(Paclík, et al., 2005), Gabor filter banks (Bianconi & Fernández, 2006; Lepisto, et 
al., 2005) and coordinated clusters representation (Guillen, et al., 2007; Kurmyshev, 
et al., 2007). Researchers have considered the crystalline structure of granite which 
is more prominent in characteristics as compared to the color information. Larer, in 
Bianconi et al. (2009), authors have considered the texture features and color jointly. 
The variation in classification accuracy obtained by these authors is mainly due to 
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the acquisition procedure of images. Other factors affecting are noise, image size, 
degree of similarity in granite textures.

In Bianconi et al. (2012) authors reviewed that majority of methods are based on 
texture features. Dogan and Akay (2010) employed AdaBoost and sum, difference 
histograms for classification of marble slabs. The gray scale histogram based method 
for recognition of tiles is presented in Topalova and Tzokev (2010). Bianconi and 
Fernandez (2006) employed different Gabor filter banks for granite classification. 
Fernandez et al. (2011) have employed variants of LBP and coordinated clusters 
for classification of granite. Bianconi et al. (2012) have presented an approach for 
classification of granite tiles, in which colour and textural features are extracted and 
support vector machine is used as classifier. Gonzalez et al. (2013) have used texture 
and color descriptors for identification of granite tiles. Fernandez et al. (2013) have 
described a general framework for texture analysis based on histograms of equivalent 
patterns. Texture analysis based on local binary patterns is used in Kylberg and 
Sintorn (2013). Paci et al. (2013) have proposed various feature extraction approaches 
and their combinations, which are compared for granite texture classification. In a 
recent work, Bianconi et al. (2015) tested the robustness of the methods based on 
variants of LBP on different datasets including granite tiles dataset.

Image processing methods take the input as RGB images obtained with industrial 
cameras (Bianconi, et al. 2013). These images are used ‘as is’ or are transformed to 
other color spaces for experimentation. Such methods aim to obtain global statistical 
descriptors which represents the content of color images. To design recognition 
system for granite tiles and wood grading based on computer vision techniques, 
key factors are the choice of the appropriate descriptors and the right colour space.

The objectives of study in the proposed chapter are: Firstly, to explore AD based 
color texture descriptors using wavelet transform in industrial applications for granite 
tiles identification and wood identification. Secondly, to evaluate the robustness of 
the proposed method for different industrial benchmark datasets. Thirdly, to study 
the effect of combination of feature sets on texture classification. Fourth, to find the 
reference standard. Finally, to obtain the better classification accuracy.

PROPOSED METHOD

The proposed method encompasses the extraction of texture features from luminance 
component and statistical moment features from the two pure chrominance components 
of color texture image.

1.  The directional information of luminance component of input image of sample 
is extracted by applying Haar wavelet transform.
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2.  The texture component is yielded from directional information using anisotropic 
diffusion.

3.  The first and second order statistical features are obtained from texture 
component.

4.  Feature vector is formed by combining texture features obtained from luminance 
component and statistical moment features of chrominance components.

The classification is performed using k-NN classifier. The brief discussion of 
these steps is given below.

Wavelet Transform

The one level of Haar wavelet transform (WT) is used for experimentation. This yields 
diagonal (D), vertical (V) and horizontal (H) subbands. The one level decomposition is 
more effective in representing directional information. The multilevel decomposition 
compresses the information. The detailed theory of the WT is given in (Mallat, 
1989a). The WT is briefly described in the Appendix 1.

Anisotropic Diffusion

The anisotropic diffusion (AD) is applied on directional subbands D, V and H 
of WT applied image to obtain texture components. The basic idea of the partial 
differential equation (PDE) based AD filter (Perona & Malik, 1990) is described 
in the Appendix 2.

Feature Sets

The feature extraction is done using texture components obtained after the Step 2. 
The texture descriptors used for the experimentation are of first order (F1), second 
order (F2 to F9) and their combinations are also considered (F10 to F30). The feature 
sees are described in the Appendix 3.

TEXTURE CLASSIFICATION

The proposed methodology for the texture classification includes two procedures: 
(1) Training procedure and (2) Testing procedure. The colour images in the datasets 
are used to extract the features.
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Training Procedure

Input the image of colour material sample I (in RGB). The colour sample is then 
converted to HSV (or Lab or YCbCr) space, where V (or Y or L) is the luminance 
component Ilmn. The luminance (Ilmn) and chrominance components of the color image 
I are extracted. Ilmn is subjected to Haar WT, to obtain diagonal (D), vertical (V) 
and horizontal (H) components. The AD is applied on D, V and H components of I 
further texture approximations IHtxr, IVtxr, IDtxr are obtained. Different statistical features 
defined in the Tables 22 and 23 are calculated for image texture approximations IHtxr, 
IVtxr, IDtxr. For chrominance components, mean and standard deviation are computed. 
The combined features of luminance and chrominance components form feature 
vector F. It is stored with class label. This procedure is repeated to form training 
feature set (TF) using all the training images. The discriminant feature set TFLDA 
is obtained by applying LDA on TF. TFLDA is used for texture classification.

Testing Procedure

Input the test image colour material sample Itest. The sample Itest is converted to HSV 
(or Lab or YCbCr) space, where V (or L or Y) is the luminance component Itestlmn. 
The luminance (Itestlmn) and chrominance components of the color image Itest are 
extracted. Itestlmn is subjected to Haar WT to obtain diagonal (D), vertical (V) and 
horizontal (H) components. The AD is applied on D, V and H components of Itest 
to obtain texture approximations ItestDtxr ItestVtxr, ItestHtxr,. Different statistical features 
as in Tables 22 and 23 are computed for image texture approximations ItestHtxr, ItestVtxr, 
ItestDtxr. For chrominance components, mean and standard deviation are calculated. 
The combined features of luminance and chrominance components form feature 
vector Ftest. The FtestLDA vector is obtained by projecting Ftest on TFLDA components. 
The k-NN classifier is used for classification (Duda, et al., 2001) of material sample. 
The two-fold experimentation is repeated five times.

The Fig. 1 shows the overview of the proposed method based on wavelet transform 
and PDE approach for colour texture analysis.

The Figs. 2 and 3 show the pictorial representation of feature extraction in RGB 
and other colour spaces (HSV, YCbCr and Lab).

EXPERIMENTAL RESULTS AND DISCUSSION

The experiments are implemented using MATLAB 7.9 software on Intel(R) Core(TM) 
i3-2330M @ 2.20GHz with 4 GB RAM. The proposed methodology is experimented 
on four gray scale benchmark datasets, namely, Brodatz (1966), VisTex (online), 
Oulu (2005), Kylberg (2012), a color dataset Oulu (2005) and two industrial datasets 
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of color texture images representing real life materials, namely, Parquet dataset 
(2012) for wood and MondialMarmi dataset (2011) for granite tiles. The FigS. 4 to 
7 shows the samples images from benchmark datasets. The properties of benchmark 
datasets and industrial datasets are given in the Tables 1 and 2.

The five sample texture images of each of the benchmark datasets are displayed 
in the Fig. 4 to Fig. 7, respectively.

The Tables 3 and 4 show sample images of materials namely, hard wood and 
granite tiles from each of the two industrial datasets.

Benchmark Datasets

The experimental results obtained with four benchmark datasets in gray scale for 
the proposed method, method in Hiremath & Bhusnurmath (2013a, 2014a) based on 
nonsubsampled contourlet transform (NSCT) and local directional binary patterns 
(LDBP) and the method in Hiremath & Bhusnurmath (2014b, 2015) based on partial 
differential equation (PDE) and LDBP is given in the Table 5.

Figure 1. The overview of proposed method for colour texture analysis
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Figure 2. Pictorial representation of feature extraction using Multi-spectral approach 
in RGB space considering feature set F1 and Oulu texture image ‘tile’

Figure 3. Pictorial representation of feature extraction using Multi-spectral approach 
in HSV / YCbCr / Lab space considering feature set F1 and Oulu texture image ‘tile’
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Table 1. Properties of benchmark datasets

Dataset name Number of 
classes

Number of 
sub images 
per class

Total 
number of 
sub mages

Size of 
image 

in pixels

Size of 
sub image 

pixels

Image 
format

Brodatz (1966) 16 16 256 256x256 64 x 64 gif

VisTex (online) 19 16 304 512x512 128x128 ppm

Kylberg (2012) 28 2560 71680 576x576 144x144 png

Oulu (2005) 16 16 256 512x512 128x128 ppm

Table 2. Properties of the industrial datasets used for experimentation.

Dataset name Number of 
classes

Number of 
sub images 
per class

Total 
number of 
sub mages

Size of 
image 

in pixels

Size 
of sub 
image 
pixels

Image 
format

Parquet (2012) 14 192 2688 1200x300 150 x 
150 bmp

MondialMarmi (2011) 12 64 768 544x544 136 x 
136 bmp

Figure 4. Sample texture images from Brodatz dataset (from left to right): D3, D4, 
D6, D11, D16

Figure 5. Sample texture images from VisTex dataset (from left to right): Bark0, 
Bark6, Bark8, Bark9, Brick1

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



40

Anisotropic Diffusion-Based Color Texture Analysis for Industrial Application

Figure 6. Sample texture images from Kylberg dataset (from left to right): blanket1-
a-p1, rug1-a-p1, rice2-a-p1, sand1-a-p1, blanket2-a-p2

Figure 7. Sample texture images from Oulu dataset (from left to right): Clouds, 
Fabric7, Leaves, Metal, Food1

Table 3. Granite tiles samples used in the experimentation

SI No. Image Name Samples/Class

1 AcquaMarina 4

2 AzulCapixaba 4

3 AzulPlatino 4

4 BiancoCristal 4

5 BiancoSardo 4

6 GialloNapoletano 4

7 GialloOrnamentale 4

8 GialloSantaCecilia 4

9 GialloVeneziano 4

10 RosaBeta 4

11 RosaPorriño_A 4

12 RosaPorriño_B 4
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It is observed from the Table 5 that the classification accuracy of the proposed 
method is computationally less expensive (in terms of training and testing times) as 
compared to the methods in (Hiremath & Bhusnurmath 2013a, 2014a) and (Hiremath 
& Bhusnurmath 2014b, 2015).

The summarized result of the experimentation carried out on color dataset, Oulu 
(2005), is given in the Table 6 (Hiremath & Bhusnurmath 2016b). It is observed 
from the Table 6 that the HSV color space gives better classification accuracy as 
compared to the other color spaces explored and that of the gray scale.

The Table 7 shows the performance comparison of the proposed method with 
the state-of-the-art methods using Oulu dataset.

It is observed from the Table 7 that the proposed method, based on WT and PDE, 
features extracted in HSV colour space, is effective in achieving better classification 
accuracy as compared to the state-of-the-art methods in the literature. The experimental 
results demonstrate the efficacy of the proposed feature extraction method for the 
colour texture classification. The results are found to be encouraging.

The texture classification method based on wavelet transform and anisotropic 
diffusion (WT+PDE), which has been proposed in (Hiremath & Bhusnurmath 
2016a, 2017c, Bhusnurmath & Hiremath 2017d) and experimented on color spaces 
in (Hiremath & Bhusnurmath 2016b), yields higher classification rate in the HSV 
space, as compared to the other methods proposed in the (Hiremath & Bhusnurmath 

Table 4. Hardwood parquet samples used in the experimentation

Wood Class Code Tones Samples/Tone

IRK_01 3 4

OAK_01 4 3

OAK_02 2 6

OAK_03 2 6

OAK_04 3 4

OAK_05 2 6

OAK_06 3 4

OAK_07 3 4

OAK_08 3 4

OAK_09 3 4

OAK_10 2 6

OAK_11 2 6

TEK_01 3 4

TEK_02 3 4
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Table 5. Comparison of classification accuracy, training time and testing time of 
the proposed method and the methods of the (Hiremath & Bhusnurmath 2013a, 
2014a) and (Hiremath & Bhusnurmath 2014b and 2015) using the four gray scale 
datasets: Brodatz, VisTex, Kylberg and Oulu. 

Dataset Method Approach Classification 
accuracy (%)

Training 
time 
(sec.)

Testing 
time 
(sec.)

Diffusion 
step

Brodatz

Proposed 
Method WT+PDE 98.75 8.18 0.51 10

Hiremath & 
Bhusnurmath 
(2014b, 2015)

PDE+LDBP 98.98 14.92 0.93 15

Hiremath & 
Bhusnurmath 
(2013a, 
2014a)

NSCT 
+LDBP 98.44 278.50 12.42 -

VisTex

Proposed 
Method WT+PDE 97.43 16.45 0.87 8

Hiremath & 
Bhusnurmath 
(2014b, 2015)

PDE+LDBP 98.55 69.05 3.63 65

Hiremath & 
Bhusnurmath 
(2013a, 
2014a)

NSCT 
+LDBP 96.38 343.05 11.33 -

Kylberg

Proposed 
Method WT+PDE 100 1434.71 1.65 1

Hiremath & 
Bhusnurmath 
(2014b, 2015)

PDE+LDBP 100 7575.67 2.77 15

Hiremath & 
Bhusnurmath 
(2013a, 
2014a)

NSCT 
+LDBP 83.42 48771.46 1930.46 -

Oulu

Proposed 
Method WT+PDE 98.36 18.36 1.15 10

Hiremath & 
Bhusnurmath 
(2014b, 2015)

PDE+LDBP 99.84 135.97 8.50 200

Hiremath & 
Bhusnurmath 
(2013a, 
2014a)

NSCT 
+LDBP 99.68 291.48 10.06 -
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2014b, 2015). Hence, in the present Chapter, the colour texture classification 
method developed in the (Hiremath & Bhusnurmath 2016b) is adopted for industrial 
automation problems, namely, granite tiles and wood texture identification. The 
proposed recognition system is useful in automatic computer vision tool for grading 
of the granite tiles and wood.

The experimental results obtained with the proposed method for two industrial 
datasets are discussed below.

Wood Texture Analysis

The Table 8 to Table 12 show the classification accuracy, corresponding training 
time and testing time using optimal diffusion steps for different feature sets (F1 to 
F30) using Parquet dataset (wood textures), for RGB, YCbCr, HSV and Lab colour 
spaces. The method is also experimented in gray scale for comparative analysis of 
results.

Table 6. Comparison of classification accuracy (%) of the proposed method obtained 
by using different colour spaces, and the corresponding computation cost (training 
and testing time), optimal feature set and diffusion step using Oulu color dataset.

Parameters / Colour space RGB HSV YCbCr Lab Gray

Classification accuracy (%) 97.11 99.45 98.36 98.44 98.36

Training time (sec.) 25.73 24.28 8.60 21.86 18.36

Testing time (sec.) 1.61 1.52 0.54 1.37 1.15

Optimal feature set F5 F17 F22 F26 F17

Optimal no. of diffusion step 2 8 6 8 10

Table 7. The performance comparison of the proposed method with states-of-the-
art methods, in terms of classification accuracy using Oulu color dataset for HSV 
color space (Hiremath & Bhusnurmath 2016b)

Method Classification accuracy (%)

Selvan & Ramakrishnan (2007) 92.81

Sengur (2008) 97.63

Chang et al. (2010) 97.87

Abdulmunim (2012) 98.81

Proposed method 99.45
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The Table 13 shows the comparison of optimal classification accuracy (CA) 
attained among thirty feature sets, experimented using Parquet database for different 
colour spaces. The corresponding testing time, feature set, training time and optimal 
number of diffusion steps are shown in the Table 13.

It is evident from the Table 13 that the HSV colour space gives better classification 
accuracy 96.57% as compared to the experimented colour spaces. The better 
classification accuracy is obtained for the feature set F12 with testing time of 0.02 
sec and training time of 237.56 sec.

The Table 14 shows the comparison of classification accuracy obtained by the 
proposed method and other methods in the literature using Parquet dataset. No of 
features and classifier used in experimentation is also reported.

The experimental results show improved classification accuracy as compared to 
the other method in the literature. In addition, the reduction in computational cost 
is achieved owing to diffusion based approach (Hiremath & Bhusnurmath 2016b).

Table 8. The classification accuracy (CA), corresponding training time (TrTm) and 
testing time (TsTm) using optimal diffusion steps (DS) for different feature sets using 
Parquet dataset, for RGB colour space.
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1 F1 84.57 210.33 0.02 5 16 F16 74.86 729.51 0.13 10

2 F2 49.50 1568.65 0.08 7 17 F17 92.10 547.90 0.06 8

3 F3 92.10 263.51 0.01 7 18 F18 91.51 635.47 0.06 8

4 F4 91.96 391.11 0.01 9 19 F19 89.96 440.00 0.05 1

5 F5 94.21 428.50 0.02 7 20 F20 44.24 281.82 0.05 1

6 F6 93.79 138.45 0.02 1 21 F21 95.15 433.75 0.04 6

7 F7 89.34 300.25 0.01 8 22 F22 93.67 243.50 0.05 4

8 F8 63.75 113.07 0.01 1 23 F23 94.28 663.49 0.05 9

9 F9 44.24 105.34 0.02 1 24 F24 94.83 780.59 0.05 8

10 F10 94.96 283.12 0.03 7 25 F25 93.04 414.38 0.04 7

11 F11 92.87 415.28 0.05 8 26 F26 94.71 745.22 0.03 9

12 F12 92.20 595.58 0.07 8 27 F27 95.02 446.09 0.04 9

13 F13 44.53 604.26 0.09 6 28 F28 94.54 492.21 0.03 7

14 F14 62.47 561.73 0.12 3 29 F29 44.24 123.85 0.03 1

15 F15 73.03 642.27 0.09 6 30 F30 58.44 1735.11 0.11 9
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Granite Tiles Texture Analysis

The Table 15 to Table 19 show the classification accuracy, corresponding training 
time and testing time using optimal diffusion steps for different feature sets (F1 to 
F30) using MondialMarmi dataset, for different colour spaces. The optimal number 
of diffusion steps is the diffusion step at which the best classification results are 
obtained for a given feature set.

The Table 20 presents the comparison of optimal classification accuracy (CA) 
attained among the thirty feature sets, experimented using MondialMarmi dataset 
for different colour spaces. The corresponding testing time, feature set, training time 
and optimal number of diffusion steps are shown in the Table 20. It is evident from 
the Table 20 that the better classification accuracy of 99.58% is obtained for YCbCr 
colour space as compared to the other colour spaces. The accuracy is obtained for 
the feature set F21 with testing time of 0.0040 sec. and training time of 36.03 sec.

Table 9. The classification accuracy (CA), corresponding training time (TrTm) and 
testing time (TsTm) using optimal diffusion steps (DS) for different feature sets using 
Parquet dataset, for HSV colour space.
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1 F1 82.60 151.85 0.01 10 16 F16 40.07 227.35 0.05 4

2 F2 93.09 554.79 0.03 6 17 F17 96.12 200.67 0.02 6

3 F3 91.63 161 0.01 10 18 F18 95.85 232.41 0.02 4

4 F4 92.18 123.36 0.01 3 19 F19 95.89 172.69 0.03 2

5 F5 93.87 143.55 0.01 1 20 F20 38.79 119.48 0.02 10

6 F6 93.51 127.44 0.01 5 21 F21 96.44 247.62 0.02 10

7 F7 88.88 92.50 0.01 2 22 F22 96.20 204.80 0.02 8

8 F8 40.98 80.72 0.01 1 23 F23 96.42 207.03 0.02 2

9 F9 34.06 75.27 0.01 1 24 F24 96.16 251.60 0.02 8

10 F10 94.96 91.44 0.01 2 25 F25 92.91 118.99 0.01 2

11 F11 96.07 116.82 0.02 2 26 F26 95.90 273.76 0.02 10

12 F12 96.57 237.56 0.02 8 27 F27 94.18 114.77 0.01 2

13 F13 96.43 205.37 0.03 2 28 F28 94.63 198.23 0.01 5

14 F14 96.16 279.22 0.03 10 29 F29 38.21 110.52 0.02 4

15 F15 95.39 254.31 0.04 6 30 F30 93.87 615.51 0.04 10
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The Table 21 shows the comparison of classification accuracy obtained by the 
proposed method and other methods in the literature using MondialMarmi dataset. 
The feature set size and classifier used is also reported in the table. The increased 
classification accuracy of the proposed method as observed in the Table 21, is due 
to the AD and wavelet transform.

The analysis of experimental results indicates the efficacy of the proposed method 
(WT+PDE) in grading of the industrial materials for hardwood and granite tiles.

CONCLUSION

The classification accuracy using the proposed method, which is achieved with 
reduced computational time cost, compares well with the methods described in 
the (Hiremath & Bhusnurmath 2013a, 2014a) and (Hiremath & Bhusnurmath 
2014b, 2015). The experimental results show the effectiveness of the proposed 

Table 10. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using Parquet dataset, for YCbCr colour space.
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1 F1 82.40 193.37 0.01 10 16 F16 37.07 252.31 0.05 4

2 F2 94.09 551.03 0.03 8 17 F17 96.14 229.29 0.03 7

3 F3 92.13 170.80 0.01 9 18 F18 96.55 262.84 0.03 8

4 F4 89.03 179.51 0.01 9 19 F19 95.96 204.51 0.03 2

5 F5 92.39 149.07 0.01 2 20 F20 36.38 140.02 0.03 4

6 F6 91.73 158.53 0.01 9 21 F21 95.10 284.02 0.01 10

7 F7 90.31 94.46 0.01 2 22 F22 96.10 178.74 0.02 9

8 F8 44.11 89.31 0.01 2 23 F23 95.13 252.49 0.02 10

9 F9 34.06 100.97 0.01 4 24 F24 95.40 238.94 0.02 8

10 F10 94.91 131.83 0.01 7 25 F25 93.40 128.70 0.01 4

11 F11 95.90 183.16 0.02 10 26 F26 94.44 254.35 0.02 10

12 F12 96.07 243.15 0.02 10 27 F27 94.87 180.57 0.02 9

13 F13 96.30 231.01 0.02 6 28 F28 94.87 197.57 0.01 6

14 F14 95.84 257.85 0.03 8 29 F29 34.63 111.62 0.01 4

15 F15 95.79 285.79 0.04 9 30 F30 94.51 578.01 0.05 9
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feature extraction method in colour texture classification. The results are found 
to be encouraging. In this chapter, the colour texture feature set developed in the 
(Hiremath & Bhusnurmath 2016b) is evaluated for the purpose of grading of industrial 
products. The effectiveness of automatic recognition of wood and granite tiles 
through computer vision at reduced computational cost is achieved. The proposed 
method meets the criteria of real time processing of being computationally low-
cost. Hence, it is suitable for developing expert system for automatic recognition 
of textures of the material products based on visual characteristics. The examples 
include products like leather, parquet, granite and fabric. Also, it is observed that 
the selection of color space is application dependent. The combination of feature 
descriptors amplifies the classification result. The experimental results demonstrate 
effectiveness of the proposed method in terms of increased recognition accuracy 
with reduced computational cost. The experimental results exhibit the potential of 
such an approach for computer vision application such as automatic recognition of 
wood and granite tiles textures.

Table 11. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using Parquet dataset, for Lab colour space.
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1 F1 84.60 132.06 0.01 9 16 F16 33.53 226.27 0.04 2

2 F2 94.50 561.48 0.03 10 17 F17 96.48 234.28 0.02 9

3 F3 91.31 157.44 0.01 10 18 F18 95.59 251.56 0.02 8

4 F4 90.83 178.96 0.01 10 19 F19 95.65 187.44 0.02 1

5 F5 93.10 209.08 0.01 10 20 F20 32.32 128.83 0.02 3

6 F6 95.94 117.98 0.01 5 21 F21 95.43 184.30 0.01 5

7 F7 85.72 143.53 0.01 9 22 F22 95.59 171.12 0.02 9

8 F8 48.57 76.39 0.01 1 23 F23 94.48 246.12 0.02 9

9 F9 32.32 86.58 0.01 3 24 F24 95.07 249.77 0.02 7

10 F10 93.85 107.66 0.01 5 25 F25 93.79 179.59 0.02 9

11 F11 93.71 181.37 0.02 6 26 F26 94.59 243.57 0.01 7

12 F12 95.38 253.45 0.02 9 27 F27 92.44 163.48 0.02 6

13 F13 95.73 231.42 0.02 5 28 F28 95.40 244.67 0.02 9

14 F14 95.29 263.56 0.03 7 29 F29 32.32 110.50 0.02 3

15 F15 94.92 266.30 0.04 7 30 F30 93.79 612.17 0.05 8
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Table 12. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using Parquet dataset, for gray scale.
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1 F1 72.25 84.84 0.0109 8 16 F16 41.83 247.27 0.0522 2

2 F2 94.07 525.91 0.0260 6 17 F17 95.34 229.35 0.0288 6

3 F3 86.46 129.16 0.0102 10 18 F18 95.15 314.62 0.0257 8

4 F4 85.61 77.48 0.0106 2 19 F19 94.74 343.57 0.0310 10

5 F5 54.38 107.48 0.0216 1 20 F20 35.63 184.53 0.0264 8

6 F6 89.04 70.32 0.0107 3 21 F21 94.08 294.74 0.0229 10

7 F7 84.11 93.41 0.0093 6 22 F22 94.49 100.05 0.0247 2

8 F8 40.09 80.73 0.0085 5 23 F23 93.67 217.27 0.0224 2

9 F9 35.58 105.02 0.0112 8 24 F24 94.63 275.30 0.0199 6

10 F10 92.10 129.83 0.0128 10 25 F25 91.89 159.66 0.0230 6

11 F11 93.82 164.94 0.0231 10 26 F26 93.57 204.98 0.0118 2

12 F12 94.57 209.25 0.0203 8 27 F27 93.13 222.48 0.0146 10

13 F13 95.34 191.75 0.0364 4 28 F28 93.04 236.18 0.0213 6

14 F14 94.14 337.35 0.0417 10 29 F29 35.58 153.61 0.0223 8

15 F15 93.90 309.16 0.0411 7 30 F30 92.46 761.24 0.0473 8

Table 13. Comparison of optimal classification accuracy (CA) of the proposed 
method experimented on different colour spaces and the corresponding training 
time, testing time, optimal feature set and diffusion steps using Parquet dataset.

Parameters
Colour space

Gray RGB HSV YCbCr Lab

CA (%) 95.34 95.15 96.57 96.55 96.48

Training time (sec.) 191.75 433.75 237.56 262.84 234.28

Testing time (sec.) 0.03 0.04 0.02 0.03 0.02

Optimal feature set F13 F21 F12 F18 F17

Optimal no. of diffusion step 4 6 8 8 9
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Table 14. Comparison of classification accuracy (CA) for the proposed method and 
other methods in the literature using Parquet dataset.

Method CA(%) Number of 
features Classifier

Proposed method 96.57 13 k-NN, k=3

Bianconi et al. (2013) 89.8 12 k-NN, k=1

Table 15. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using MondialMarmi dataset, for RGB colour space.
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1 F1 86.08 23.49 0.0044 2 16 F16 80.27 182.62 0.0111 9

2 F2 43.42 450.94 0.0100 9 17 F17 81.13 130.89 0.0068 7

3 F3 95.42 18.88 0.0043 1 18 F18 73.08 117.95 0.0076 2

4 F4 94.94 107.40 0.0043 10 19 F19 78.88 149.51 0.0070 7

5 F5 98.69 120.45 0.0039 8 20 F20 61.94 57.12 0.0064 2

6 F6 93.52 72.56 0.0048 7 21 F21 80.73 120.83 0.0055 8

7 F7 96.10 91.93 0.0043 10 22 F22 78.67 62.90 0.0061 5

8 F8 54.23 30.29 0.0043 2 23 F23 72.58 150.33 0.0057 7

9 F9 38.33 19.12 0.0045 1 24 F24 81.48 171.73 0.0055 10

10 F10 57.33 69.40 0.0052 7 25 F25 47.17 61.12 0.0049 4

11 F11 78.31 119.96 0.0065 10 26 F26 95.15 162.63 0.0047 9

12 F12 90.10 167.97 0.0071 10 27 F27 56.21 98.11 0.0054 7

13 F13 77.60 179.07 0.0087 10 28 F28 82.94 129.46 0.0101 7

14 F14 76.23 177.70 0.0101 9 29 F29 38.33 25.72 0.0052 1

15 F15 76.67 168.00 0.0099 7 30 F30 61.29 511.62 0.0115 8
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Table 16. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using MondialMarmi dataset, for HSV colour space.
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1 F1 92.58 30.87 0.0035 1 16 F16 73.15 87.15 0.0058 3

2 F2 60.10 194.99 0.0060 9 17 F17 98.00 80.52 0.0051 6

3 F3 97.58 57.92 0.0035 7 18 F18 98.65 75.08 0.0044 1

4 F4 98.88 50.76 0.0035 1 19 F19 98.10 84.67 0.0047 5

5 F5 98.98 82.80 0.0034 10 20 F20 38.71 51.11 0.0052 1

6 F6 97.92 45.88 0.0040 1 21 F21 98.92 59.62 0.0049 5

7 F7 97.94 45.61 0.0035 1 22 F22 98.63 44.27 0.0048 3

8 F8 34.58 44.04 0.0043 1 23 F23 99.33 57.64 0.0041 1

9 F9 38.71 43.48 0.0042 1 24 F24 98.88 62.15 0.0040 4

10 F10 99.33 44.46 0.0042 1 25 F25 97.48 40.92 0.0121 2

11 F11 99.00 76.19 0.0041 10 26 F26 99.54 67.64 0.0037 8

12 F12 98.67 94.42 0.0043 10 27 F27 99.06 54.65 0.0041 8

13 F13 91.92 79.52 0.0047 2 28 F28 98.79 52.22 0.0064 1

14 F14 73.29 97.72 0.0053 8 29 F29 38.71 36.87 0.0042 1

15 F15 60.15 81.08 0.0051 1 30 F30 61.42 151.03 0.0057 3
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Table 17. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using MondialMarmi dataset, for YCbCr colour space.
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1 F1 90.65 14.87 0.0037 4 16 F16 64.83 61.66 0.0059 10

2 F2 54.54 120.11 0.0050 2 17 F17 98.06 38.41 0.0044 5

3 F3 98.19 12.73 0.0040 2 18 F18 98.02 38.67 0.0043 2

4 F4 97.63 35.93 0.0038 10 19 F19 97.58 53.92 0.0045 9

5 F5 99.33 29.81 0.0036 4 20 F20 39.25 16.29 0.0047 1

6 F6 96.69 28.86 0.0042 9 21 F21 99.58 36.03 0.0040 6

7 F7 97.25 29.67 0.0047 10 22 F22 97.92 15.19 0.0046 2

8 F8 39.79 22.79 0.0038 7 23 F23 99.19 46.70 0.0039 8

9 F9 39.25 9.42 0.0041 1 24 F24 99.40 53.25 0.0039 10

10 F10 98.81 11.94 0.0042 2 25 F25 97.75 33.24 0.0042 10

11 F11 98.48 26.24 0.0043 4 26 F26 99.35 41.44 0.0036 5

12 F12 98.79 48.36 0.0046 8 27 F27 98.98 36.83 0.0040 10

13 F13 93.29 52.76 0.0052 8 28 F28 98.83 30.48 0.0045 3

14 F14 66.69 50.55 0.0050 6 29 F29 39.25 10.27 0.0043 1

15 F15 38.10 56.51 0.0054 8 30 F30 59.06 141.77 0.0055 9

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



52

Anisotropic Diffusion-Based Color Texture Analysis for Industrial Application

Table 18. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using MondialMarmi dataset, for Lab colour space.
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1 F1 89.85 27.02 0.0036 4 16 F16 65.08 83.85 0.0062 8

2 F2 47.77 147.36 0.0047 2 17 F17 96.88 74.72 0.0053 10

3 F3 97.38 33.78 0.0036 4 18 F18 97.75 65.45 0.0052 4

4 F4 96.48 52.73 0.0039 8 19 F19 97.02 82.79 0.0044 10

5 F5 98.88 57.53 0.0035 6 20 F20 39.27 53.67 0.0100 8

6 F6 94.48 44.32 0.0037 9 21 F21 98.73 67.68 0.0055 9

7 F7 94.88 48.64 0.0036 10 22 F22 97.13 41.41 0.0054 5

8 F8 41.88 38.74 0.0037 6 23 F23 98.96 66.54 0.0052 6

9 F9 39.27 42.51 0.0041 8 24 F24 99.19 55.52 0.0045 2

10 F10 98.29 40.68 0.0040 6 25 F25 95.50 44.64 0.0053 6

11 F11 98.10 60.79 0.0043 10 26 F26 99.10 65.13 0.0037 6

12 F12 98.52 65.85 0.0047 4 27 F27 98.69 42.00 0.0111 4

13 F13 92.00 77.66 0.0046 8 28 F28 98.15 66.69 0.0042 8

14 F14 68.17 78.74 0.0054 7 29 F29 39.27 46.33 0.0044 8

15 F15 37.83 93.86 0.0057 8 30 F30 60.25 177.70 0.0062 4
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Table 19. The classification accuracy (CA), corresponding training time (TrTm) 
and testing time (TsTm) using optimal diffusion steps (DS) for different feature sets 
using MondialMarmi dataset, for gray scale.
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1 F1 73.56 26.41 0.0052 9 16 F16 46.17 60.69 0.0115 8

2 F2 62.33 126.57 0.0091 2 17 F17 96.38 47.35 0.0062 10

3 F3 91.19 20.45 0.0077 8 18 F18 96.98 51.36 0.0062 8

4 F4 89.54 25.52 0.0110 6 19 F19 96.27 44.84 0.0119 5

5 F5 65.21 26.12 0.0285 1 20 F20 39.67 13.80 0.0145 1

6 F6 91.83 32.50 0.0090 10 21 F21 98.63 36.12 0.0103 7

7 F7 88.29 32.32 0.0099 10 22 F22 96.35 24.02 0.0059 7

8 F8 40.83 31.08 0.0036 9 23 F23 98.13 43.09 0.0071 6

9 F9 39.67 6.63 0.0055 1 24 F24 98.50 42.88 0.0086 6

10 F10 97.23 17.50 0.0058 4 25 F25 93.73 25.83 0.0118 8

11 F11 97.19 44.72 0.0070 10 26 F26 98.46 51.01 0.0046 10

12 F12 97.35 57.67 0.0119 7 27 F27 96.90 18.33 0.0095 2

13 F13 93.83 55.65 0.0074 8 28 F28 97.46 33.13 0.0054 5

14 F14 61.90 64.55 0.0098 9 29 F29 39.67 6.72 0.0058 1

15 F15 56.65 58.51 0.0114 7 30 F30 60.06 146.40 0.0105 2

Table 20. Comparison of optimal classification accuracy (CA) of the proposed 
method experimented on different colour spaces and the corresponding training 
time, testing time, optimal feature set and diffusion steps for MondialMarmi dataset.

Parameters
Colour space

Gray RGB HSV YCbCr Lab

CA (%) 98.63 98.69 99.54 99.58 99.19

Training time (sec.) 36.12 120.45 67.64 36.03 55.52

Testing time (sec.) 0.0103 0.0039 0.0037 0.0040 0.0045

Optimal feature set F21 F5 F26 F21 F24

Optimal no. of diffusion step 7 8 8 6 2
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APPENDIX 1

Wavelet Transform

The implementation and theoretical aspects of wavelet based algorithms are discussed 
in (Daubechies, 1992; Mallat, 1989a). Wavelet functions have been defined in order 
to be suitable for a specific application. The continuous wavelet transform of a 1-D 
signal g(x) is defined by the Eqs. (1) and (2):

W g a b g x x dxa b� �� �� � � � � � �� � �,
,

*  (1)

and

� �a b a x a b
,
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where a represents the scaling factor, b represents the translation parameter related to 
the location of the window, and ψ*(x) is the transforming function. The 2-D wavelet 
transform is performed by a product of 1-D filters. The transform is calculated by 
applying a filter bank to the textured image. The rows and columns of an image 
are processed separately and down sampled by a factor of 2 in each direction. In 
the present chapter, the Haar wavelet is employed for the wavelet transform of an 
image, and is defined as:
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APPENDIX 2

Anisotropic Diffusion

Anisotropic diffusion (Perona and Malik, 1990) is normally implemented by means 
of an approximation of the generalized diffusion equation as given in the Eq. (4).
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where I s
t is the discretely sampled image, s denotes the pixel position in a discrete 

two-dimensional (2-D) grid, and 0 1 4� ��  is a scalar that controls the numerical 
stability, ηs  is the number of pixels in the window (usually four, except at the image 
boundaries), and � � � � �I s p

t
I p

t
I s

t
p s, , � . The advantages of anisotropic diffusion include 

intra-region smoothing and edge preservation. Using the Eq. (B4) each new image 
in the family is computed by applying this equation to the previous image. 
Consequently, anisotropic diffusion is an iterative process where a relatively simple 
set of computation are used to compute each successive image in the family and 
this process is continued until a sufficient degree of smoothing is obtained (so as 
to obtain better texture component). Two diffusion coefficients are given in the Eqs. 
(B5) and (B6) (Perona and Malik, 1990).

c x
x k

( ) �
� � �

1

1
2

 (5)

and

c x x k( ) exp� �� ��
�

�
�

2  (6)

where k is an edge magnitude parameter. In the anisotropic diffusion method, the 
gradient magnitude is used to detect an image edge or boundary as a step discontinuity 
in intensity.

APPENDIX 3

Feature Sets

Various first order and second order descriptors obtained are tabulated in the Table 
22. The first order descriptor considers individual pixel value. The second order 
descriptors take into account the relationship between neighboring pixel values. 
The various feature sets based on first order descriptor (F1) and second order 
descriptors (F2-F9) considered in the present study are tabulated in the Table 22 
(Hiremath & Bhusnurmath, 2016a). Further, the various combinations of these 
feature sets (F10-F30) listed in the Table 22 are also explored to investigate the 
effect on classification accuracy.
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Table 22. The different feature sets based on first order descriptor (F1) and second 
order descriptors (F2-F9) (Hiremath & Bhusnurmath, 2016a)

Feature 
set Description Features extracted Feature 

set Description Features 
extracted

F1 First order 
statistics

Skewness, mean, standard 
deviation, kurtosis and 
median.

F6
Law’s texture 
energy measures 
(Laws, 1980)

Six texture 
energy 
measures

F2
Haralick features 
(Haralick et al., 
1973)

entropy, homogeneity, 
contrast, energy, maximum 
probability, cluster shade 
and cluster prominence

F7

Fractal 
dimension 
texture analysis 
(Mandelbrot, 
1982)

roughness of 
a surface

F3

Gray level 
difference 
statistics (Weszka 
et al., 1976)

contrast, homogeneity, 
energy, entropy and mean F8

Fourier power 
spectrum 
(Rosenfeld & 
Weszka, 1980)

radial sum 
and angular 
sum

F4

Neighborhood 
gray tone 
difference matrix 
(Amadasun & 
King, 1989)

busyness, complexity, 
coarseness, contrast and 
texture strength

F9 Shape

size(x,y), 
area, 
perimeter 
and 
perimeter^2 
/area

F5
Statistical feature 
matrix (Wu & 
Chen, 1992)

coarseness, contrast, period 
and roughness

Table 23. The combinations (F10-F30) of feature sets given in the Table 22 (Hiremath 
& Bhusnurmath, 2016a).

Feature set name Feature set combination Feature set 
name

Feature set 
combination

F10 F1+F3 F21 F1+F3+F5

F11 F1+F3+F4 F22 F1+F3+F6

F12 F1+F3+F4+F5 F23 F1+F4+F5

F13 F1+F3+F4+F5+F6 F24 F3+F4+F5

F14 F1+F3+F4+F5+F6+F7 F25 F6+F7

F15 F1+F3+F4+F5+F6+F7+F8 F26 F4+F5

F16 F1+F3+F4+F5+F6+F7+F8+F9 F27 F3+F4

F17 F1+F3+F5+F6 F28 F5+F6

F18 F3+F4+F5+F6 F29 F8+F9

F19 F1+F4+F5+F6 F30 F2+F4
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ABSTRACT

Biological data analysis is one of the most important and challenging tasks in 
today’s world. Automated analysis of these data is necessary for quick and accurate 
diagnosis. Intelligent computing-based solutions are highly required to reduce 
the human intervention as well as time. Artificial intelligence-based methods are 
frequently used to analyze and mine information from biological data. There are 
several machine learning-based tools available, using which powerful and intelligent 
automated systems can be developed. In general, the amount and volume of this kind 
of data is quite huge and demands sophisticated tools that can efficiently handle this 
data and produce results within reasonable time by extracting useful information 
from big data. In this chapter, the authors have made a comprehensive study about 
different computer-aided automated methods and tools to analyze the different types 
of biological data. Moreover, this chapter gives an insight about various types of 
biological data and their real-life applications.

A Brief Overview on Intelligent 
Computing-Based Biological 

Data and Image Analysis
Mousomi Roy

University of Kalyani, India
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INTRODUCTION

In the field of diagnosis and medical research, analysis of biological data is inevitable. 
We can explore and extract some precious information from various types of 
biological data. To mine some knowledge from these data requires the involvement 
of the domain experts. Although humans are highly intelligent, there are some 
inherent problems associated with the human observers. For example, experiments 
done by the humans are subject to errors. It may also happen that, same data when 
diagnosed two times by the same observer may produce the different results. It is 
purely subjective and depends on the present state of the observer (Chakraborty, 
Chatterjee, et al., 2017a; Hore et al., 2015).

In general, biological sources generates a huge amount of data which is often 
considered as the big data (Prabha, Rai, & Singh, n.d.). Detailed study of these 
data is required for generating any useful information from the raw form. Now, 
humans are hardly capable of handling such a huge amount of data in a stipulated 
amount of time. This is an another problem associated with the human observers. 
Moreover, the analysis of these data is significant in the diagnostic field to provide 
proper treatment. The inaccuracies in the diagnostic process can be very costly in 
terms of the life of the patients.

Automated systems are highly beneficial in analyzing and mining useful 
information from the biological datasets. The term ‘data mining’ is a well-known 
technology which is used to find hidden information from large databases and big 
data. The exploration process is often known as ‘knowledge discovery’. Now a days, 
it is very hard to think the world without computers. The technical explosion in the 
automated systems makes the life easier. Automated systems are highly efficient and 
can mimic the diagnostic process as made by a human expert. Modern applications 
can effectively search the ocean of the data and discover useful information with 
high accuracy and in moderate time (Chakraborty, Chatterjee, Ashour, Mali, & 
Dey, 2017).

Most of the computer aided diagnostic systems are based on the artificial 
intelligence (AI) based tools. Artificial intelligence mimics the human intelligence 
and helps a machine to behave intelligently (“Artificial intelligence,” n.d.). In general, 
it can induce the cognitive nature in a machine. AI based tools provides the power 
to a computer to perform certain tasks very efficiently like humans (even better in 
some situation) (Boden, 1998).

In recent years, a huge growth in Artificial intelligence based technologies can be 
observed that can change the standard of the life. Artificial intelligence provides a 
way to make a machine learn. This technology is known as machine learning which 
is the blessing of artificial intelligence. Machine learning algorithms are used to 
make a machine learn and to avoid programming for each and every problem instance 
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(Mitchell, 1997). These algorithms follows a set of rules for learning as well as for 
producing results. The performance of these algorithms are measured in terms of 
the accuracy and some other parameters. The machine learning based approaches 
can be broadly categorized as given follows:

i.  Unsupervised Learning: In this type of learning, there is no predefined 
knowledge about the class of the object. Algorithm tries to find out some pattern 
so that it can identify the class of the unknown object. The classification operation 
is based on some hypothesis. To draw a conclusion, all of the hypothesis must 
be evaluated (Karaboga & Basturk, 2007). There is no so called ‘supervision’ 
or guidance for the algorithms, It predicts the natural grouping of the objects.

ii.  Supervised Learning: Here, some data are used whose classes are known to 
train the classifier. After the training phase, testing is performed on the known 
datasets. The deviation of the result from the actual one and predicted one is 
considered as the error. The main objective of these kind of algorithms is to train 
the classifier in such a way so that the error will be minimized (Chakraborty 
et al., 2017). There are several models proposed in the literature that follows 
the supervised learning methods. For example, Artificial Neural Networks, 
Support Vector Machine etc. Several hybrid models are found in literature which 
are based on the metaheurictic algorithms such as GA (Chakraborty, Seal, & 
Roy, 2015), SA (Chakraborty & Bhowmik, 2015; SChakraborty & Bhowmik, 
2013, 2015), CS (S. Chakraborty, Chatterjee, et al., 2017a; Mousomi Roy et 
al., 2017) to adjust the input weights to enhance the accuracy.

iii.  Reinforcement Learning: This type of learning uses two data sets, one is used 
to train the system and another one is used to test the system. So, the algorithm 
gather knowledge from one dataset and apply it on another dataset.

The difference among supervised, unsupervised and reinforcement learning can 
be visualized in figure 1 (Wang, Chaovalitwongse, & Babuska, 2012).

This work gives a comprehensive review on the intelligent computing methods 
and automated systems that has been applied on different types of biological data.

DIFFERENT TYPES OF BIOLOGICAL DATA

Biological data are those raw facts and figures that are generated from different 
biological sources. Nucleic Acids Research has published a list of 180 data repository 
in 2016 (Rigden, Fernández-Suárez, & Galperin, 2016). The biological data can be 
broadly categorized in three ways as follows: (“List of biological databases,” n.d.)
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i.  Nucleic Acid: This type of data are collected from sources based on nucleic 
acid. There are basically four sources from which this type of data are collected 
as discussed below:
a.  DNA: This type of data is generally consist of DNA profiles. DNA data 

is highly beneficial and frequently used to study various genetic disorders 
and diseases, genetic fingerprinting etc. DNA based data are stored in 
various DNA data banks. Some of the DNA data banks are forensic, 
medical, national, corporate etc.

b.  Gene Expression: The term ‘Gene Expression’ is associated with 
almost every living organisms. Gene expression is the method where 

Figure 1. Comparison of supervised, unsupervised and reinforcement learning
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the information of genes is utilized to generate a product (e.g. proteins, 
RNA etc.).

c.  Phenotype: The term ‘phenotype’ indicates various observable 
characteristics of the living organisms. Sometimes this type of data is 
manually generated and recorded. Some example of the data repository 
that stores phenotype data are PHI base, RGD etc.

d.  RNA: RNA data are collected from different types of RNAs like non-
coding RNAs and some other elements of RNA.

ii.  Amino Acid/Protein: This kind of data are collected by analyzing amino acids 
and proteins. This category is also having four classifications as discussed 
below:
a.  Protein Sequence: Protein sequence denotes the sequence of the amino 

acids in a protein. It can be sequenced straight way or can be derived 
from the DNA sequences (“Protein primary structure,” n.d.).

b.  Protein Structure: This database is constructed based on different 
structures of protein that has been computed experimentally. It provides 
an easier way to access various data related to the structure of the protein.

c.  Protein Model: This type of data is concerned about the protein structure 
model.

d.  Interaction: Different data about molecular interaction along with 
protein-protein interaction fall under this category.

iii.  Miscellaneous: Some other type of data belong to this category. Some of them 
are listed below:
a.  Signal Transduction Pathway: The term ‘Signal transduction’ indicates 

the process by which a signal (chemical or physical) transmits from a cell. 
In general, there is a sequence of operations happen in the transmission 
process of a signal. Signal transduction pathway related data deals with 
it.

b.  Metabolic Pathway: This type of data deals with the details of the series 
of chemical reactions associated with a cell.

c.  Exosomal: It deals with the data about the exosomes. Exosomes are 
vesicles derived from the cells and it is present in the fluids (e.g. blood, 
urine etc.) of almost all possible eukaryotic cells (“Exosome (vesicle),” 
n.d.).

d.  Mathematical Model: It is the mathematical representation of different 
biological processes.

e.  Taxonomic: This type of data is used for species identification

Different categories of the biological data can be visualized from figure 2.
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Now a days, the biomedical images are considered as one of the major source of data 
which is helpful in automated disease analysis and diagnostic purposes (Chakraborty, 
Chatterjee, et al., 2017b; Hore et al., 2015). Biological images are processed using 
various advanced computing methods to extract meaningful information and interpret 
the biological significance of the extracted results (Chakraborty, Chatterjee, Dey, 
Ashour, & Shi, 2018; Chakraborty, Roy, & Hore, 2018; Chakraborty, Chatterjee, et 
al., 2017; Shouvik Chakraborty, Chatterjee, Das, & Mali, 2020; Shouvik Chakraborty 
& Mali, 2018; Hartley et al., 2014; Hore, Chatterjee, Chakraborty, & Shaw, 2016). 
Sometimes, the security of the biomedical images becomes one of the major concerns 
because these types of images often contain sensitive and private information of the 

Figure 2. Different categories of biological data
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patients and other species which is vulnerable for attack (Chakraborty, Seal, Roy, 
& Mali, 2016; Mali, Chakraborty, & Roy, 2015; Mali, Chakraborty, Seal, & Roy, 
2015; Roy, Chakraborty, et al., 2019; Roy, Mali, et al., 2019; Seal, Chakraborty, 
& Mali, 2017). Therefore, biomedical image analysis and its security is necessary 
and in most of the cases, it is inevitable for the diagnostic process (Chakraborty et 
al., 2018, 2017, 2019).

Analysis of biological data and image has several applications like personalized 
medicine. It demands processing, storing and analyzing huge amount of biological 
data in a restricted time period. Tools for big data analysis tools along with 
artificial intelligence based techniques are used to perform computation and mine 
information from the biological big data and images (Datta et al., 2018; Hore et 
al., 2016). Sometimes, fully automated systems are not preferable because of its 
inherent limitations. In some situations some interactive systems are used which is 
semi-automatic kind in nature.

INTELLIGENT COMPUTING BASED BIOLOGICAL 
DATA AND IMAGE ANALYSIS

As discussed above, biological data can be considered as the big data and intelligent 
computing tools are required to process these data efficiently. In this section, some 
related work is discussed to process various types of biological data.

Among the different types of biological data, gene expression data is one of 
the most important and frequently used. In most of the cases gene expression data 
analysis involves DNA microarrays. Different operations can be performed on the 
microarray data to mine and extract different type of information. Different types 
of work has been proposed on gene expression data including pattern recognition, 
clustering, identification of consensus modules etc. Table 1 gives an overview of 
different methods intelligent computing tools that has been used to mine information 
from microarray gene expression data.

In table 2, some of the recent methods for biomedical image analysis is illustrated. 
There are several methods which are based on the advanced computational methods 
like deep learning, metaheuristic optimization (Chakraborty & Bhowmik, 2015; 
Chakraborty, Mali, Chatterjee, et al., 2018b; Chakraborty & Bhowmik, 2013, 
2015, Chakraborty et al., 2017, 2015; Roy et al., 2017; Sarddar, Chakraborty, & 
Roy, 2015), IoT etc (Chakraborty, Roy, & Hore, 2016) which are highly beneficial 
to get accurate results from anywhere in the globe (Chakraborty, Mali, Banerjee, 
et al., 2018; Chakraborty, Mali, Chatterjee, et al., 2018a; Chakraborty et al., 2017; 
Roy et al., 2018).
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Table 1. Overview of different methods for microarray gene expression data analysis

Method Prime objective Brief Description Dataset

Zhang et. al. (H. Zhang, Yu, & 
Singer, 2003) Tumor Classification

It is a decision tree based approach 
where forest of classification trees has 

been used to classify tumors

Leukemia and lymphoma (“Lymphoma/
Leukemia Molecular Profiling Project,” 

n.d.)
Busygin et. al. (Busygin, 

Jacobsen, Kramer, Krämer, & 
Ag, 2002)

Microarray Biclustering A node-driven clustering technique has 
been proposed Leukemia

Tan et. al. (Tan, Dowe, & Dix, 
2007)

Building a classification 
model

A tree based classification model has 
been proposed to analyze microarray 

data. In this paper, Partial Least-Squares 
regression method has been used to 

select the features.

Leukaemia, Breast cancer, Central 
nervous system (CNS), Colon 
tumour, Lung cancer, Prostate 

cancer and Prostate cancer outcome 
(“GEDatasets,” n.d.)

Tang et. al. (Tang, Zhang, 
Zhang, & Ramanathan, 2001)

Unsupervised clustering of 
microarray data

This work presents an interrelated 
bi-clustering method based on iterative 

row column clustering method.
Multiple sclerosis

Getz et. al. (Getz, Gal, Kela, 
Notterman, & Domany, 2003)

Analyze microarray data 
related to breast and colon 

cancer

A new bi-clustering method has been 
proposed to extract information from 

gene expression data. It helps to identify 
important sub matrices from gene 

expression data.

Breast and colon cancer (Notterman, 
Alon, Sierk, & Levine, 2001)

Shipp et. al. (Shipp et al., 2002)
Prediction of the outcome 

of diffuse large b-cell 
lymphoma

Tumor classification work based on 
machine learning Lymphoma (Shipp et al., 2002)

Peterson et. al. (Peterson & 
Coleman, 2008)

Classification of microarray 
data

A machine learning based approach 
to classify microarray gene expression 

data using ROC curves.

Cancer Data (Peterson & Coleman, 
2008)

Cheng et. al. (Cheng & Church, 
2000)

Knowledge mining from 
gene expression data using 

biclustering

Determine some sub matrices with low 
score of ‘mean squared residue’. It is 

useful in finding co-regulation pattern.

Yeast and Human (Cheng & Church, 
2000)

Yang et. al. (Yang, Wang, Wang, 
& Yu, 2003)

Accelerate and improve the 
biclustering process for gene 

expression data

A new method has been proposed to 
enhance the biclustering process. The 
proposed algorithm has been termed 

as ‘FLOC’

Yeast (“Harvard Molecular 
Technologies,” n.d.)

Golub et. al. (Golub et al., 1999) Cancer classification
Class predition and discovery method 
has been proposed for cancer based 

gene expression data.
Leukemia (Golub et al., 1999)

Pique-Regi (Pique-Regi, Ortega, 
& Asgharzadeh, 2005)

‘Sequential Diagonal Linear 
Discriminant Analysis’ 

method for gene expression 
data

In this work, a novel algorithm has 
been developed to perform ‘Sequential 

Diagonal Linear Discriminant Analysis’. 
In this approach, both gene selection 

and classification has been integrated.

(Neuroblastoma, Prostate, Leukemia, 
Colon (Pique-Regi et al., 2005)

Guo et. al. (Guo, Hastie, & 
Tibshirani, 2007)

Linear discriminant analysis 
for gene expression data

A new method has been proposed 
called ‘shrunken centroids regularized 

discriminant analysis’ which is 
modification of linear discriminant 

analysis for microarray gene expression 
data

Tamayo (Ramaswamy et al., 2001), 
Golub (Golub et al., 1999), Brown data

Cho el. al. (Cho & Dhillon, 
2008)

Clustering of microarray 
data

A modification of ‘Minimum 
Sum-Squared Residue Coclustering 

(MSSRCC)’ method has been proposed 
for gene expression data.

Colon cancer, Leukemia, Lung 
cancer, and Mixed-Lineage Leukemia, 
synthesis (“Co-clustering Software,” 

n.d.)

Liu et. al. (X. Liu & Wang, 
2007)

Biclustering of gene 
expression data

In this work, a new similarity score 
has been developed that can be used to 
solve the biclustering problem in gene 

expression data.

Colon cancer (Murali & Kasif, 2003)

Brown et. al.(Brown et al., 
2000)

Knowledge mining from 
gene expression data

In this work, support vector machine 
based knowledge mining is used to 

extract information from microarray 
gene expression data.

Yeast

Guyon et. al. (Guyon, Weston, 
Barnhill, & Vapnik, 2002)

Cancer classification using 
gene expression data

Gene selection and classification to 
classify cancer data using Recursive 

Feature Elimination (RFE) method and 
support vector machine.

Leukemia

Kluger et. al. (Kluger, Basri, 
Chang, & Gerstein, 2003)

Biclustering of gene 
expression data

A new method has been developed for 
biclustering microarray data.

lymphoma, leukemia, breast cancer, 
central nervous system (Pomeroy et al., 

2002), embryonal tumors

continued on following page
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Method Prime objective Brief Description Dataset

Van Uitert et. al. (van Uitert, 
Meuleman, & Wessels, 2008)

Biclustering of gene 
expression data

A new algorithm has been developed 
to mine biclusters. Different biclusters 
with varying no of rows and coloumns 

can be detected.

TRANSFAC (Wingender, 2000)

Zhang et. al. (X. Zhang et al., 
2006)

Classification of microarray 
data

A new method has been developed 
to choose biomarkers for efficient 

classification. Recursive support vector 
machine has been used for this purpose.

Simulated, SELDI proteomics (Shi et 
al., 2006; Xu et al., 2004)

Zhang et. al. (H. H. Zhang, Ahn, 
Lin, & Park, 2006) Gene selection

A new technique based on support 
vector machine has been developed to 
select better genes from a dataset. It 
will further help in the classification 

process.

Simulated, UNC breast cancer dataset 
(Perou et al., 2000; Sotiriou et al., 2003; 

van ’t Veer et al., 2002)

Ayadi et. al. (Ayadi, Elloumi, & 
Hao, 2009)

Biclustering of DNA 
microarray data

A biclustering algorithm was proposed 
based on bicluster enumeration tree. Synthetic dataset

Shamir et. al. (Shamir et al., 
2005) Microarray data analysis

EXPANDER is the acronym for 
EXPression ANalyzer and DisplayER. 

It is a set of programs to analyse 
microarray data.

Various datasets

Chen et. al. (Chen & Chang, 
2009)

Biclustering of microarray 
data

A new method has been proposed based 
on Condition-Enumeration tree to 

perform clustering on microarray data.

Synthetic, yeast (Tavazoie, Hughes, 
Campbell, Cho, & Church, 1999), 

Small, Round Blue Cell Tumors (Khan 
et al., 2001), ALL-AML (Brunet, 
Tamayo, Golub, & Mesirov, 2004)

Sill et. al. (Sill, Kaiser, Benner, 
& Kopp-schneider, 2011)

Biclustering of gene 
expression data

A new method has been proposed for 
biclustering with stability selection Lung cancer (Bhattacharjee et al., 2001)

Tanay et. al. (Tanay, Sharan, & 
Shamir, 2002)

Biclustering of gene 
expression data

In this method, a graph theoretic 
approach has been taken to find the 

most significant biclusters from gene 
expression data.

Yeast, human clinical, lymphoma

O’Neill et. al. (O’Neill & Song, 
2003)

Analysis of microarray data 
using neural network

A neural network based model has been 
proposed for near perfect prognosis 

using microarray data.
Lymphoma

Friedman et. al. (Friedman, 
Linial, Nachman, & Pe’er, 2000)

Bayesian network based 
analysis of gene expression 

data

In this work, Bayesian network has 
been adopted to show the interaction 

among genes.
Cell cycle (Spellman et al., 1998)

de Ferrari et. al. (De Ferrari & 
Aitken, 2006)

Identification of 
housekeeping genes

Naïve Bayes classifier has been used to 
identify and extract housekeeping genes 

from gene expression data
human, mouse and fruit fly

Helman et. al. (Helman, Veroff, 
Atlas, & Willman, 2004)

Classification of gene 
expression data

A Bayesian network based classifier 
has been developed to classify the gene 
expression data. The results have been 
cross validated to prove the efficiency 

of the proposed method.

MIT leukemia data (Golub et al., 1999), 
Princeton colon cancer data (Alon et 

al., 1999)

Demichelis et. al. (Demichelis, 
Magni, Piergiorgi, Rubin, & 

Bellazzi, 2006)

Managing heterogeneity in 
classification problems

In this work, a Naïve Bayes approach 
has been adopted to manage the 

problems that are generated during 
the classification process due to 

heterogeneity of the microarray data.

Simulated, TMA prostate cancer 
(Bismar et al., 2006)

Gusenleitner et. al. 
(Gusenleitner, Howe, Bentink, 

Quackenbush, & Culhane, 2012)

Biclustering of gene 
expression data

An iterative approach has been adopted 
for the biclustering of gene datasets. 

This method uses distribution parameter 
identification approach. The method is 

termed as ‘iBBiG’.

Simulated, primary breast tumors 
(Kao, Chang, Hsu, & Huang, 2011), 

GeneChip Ontology Database (F. Liu, 
White, Antonescu, Gusenleitner, & 

Quackenbush, 2011)

Lazzeroni et. al. (Lazzeroni & 
Owen, 2002)

Biclustering of gene 
expression data

This work introduces a plaid model for 
two sided analysis of gene expression 

data. Two way ANOVA has been 
incorporated along with this method.

Yeast

Mankad et. al. (Mankad & 
Michailidis, 2014)

Biclustering of 3D gene 
expression data

This work focuses on the biclustering 
of 3D models of gene expression data 

using plaid model.
T-Cell data (Rangel et al., 2004)

Dettling (Dettling, 2004) Tumor classification

This work combines the bagging 
and boosting scheme for tumor 

classification using microarray gene 
expression data.

Simulated, Leukemia (Golub et 
al., 1999), Colon (Alon et al., 

1999), Prostate (Singh et al., 2002), 
Lymphoma (Alizadeh et al., 2000), 
SRBCT (Khan et al., 2001), Brain 

(Pomeroy et al., 2002)

Table 1. Continued

continued on following page
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Table 2. Overview of different methods for biomedical image analysis

Method Prime objective Brief Description Dataset

Song et. al. (Song et al., 2009) Tumor segmentation from 
MRI data

Authors proposed a new method for 
automated tumor segmentation from 
the MRI data. It is a semi-supervised 
method where, a Bayesian Gaussian 

random field is used.

Not specified

Batmanghelich et. al. 
(Batmanghelich, Ye, Pohl, 

Taskar, & Davatzikos, 2011)

Classification of Normal 
Control and Alzheimer 

Disease and Mild 
Cognitive Impairment

A semi supervised method is proposed 
to reduce the dimension and to improve 
the quality of the disease detection and 

classification.

ADNI dataset (“ADNI 
| Alzheimer’s Disease 

Neuroimaging Initiative,” n.d.)

Pang et. al. (Pang, Du, Orgun, 
& Yu, 2019)

Increase the classification 
accuracy with more 

powerful deep learning 
architecture

A novel method is developed which 
integrates the features collected from 
shallow layers and deep layers. In this 

way, a fused CNN is developed.

ImageCLEFmed dataset 
(“ImageCLEFmedical | 

ImageCLEF / LifeCLEF - 
Multimedia Retrieval in CLEF,” 

n.d.)

Long et. al. (L. D. Nguyen, 
Gao, Lin, & Lin, 2019)

Improve the performance 
of the classification

A feature concatenation based method 
is proposed with the ensemble method 

to improve the performance of the 
traditional CNN method.

2D Hela dataset (Boland & 
Murphy, 2001; “National Institute 

on Aging,” n.d.), Pap-smear 
dataset (Jantzen, Norup, Dounias, 
& Bjerregaard, 2005), HEp-2 cell 

dataset (Foggia, Percannella, Soda, 
& Vento, 2013)

Cui et. al. (Cui et al., 2020)
Biomedical image 

segmentation and the 
current state-of-the-art.

A comprehensive study is presented 
about the biomedical image 

segmentation based on the graph 
theories and region based ANN.

Not specified

Kwon et. al. (Kwon, Won, 
Kim, & Paik, 2020)

Biomedical image 
segmentation

An ANN based uncertainty 
quantification method is proposed and 
applied on the biomedical images to 

improve the segmentation performance.

Ischemic Stroke Lesion 
Segmentation (Winzeck et al., 

2018), DRIVE (Staal, Abràmoff, 
Niemeijer, Viergever, & Van 

Ginneken, 2004)

Sun et. al. (Sun, Tseng, Zhang, 
& Qian, 2016) Breast cancer analysis

A three stage semi supervised method 
is proposed to analyze the breast cancer 

data.

Collected from an established 
in-house full-field data

Chakraborty et. al. (S. 
Chakraborty, Chatterjee, et 

al., 2017b)

Microscopic image 
segmentation

A modified cuckoo search based method 
is proposed for microscopic image 

segmentation.

Collected dataset of rat’s 
hippocampus

Arefan et. al. (Arefan et al., 
2019)

Risk prediction for the 
breast cancer

A deep learning based method which 
is used to predict the risk for the breast 

cancer
Collected/prepared dataset

Kesim et. al. (Kesim, Dokur, 
& Olmez, 2019)

Chest X-Ray image 
classification

A CNN based approach is proposed to 
classify the chest X-Ray images. A new 
architecture of the network is proposed. 
Moreover, the effects of the size of the 

input image is also determined.

ChestX-ray8 (X. Wang et al., 
2017)

Method Prime objective Brief Description Dataset

Long et. al. (Long & Vega, 
2003)

Improve AdaBoost (Freund 
& Schapire, 1996) method

A modification to AdaBoost (Freund 
& Schapire, 1996)method has been 

developed for microarray data analysis

ALL-AML (Golub et al., 1999), colon 
cancer (Alon et al., 1999), breast 

cancer (West et al., 2001), Brain tumor 
(Pomeroy et al., 2002)

Li et. al. (Li, Ma, Tang, 
Paterson, & Xu, 2009)

Biclustering of gene 
expression data

A new qualitative biclustering 
algorithm has been proposed for gene 

expression data. This method is known 
as QUBIC which is the acronym for 

QUalitative BIClustering

Simulated, Some standard dataset 
(Prelić et al., 2006)

Ihmels et.al. (Ihmels, Bergmann, 
& Barkai, 2004)

Defining transcriptional 
modules

A new method has been developed to 
define transcriptional modules from 

gene expression data
Yeast S.cerevisiae

Table 1. Continued
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Some of the recent methods and developments in the field of biomedical image 
analysis is reported here. Various other intelligent computing based methods which 
are applied for biomedical image analysis can be explored from (Celebi, Codella, 
& Halpern, 2019; Shouvik Chakraborty, Chatterjee, et al., 2017; Cheplygina, de 
Bruijne, & Pluim, 2019; Moen et al., 2019; Nguyen, Son, Ashour, & Dey, 2019; 
Ørting et al., 2019).

CONCLUSION

In this article, a brief overview of the current-state-of-the-art research in the field of 
biological data and image analysis. Some of the recent articles and their major points 
are discussed briefly so that, an essence of the current trend in this domain can be 
easily understood. Several aspects and different domains of the biological data and 
image analysis are discussed. This work can be helpful for the basic understanding 
of the underlying subject and also helpful in the future developments in this domain. 
There are several articles which can be found in the literature that explains a specific 
approach which is proposed by the author(s) of a particular article but there must a 
way in which a good method can be easily identified and quickly accessed so that 
it can be used for the real life applications. It is necessary to understand the relation 
among several algorithms, their application domains and the corresponding output 
to create a generalized approach to improve the quality of the obtained results.
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KEY TERMS AND DEFINITIONS

Artificial Intelligence: It is the ability of the machines to mimic the human 
intelligence and act accordingly.

Big Data Analysis: It is the process of analyzing huge amount of varied data to 
explore hidden relation from the dataset.

Biological Data Analysis: Study of the data which are acquired from the biological 
sources to interpret and find some hidden information.

Biomedical Image Analysis: Study of the biomedical images of various modalities 
using digital image processing techniques to detect and diagnose different diseases 
and help the medical investigation.

Data Mining: It is the process of determining hidden patterns from the dataset 
using various methods like machine learning, statistics, etc.

Intelligent Computing: It generally refers to the ability of a system to gather 
some knowledge from the data or the experiments.

Machine Learning: It is the ability of a system to learn or adapt something 
automatically from the environment, that is, experiments performed or the data 
being shown to the system and can make some decision in the unknown environment 
without any human intervention.

Performance Evaluation: Evaluate the performance of any method or algorithm 
in terms of some parameters (need not to be always quantitative).
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ABSTRACT

Image segmentation has been an active topic of research for many years. Edges 
characterize boundaries, and therefore, detection of edges is a problem of fundamental 
importance in image processing. Edge detection in images significantly reduces the 
amount of data and filters out useless information while preserving the important 
structural properties in an image. Edges carry significant information about the image 
structure and shape, which is useful in various applications related with computer 
vision. In many applications, the edge detection is used as a pre-processing step. 
Edge detection is highly beneficial in automated cell counting, structural analysis of 
the image, automated object detection, shape analysis, optical character recognition, 
etc. Different filters are developed to find the gradients and detect edges. In this 
chapter, a new filter (kernel) is proposed, and the compass operator is applied on it 
to detect edges more efficiently. The results are compared with some of the previously 
proposed filters both qualitatively and quantitatively.
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INTRODUCTION

The problem of image segmentation is well-known and addressed by many scientists 
because it plays an important role in the various applications based on the image 
analysis and the computer vision systems. But, still it is considered being one of 
the most difficult and challenging tasks in image processing and object recognition, 
and determines the quality of final results of the image analysis. In the domain of 
image processing (Acharya & Ray, 2005; Bhabatosh, 2011; Gonzalez & Woods, 
2008; Hore et al., 2016; Hore, Chatterjee, Chakraborty, & Shaw, n.d.) and image 
analysis (Al-amri, Kalyankar, & D., 2010; Huang, Wu, & Fan, 2003; Mansoor 
et al., 2015; Rampun et al., 2019), the interpretation is frequently required and 
dependent on the difference between foreground and the background. When the 
human visual system is mimicked by the computer algorithms, several problems 
may arise. Segmentation is process that divides an image into its various constituent 
regions or separately highlight different objects. The number of segments or the 
depth of the hierarchical division is dependent on the subject. That is, segmentation 
process must stop when the desired segments are achieved or the constituting of 
objects are separated (Chakraborty, Roy, & Hore, 2016; Palus, n.d.). The process 
of segmentation must be carefully performed to avoid over or under segmentation 
related problems (Barnard, Duygulu, Guru, Gabbur, & Forsyth, 2003; Gao, Mas, 
Kerle, & Pacheco, 2011).

Edge detection is one of the most primitive tools and frequently used in many 
of the image processing applications to generate some useful information from the 
images and often used as the pre-processing step in feature extraction and object 
recognition (Lyu, Fu, Hu, & Liu, 2019; Madireddy et al., 2019). The edge detection 
have been used by different real life applications like object recognition (Shin, 
Goldgof, & Bowyer, 2001), target tracking (Boumediene, Ouamri, & Dahnoun, 
2007; Etienne-Cummings, Spiegel, Mueller, & Zhang, 1997; Ould-Dris, Ganoun, 
& Canals, 2006), segmentation (Kaganami & Beiji, 2009; Xiaohan et al., 1992), 
structural analysis (Kanitkar, Bharti, & Hivarkar, 2011; Luo, Higgs, & Kowalik, 
1996), data compression (Deepu & Lian, 2015; Hsu, 1993), biomedical image 
analysis (Chakraborty, Mali, Banerjee, et al., 2018; Chakraborty, Mali, Chatterjee, 
Anand, et al., 2018; S. Chakraborty, Mali, Chatterjee, Banerjee, Roy, et al., 2018; 
Chakraborty, Mali, Chatterjee, Banerjee, Sah, et al., 2018; Chakraborty, Chatterjee, 
Ashour, Mali, & Dey, 2017; Chakraborty et al., 2018; Chakraborty, Chatterjee, 
Das, & Mali, 2020; Shouvik Chakraborty & Mali, 2018; Shouvik Chakraborty, 
Mali, Chatterjee, Banerjee, Mazumdar, Debnath, et al., 2017; Chakraborty, Mali, 
Chatterjee, Banerjee, Roy, Dutta, et al., 2017; Liu et al., 2014; Pacelli, Loriga, Taccini, 
& Paradiso, 2006; Roy et al., 2018), cryptographic analysis (Chakraborty, Seal, Roy, 
& Mali, 2016; Mali, Chakraborty, & Roy, 2015; Mali, Chakraborty, Seal, & Roy, 
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2015; Roy, Chakraborty, et al., 2019; Roy, Mali, et al., 2019; Seal, Chakraborty, & 
Mali, 2017) and also help for pattern matching and reconstruction, such as image 
reconstruction and so on. Edge detection is an active area of research as it facilitates 
higher level image analysis. In image processing and computer vision, the edge 
detection methods are focused to find the different sharp changes in the intensity in 
the image so that some essence of the physical and geometrical features of objects 
can be extracted. In general, three broad steps associated with the Edge detection 
process and the steps are as follows:

1.  Filtering: Images are recovered from the unwanted corruption caused by noise 
such as salt and pepper noise, impulse noise and Gaussian noise etc.

2.  Enhancement: It emphasizes pixels where there is a considerable fluctuation 
in the local intensity and is typically performed by computing the gradient 
magnitude.

3.  Detection: The gradient value can be non-zero for several locations in an 
image. But the interesting point to be remember is that a point with a non-zero 
gradient value need not to be necessarily an edge.

In the context of edge detection, image kernel plays a significant role (Zhang, 
Liu, Liu, Li, & Ye, 2019). A kernel is a (usually) small matrix of numbers that is 
used in image convolutions. Differently sized kernels containing different patterns 
of numbers give rise to different results under convolution. For instance, Figure 1 
shows a 3×3 kernel that implements a mean filter.

Figure 1. Structure of an image Kernel (Values may vary)
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LITERATURE REVIEW

In the previous research, many algorithms were developed to perform the edge 
detection. Many kernels for edge detection have been proposed by many researchesrs. 
There are various kernels are available for example, sobel’s filter, canny filter, prewitt 
filter, Robert’s filter, Laplacian of Gaussian e.t.c. Anna Fabijańska (“Variance 
filter for edge detection and edge-based image segmentation - IEEE Conference 
Publication,” n.d.) proposed a technique which is based on the Variance Filter for 
edge detection to segment an image. Variance filter is used to detect the location of 
an edge. Metaheuristic algorithms (S. Chakraborty & Bhowmik, 2015; Chakraborty 
& Bhowmik, 2013, 2015; Chakraborty, Chatterjee, Dey, Ashour, Ashour, et al., 2017; 
Shouvik Chakraborty et al., 2019; Shouvik Chakraborty, Seal, & Roy, 2015) are 
frequently used to solve various optimization (Datta et al., 2017; Sarddar, Chakraborty, 
& Roy, 2015) problems and the application of the metaheuristic algorithms in the edge 
detection is observed in (Nhat-Duc, Nguyen, & Tran, 2018). Sobel Gradient filter is 
integrated with K-means and used to extract the edges in (Siswantoro, Prabuwono, 
Abdullah, & Idrus, n.d.). The impact of the choice of the size of the kernel window 
on the edge detection process is discussed in (Chakraborty, Chatterjee, Dey, Ashour, 
& Shi, 2017; M. Roy et al., 2017). In (Hore et al., 2015), authors proposed a new 
edge detection mask and applied for the microscopic image segmentation. In (Jamil 
et al., 2019), authors proposed an melanoma segmentation method using biomedical 
image analysis. In (Halder, Bhattacharya, & Kundu, 2018), authors presented an 
edge detection method which is based on the Richardson’s Extrapolation Formula 
(Richardson, 1911; Richardson & Gaunt, 1927). The Richardson’s Extrapolation 
Formula is used to find the edge strength in the proposed method. A new method for 
edge detection is proposed in (Yin, Lu, Gong, Jiang, & Yao, 2019) which is based on 
dual parity morphological gradients. This method is used to segment infrared images 
to spot the porcelain insulators. Sometimes, poor edges may not be always traced 
by the conventional methods. To overcome this problem, a fuzzy multi-threshold 
inference method is designed in (Song, Gao, Li, Luo, & Peng, 2019). To reduce the 
impact of the noise, an improved sigma filter is used in this work. A Bi-Directional 
Cascade Network based edge detection method is proposed in (He, Zhang, Yang, 
Shan, & Huang, n.d.) to identify and extract edges in different scales. Some of the 
well-known filters for edge detection are given in figure 2 to figure 4.

Image segmentation is still a very challenging domain of research and the 
application domain of the image segmentation is large enough to further develop the 
image segmentation techniques and methods. There is no such algorithm which can 
be treated as a generalized method and can be used universally for different types of 
images and therefore it is a difficult and interesting problem to solve. (Chen, 2010).
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FOUNDATION OF OUR SYSTEM

To detect edges, the underlying algorithm must be capable to find the sharp changes 
in the intensity. It can be accomplished using first-order or second order derivatives. 
In this section, the foundation of the proposed systems is discussed.

Image Gradient

An image gradient is a directional fluctuation in the intensity or color in an image. 
Image gradients are very useful and frequently used to extract information from 
images. An edge in a continuous region can be detected by finding the continuous 
one-dimensional gradient G(x,y). If the gradient is found to be sufficiently large 
and crosses some predetermined threshold value, then it can be concluded that an 
edge is present. The gradient along can be computed with the help of equation 1.

Figure 2. Sobel’s mask

Figure 3. Prewitt Mask

Figure 4. Robert’s Mask
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In case of the discrete domain then the row gradient will be computed using 
GR(j,k) and column gradient will be computed using GC(j,k). The amplitude of the 
spatial can be computed using equation 2.
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For ease and efficiency in computation, the gradient amplitude can be expressed 
and approximated by using the magnitudes. The equation 3 can be used for this 
purpose.

G j k G j k G j kR C, , | ,� � � � � � � �  (3)

The direction of the spatial gradient can be expressed using equation 4.
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Gradient Operators

To obtain gradient of an image requires computing partial derivatives at every pixel 
location in the image. But digital approximation of the gradient is required because 
of the digital images.

G
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x

F x y F x yx �
� � �

�
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, ,1  (5a)

G
F x y
y

F x y F x yy �
� � �
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, ,1  (5b)

The equation (5a) and (5b) can be implemented by applying the 1D filters as 
given in figure 5.
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When there is a need to compute the diagonal edge direction then 2D mask 
is required. Roberts cross-gradient operators is one of the oldest approach in 2D 
filtering. The Roberts operator can be implemented using equation 6a and 6b. The 
pixel map is given in figure 6.

The prewitt operator can be implemented using equation 7a and 7b.

G z z z z zx � � �� � � �7 8 9 1 2( + z3 ) (7a)

G z z z z zx � � �� � � �3 6 9 1 4( + z7 ) (7b)

The sobel operator can be implemented using equation 8a and 8b.

G z z z z zx � � �� � � �7 8 9 1 22 2( + z3 ) (8a)

G z z z z zx � � �� � � �3 6 9 1 42 2( + z7 ) (8b)

Filter

To detect the edges, a 4x4 kernel is used which is combination of the high-pass and 
the low-pass filters. The high pass filter is generally suppress the low frequency 
components and allows to pass the high frequency components. The operation of 

Figure 5. 1D Cross Filter
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the low-pass filter is exactly opposite of the high-pass filter i.e. it allows to pass the 
low frequency components (Marwa et al., 2019).

PROPOSED APPROACH

The masks discussed above are used to obtain the gradient components Gx and Gy. 
These two components are used to compute edge strength and direction. Two 4x4 
kernels are developed in this work to detect edges. The following filters which are 
given in figure 7, are used to construct our convolution kernels.

Convolution kernels are developed using equation 9a and 9b.

G hpfltr*lpfltrx =  (9a)

G lpfltr'*hpfltr'x =  (9b)

Figure 6. 3x3 Image pixel map
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Where, hpfltr stands for the High-pass filter, jpfltr stands for the Low-pass filter, 
hpfltr’ is the transpose of the High-pass filter, jpfltr’ is the transpose of Low-pass filter.

The following convolution kernels which are given in figure 8 and figure 9 can 
be obtained using equation 9a and 9b respectively. These convolution kernels can 
be implemented by using equation 10a and equation 10b.

G z z z z z z z zx � � � �� � � � � �2 2 2 21 2 3 4 13 14 15 16( ) (10a)

G z z z z z z z zy � � � �� � � � � �2 2 2 21 5 9 13 4 8 12 16( ) (10b)

The corresponding pixel map is given in figure 10.

Figure 7. Proposed high pass and low pass filter

Figure 8. Proposed kernel for X direction
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The gradient magnitude can be computed using equation 11.

Gradient = � �( )G Gx y
2 2  (11)

The proposed kernel can be convolved throughout the image using equation 
12a and 12b. Equation 12a can be used to find the gradient in the X direction and 
similarly, equation 12b can be used find the gradient magnitude in the Y direction.

Figure 9. Proposed kernel for Y direction

Figure 10. 4x4 Image pixel map
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GradX=(Gx(1,1)*Img(i,j)+Gx(1,2)*Img(i,j+1)+Gx(1,3)*Img(i,j+2)+Gx(1,4)*I
mg(i,j+3)+Gx(2,1)*Img(i+1,j)+Gx(2,2)*Img(i+1,j+1)+Gx(2,3)*Img(i+1,j+2)+
Gx(2,4)*Img(i+1,j+3)+Gx(3,1)*Img(i+2,j)+Gx(3,2)*Img(i+2,j+1)+Gx(3,3)*Im
g(i+2,j+2)+Gx(3,4)*Img(i+2,j+3)+Gx(4,1)*Img(i+3,j)+Gx(4,2)*Img(i+3,j+1)+
Gx(4,3)*Img(i+3,j+2)+Gx(4,4)*Img(i+3,j+3)) (12a)

GradY=(Gy(1,1)*Img(i,j)+Gy(1,2)*Img(i,j+1)+Gy(1,3)*Img(i,j+2)+Gy(1,4)*I
mg(i,j+3)+Gy(2,1)*Img(i+1,j)+Gy(2,2)*Img(i+1,j+1)+Gy(2,3)*Img(i+1,j+2)+
Gy(2,4)*Img(i+1,j+3)+Gy(3,1)*Img(i+2,j)+Gy(3,2)*Img(i+2,j+1)+Gy(3,3)*Im
g(i+2,j+2)+Gy(3,4)*Img(i+2,j+3)+Gy(4,1)*Img(i+3,j)+Gy(4,2)*Img(i+3,j+1)+
Gy(4,3)*Img(i+3,j+2)+Gy(4,4)*Img(i+3,j+3)) (12b)

The above discussion is on the basics of the proposed kernel. Now the compass 
operator is applied on the proposed kernel to detect edges in different directions. 
The kernel for X direction i.e. Gx is rotated anti-clockwise whereas the kernel for 
the Y direction i.e. Gy is rotated clockwise. The kernels after applying the compass 
operator can be observed from figure 11 and figure 12. Figure 11 shows the various 
kernels which are obtained after applying the compass operator on Gx in the anti-
clockwise direction. Figure 12 shows the various kernels which are obtained after 
applying the compass operator on Gy in the clockwise direction.

RESULTS AND DISCUSSION

The Berkley benchmark dataset (“UC Berkeley Computer Vision Group - 
Reorganization,” n.d.) is used to study the proposed method and to compare the 
obtained results with some other standard methods. 12 images are used along with 
the ground truth edge detections. The images are particularly selected to avoid 
possible vagueness by only including images that indubitably portray one or two 
object/s in the foreground that vary from its surroundings by either texture, intensity 
or other low level cues. The experiments are conducted using Matlab 2014, which 
is popular software used for digital image processing mathematical computations. 
Figure 13 -17 shows the comparative results of different edge detection techniques 
with the proposed method. Table 1 shows the overall comparative result of 12 
images while Figure 18 shows the results of all 12 images under test where Original 
Image, Human Segmentation, and other edge detected images are visible. Some 
standard performance metrics are used for the evaluation purpose example pratt 
score, F-Measure etc. The validation measures are given below.

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



101

An Advanced Approach to Detect Edges of Digital Images for Image Segmentation

Figure 11. All 12 kernels after applying compass operator on Gx (anti-clockwise 
rotation):
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Figure 12. All 12 kernels after applying compass operator on Gy (clockwise rotation)
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1.  Pratt Score: Pratt score is also known as the Pratt figure of merit. It is one of 
the well-known matrices to validate the segmentation performance and the 
efficiency is already proven (Tleis & Ipskamp Printing, n.d.). Pratt score is an 
important measure to check the output segmentation by comparing with the 
ground truth segmentation images. Pratt score is defined in equation 13.

Pr
max , ( )

attScore
E E d jD A j

ED
�

� � ��
�1 1

1
2

1 �
 (13)

where, ED is the number of points present in the detected edge and EA is the number 
of points present in the actual edge in the ground truth image. α is the scaling factor 
and d j( ) is the distance between the computed edge points and the actual edge 
points.

2.  F-Measure: F-Measure is a validation metric that considers the precision and 
recall into its consideration. It is defined in equation 14.

F Measure ecision call
ecision call

� � �
�
�

2
Pr Re

Pr Re
 (14)

3.  Precision: The precision is defined in equation 15.

Pr
det int

det in
ecision Number of correctly ected po s

Total ected po
=

tt s
 (15)

4.  Recall: The recall is also known as the sensitivity and it is defined in equation 
16.

Re
det intcall Number of correctly ected po s

Total number of correct
=

ppo sint
 (16)

5.  Accuracy: Accuracy is defined in equation 17.

Accuracy TruePositives TrueNegetives
Total number of positivea

�
�

nnd negetive po sint
 (17)
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6.  False alarm count: It is the number of false positive detected. It is defined in 
equation 18.

FAC FalsePositives
TrueNegetives FalsePositives

�
�

 (18)

7.  Specificity: Specificity is defined as the ratio between total number of correctly 
detected negative points and the total number of the negative points. It is 
defined in equation 19.

Specificity Correctly ected negetive po s
Total number of ne

=
det int

ggetive po sint
 (19)

Figure 13. Comparison of the pratt score
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Figure 14. Comparison of the F-measure score

Figure 15. Comparison of the accuracy value

Figure 16. Comparison between false alarm count
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CONCLUSION

The evaluations and comparisons made in this work are based on the quantitative 
measures (i.e. various validation parameters as mentioned above) as well visual 
interpretation. From the obtained numerical and visual results, it can be concluded 
that the proposed filter is very effective for edge enhancement and the detection 
purposes. For the 12 images under test, it can be observed that the performance of 
the proposed method is quite satisfactory in terms of false alarm count and increases 
pratt score, specificity and some other parameters and can be deployed in several 
real life scenarios. Depending on the image, value of some of the parameters may 
vary but the overall result is better than most of the traditional filters.

Figure 17. Comparison between specificity

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



107

An Advanced Approach to Detect Edges of Digital Images for Image Segmentation

Figure 18. (A) Original Image (B) Human Segmented (C) Sobel (D) Prewitt (E) 
Canny (F) Roberts (G) Proposed

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use
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KEY TERMS AND DEFINITIONS

Edge Detection: Edge detection is a process to determine the contours of various 
objects in an image.

Image Analysis: It is the process by which useful information are extracted from 
an image and interpreted for further application.

Image Gradient: Image gradient represent a change in the image intensity or 
color in a specific direction.

Image Segmentation: Image segmentation is a method to individually identify 
each constituting segments in an image.

Kernel: Kernel is generally a small matrix which used to apply different types 
effects on the image.

Object Detection: It is a method to locate and detect different objects from 
digital images and digital videos.

Validation Measures: These are some parameters which are used to validate a 
segmentation procedure.
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ABSTRACT

Plant disease is the major threat to the productivity of the plants. Identification of 
the plant diseases is the key to prevent the losses in the productivity and quality of 
the yield. It is a very challenging task to identify diseases detection on the plant for 
sustainable agriculture, where it requires a tremendous amount of work, expertise 
in the plant disease, and also requires excessive processing time. Hence, image 
processing is used here for detection of diseases in multi-horticulture plants such 
as alternaria alternata, anthracnose, bacterial blight, and cercospora leaf spot 
and also addition with the healthy leaves. In the first stage, the leaf is classified as 
healthy or unhealthy using the KNN approach. In the second stage, they classify 
the unhealthy leaf using PNN, SVM, and the KNN approach. The features are like 
GLCM, Gabor, and color are used for classification purposes. Experimentation is 
conducted on the authors own dataset of 820 healthy and unhealthy leaves. The 
experimentation reveals that the fusion approach with PNN and SVM classifier 
outperforms KNN methods.

Fusion Approach-
Based Horticulture Plant 
Diseases Identification 
Using Image Processing
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INTRODUCTION

Indian economy is majorly depends upon the Agriculture with around 70% of the 
population earning their livelihood directly or indirectly from this sector as per the 
2011 census (Government of India, 2017). Presently, India ranks second worldwide 
in horticulture farm produce. The economic contribution of agriculture to India’s 
GDP (Gross Domestic Product) is steadily declining with the country’s broad-based 
economic growth. Still, agriculture is demographically the broadest economic sector 
and plays a significant role in the overall socio-economic fabric of India (Government 
of India, 2017). Agriculture is a critical sector as it plays major part in the development 
of the Indian economy and food security for the vast population of the country. As 
India is a rain fed area, agriculture majorly depends on the climatic conditions, and 
due to the adverse effect of nature like excessive or deficit rainfall, extremely hot or 
dry weather which affects the growth stages of a plant, which will impact on the crop 
productivity. Current agriculture modernization practice has opened a new avenue 
due to the globalization and liberalization policies of this country (Pradnya A Joshi, 
2015). Even though many farmers try to follow the modern agricultural practice 
they fail to achieve higher productivity due to various reasons. A special attention 
for development planning in the field of agriculture is needed which will eventually 
help the sector to sustain, hence a sustainable agriculture would be the choice.

Horticulture crops grown mainly for the purpose of food, materials, comfort and 
beauty i.e., flowers, fruits, vegetables and plants for ornament and fancy. These crops 
are continuously under the intervention of plants parasites and pests due to various 
pathogens attack. During the growth period of this plant it is attacked by a number 
of diseases from bacteria, fungal and virus. Bacteria grow by decaying the organic 
matter in soil and multiply themselves in the tissues of the plant and Fungi looks 
like thread vegetative growth, in the presence of moisture they germinate spores 
and produce infection as both of these are microorganisms. Virus diseases cause a 
streaking of the stem, which will kill the growing conditions that affect the growth 
of the plants (Mahlein, 2016). Some of the major diseases affecting the growth of 
the Alternaria Alternata, Anthracnose, Bacterial Blight and Cercospora Leaf Spot 
and also addition with the healthy leaves. From all these diseases lead to a reduction 
in productivity and downward in the profit to the farmer (Joshi, 2015)

Typically, detection of diseases in the plant leaves has been carried with the 
experience by farmer’s i.e. visual inspection of the cultivators and they apply some 
fertilizers or pesticides to overcome from that disease. The potential of detecting 
different diseases in the plant is desirable, where in the growth stages of plants may 
be affected simultaneously by many pathogens, such as bacteria, fungal and viruses 
(Mahlein, 2016). Nowadays, automatic detection of diseases attracts researchers from 
the different domains due to its benefit in monitoring large field and the consistency 
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which it can provide (Gavhale and Gawande, 2016). A modern approach for detecting 
and analysis of leaf diseases are lacking to reach the expectation level. Even though 
using various detection, extraction and classification techniques in image processing 
are available but they have not been applied and proven on some of these vegetable 
plants under various conditions. Further farmer needs a better detection model to 
identify the different diseases affecting from the pathogens and measures to cure 
that disease so the application of pesticides, etc can be in precise quantity.

In this paper, a new approach is proposed for detection and classification of plant 
diseases appearing in the leaves based on Image processing where feature extraction, 
classification and some measure to cure the diseases is suggested. Example taken here 
is the Tomato plant, by considering six classifications of tomato leaves including one 
class of healthy leaf and five classes of unhealthy leaves, such as Alternaria Alternata, 
Anthracnose, Bacterial Blight and Cercospora Leaf Spot and also addition with the 
healthy leaves are selected, which are majorly affecting the growth stages of the 
plant such as reduction of photosynthesis rate, the water content in the leaves, etc,. 
Therefore farmers require relatively a new approach looking for easy, rapid, often 
inexpensive and reliable model for the detection of these diseases in early stages is 
of great realistic and precise amount of inputs to cure unhealthy plant.

LITERATURE SURVEY

To analyze the work of state-of-art, here discussed relevant work done so far in 
horticulture plant leaves diseases identification and classification using an image 
processing.

(Balakrishna, & Rao,, 2019) worked on identification and classification of tomato 
plant leaves diseases such as Verticilium wilt, Powdery mildew, Leaf miners, Septoria 
leaf spot and Spidermites. For the experiment purpose collected around 600 images 
of datasets from the farm fields. In the initial stage, leaves are classified for healthy 
and unhealthy, where if the leaf is healthy no further processing is carried. For the 
unhealthy leaf, specific diseases classification processing is carried with GLCM 
features, Sobel edge detection, Morphological operation and Gabor filter. Finally, 
the classifications are done using KNN and PNN classifiers. The result shows the 
accuracy ranging between 78 to 91%.

(Khirade and Patil, 2015) worked on identification and classification of horticulture 
plant leaves diseases such as Alternaria Alternata, Anthracnose, Bacterial Blight and 
Cercospora Leaf Spot. For the experiment purpose collected around 400 images of 
datasets from the Google database. In the initial stages applied the preprocessing 
for the datasets like color conversion and image smoothing filter, segmentation 
done using otsu method, k-means clustering and RGB to HIS model, features are 
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extracted like color, texture, morphology for diseases detection. Finally all this 
features are extracted applied to the neural network like BPNN and SVM classifiers 
for the classification purposes. The result shows the accuracy ranging around 90%.

(Kaur, Pandey and Goel, 2019) studied on various plant diseases such as fungal 
(molds, rust, mildew, rots, cankers, spots and wilts), bacterial (soft spot, spot and 
wilt) and viral (mottling, distortion and dwarfing). For diseases detection system is 
first trained and then tested for the accuracy purpose. The general flow of training 
phase is carried with acquisition, preprocessing, segmentation, feature extraction and 
classification stages. Different classifiers are studied with respect to supervised and 
unsupervised method for horticulture plants. The results are discussed by varying 
classifiers and training – testing ratio.

(Dhingra, Kumar and Joshi, 2018) done comprehensive study of diseases 
recognition and classification of plant leaf using a digital image processing. Discussed 
horticulture plant leaf diseases recognition approach using an different segmentation 
techniques such as Region based segmentation, Watershed segmentation, Edge based 
approaches, K-means segmentation, Histogram Thresholding and Neural networks 
approaches. Here authors precisely discussed about the advantages and disadvantages 
applying different segmentation techniques. Finally, concluded to design model 
with minimizing training time, complex computation and avoid over segmentation.

(Sharif et al., 2018) worked on hybrid method for detection and classification of 
citrus plants diseases such as anthracnose, black spot, canker, scab, greening, and 
melanose. The proposed method consists of two phases, first detection of lesion 
spot on the citrus leaves and then classification of citrus diseases. The lesion spots 
are extracted by an optimized weighted segmentation method for enhanced images, 
then the color, texture, PCA score, entropy, skewness based covariance vector and 
geometric features are extracted and fused. For the classification purpose used 
Multi-Class Support Vector Machine (M-SVM) and performance shows between 
89 to 90.4% for own datasets and image gallery dataset.

Several state-of-the-art from the above detection and classifier models, developed 
a KNN, SVM, BPNN, K-means, Color based strategy and hyperspectral imaging to 
detect and classify the diseases. But still lack in achieving the better performance 
for the identification and classification of multi horticulture leaves diseases do not 
have a great consideration so far.
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PROPOSED METHOD

In proposed method, we propose a two-stage classification system.
In initial stage, the given input image is classified as two class problem which 

includes healthy or unhealthy based. Here we used GLCM features and KNN 
classifiers for the purpose of classification. During second stage classification, if the 
output of the pervious stage is classified as unhealthy which is called as infected leaf 
image. Further classification of infected leaf image into specified diseases includes 
Pre-Processing using sobel edge detection, Gabor feature extraction, PNN, KNN and 
SVM for classification. Figure 1 shows the working principle of proposed system.

Figure 1. Working Flowchart of the Proposed Model
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1.  Leaf classification

For given input leaf image, GLCM (Gray level Co-occurrence Matrix) features 
are extracted and fed into KNN (K-nearest neighbor) classifier to find healthy or 
unhealthy leafs. Below section gives a brief description of both the methods.

A.  GLCM

GLCM is a statistical method of extracting texture features considering the spatial 
relationship of pixels from the leaf images. It defines the various texture features 
measured based on the probability matrix to extract the features from the leaf images. 
In this work, we consider the four important features such as contrast, correlation, 
energy and homogeneity. GLCM function characterizes texture by calculating how 
often pairs of pixels with intensity value j and specific values in a specified spatial 
relationship value kin an image (Suresh and Shunmuganathan, 2012).

Table 1. GLCM features formula

Feature Formula Range

Entropy [0 1]

Inverse Difference 
Moment [-1 1]

Dissimilarity [0 1]

Mean [0 1]

Contrast [0 (Size (GLCM, 1) – 1) ^ 2]

Variance [-1 1]

Standard Deviation [0 1]

Correlation [-1 1]

Energy [0 1]

Homogeneity  
j k

p j k
j k,

,
� � �

� �1
[0 1]
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KNN

In pattern recognition, the KNN algorithm classifies objects based on the neighbor 
training samples in the feature space and measures the distance between the query 
scenario and the set of scenario in the data-sets. The image is classified by a majority 
vote of its neighbors, with an image being allocating to the most common class of its 
K nearest neighbor (Taman et al., 2014). The classification algorithm is as follows

1.  Calculate the GLCM value of the input image.
2.  Calculate the spatial features of image using equation.
3.  Fuse all features.
4.  Apply KNN classifier to find the class.

Infected Leaf Classification

If output from the previous is an unhealthy leaf, and then it is called has infected 
leaf, the infected leaf classification includes following stages Preprocessing, Gabor 
filter and Classification. Brief introduction for each stage is given below.

Pre-Processing

In an initial stage of the collected infected leaf images, the noise will be removed using 
a median filter. Later, the color space transformation used to create an independent 
transformation structure that defines the color space conversion i.e. RGB to HSV 
color format (Chernov, Alander and Bochko, 2015). As a hue, saturation and value 
varies from 0 to 1.0 i.e.
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0
60

180
60

240
60

G B
S

ifV R

B R
S

ifV G

R G
S

ifV B

�� �
�

�
�� �

�

�
�� �

�

�

�

�
�
�

�

�
�
�

 

S = 
255

0 0
V R G B

V
ifV otherwise

� � �� �
�

min , ,
,  

V = max(R,G,B) 

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



126

Fusion Approach-Based Horticulture Plant Diseases Identification Using Image Processing

Sobel Edge Detection

Leaf Image Detection step is used to simplify the representation of an image and 
easier to analyze the region of interest. Sobel Edge detection is applied for the ‘V’ 
component as it gives more information compare to other components. It works by 
calculating the gradient of image intensity at each pixel within the image to detect 
the presence of gradient discontinuity (ElhamJasim Mohammad et al., 2014). This 
has been done with measuring magnitude [M] and direction angle [θ] given by

M = � �x y� � � � �2 2  

θ = arctan �
�
y
x

�
�
�

�
�
�  

Here identify the green colored pixels in the image, based on the specified threshold 
value that is computed for these pixels. The RGB component value assigned to 
zero, if the intensity of the green color pixel in the image is lesser than the defined 
computed value. Green pixels are masked and masked pixels are removed. This will 
reduce the processing time because green colored pixels represent the healthy area 
of leaf and they do not add any valuable weight to the result.

Morphological Operation

The basic morphological operations are dilation and erosion, applied to structuring 
the element in the pixels of the image to describe the neighborhood. In dilation (add 
pixels) and erosion (remove pixels) for structuring element is applied to all pixels of 
an image to test whether the element fits or hits the neighborhood element, where an 
image will get brighter with flat disk shaped structuring element. The bright pixel 
surrounded by dark pixel grows in size and dark pixel surrounded by bright pixel 
shrink in size. Small dark pixels will get disappear with filling neighbor intensity 
value and the small bright pixel will become large spot (Shevaani Garg and Suman 
Thapar, 2012). So proposed method in feature extraction derives the informative 
data from the image related to dimensionality reduction of data by extracting only 
infected part and reduces a large amount of memory and computation power.

erog (f(x)) = Min {f(y) – g(x – y): y Î E} 

dilg (f(x)) = Max {f(y) + g(x – y): y Î E} 
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Gabor Filter

In our proposed model, we have used Gabor features for representation of diseases 
recognition in unhealthy leaf. Gabor features have been used for capturing local 
information in both spatial and frequency domain of the leaf image, as contrasting 
to other comprehensive techniques such as Fourier and Wavelet transform. One of 
the tasks of an approach is dealing with the joint uncertainty in space and frequency 
domains compact. Suggestive frequency based analysis cannot be localized without 
bound. An impressive mathematical property of Gabor functions is that they diminish 
the joint uncertainty in space and frequency and produce the compact optimum 
between localizing the scrutiny in spatial and frequency domains. Estimation of 
stroke directions in the different scale and orientation can be achieved with the 
property of Gabor filter. Also, the filtering output is robust to several noises because 
information from all pixels in the kernel is used by Gabor filter (Chaki, Parekh and 
Bhattacharya, 2015). Gabor filter is band pass filter which has both orientations 
elective and frequency selective properties and has an optimal joint resolution in 
both spatial and frequency domains (Wicaksono and Wahono, 2015). By applying 
properly tuned Gabor filters to an unhealthy tomato leaf image, local information 
about the leaf can be extracted in detail. The unhealthy tomato leaf analysis is 
accomplished by applying a bank of scale and orientations elective Gabor filters to 
an image (Khan et al., 2014).

f (a, b, ω, θ, σ a ,σ b ) = 1

2� � �a b
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where

σ = Spatial spread: ω = (2πf) Frequency: θ = Orientation. 

Image Segmentation

The segmentation done for pre-processed images using various methods like 
otsu methods and K-means clustering. Segmentation using the boundary and 
spot detection algorithm helps to find the infected part of the leaf. Otsu method 
calculates the threshold level of leaf greenness to find the infected leaf area. Then 
the green pixels is masked and removed if the green pixel intensities are less than 
the computed threshold.
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Classification

For the purpose of classification we have used both the classifiers KNN and PNN. 
In previous section we given introduction of KNN, here we have given introduction 
to PNN and SVM classification.

PNN

PNN is forward feed network with three layers and derived from the radial basis 
neural network function, which consists of several layers of nodes. PNN uses 
similar to probability density function to calculate each test vector (S. Deepa and 
V. Subbiah Bharathi, 2013). . In the first layer, it contains input, output and hidden 
nodes respectively, the vectors will be normalized prior to input to the network. 
In the second layer, the input is fully connected to the hidden layer for pattern 
classification. Each hidden node calculates the dot product of the input vector with 
a test vector subtracts 1 from it and divides the result by the standard deviation 
squared (Premalatha V, Valarmathy S and Sumithra M. G, 2015). The output layer 
has a node for each pattern classification.

RBF = 
y j �� ��

�
�
�

�

�
�
�

1

2�
y j = X ×ω j  

where ω j  = weight vector; X = Sample
In the third layer pattern connected to the summation layer depends on the 

contribution of each class and sum up to produce a probabilistic value for each 
hidden node is sent to the output layer and the highest values wins. Finally, a 
complete transfer function picks the maximum probabilities and fed 1 to count for 
the respective class and remaining class will be retained with the previous count.

SVM

SVM works by mapping data to a high-dimensional feature space so that data points 
are categorized, even when the data are not in linear stage. The wider the margin 
between the two categories, the better the model will be at predicting the category 
for new records. The margin is not very wide, and the model is said to be over fitted. 
A small amount of misclassification can be accepted in order to widen the margin.
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EXPERIMENTATION

Data-Set Collection

In this work created an own database with 620 data-sets of different tomato leaves 
images were collected in a farmland using the digital camera of 1080×1920 pixels. 
To maintain standardization in a collection of all images followed steps i.e. all images 
captured by plugging the leaf from the plant and place that on a white drawing sheet 
to maintain similar background. Captured the images in sunny condition but avoided 
the shadow and maintained a distance of length 2 meters from the images. The 
images are rescaled to 256×256 for the processing shown below. The large intra-class 
variability and the small inter-class variability make this dataset very challenging.

RESULTS

We conducted experimentation by varying training samples. In this work, the 
experimentation is conducted on two stages. In the first stage, we identify the healthy 
or unhealthy leaf images using KNN algorithm. If the leaf images are healthy then 
the process will be stop else if leaf image is infected means the further process has 
been carried to identify the particular diseases. A total of 620 leaves images were 
selected in the first phase, out of which 88 were healthy and remaining 532 were 
infected leaves images.

Figure 2. Snapshot of a working model
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For evaluation of the first stage, we used Precision and Recall measures; precision 
shows a result of 422 out of 500 images for infected leaves and 78 out of 100 images 
for healthy leaves, so 78 healthy and 422 infected tomato leaves were recalled for 
further analysis. Table 2 shows the results of Precision and Recall

In the second stage, we have used PNN and KNN classifier for the experimentation. 
Table 3 shows the results of PNN classifiers under varying training & testing samples. 
By analyzing the above tables, we achieved good accuracy when compare out other 
existing methods.

Precision = Total numbersof correctly detected leaves
Total numbersof detectedd leaves

 

Recall = Total numbersof correctly detected leaves
Total numbersof expectedd leaves

 

CONCLUSION

The detection and classification of diseases in the plant leaves are important for the 
successful cultivation of plants and this can be done with the image processing. This 
paper discusses various techniques for like GLCM, KNN for leaves classification 
and further HSV format, Sobel edge detection, Morphological operation, Gabor 
filter, KNN and PNN for infected leaves classification, PNN and SVM classification 
performance better compared to KNN. In future work app-based model can be build 
for the real time analysis by users in their farm field to identify specific diseases.

Table 2. Precision and Recall result

Diseases Leaves Healthy Leaves

Precision 431/532 78/88

Recall 431/431 78/78

Table 3. PNN Classification results with Varying Training Data-Set

Training Percentage PNN KNN SVM

20 45.84 38.67 46.64

30 64.47 56.85 66.73

50 92.49 72.85 91.47
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ABSTRACT

Computer-aided biomedical data and image analysis is one of the inevitable parts for 
today’s world. A huge dependency can be observed on the computer-aided diagnostic 
systems to detect and diagnose a disease accurately and within the stipulated amount 
of time. Big data analysis strategies involve several advanced methods to process 
big data, such as biomedical images, efficiently and fast. In this work biomedical 
image analysis techniques from the perception of the big data analytics are studied. 
Big data and machine learning-based biomedical image analysis is helpful to 
achieve high accuracy results by maintaining the time constraints. It is also helpful 
in telemedicine and remote diagnostics where the physical distance of the patient 
and the domain experts is not a problem. This work can also be helpful in future 
developments in this domain and also helpful in improving present techniques for 
biomedical data analysis.

INTRODUCTION

Computer aided Diagnostic systems have changed the face of the biomedical data 
analysis. In general manual investigations are sometimes error prone and time 
consuming due to the inherent limitations of the human experts (Robb & Hanson, 
1990; R. A. Shaikh, Li, Khan, & Memon, 2016). Therefore computer aided 
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Diagnostic methods are very useful to detect various diseases accurately and within 
the stipulated amount of time (Doi, 2007). Accuracy and time is very precious from 
the perspective of the diagnostic industry because it is directly associated with the 
health of the patients. There is no provision to compromise with the accuracy and the 
precision of the obtained results because it can leads to the wrong treatment which 
can be harmful for the patients (Doi, 2007; Kohn & Furuie, 1991). Computer aided 
diagnostic systems have changed the face of the biomedical data analysis. In general 
manual investigations are sometimes error prone and time consuming due to the 
inherent limitations of the human experts (Shah et al., 2018). Therefore computer 
aided Diagnostic methods are very useful to detect various diseases accurately and 
within the stipulated amount of time. Accuracy and time is very precious from 
the perspective of the diagnostic industry because it is directly associated with the 
health of the patients. There is no provision to compromise with the accuracy and 
the precision of the obtained results because it can leads to the wrong treatment 
which can be harmful for the patients (Bischof et al., 1999; Dolatabadi, Khadem, 
& Asl, 2017).

Manual investigation of the biomedical data generally takes considerable amount 
of time. Moreover various hidden patterns are may not be discoverable by the human 
experts all the time because of the inherent limitations of the humans (Endsley & 
Kiris, 1995; Podgurski et al., 2003). In general amount of data which is generated in 
the medical industry is quite huge and may be very difficult to be processed by the 
digital systems with limited resources (Breton, Medina, & Montagnat, 2003; Lim, 
De Heras Ciechomski, Sarni, & Thalmann, 2003). Generally the type of data is not 
homogeneous in nature. The speed off the data generation is quite high. To handle all 
these constraints, some efficient data processing methods are required to effectively 
process data in real time. Big data analytics is one of the major advancements in the 
field of data science that helps to process data in real time. Real time data processing 
also demands intelligent algorithms that can efficiently understand the acquired 
data, remove noises and interpret the data by considering the inconsistencies which 
can be present sometime (Ilyasova, Kupriyanov, Paringer, & Kirsh, 2018; Luo, 
Wu, Gopukumar, & Zhao, 2016; Nair & Ganesh, 2016; Neshatpour et al., 2016; 
Tchagna Kouanou et al., 2018). Big data handling methods are therefore required to 
overcome all these barriers. Big Data Analytics has several applications including 
market research, healthcare, agriculture, weather prediction, satellite data analysis 
etc (Murdoch & Detsky, 2013; Sin & Muthu, 2015).

Biomedical data produced from different sources like pathological Labs, hospital 
and nursing homes, different sensors, pharmaceutical sources etc. Show the source of 
Biomedical data generation is quite heterogeneous which is a big problem to analyze 
the data with conventional algorithms. Biomedical images can be acquired from 
different sources with various modalities like X-Ray, MRI, computed tomography, 
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positron emission tomography, ultrasonic imaging, microscopic imaging etc. 
Several high quality images can be generated from all these methods which are 
needs to be interpreted correctly to accurately diagnose the disease (Rangayyan, 
2004; Shekhar, Walimbe, & Plishker, 2013). The images can be monitored remotely 
by the physicians. So is very hectic and practically infeasible process to study all 
these pictures manually and generate the results precisely within a short period of 
time. Artificial intelligence and machine learning algorithms are helpful in this 
context. these methods are designed to learn complex models which is helpful in 
understanding the structure of the acquired data and also useful in exploring various 
hidden patterns from the data (Dwivedi, Bali, Naguib, & Nassar, 2007; “M-Health,” 
2006, “US6829378B2 - Remote medical image analysis - Google Patents,” n.d.). In 
this article, biomedical image analysis based on big data and artificial intelligence 
is presented. this work explores different approaches to process biomedical images 
where, biomedical images are considered as big data. It is necessary to study the 
recent developments in this domain to find out the drawbacks of the existing systems 
and the scope of further development.

Different stages which are involved in the biomedical data processing are data 
acquisition, storage, processing, interpretation etc. and it is very challenging to 
process huge amount of biomedical data and extract some meaningful information, 
correlation, patterns etc. from the acquired biomedical image data or other 
biomedical data which can be beneficial in interpreting the condition of a patient. 
Error or incorrect results are not affordable because diagnostics is the basis of any 
treatment and it is directly related with the health of the patient. Wrong diagnosis 
can leads to the wrong treatment and sometimes it is life threatening. Biomedical 
data are sometime used to forecast some future conditions of a patient. Therefore, it 
is necessary to analyse a biomedical image or any other biomedical data accurately. 
Moreover, if an automated method takes a lot of time to improve its accuracy then 
the corresponding method may not be suitable for real life applications because 
time is precious in case of diagnosis. Early diagnosis helps to start the appropriate 
treatment at earliest which can save millions of life. Conventional and manual data 
analysis methods are not highly reliable because manual investigations are error 
prone and time consuming. Due to the inherent problems of human associated with 
the manual investigation, automated diagnostic methods are preferred in various 
occasions. Due the advancement in technology, the conventional biomedical image 
acquisition devices are improved and can produce high quality images. Moreover, 
portable versions of the conventional biomedical imaging devices and different 
handheld devices like smartphones are frequently used to capture biomedical 
images and communicate instantly to a remote processing node. The volume of the 
generated medical image data is considerably large and difficult to handle by the 
conventional methods of data and image processing. Moreover, conventional data 
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analysis methods takes huge amount of time to handle large amount of biomedical 
data. To overcome the drawbacks of the conventional data analysis methods, some 
methods are developed to process huge amount of data i.e. big data which are based 
on artificial intelligence. This article will be helpful for understanding the current 
trend in the biomedical image analysis based on big data analytics and recent 
advancements in the computer aided diagnostics.

RECENT DEVELOPMENTS

In most of the situations, the biomedical data is obtained from different patients in 
various formats. Sophisticated hardwires and transmission mechanisms are required 
to store and transmit biomedical images in real time (Chakraborty, Chatterjee, 
Ashour, Mali, & Dey, 2017; Chakraborty & Mali, 2018). To manage and process 
biomedical images efficiently, some architectures are developed which are based 
on big data analysis, artificial Intelligence and machine learning.

Artificial intelligence based systems are frequently used in various medical 
applications. In modern days artificial intelligence becomes inevitable for automated 
and fast diagnosis. In medical applications, artificial intelligence based systems 
are highly beneficial to make accurate decisions, prediction, classification, data 
analysis etc (Nahar, Imam, Tickle, Shawkat Ali, & Chen, 2012; Shukla, Lakhmani, 
& Agarwal, 2016). Till date, artificial intelligence based diagnostic systems are not 
efficient enough to replace the human experts in the diagnostic process (King, 2018) 
but certainly, intelligent systems become helping hand of the physicians and in some 
of the cases, intelligent systems can rectify the human errors which is beneficial in 
accurate decision making process (Dilsizian & Siegel, 2014; Jiang et al., 2017; Mayo 
& Leung, 2018; Miller & Brown, 2018; Pesapane, Volonté, Codari, & Sardanelli, 
2018). There are lots of paper can be found in the literature which are focused on Big 
Data Analytics and machine learning to solve by medical image analysis problem 
efficiently, among which some of the articles are discussed in brief below.

In (Guo et al., 2018), authors proposed a biomedical image classification system 
based on hadoop and mapreduce systems. The total architecture is divided into 
some pipeline stages where feature extraction (Chakraborty, Roy, & Hore, 2016; S. 
Hore, Chatterjee, Chakraborty, & Shaw, 2016), clustering and classification task are 
divided into the stages of the pipeline. The concept of an additional Momentum is 
proposed in this work. Authors also compare the several influencing parameters and 
analyze various factors which is crucial in the classification process. They also tried 
to establish the optimal values for the learning rate and Momentum factor so that a 
good prediction accuracy can be achieved within a reasonable amount of time. The 
proposed architecture is tested on the breast cancer dataset. Authors also illustrated 
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the dependency of the training time on the size of the data. In (Meng, Pratx, & Xing, 
2011), a mapreduce based image reconstruction technique is proposed. The proposed 
method is developed for four dimensional computerized tomography images and 
cone beam computerized tomography images. The experiment is performed in the 
Cloud Computing environment and authors demonstrated the usefulness of the 
mapreduce framework to analyze the medical images.

A cloud computing based images analysis method is proposed in (Huo et al., 
2018). It can exploit the benefits of the high-performance computing environments 
to process and interpret the images faster.

Cloud Computing based biomedical image segmentation framework is proposed 
in (Zhang, Xing, Liu, & Yang, n.d.). This work is based on Apache spark cloud 
computing framework. The proposed approach is applied for the skeletal muscle cell 
image segmentation. It is a distributed approach where skeletal muscle cell images 
can be segmented 10 times faster than the conventional approach. Moreover, authors 
proposed a new region selection method which is based on hierarchical tree. The 
total workload is equivalent distributed on the available module of the Apache Spark 
framework. Azure based biomedical image classification Framework is proposed 
in (Roychowdhury & Bihis, 2016). This method exploits the benefits of the cloud 
computing architecture with the machine learning models for biomedical image 
analysis. A workflow is demonstrated in this work which is suitable for various 
machine learning applications for example classification, regression, learning etc. 
The efficiency of the proposed method is proved by applying the proposed method 
on 18 biomedical image data sets and observed near about 8% improvement in 
comparison with the existing works.

Now it is necessary to measure the quality of the input data and the obtained 
results. To assess the quality of the data, threshold based approaches not very suitable 
because it has been found experimentally that these kind of approaches are not capable 
to find the discrepancies in the data or result accurately due to lack of its domain 
knowledge. Due to this inherent problem associated with the thresholding based 
approaches, some solutions are designed which are based on semantic web. One of 
the major problems associated with the solutions which are based on the traditional 
semantic web is that, these methods you are not very useful to handle large amount 
of data with precision and sometimes these algorithms completely fail in real life 
scenarios. to solve this problem, a hadoop and mapreduce based solution is proposed 
in (Bonner et al., 2015). The proposed method is equipped with optimal joining 
techniques, efficient data caching methods etc. The efficiency of the algorithm is 
proven by comparing with some standard existing methods.

Some other interesting works are available in the literature which are focused to 
solve biomedical image analysis problem from the perspective of big data analysis. For 
example, in (Mavandadi et al., 2012), authors proposed a biomedical image analysis 
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framework which is based on digital gaming. It is a mathematical architecture where, 
advantages of digital gaming are explored and applied to solve the biomedical image 
analysis problem which has a great impact on the telemedicine and telediagnostics.

In (Farahmand et al., 2016), authors proposed and big data based biomedical 
image analysis architecture where the problem of the huge resource requirement by 
the conventional biomedical image analysis procedures is addressed. In this work, a 
hardware acceleration method is proposed which is based on it FPGA. The proposed 
work is based on the machine learning algorithms and Big Data Analytics which 
is implemented using the mapreduce architecture. The experimental results Prove 
the efficiency of proposed method.

Application of big data and machine learning algorithms to support radiology 
and to assist radiologist, can be found in (Syeda-Mahmood, 2018). A clear picture 
about the mapreduce Framework with big data analysis can be obtained from. In 
this work, the recent trend of medical image analysis and clinical data analysis based 
on big data structures and artificial intelligence are discussed in detail. Moreover a 
future direction is given that can be helpful for further research.

GENERAL OUTLINE FOR BIOMEDICAL IMAGE 
ANALYSIS USING BIG-DATA FRAMEWORKS

Biomedical image analysis plays a vital role in understanding the functions of internal 
organs. It is a reliable method to get the internal details without taking any surgical 
measure (Bauer, Wiest, Nolte, & Reyes, 2013; Sridevi & Sundaresan, 2013). Therefore 
the underlying architecture to analyze the biomedical images should be very strong 
and efficient on which one can rely. As discussed earlier, big data analysis plays a vital 
role in biomedical image analysis. Therefore it is necessary to design a biomedical 
image analysis algorithm in such a way so that it can be implemented and executed 
in a distributed environment with parallel computational power. In this part of the 
article, a conceptual overview of the big Data architecture based biomedical image 
analysis is presented along with the generalized sequence of operations.

One of the prime objective of the big data management is that, data quality 
assurance and easy accessibility of the data for analysis and interpretation (Qiu, Wu, 
Ding, Xu, & Feng, 2016; Sivarajah, Kamal, Irani, & Weerakkody, 2017). Therefore, 
the analytical workflow plays a vital role in big data based clinical data management 
including biomedical data analysis.
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Biomedical Image Acquisition

The major source of biomedical images are the human body and the body of the 
other animals. Different modalities like ultrasound, computerized tomography, 
positron emission tomography, microscopic imaging, magnetic resonance imaging, 
X-Ray etc. are used to capture the images from different parts of the body and 
sometimes, same body part is examined with the help of various modalities to uncover 
important information depending on the suspected disease (Robb & Hanson, 1990; 
Tangherlini, Merla, & Romani, 2006). With the advancement of the technology, 
different image acquisition procedures can produce high quality images for clear 
study and interpretation of the disease or body part. In general, the size of the 
captured biomedical images are considerably large and therefore difficult to process. 
If the disease is on the skin, then digital camera can be used to capture the images. 
Moreover, a simple mobile phone can be used to capture and transmit the acquired 
images to the cloud or in some distributed big data environments and the analysis 
can be performed in real time (Basu, Schlangen, Meinhardt-Wollweber, & Roth, 
2015; Du et al., 2016; Pan, Lankenau, Welzel, Birngruber, & Engelhardt, 1996).

Biomedical Image Selection

It is necessary to filter important images from the acquired images. Here the term 
‘important’ is dependent on the application. ‘Important’ images may be good quality 
images, image of a region of interest, images which are captured within a specific 
time period or in a particular instance etc (Khapli & Bhalachandra, 2008; Taquet 
& Labit, 2012). In general, the selection is performed by the automated algorithms 
but in some occasions, experts use semi-automatic algorithms (Hore, Chakraborty, 
et al., 2016). The main advantage of using the semi-automated algorithms is that, it 
allows human interaction. It is sometimes required to achieve more precision in the 
results. Moreover, the region of interests can be chosen accurately and physicians 
can manually interact with the system. It is somewhat flexible and useful in some 
scenarios (Chakraborty, Chatterjee, Dey, Ashour, & Shi, 2017; Chevaillier et al., 
2008; Chklovskii, Vitaladevuni, & Scheffer, 2010; Lee et al., 2003).

Biomedical Image Cleaning

Cleaning is one of the most important step in biomedical image preprocessing. In 
most of the cases, various biomedical images are inherently noisy. Some of the 
modalities have affinity towards noise. Noise can be generated due various factors 
(Chakraborty, Mali, Chatterjee, Banerjee, Sah, et al., 2018; M. Roy et al., 2018). 
For example, the quality of the image acquisition device has a great impact on the 
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quality of the captured images. Some foreign articles may degrade the quality of 
the captured image (Duan, Gao, Tang, & Yao, 2019; Roy et al., 2017). The quality 
of the image is highly dependent on the subject under test i.e. the patient’s body 
or the sample being examined. Noisy images are one of major reason behind the 
failure of the automated image analysis algorithms (Chakraborty et al., 2019; Yu, 
Gao, & Li, 2016). Noise in the biomedical images can leads to various problems 
like wrong prediction, misclassification, incorrect segmentation etc (Chakraborty, 
Chatterjee, Dey, et al., 2017; Chakraborty, Chatterjee, Das, & Mali, 2020; Hore 
et al., 2015). which leads to wrong diagnosis that can be life threatening in some 
occasions. Therefore, image cleaning with noise removal is necessary and in most 
of the scenarios, unavoidable for perfect diagnosis and better results.

Biomedical Image Annotation

Annotation is a process to add some metadata to the images. In real world, lots 
of biomedical images are captured, organized and processed regularly. The time 
required to organize the image is considerable in case of large number of images. In 
some scenarios, there is a need to get the information about a group of biomedical 
images at once (Gadermayr, Klinkhammer, Boor, & Merhof, 2016). This task can 
be performed manually but it can be easily understood that manual solution is very 
expensive in terms of time and effort. Annotation for biomedical images is sometimes 
essential to improve the search capabilities. A biomedical image can be annotated 
manually for example one can manually assign the class to the images. But manual 
annotation is not preferable because it is very hectic and time consuming for a human 
being. Machine learning based solutions are frequently used which can mimic the 
human annotation to some extent.

Categorization of the Images

Categorization of the biomedical images is sometimes essential to send it to the next 
stages. In general, the categorization is performed by the automated methods. It can 
be done on the basis of annotation or some other features can be used.

MODELLING AND TRANSLATION OF 
THE BIOMEDICAL IMAGES

This stage uses mathematical tools for modeling or translating the biomedical images. 
Mathematical models are applied on the images by using some computational 
algorithms. Modelling and translation is necessary in some occasions for efficient and 
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meaningful processing. Moreover, modelling and translation is helpful in reducing 
the computational cost. Depending on the images, the modelling and translation 
methods can be chosen. For example, dimensions of an image can be manipulated 
as per requirements (Zhang, Xia, Xie, Fulham, & Feng, 2018).

Biomedical Image Classification

This stage involves the automated classification of the biomedical images based 
on some characteristics or features. Automated classification can be performed 
in various ways (Chakraborty, Chatterjee, Chatterjee, Mali, Goswami, et al., 
2018). Broadly, the task of classification can be divided into two categories. First 
is supervised classification and second one is unsupervised classification. Apart 
from these two categories, there are some other types of classification methods are 
available (Chakraborty, Mali, Chatterjee, Banerjee, Roy, Dutta, et al., 2018; Shouvik 
Chakraborty, Mali, Banerjee, et al., 2017; Chakraborty, Mali, Chatterjee, Anand, et 
al., 2017). For example, semi-supervised classification. If the class labels are known 
earlier, then it is possible to train the system using machine learning methods so 
that the system can learn a model based on the training samples (Gutman et al., 
2016). The learned model can be can be tested on the unknown samples (unknown 
to the model i.e. the classification framework is completely unaware about these 
samples). It is necessary before the deployment of the classification framework 
in the real life scenarios, to ensure the reliability of the classification method. In 
case of unsupervised classification methods, there is no need of training samples 
with known class labels. The unsupervised classification methods can adapt the 
environment and try to find out the class of the samples by analyzing the obtained 
features or by analyzing some patterns (Shaikh, Kollerathu, & Krishnamurthi, 2019). 
This type of learning is basically helpful when the data is not annotated properly 
or not labelled properly.

Semi supervised classification take both labelled and unlabeled images. In 
general, the amount of labelled images is quite small compared with the labelled 
images. There is some assumptions like continuity, cluster, manifold etc. among 
which at least one needs to be satisfied (Papernot, Abadi, Erlingsson, Goodfellow, 
& Talwar, 2016). Semi supervised learning may not work appropriately all the time. 
Sometimes semi supervised learning based methods fails and sometimes it works 
well. Actually it depends on the scenario and should not be applied blindly. Beside 
some of the failures, if the semi supervised algorithms are applied properly, it has 
been observed that it is working well than the unsupervised algorithms (Li et al., 
2016). Some other types of classification methods are observed like reinforcement 
learning period reinforcement learning is basically a machine learning based method 
where the data labels for the labels for the images are not present at the time of 
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training but some agents called reinforcement agents are used to decide what to do 
in a specific condition (Maicas, Carneiro, Bradley, Nascimento, & Reid, 2017).

Machine learning algorithms deals with big data for training the classification 
model. Big data itself is not sufficient for any kind of decision or prediction purposes 
unless or until some useful information can be extracted from the big data. But 
the machine learning algorithms and not solely dependent on the big data. Huge 
amount of data sometimes increases the classification accuracy but sometimes it 
also decreases the classification accuracy due to over fitting or some such type 
of problems. Now to perform the classification in the big data environment the 
conventional algorithms may not be suitable always. Therefore deep learning based 
methods and other modern machine learning approaches are frequently used in 
recent days to handle big data efficiently.

Prediction and Decision Making from Big-
Data Using Machine Learning

As discussed above, computer-aided biomedical image analysis requires application 
specific prediction and decision making capability in some occasions. To get better 
accuracy, deep learning methods frequently used in recent days which includes 
convolutional neural network and other deep learning tools to extract and mine data 
from the big data efficiently. With the advent of deep learning methods, the quality 
of the disease diagnosis and prediction from the biomedical images is improved. 
Moreover, it can solve some Complex computational problems related with prediction 
and decision making very efficiently and can study a large number of images 
very fast so that the reports can be generated within the stipulated amount of time 
(Chakraborty, Mali, Chatterjee, Banerjee, Roy, Deb, et al., 2018; Gallo, Anayiotos, 
& Morbiducci, 2015). Metaheuristic methods (Chakraborty & Bhowmik, 2015a, 
2015b, Chakraborty & Bhowmik, 2013, 2015; Chakraborty, Seal, & Roy, 2015) are 
frequently used to optimize the machine learning models. Sometimes prediction 
methods fails due to development features and redundant features. It is necessary 
to extract meaningful and diagnostically relevant features and information which 
can be used to train the model as well as to get better predicted results. Here the 
term better means precise results with high accuracy which can be achieved within 
reasonable amount of time. Deep learning based medical image analysis methods 
are highly efficient and can extract semantic information from an image which are 
beneficial in understanding an image. Prediction can help in various ways like it can 
alert a patient before some serious health issues. Intelligent predictions can also help 
physicians to analyze symptoms and predict the future consequences and continue 
the treatment accordingly. Convolutional Neural Networks have to compute and 
adjust a large number of parameters (Sabuncu, Neuroinformatics, & 2015, n.d.). 
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To do so, the training dataset should be sufficient enough and the dataset should 
be efficiently explored otherwise the learned model may not be powerful enough 
for real life applications where the incoming data is completely unknown to the 
model (Chakraborty, Mali, Chatterjee, Banerjee, et al., 2017). So, big data helps the 
convolutional neural network in acquiring sufficient knowledge about the underlying 
images. Moreover, the convolutional neural networks are helpful in extracting useful 
information from the big data and prediction. Therefore, the application of deep 
learning methods in big data mining (Datta et al., 2018) and prediction is very useful 
in biomedical image analysis (Dua & Acharya, 2016).

The result of the prediction and decision making systems must be validated 
before the deployment in the real world. A model should be tested and validated 
rigorously using various validation techniques. The procedure must be generalized 
i.e. not biased towards any specific samples of the dataset, environment or any other 
factors (Muhlert, Sethi, & Cipolotti, 2015). So, the generalizability is one of the very 
important criteria to apply any machine learning based biomedical image analysis 
algorithms for real life applications. There are several methods that can be used for 
the validation purposes like cross validation, bootstrap method etc. The classification 
model must be chosen in such a way so that the chosen model is the most difficult, 
complex and general and its complexity and generalize nature is reduced gradually 
depending on the problem. In this way the correct validation model can be chosen. 
Moreover, the error distribution must be studied carefully to clearly understand and 
choose or create an effective validation method.

Compression of the Biomedical Images

Compression is one of the most important steps in biomedical image analysis 
under bigdata architectures. Compression helps to reduce the complexity and the 
processing time of the biomedical image processing algorithms and helps the big 
data frameworks to efficiently handle the biomedical images. Compression allows 
faster analysis of the biomedical images in a computationally cheaper way (Matejek, 
Haehn, Lekschas, Mitzenmacher, & Pfister, 2017). Specifically, it is helpful in real 
time biomedical image analysis systems where the underlying bigdata framework has 
to process continuous incoming biomedical images. This step is also helpful in storing, 
transmitting and managing the biomedical images by the big data architectures. In 
general, the compression methods can be classified in two ways. First one is known 
as the lossy compression where the actual biomedical image cannot be reconstructed 
from the corresponding compressed image i.e. some information will be permanently 
lost during the reconstruction. Another type of compression scheme is known as 
the lossless compression. In this type, the original image can be reconstructed 
from the corresponding compressed image without losing any information. The 
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amount of compression is very low in case of lossless compression (Ahn, Bui, & 
Shin, 2019). So, in most of the applications, lossy compression is preferred due to 
its high compression ratio. Although, in some applications of biomedical image 
analysis, lossy compression cannot be used because every information is important 
and therefore loss of information is not permitted. In those cases, only lossless 
compression can be applied.

Storage and Transmission

Storage and transmission of the bigdata is one of the major concerns while processing 
biomedical images. Conventional database systems with relational model is not 
efficient enough to handle bigdata. Some different models like NoSQL are often 
used to handle the bigdata. Biomedical images demands large amount of storage 
space. In general, local storages are not used because local storages are not suitable 
for information sharing at large scale (Marimuthu, Bialkowski, & Abbosh, 2016). 
Moreover, the cost of locally establishing a large amount of storage space of is 
quite huge. That is why, the cloud based infrastructures are very popular (Sarddar, 
Chakraborty, & Roy, 2015). Cloud based bigdata handling facilities are very flexible 
in terms of cost and establishment aspects. Users can pay for their used amount of 
infrastructure. Moreover, there is nothing to bother about the hardware costs and 
maintenance. It also allows efficient data and information sharing which helps in 
telemedicine. Hypervisors in the cloud computing environment allows several hosts 
to access the dynamic virtual resources remotely (Azar, Makhoul, Barhamgi, & 
Couturier, 2019).

Transmission of the bigdata can be performed in both wired and wireless 
media. With the increase in IoT, biomedical images can be captured by many 
handheld devices like a mobile phone. Therefore in case of Biomedical image 
analysis, it does not only depend on the wired communication but it also depends 
on the wireless communications (Krolopp et al., 2016). Many devices directly 
transfer the captured medical images to an another node for processing or storage. 
Bigdata transmission is an another challenge because it involves various issues 
like spectrum efficiency, capacity of the medium, design specifications etc. Some 
advanced transmission methods are developed to transmit big data efficiently. For 
example, in some cases multiple antennas are used for bigdata transmission. Some 
other bigdata transmission methods are use of extreme bandwidth for transmission, 
channel adaptive and cognitive radio transmission etc. To test the performance of 
a method for bigdata transmission, some suitable metrices are required. Moreover, 
in case of biomedical image transmission, only channel based mattresses are not 
sufficient to judge the quality of the transmission. Some data oriented evaluation 
metrics are also required to correctly analyse the transmission quality. Some of the 
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commonly used performance metrics are amount of transmission time, utilisation of 
bandwidth, maximum entropy throughput etc. Therefore, the transmission method 
as well as the evaluation method should be carefully chosen for biomedical image 
transmission and sharing.

DISCUSSION

Developments in the biobiomedical imaging technologies increases the challenges 
for the biomedical image analysis and management algorithms. Various modalities 
and smart devices produce large amount of image data and therefore efficient 
algorithms are required to interpret and analyse the acquired biomedical images in 
a cost effective manner. The data can be structured or unstructured. In this article, 
generalized aspects of the biomedical image handling using bigdata architectures 
are presented. With the help of bigdata architectures, artificial intelligence and 
machine learning algorithms, different stages of biomedical image analysis like image 
acquisition, preprocessing and quality enhancement, classification, transmission etc. 
can be automatically performed. Bigdata architectures like hadoop, spark etc. are 
frequently used to manage and process continuous incoming flow of the biomedical 
images which are generated from various devices. With the development of the IoT, 
the amount of the smart devices are increasing day by day. Although, a large amount 
of data is difficult to process but, it is helpful for the machine learning algorithms 
specifically deep learning algorithms. Hyperparameters of a deep learning model can 
be efficiently tuned with a large number of training samples. Moreover, a dataset with 
rich variety of biomedical images can be helpful in understanding the reliability of 
a model. The model can be validated with a good number of testing samples which 
increases the faith on the model for real life deployment. In bigdata environment, 
parallelism plays a vital role. Both model parallelism and data parallelism needs to 
be achieved for optimal performance. Spark architecture use the concept of resilient 
distributed dataset and it is behind the optimization power of the spark architecture. 
Apart from these issues, another major issue is the format of the biomedical images. 
In general, DICOM (Digital Imaging and COMmunications) format is used to store 
and transmit biomedical image data. This format is preferred over the standard 
image representations because the DICOM for keep the patients’ data secured 
which is very essential from the perspective of the patients’ confidentiality because 
security and integrity of the patients’ personal data is very important and many 
methods are available to secure the biomedical images in distributed environments 
(Chakraborty, Seal, Roy, & Mali, 2016; Mali, Chakraborty, & Roy, 2015; Mali, 
Chakraborty, Seal, & Roy, 2015; Roy, Chakraborty, Mali, Banerjee, et al., 2020; 
Mousomi Roy, Chakraborty, et al., 2019; Roy, Chakraborty, Mali, Swarnakar, et al., 
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2020; Mousomi Roy, Mali, et al., 2019; A. Seal, Chakraborty, & Mali, 2017; Seal, 
Chakraborty, & Mali, 2017). Therefore, DICOM protocol is used to communicate 
among the hospitals and the other processing nodes. Smart devices like mobile 
phones generally capture images in general image formats and capable to transmit 
these images as it is. So, the underlying bigdata architectures should be capable to 
handle various type of data.

CONCLUSION

In this article, biomedical image analysis, which is one of the trending and important 
topics, is discussed from the perspective of bigdata analytics. Different stages of 
biomedical image analysis is discussed in detail and the need of the bigdata analytics 
is highlighted for every step. Due to advancement in the technology, the quantity and 
quality of the biomedical images are increasing day by day. Not only conventional 
biomedical image acquisition tools, smart devices like smart phones, watches etc. and 
can be communicated to a remote host in real time with the help of IoT. Therefore 
it is necessary to have some efficient methods which can handle these biomedical 
images efficiently and can generate results by processing and interpreting these 
images. From the discussion of this article, it is clear that the Big Data Analytics 
and its related methods are quite helpful for analyzing biomedical images in real 
time and perform certain task within stipulated amount of time. Sophisticated 
architectures along with efficient algorithms are required to develop to support the 
ever increasing need of the biomedical imaging industry. There is a lot of scope of 
research to improve the current bigdata architectures and develop new frameworks 
which are specifically optimized to handle biomedical image data. IoT and could 
computing technologies makes the data sharing easier. Moreover, the infrastructural 
constraints are removed by the cloud computing environment. Therefore, research 
must be carried on this domain to enhance the quality of the biomedical image 
analysis and reduce the computational complexity and time.
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KEY TERMS AND DEFINITIONS

Artificial Intelligence: It is the method of mimicking the human intelligence 
by the machines.

Automated Clinical Investigation: It is method of clinical investigations where 
automated machines and software are engaged for investigation purpose.

Big Data: Extremely large set of data which is used to extract some meaningful 
information.

Biomedical Image Analysis: Method to analyse biomedical images manually 
or automatically.

Computer-Aided Diagnostics: It is the system that assists a doctor in diagnosis 
by analyzing the medical data.

Data Analysis: Data analysis is the collection of data processing techniques to 
extract meaningful information, which is beneficial to support different decision-
making tasks.

Data Interpretation: Making sensible information from the processed data.
Machine Learning: It is an application of the artificial intelligence in which 

machines can automatically learn and solve problems using the learned experience.
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ABSTRACT

Image fusion is the process of combining two or more images to form a single fused 
image, which can provide more reliable and accurate information. Over the last few 
decades, medical imaging plays an important role in a large number of healthcare 
applications including diagnosis, treatment, etc. The different modalities of medical 
images contain complementary information of human organs and tissues, which 
help the physicians to diagnose the diseases. The multimodality medical images can 
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BACKGROUND AND MOTIVATION

Medical imaging, diagnostics, and treatment planning are in a transition phase. Modern 
medicine relies on information provided in the form of images. Transverse slices 
of the human body obtained from different modalities like Computed Tomography 
(CT), Magnetic Resonance Imaging (MRI), Positron Emission Tomography (PET), 
Single Photon Emission Computed Tomography (SPECT), etc are widely used for 
the evaluation of the patients’ health status. Different imaging reveals different 
information about the same anatomy and hence provides complimentary information 
to the clinicians. Medical imaging technology has undergone tremendous improvement 
over the last decades. Many modalities are now able to provide three-dimensional 
and four-dimensional information (i.e.) 3D imaging over time. The ways the 
images are presented and interpreted are also being changed. Even though 3D- and 
4D-visualization techniques are used for an increasing number of applications, the 
cross-sectional 2D slice images are still predominantly used in radiology.

For proper diagnosis, medical images need to provide two important and 
interrelated pieces of information to radiologists: exactly what is going on and 
precisely where in the body. Anatomic imaging technologies like MRI and CT 
clearly show the morphological features like size and shape, but no information 
on proliferation or inflammation are provided. Using CT image alone it is difficult 
to determine whether the suspicious mass is a malignant tumour or fibrosis. The 
functional imaging technologies like SPECT and PET use radio labeled glucose or 
monoclonal antibodies to give the necessary information on the cellular activity, but 
it they cannot provide the anatomical details needed for exact localization. From the 
functional information alone, it is difficult to locate exactly whether the metastatic 
hot spot is in the muscle or the nearby bone. Radiologists need both anatomic 
and functional data to make a definitive diagnosis. High-quality digital displays 
are emerging from radiology reading rooms into interventional settings and even 
into portable devices. Instead of looking at X-Ray films and side-by-side CT slice 
images on a back-lit panel in the operating room, surgeons can now visualise live 

provide limited information. These multimodality medical images cannot provide 
comprehensive and accurate information. This chapter proposed and examines 
some of the hybrid multimodality medical image fusion methods and discusses 
the most essential advantages and disadvantages of these methods. The hybrid 
multimodal medical image fusion algorithms are used to improve the quality of 
fused multimodality medical image. An experimental result of proposed hybrid 
fusion techniques provides the fused multimodal medical images of highest quality, 
shortest processing time, and best visualization.
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interventional imaging. Gone are the days where the medical images provided by 
different modalities were considered as separate sources of information, integrated 
only in the minds of the physician. Accurate diagnosis and treatment planning 
is possible by integrating the medical images obtained using different imaging 
techniques. The recent advancement in the medical imaging technology and the 
development of image processing algorithms provide new means of visualisation. 
Merging of multiple imaging data of the same patient, acquired at different times and 
by different modalities, is termed as multimodal fusion. Bringing together anatomical 
and functional information with sensitivity and specificity gives the true value of 
multimodal fusion imaging. Merging together the images obtained from different 
modalities without any artefacts is the focus of this dissertation.

MEDICAL IMAGING MODALITIES

Medical imaging is the technique of creating visual representations of the interior of 
a body for clinical analysis and medical intervention. It seeks to reveal the internal 
structures hidden by the skin and bones, as well as to diagnose and treat disease. 
Medical images are acquired in various bands of the electromagnetic spectrum. The 
various modalities used in medical imaging are presented in this chapter. The basic 
principles of CT, MRI, PET and SPECT imaging are described. The background 
information of the various imaging systems, the physics behind it are presented.

1.  Computed Tomography (CT)
 ◦ The drawback of the conventional X-ray is that it is not possible to 

differentiate soft tissue structures from radiographic images and also 
unable to resolve spatial structures along the direction of X-ray.

 ◦ The above mentioned drawbacks can be eliminated by using another 
imaging technology called as computed tomography.

 ◦ In CT a planar slice of the body is defined and x-rays are passed through 
the slice.

 ◦ The acquisition time is four minutes for a single section which is a time 
consuming process.

 ◦ But nowadays advanced CT scanners are used with minimum acquisition 
time of milliseconds.

 ◦ Also provides frozen images for moving organs like heart and lungs.
 ◦ Reconstruction of the image is done by a method called as back 

projection of each filtered projection into an array of detectors. Figure 
1(a) shows the CT scan machine. Neurocyticercosis disease affected CT 
image is shown in Figure 1(b).
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2.  Magnetic Resonance Imaging (MRI)
 ◦ The fast development of medical imaging techniques allows the medical 

images for the applications of image guided surgery, surgical simulation, 
neuroscience studies and therapeutically developed usages.

 ◦ To overcome the difficulties in diagnose the clinical images, 
segmentation process of digital imaging is employed which provides 
increase in diagnostic efficiency.

 ◦ MRI is a well known non-invasive medical imaging technique based on 
the nuclear magnetic resonance phenomenon.

 ◦ Even if the qualitative image analysis is sufficient for the diagnosis of 
some diseases, quantitative analysis is also needed for many applications.

 ◦ Processing of MR image is a challenging problem due to its complexity 
and the absence of capturing the deformations in each structure of the 
anatomy.

 ◦ Conventional MRI relies on a difference in the weighted average 
of spectral and temporal information from tissue to tissue to make 
diagnosis.

 ◦ The intensity of MR image is of human tissue is homogeneous and 
the structure of each tissue is connected, but it is difficult to separate 
the adjacent tissue due to the small intensity changes and smoothed 
boundaries between tissues. Metastatic bronchogenic carcinoma disease 
affected MRI image is shown in Figure 2 (a) and MRI image scanner is 
illustrated in Figure 2(b).

Figure 1. (a) Neurocyticercosis (b) CT – Scan Machine disease affected CT image 
(Courtesy: A Wizyweb creation)
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3.  Positron Emission Tomography (PET)
 ◦ PET is a nuclear medicine, functional imaging technique that produces 

a three-dimensional image of functional processes in the body.
 ◦ The model uses a set of gamma rays generated indirectly by a positron-

emitting radionuclide (tracer), which is introduced into the body on a 
biologically active molecule.

 ◦ The 3-Dimension images produced from the scanner are reconstructed 
using computer aided process.

 ◦ In the advanced PET scanner machine, it is done by a CT X-ray scan 
provided in the same scanning device.

 ◦ A biological molecule which is same as glucose called as Fluoro Deoxy 
Glucose (FDG) is preferred for the indication of metabolic activity of 
the tissue in a tracer of the PET scanner.

 ◦ This tracer is used to explore the availability of cancer metastasis in the 
human body.

 ◦ Many other tracers are also used in PET scanners to evaluate the 
concentration of the tissue of other molecules. Figure 3 (a) shows the 
PET image scanner and the PET image acquired from the scanner is 
given in the Figure 3 (b).

Figure 2. (a) Metastatic bronchogenic (b) MRI - Scan Machine carcinoma affected 
MRI image (Courtesy: Independent Imaging)
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4.  Single-Photon Emission Computed Tomography (SPECT or SPET)
 ◦ SPECT is a special type of imaging technique which uses gamma rays.
 ◦ It is similar to conventional nuclear medicine planar imaging using a 

gamma camera.
 ◦ The specialty of SPECT is its ability to produce 3- dimensional images.
 ◦ It produces cross-sectional slices of the tissue images, but it can be 

altered as per our requirements.
 ◦ The SPECT scanning technique needs a supply of gamma-emitting 

radioisotope into the body of the patient, normally through the injection.
 ◦ The radioisotope is a simple soluble dissolved ion, such as a radioisotope 

of gallium.
 ◦ SPECT scan monitors the biological activity level at each place in the 

3-D region to be analyzed.
 ◦ The amount of blood flow can be indicated by the radionuclide in the 

capillaries of the imaged regions.
 ◦ The SPECT image of a patient is captured by using a gamma camera 

tube from various angles.
 ◦ A computer based process is applied, then convert the image into 

3-dimensional image.
 ◦ Then this data is manipulated into slices along any selected angle of the 

body, similar to those obtained with CT and MRI. Alzheimer’s disease 
affected SPECT is shown in Figure 4 (a) and the SPECT scanning 
machine is shown in Figure 4 (b).

Figure 3. (a) Astrocytoma disease (b) PET-Scan Machine affected PET Image 
(Courtesy: Scranton Gillette Communications)
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i.  MRI T1 – T1-weighted
ii.  MRI T2 – T2-weighted
iii.  PET FDG – Positron Emission Tomography with Fluorine-18 Deoxyglucose
iv.  SPECT T1 – Single Photon Emission Computed Tomography with Thallium-201
v.  SPECT TC – Single Photon Emission Computed Tomography with perfusion 

agent Tc99m-HM-PAO
vi.  SPECT CBF – Single Photon Emission Computed Tomography with Cerebral 

Blood Flow; Perfusion

RELATED WORK FOR MEDICAL IMAGE FUSION

Alex pappachen James, et al (2014) provides a factual listing of methods and 
summarizes the broad scientific challenges faced in the field of medical image 
fusion. C. Karthikeyan, et al (2016) proposed the method for fusion of multimodality 

Figure 4. (a) Alzheimer’s disease (b) SPECT – Scan Machine affected SPECT Image 
(Courtesy: Siemens Healthcare Private Limited)

Figure 5. Categories of Multimodality Medical Images
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medical images using dual tree complex wavelet transform and self organizing 
feature map. C. T. Kavitha, et al (2015) proposed the fast discrete curvelet transform 
to a multiresolution image which is obtained by applying integer wavelet transform 
to the input medical images, so that the fused medical image will give all the details 
with clear edge information. Deep Gupta (2017) proposed the CT and MR medical 
image fusion in nonsubsampled shearlet transform (NSST) domain using the adaptive 
spiking neural model. Ebenezer Daniel (2018) proposed a homomorphic wavelet 
fusion which is called Optimum homomorphic wavelet fusion using hybrid genetic 
grey wolf optimization algorithm. Ebenezer Daniela, et al (2013) proposed an 
Optimum Spectrum Mask Fusion for medical image fusion using conventional Gray 
Wolves Optimization algorithm. Gaurav Bhatnagar, et al (2013) proposed the novel 
framework for medical image fusion based on framelet transform, it is considering 
the characteristics of human visual system. H.S. Bhadauria, et al (2018) proposed 
a noise reduction method for both CT and MRI medical images which fuses the 
images by processing it through curvelet transform. Haithem Hermessi, et al (2017) 
proposed a fusion method for CT and MR medical images based on convolutional 
neural network in the shearlet domain. Hamid Reza Shahdoosti, et al (2018) proposed 
the tetrolet transform for multimodal medical image fusion. Heba M. El-Hoseny, et 
al (2015) investigates some of medical image fusion techniques and discusses the 
most important advantages and disadvantages of these techniques to develop hybrid 
techniques that enhance the fused image quality. Jiao Du, et al (2015) describes and 
reviews the methods in the field of multimodal medical image fusion. Jiao Du, et 
al (2016) proposed an approach union Laplacian pyramid with multiple features is 
presented for accurately transferring salient features from the input medical images 
into a single fused image. Jing-jing Zonga, et al (2017) proposed a new fusion 
scheme for multimodal medical images based on sparse representation of classified 
image patches. Jingming Xi, et al (2018) proposed a multimodal medical image 
fusion algorithm combined with sparse representation and pulse coupling neural 
network for clinical treatment analysis. Jyoti Agarwal, et al (2015) proposed a hybrid 
multimodal medical fusion technique using curvelet and wavelet transform used in 
disease diagnosis. K.N. Narasimha Murthy, et al (2016) proposed the novel method 
for the medical image fusion Shearlet Transform is applied on multimodality medical 
image by using the Singular Value Decomposition to improve the information content 
of the medical images. Kai-jian Xia, et al (2018) proposed a novel fusion scheme 
for multi-modal medical images that utilizes both the features of the multi-scale 
transformation and deep convolutional neural network. Kavitha C.T, et al (2014) 
proposed new approach for medical image fusion based on the hybrid intelligence 
system. Lu Tang, et al (2017) proposed new multimodal medical image fusion 
method based on discrete Tchebichef moments and pulse coupled neural network 
to overcome the aforementioned problems. Meenu Manchanda, et al (2016) proposed 

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



167

Image Fusion Techniques for Different Multimodality Medical Images

a novel method of multimodal medical image fusion using fuzzy-transform. Niu 
Ling, et al (2016) proposed a novel fusion technique for medical images based on 
shearlet transform and compressive sensing model. Padma Ganasala, et al (2015) 
proposed a novel medical image fusion technique for utilizing feature motivated 
adaptive PCNN in NSST domain for fusion of anatomical multimodality medical 
images. Patil Hanmant Venkatrao (2018) presents a model, named holoentropywhale 
fusion (HWFusion), for the image fusion using multimodality medical images. P.
Shanmugam Gomathi, et al(2016) proposed an image fusion technique for the fusion 
of multimodal medical images is proposed based on Non-Subsampled Contourlet 
Transform. Rajalingam, et al. (2017)a proposed an efficient multimodal therapeutic 
image fusion approach based on both traditional and hybrid fusion techniques are 
evaluated using several quality metrics. Rajalingam, et al. (2017)b Proposed a novel 
multimodal medicinal image fusion approach based on hybrid fusion techniques. 
Magnetic resonance imaging, positron emission tomography and single photon 
emission computed tomography are the input multimodal therapeutic brain images 
and the curvelet transform with neural network techniques are applied to fuse the 
multimodal medical image. Rajalingam, et al. (2018)a proposed a novel neuro-fuzzy 
hybrid multimodal medical image fusion technique to improve the quality of fused 
multimodality medical image. Rajalingam, et al. (2018)b proposed an efficient 
multimodal medical image fusion approach based on deep learning convolutional 
neural networks (CNN) for fusion process. Rajalingam, et al. (2018)c proposed work 
combines the guided image filtering and pulse coupled neural network for fusion 
process. Rajalingam, et al. (2018)d proposed an efficient hybrid multimodal medical 
image fusion approach based on combining the Transform technique with pulse 
coupled neural network fusion rule. The proposed work combines the discrete cosine 
harmonic wavelet transform (DCHWT) and pulse coupled neural network (PCNN) 
for fusion process. Rajalingam, et al. (2018)e Review the improvement of 
multimodality medical image fusion based on combined transform techniques, it is 
systematically reviewed in this paper. Rajalingam, et al. (2018)f proposed and 
examines some of the hybrid multimodality medical image fusion methods and 
discusses the most essential advantages and disadvantages of these methods to 
develop hybrid multimodal image fusion algorithms that improve the feature of 
merged multimodality therapeutic image. Rajalingam, et al. (2018)i proposed the 
hybrid multimodality medical image fusion methods and discusses the most essential 
advantages and disadvantages of these methods. It has been exposed that the best 
multimodality medical image fusion technique implemented was the (AWT-NSST) 
hybrid algorithm Rajalingam, et al. (2018)j proposed research work presents the 
feature based fusion algorithms in transforms domain to combine the relevant and 
complementary spectral features of two modalities Rajalingam, et al. (2019)a 
proposed the method for multimodal medical image fusion using the hybrid (NSST-
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DFRWT) fusion algorithm. Rajalingam, et al. (2019)b proposed method combination 
of discrete fractional wavelet transform (DFRWT) with dual tree complex wavelet 
transform (DTCWT) based hybrid fusion technique for multimodality medical 
images. Rajalingam, et al. (2019)c proposed the combination of NSCT with DTCWT 
hybrid fusion algorithm. The hybrid fusion algorithm is verified through a simulation 
experiment on different multimodality images. Rajalingam, et al. (2019)d a novel 
method has been proposed for multimodal medical image fusion using combination 
of Non-subsampled contourlet transform (NSCT) with Non-subsampled shearlet 
transform (NSST) hybrid fusion algorithm. Qamar Nawaz, et al (2016) proposed a 
novel Quaternion Discrete Fourier Transform algorithm for the fusion of multimodal 
color medical images. Richa Srivastava, et al (2016) proposed a multimodal medical 
image fusion technique based on curvelet transform. S. Chavan, et al (2017) proposed 
a novel approach to nonsubsampled rotated complex wavelet transform based 
multimodality medical image fusion used for the analysis of the lesions for the 
diagnostic purpose and post treatment review of neurocysticercosis S. Chavan, et 
al (2017) proposed the feature based multimodality medical image fusion is based 
on Rotated Wavelet Transform technique is used for better visualization of lesions 
and calcification. Sharma Dileepkumar Ramlal, et al (2018) proposed a novel medical 
fusion algorithm for non-subsampled shearlet transform which is based on simplified 
model of pulse coupled neural network. Shuaiqi Liu, et al (2015) proposed the 
combined the complex shearlet with the feature of guided filtering for a medical 
image fusion. Shutao Li, et al (2013) proposed method is based on a novel guided 
filtering-based weighted average technique is to make full use of spatial consistency 
for fusion of the base and detail layers. Shutao Li, et al (2016) provides a comprehensive 
survey of the state of the art pixel-level image fusion methods. Sneha Singh, et al 
(2015) proposed a new fusion algorithm for the CT and MR medical images that 
utilizes both the features of the non-subsampled shearlet transform and spiking 
neural network. Sreeja, et.al (2018) proposed to fuse together, texture enhanced and 
edge enhanced images of the input image in order to obtain significant enhancement 
in the output image. The algorithm is tested in low contrast medical images. Udhaya 
Suriya, et al (2016) proposed an innovative image fusion technique for the detection 
of brain tumors. Fusing images obtained from MRI and PET can accurately access 
the tumor response.Vikrant Bhateja, et al (2015) proposed the two level multimodal 
fusion frameworks using the cascaded combination of stationary wavelet transform 
and non sub-sampled Contourlet transform domains for images acquired using two 
distinct medical imaging sensor modalities. Wenda Zhao, et al (2017) proposed an 
effective variation model for multimodality medical image fusion and denoising 
based on Sequential Filter and Adaptive Fractional Order Total Variation. Xiaojun 
Xua (2016) proposed a multimodal medical image fusion based on discrete fractional 
wavelet transform. Xiao-Qing Luo, et al (2016) proposed the novel method for 
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contextual information based multimodality medical image fusion using contourlet 
domain. Xin Jin, et al(2018) proposed a novel two-level multimodal medical image 
fusion scheme, which is based on non-subsampled shearlet transform and simplified 
pulse coupled neural networks is used in the hue-saturation-value color space. 
Xingbin Liu, et al (2018) proposed a novel multimodality medical image fusion 
algorithm which involves gradient minimization smoothing filter and pulse coupled 
neural network. Xingbin Liu, et al (2018) proposed the full advantages of structure 
tensor and nonsubsampled shearlet transform to effectively extract geometric features 
a novel unified optimization model is used for fusing the multimodality medical 
images. Xingbin Liu, et al (2017) proposed a novel multi-modality medical image 
fusion algorithm exploiting a moving frame based decomposition framework and 
the nonsubsampled shearlet transform. Xinzheng Xu, et al (2016) proposed a method 
to fuse multimodal medical images using the adaptive pulse-coupled neural networks, 
which was optimized by the quantum-behaved particle swarm optimization algorithm. 
Yong Yang, et al (2018) proposed a novel multimodal medical image fusion method 
based on structural patch decomposition and fuzzy logic technology. Zhaodong Liu, 
et al(2014) proposed an efficient multimodal medical image fusion approach based 
on compressive sensing is presented to fuse CT and MRI multimodal medical images.

DATASET DESCRIPTIONS

The sample study sets used in the experimentation are obtained from online databases. 
Website: http://www.med.harvard.edu (Whole Brain Atlas Harvard Medical School), 
Website: https://radiopaedia.org (Radipaedio). In this research work used some of 
the disease affected multimodal medical images taken for the experimental work. 
The experimented diseases are follows.

Figure 6. General block diagram of medical image fusion system
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i.  Neurocyticercosis
ii.  Neoplastic Disease

 ◦ Astrocytoma
 ◦ Anaplastic Astrocytoma
 ◦ Metastatic Brochogenic Carcinoma

iii.  Degenerative disease
 ◦ Alzhimer’s Disease
 ◦ Mild Alzheimer’s disease

Proposed Research Work

This chapter experiment the some of the conventional and hybrid fusion algorithms 
for different types of input medical images. Existing methods require the potential to 
get superior quality images. To enhance the visual quality of the output the proposed 
algorithm is used to combine the two domain algorithms. Before fusion process the 
two level conversions on source images are applied. These outcomes give best quality, 
superior handling of curved shapes and improved characterization of input images.

1. Generalized Medical Image Fusion Scheme

The generalized diagram of medical image fusion consists of different input image 
modalities of same patient having the complementary information. The generalized 
multi-modality medical image fusion system has four major components: The source 
modality images, the registration of source images, fusion using fusion rules, and 
the evaluation of fused images for visual quality. Figure 8 describes the overall 
structure of medical image fusion system.

a. Input Image Modalities

In this chapter, CT, MRI, PET and SPECT Medical images are used as a pilot study 
data sets. These images belong to the same patient and the same slice positions.

b. Medical Image Registration

Second stage of the fusion process registration of source modality images and aligns 
them such that anatomical structures coincide with each other. It is a very crucial step 
in image fusion because the effectiveness of fusion process completely depends on 
the proper image registration. It involves voxel alignment of one modality image with 
another. The source images are co-registered using registration algorithm. The medical 
image registration is a trivial problem due to non-similarity of the representations 
in the input modalities. The acquisition process and devices are different, so the 
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source images vary in orientation, structural presentations, and spatial resolution. 
In this method, input mages are observed by overlapping on each other in all three 
views (sagittal, axial and coronal) and simple geometric transformation techniques 
which include scaling, rotation, panning, shifting, etc. are applied to bring them into 
voxel alignment. This image registration process helps to achieve perfect fusion of 
anatomical structures from both Input modalities

c. Fusion Process

The features are selected in the spectral domain. Source modality images are 
decomposed into the spectral domain using one of the selected transforms. Anatomical 
structures in both the modalities may be differently localized or orientated. The 
physics behind the acquisition of both input modalities are different which result 
in variations of spatial resolution and size. But, these images carry rich and 
complementary information which needs to be combined. These fused images 
present better visual quality compared to input modalities, and hence, the radiologist 
can interpret them with ease. The fused images also provide better visualization of 
abnormalities compared to source images. Proposed algorithm features are combined 
using appropriate fusion rules which are designed considering human visual system.

d. Evaluation

The proposed fusion techniques are tested on various sample study sets. The details 
of study sets, the processing system, and evaluation of algorithms are in this research 
work. The performance and effectiveness of the proposed algorithms are evaluated 
based on the visual quality of the fused images. The fused images are evaluated using 
subjective (qualitative) evaluation with the help of expert radiologists and by estimating 
fusion metrics as objective (quantitative) evaluation. The criteria for subjective 
evaluation and various fusion parameters used to estimate objective evaluation 
are also defined in this work. Multimodality medical image fusion algorithms are 
evaluated using quantitative evaluation method which is a challenging task due to 
unavailability of ground truth. The values of the parameters vary as the study set 
changes. Large number of metrics provides different assessment of algorithms. 
However, the selection of fusion metrics is the choice of fusion application. The visual 
quality is tested using such fusion metrics. Some of the fusion metrics/parameters 
used in this research work is presented below. These parameters are very useful in 
validation of quality of fused images objectively.
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i. Fusion Factor (FusFac)

The similarity of fused image with source images can be measured using Fusion 
Factor (FusFac). It gives estimation of the content being imparted to the fused 
image by source images. It is calculated based on mutual information estimation 
using equation (1). Here, MIA,B means the mutual information between image A and 
image B which is calculated with the help of equation (2). Here, p(.) is probability 
distribution function. Greater value of FusFac means the better quality of the fused 
image.

MI p i j
p i j
p i jA B A B
A B

A B
i j, ,

,

,
( , ) log

( , )

( ) ( )
��  (1)

FusFac  MI   MIinput1,Fus input2,Fus� �  (2)

ii. Fusion Symmetry (FusSym)

Another similarity measure is fusion symmetry (FusSym) which indicates the 
closeness of fused image with respect to source images. It is estimated using mutual 
information between source images and fused image. It is computed using equation 
(3). The fused image is visually better, if the value of FusSym is smaller.
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iii. Image Quality Index (IQI)

Wang et al. presented image quality index (IQI) which is measure of similarities 
between source images and fused image. It is computed using equation (4). Here, μ 
and σ stands for mean and standard deviation, respectively. The value of IQI should 
be close to one for representing better quality of fused image.
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iv. Edge Quality Measure ( EQa bf, )

The edges are important in medical image analysis. The proposed system is using 
edge related feature to generate fused image. The fusion metric `Edge Quality 
Measure ( EQa b

f
, ) is an estimate of preserving edges in the fused image. The edge 

quality measure is calculated using equation (5). Here, EI (edge index) and Sxy 
(window) are estimated using equations (6) and (7), respectively. The fused image 
f is reconstructed from two source images a and b. The value zero of EQa b

f
, represents 

the loss of edge information, whereas one indicates that edge information is preserved 
in the fused image.

EQa,b
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v. mean Structural Similarity Index Measure (mSSIM)

The parameter ‘mean structural similarity index measure (mSSIM)’ indicates 
structural similarities between the fused image and source images. The mSSIM 
is computed using equation (8) and equation (9). Here, μm is mean intensity and 
σm is standard deviation. The iterative parameters, C1 = 6:50 and C2 = 58:52, are 
constants. The similarities are retained in the fused images, if mSSIM approaches 
to value one.
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vi. Cross Entropy (CEn)

The cross entropy is a measure of dis-similarity between the source images and the 
fused image. The relative quality of the fused image with respect to source images is 
estimated using the parameter called cross entropy (CEn) which is estimated using 
equation (10). Here, A and B are two source images, p(.) is probability distribution 
function, and N is highest gray value in an image. The fused image is of better 
quality, if CEn has lower value.

CEn A B P i P i
P iA
A

Bi

N

( , ) ( ) log
( )

( )
�

�

�

� 2
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vii. Correlation Coefficient (Rcorr)

The correlation coefficient (Rcorr) represents the closeness of fused image with 
source modalities. It is computed using equation (11). Here, fs is source image and 
ffus is fused image. The fused image and source images will be similar, if Rcorr is 
close to value `one’.
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2. Traditional Multimodal Medical Image Fusion Techniques

This paper implements different traditional image fusion algorithms for different 
types of multimodality medical images as shown in Figure 7.

a. Principal Component Analysis Method

The PCA is a mathematical tool which transforms several correlated variables into 
several interrelated variables. It generates a new set of axes which are orthogonal. 
The first principal component is taken along the direction of maximum variance. 
The second principal component is taken in the subspace perpendicular to the 
first principal component. This method is suitable for multi-spectral images like 
panchromatic images.
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b. Transform Based Image Fusion Techniques

Wavelet transform process is a multi-resolution analysis that gives the image variation 
at various wavelet scales. A wavelet is an attenuated and oscillating function with 
integration as zero. In image processing always get the discrete signal that is mostly 
obtained by the pixel intensity values. So to process discrete pixel intensity value 
of an image, DWT is preferred a wavelet transform wavelet transform in which the 
wavelets or the input function is discretely sampled. Com-pared to other wavelet 
transformation, the advantage of DWT over Fourier transform or any other transform 
is that of temporal resolution. Other transforms only capture the location details, 
but DWT captures the information of frequency and location. The estimation of the 
wavelet transform of an image comprises recursive filtering and sub-sampling. The 
decomposition of the image gives three detail high-level sub-images. These detail 
high-level images are denoted as LH (presence of horizontal data in high frequency), 
HL (presence of vertical data in high frequency) and HH (presence of diagonal data 
in high frequency). The wavelet transform also yields single approximation image 
represented as LL that is low-level sub-image, which is sensitive to human eyes. In 

Figure 8. Three Level of DWT decomposition of a signal

Figure 7. Traditional image fusion techniques
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DWT implementation scaling function is related to smooth filters or low pass filters 
and wavelet function linked with high pass filter.

c. Neuro Fuzzy for Image Fusion

Neuro-fuzzy a combination of neural networks and fuzzy logic can also be used for 
fusing the images. Neural networks are used to tune membership functions of fuzzy 
systems that are employed as decision making systems. Although fuzzy logic can 
determine proficient knowledge directly using rules with linguistic variables, it more 
often than not takes a lot of time to design and tune the membership functions which 
quantitatively define these linguistic variables. Neural network learning techniques 
can computerize this process and significantly reduce progress time and cost while 
recovering performance. To prevail over the problem of facts acquisition, neural 
networks are extended to automatically extract fuzzy rules from numerical data.

d. Curvelet Transform Techniques

In the current research topic ridgelet transform is one of the new powerful transform 
techniques. Ridgelet transform is anisotropic in nature and can efficiently capture the 
global straight line singularities. However, in real medical images, global straight line 
is not so common. To handle this situation, the whole multimodal medical image is 
partitioned into small sub multimodality medical images. This partitioning is done 
in a manner so that the curves and edge lines appear just as a straight line. Ridgelet 
transform is then applied on each sub medical image. This block-based ridgelet 
transform is the basic concept of first generation curvelet transform. The theoretical 
idea of first generation curvelet is easy to understand, but, its implementation in 
discrete domain is difficult. Also, it is not quite popular because of its dependency 
on ridgelet transform whose geometry is very unclear. Discrete version of curvelet 
transform, which is based on frequency partition. This version of curvelet transform 
is efficient for representing curves and edges. Unlike wavelet transform, curvelet 
transform is localised in scale, position and orientation. Due to these properties, 
curvelet transform can give efficient results for medical image fusion. The traditional 
wavelet is popular in image processing, but, its isotropic nature makes it inefficient 
in capturing line singularities. Wavelet representation needs more coefficients than 
curvelet representation for representing the same curve. Hence, discrete curvelet 
transform is faster in capturing edges than wavelet and other transforms. The discrete 
version of curvelet transform can be implemented in two ways. The first one is 
wrapping-based curvelet transform and the second one is unequally-spaced fast 
Fourier transform (USFFT)-based curvelet transform. These two implementations 
use different spatial grids for translation of curvelet at different scales and directions.
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e. Non-Subsampled Contourlet Transform (NSCT)

The NSCT is based on the theory of Contourlet Transform (CT) which achieves 
better results in image processing in geometric transformations. The contourlet 
transform is a shift variant because it contains both down-samplers and up-samplers 
in the Laplacian Pyramid (LP) and Directional Filter Bank (DFB) stages. NSCT 
is a shift invariant, multi-scale and multi-directional transform which has a very 
vibrant implementation. It is obtained by using the Non-subsampled Pyramid Filter 
Bank (NSP or NSPFB) and the Non-subsampled Directional Filter Bank (NSDFB).

f. Non subsampled shearlet transform (NSST)

The NSST is a newly established multi-scale geometric analysis tool, which is superior 
at capturing multidimensional geometry and is optimally well-organized in medical 
images representation. In the implementation procedure of NSST, nonsubsampled 
Laplacian pyramid is adopted to realize multi-scale factorization and shearing filters 
are used to complete multi-orientation factorization. As a result, the NSST has not 
only shift invariance property but also a more flexible directional selectivity than 
other geometric analysis tools. The original multimodal medical image can be 
decomposed into a low-frequency sub-image and several high-frequency sub-images.

g. Discrete Fractional Wavelet Transforms (DFRWT)

The DWT can provide better spatial and spectral localization of image information; 
it has no shift invariant property because of the down-sampling operation. Thus, the 
fused image of the DWT method cannot efficiently preserve the salient features of 
the input images and produce pseudo-Gibbs effect. A step is added to the DFRWT 
multimodal medical image fusion method. The input multimodality medical images 
are first decomposed into low-frequency subbands and a sequence of high-frequency 
subbands in different scales and orientations and in different p orders. Then, at 
each position in the transformed sub-bands, the coefficients of both the low-and 
high-frequency bands are performed with a certain fusion rule. Finally, the fused 
image is obtained by applying inverse DFRWT transform on the fused sub-bands. 
From analysis of the previous steps, the decomposition coefficients are a variety of 
different p orders; the fusion effects are different. This characteristic adds additional 
flexibility for the DFRWT fusion method and enhances the selection space for the 
fusion results. In the wavelet medical image fusion method, because of different 
decomposition coefficients feature in the low-and high-frequency bands, the LF- and 
HF-subbands are fused using the different combinations of fusion rules. However, in 
low p order, the decomposition a coefficient of the DFRWT in each subband has the 
same histogram distribution and shows the same non-sparse characteristics; hence, 
the authors use identical fusion rule in the LF- and HF-subbands.
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h. Image Fusion with Guided Filtering

Currently, in medical image processing energetic research topic is edge preserving 
filter technique. Image processing has several edge preserving smoothing filtering 
techniques such as guided filter, weighted least squares and bilateral filter. Among 
the several filter techniques the guided image filter is giving better results and less 
execution time for fusion process. This image fusion filter method is based on a local 
linear form, creating it eligible for other image processing methods such as image 
matting, up-sampling and colorization. A multi-level representation is utilized by 
average smoothing filter. Subsequently, based on weighted average fusion technique, 
the guided image filter fuses the bottom and feature layers of multi-modal medical 
images.

3. Hybrid Multimodal Medical Image Fusion Techniques

Traditional medical image fusion techniques lack the ability to get high-quality 
images. So, there is a bad need to use hybrid fusion techniques to achieve this 
objective. The basic idea of the hybrid technique is to combine the guided image 
filter fusion technique with neural network fusion techniques to improve the 
performance and increase fused image quality. Another possibility is applying two 
stage transformations on input images before fusion process. These transformations 
provide better characterization of input images, better handling of curved shapes and 
higher quality for fused details. The overall advantages of the hybrid techniques are 
improving the visual quality of the images, and decreasing image artifacts and noise. 
Figure 9a, 9b shows dataset 1 of original MRI and PET images. Each image size is 
256*256, 356*356 and 512*512 dimensions. Figure 8 to 17 illustrates the schematic 
diagram of the proposed hybrid multimodal medical image fusion techniques.

a. Proposed Hybrid Multimodal Image Fusion Algorithm (NSST-PCA)

Step 1: Take the two input multimodal medical images.
Step 2: Resize both images into 512 x 512 dimensions.
Step 3: Decompose the each input multimodal medical image using shearlet transform.
Step 4: Compute the low and high frequency of Shearlet transform.
Step 5: Fuse the selected low and high frequency of the subband coefficients.
Step 6: Apply the PCA fusion rule
Step 7: Finally take the Inverse shearlet transform (IST) to reconstruct the multimodal 

medical image.
Step 8: Perform the image reconstruction and get the final fused multimodal medical 

image.
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b. Proposed Hybrid Multimodal Image Fusion Algorithm (DWT-DCHWT)

Step 1: Obtain the wavelet coefficients of the two source multimodal medical images.
Step 2: Alter the wavelet coefficient matrices into column vectors.
Step 3: Compute the covariance matrix using these vectors such that each matrix 

has first column vector obtained through first image and second column vector 
obtained through second image will give us four sets of covariance matrices.

Step 4: Form the eigen values K and eigen vectors E of the covariance matrices.
Step 5: Divide the first 2D image into rows and link them together in a chain form 

to have a 1D row vector R.
Step 6: Divide the second 2D image into columns and link them together in a chain 

form to have a 1D column vector C.
Step 7: Do this for both approximate and detail coefficients of both the images.
Step 8: Apply inverse DWT and DCHWT on both source images separately and 

then apply averaging operation on the vectors. .
Step 9: Fused output multimodal medical image is displayed.

Figure 9. Overall structure of proposed hybrid fusion Algorithm (NSST-PCA)
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c. Proposed Hybrid Multimodal Image Fusion Algorithm (NSCT- CVT)

Step 1: Take the two input multimodal medical images.
Step 2: Resize both images into 512 x 512 dimensions.
Step 3: NSCT is applied on the both input images to obtain lowpass subband 

coefficients and high pass directional subband coefficients at each scale and each 
direction. NSPFB and NSDFB are used to complete multiscale decomposition 
and multi-direction decomposition.

Step 4: The transformed coefficients are performed with fusion rules to select NSCT 
coefficients of the fused image.

Step 5: Then, apply cuevelet transform maximum selection, minimum selection and 
simple average fusion rules.

Step 6: The fused image is constructed by performing an inverse NSCT to the 
selected coefficients

Step 7: Now apply the inverse curvelet transform (ICVT) to reconstruct the multimodal 
medical image.

Step 8: Fused final output multimodal medical image is displayed.

Figure 10. Overall structure of proposed hybrid fusion Algorithm (DWT-DCHWT)
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d. Proposed Hybrid Multimodal Image Fusion Algorithm (DTCWT – 
NSST)

Step 1: Get the two input images.
Step 2: Input images resized into 256 x 256.
Step3: Multimodal Medical Images are decomposed by dual tree complex wavelet 

transform into complex coefficient sets. For both the coefficient sets, thresholds 
are calculated for each decomposition level.

Step 4: Absolute difference of all wavelet coefficients from their corresponding 
threshold are calculated.

Step 5: Source images are decomposed based on NSST fusion rule
Step 6: Calculating low pass and high pass subband coefficients using NSST
Step7: Absolute differences of corresponding coefficients of both the input medical 

images are compared and the coefficient having larger value of absolute 
difference from the threshold is selected, to form coefficient set of the fused 
image.

Figure 11. Overall structure of proposed hybrid fusion Algorithm (NSCT-CVT)
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e. Proposed Hybrid Multimodal Image Fusion Algorithm (NSST-NSCT)

Step 1: Get the two input images.
Step 2: Input images resize into 256 x 256.
Step 3: Compute the high pass and low pass subband coefficients of the NSCT 

spectral domain.
Step 4: Merge the low pass and high pass sub band frequency coefficients.
Step 5: Apply the NSST fusion rule in the subbands coefficients.
Step 6: Each input images are decomposed by contourlet transform.
Step 7: Apply the inverse NSCT and inverse NSST to get the final output image.

Figure 13. Overall structure of proposed hybrid fusion Algorithm (NSST-NSCT)

Figure 12. Overall structure of proposed hybrid fusion Algorithm (DTCWT-NSST)
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f. Proposed Hybrid Multimodal Image Fusion Algorithm (DFRWT-DTCWT)

Step 1: Get the two input images.
Step 2: Input images resized into 256 x 256.
Step 3: Obtain highpass directional subband coefficients and lowpass sub and 

coefficients of input images at each scale and each direction by DFRWT.
Step 4: Multimodal Medical Images are decomposed by dual tree complex wavelet 

transform into complex coefficient sets. For both the coefficient sets, thresholds 
are calculated for each decomposition level.

Step 5: Absolute difference of all wavelet coefficients from their corresponding 
threshold is calculated.

Step 6: Absolute differences of corresponding coefficients of both the input medical 
image are compared and the coefficient having larger value of absolute difference 
from the threshold is selected, to form coefficient set of the output image.

Step 7: Finally, inverse DFRWT and inverse DTCWT is applied on the fused 
coefficient set to obtain the final outcome.

g. Proposed Hybrid Multimodal Image Fusion Algorithm (NSCT-DFRWT)

Step 1: Get the two input images.
Step 2: Input images are resized into 256 x 256.
Step 3: Compute the subaband coefficients of the NSCT and fuse the coefficients.
Step 4: Apply the fusion rule based on DFRWT spectral domain algorithm

Figure 14. Overall structure of proposed hybrid fusion Algorithm (DFRWT-DTCWT)
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Step 5: Each input images are decomposed by contourlet transform.
Step 6: Finally, apply the inverse NSCT and inverse DFRWT to get the output image.

h. Proposed Hybrid Multimodal Image Fusion Algorithm (NSCT-DTCWT)

Step 1: Get the source images.
Step 2: Input images resized into 256 x 256.
Step 3: Obtain highpass directional subband coefficients and lowpass subband 

coefficients of Input images at each scale and each direction by NSCT.
Step 4: The NSPFB and NSDFB used to perform the decomposition based on 

complete multiscale and multidirection respectively.
Step 5: Decompose the multimodal medical images using DTCWT into complex 

coefficient sets. For both the coefficient sets, thresholds are calculated for 
each decomposition level.

Step 6: Absolute differences of all wavelet coefficients from their corresponding 
threshold are calculated.

Step 7: Absolute differences of corresponding coefficients of both the source modalites 
are compared and the coefficient having larger value of absolute difference 
from the threshold is selected, to form coefficient set of the fused image.

Step 8: Finally, IDTCWT and INSCT are applying on the combined coefficient set 
to obtain the final output image.

Figure 15. Overall structure of proposed hybrid fusion Algorithm (NSCT-DFRWT)
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i. Proposed Hybrid Multimodal Medical Image Fusion Algorithm (NSST-
DFRWT)

Step 1: Take the two input multimodal medical images.
Step 2: Resize both images into 256 x 256 dimensions.
Step 3: Compute the low and high frequency of Shearlet transform coefficients.
Step 4: Fuse the selected low and high frequency of the subband coefficients.
Step 5: Apply the discrete fractional wavelet transform maximum and minimum 

fusion rule in the lowpass and highpass subbands coefficients
Step 6: Decompose the each input multimodal medical image using shearlet transform.
Step 7: Finally take the Inverse shearlet transform (IST) to reconstruct the multimodal 

medical image.
Step 8: Then, apply the inverse DFRWT to reconstruct the fused image.
Step 9: Perform the image reconstruction and get the final fused multimodal medical 

image

EXPERIMENTAL RESULTS AND DISCUSSIONS

The implementations are based on two stages. Firstly, the conventional fusion 
algorithms are applied to datasets of CT/MRI, MRI/PET and MRI/SPECT images and 
evaluated using all metrics mentioned in the previous section. The implementation is 
executed in MATLAB R2015b on windows 10 laptop with Intel Core I5 Processor, 

Figure 16. Overall structure of proposed hybrid fusion Algorithm (NSCT-DTCWT)
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4.0 GB RAM and 500 GB Hard Disk. Table 1 shows the experimental results of the 
different traditional medical image fusion algorithms on set 1. The proposed hybrid 
fusion algorithms (PCA – NSST, DCHW – DWT, NSC – CVT, NSS – DFRWT, 
NSCT – DFRWT, DTCWT – NSST, NSST – NSCT, DFRWT – DTCWT and NSCT 
– DTCWT) compared with existing conventional algorithms (PCA, DWT, GIF, 
CVT, DTCWT, NSCT and NSST). The proposed hybrid algorithms are evaluated 
based on qualitative and quantitative performance parameter analysis. The visual 
quality of the fused image is estimated based on performance evaluation metrics.

Figure 18. Experimental results for Hybrid Algorithm (NSCT-DFRWT)

Figure 17. Overall structure of proposed hybrid fusion Algorithm (NSST-DFRWT)
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From the previous table, it is clear that:

1)  The NSST fusion algorithm introduces the highest fusion factor, image quality 
index, edge quality measure and correlation coefficients values because of 
the isotropy and directionality property that enhances the representation of 
curves and edges leading to fused images with much details and much more 
clearness. Also, NSCT fusion has fusion factor, image quality index, edge 
quality measure and correlation coefficients values than the other algorithms.

Figure 19. Experimental results for Hybrid Algorithm (NSST-DTCWT)

Figure 20. Experimental results for Hybrid Algorithm (DFRWT-DTCWT)
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2)  On the other hand, the NSST has low fusion symmetry and cross entropy 
because of the isotropy and directionality property that deals with all directions 
collectively leading to loss of clarity.

3)  The CVT and DWT achieve the best edge information transferred from source 
images to the fused one represented by EQM. Also, the NSST has a good EQM 
value.

4)  In the fusion process, a new image of new properties is produced. So, perfect 
similarities between the input images and the fused one are not preferred. The 
NSST and NSCT present lower similarities with input images.

5)  The GIF and DTCWT have the highest fusion factor with input images 
representing more dependency on the input images.

6)  The GIF achieves the highest mSSIM between the input and the fused images. 
The NSST and NSCT have the highest correlation between the input and fused 
images represented in the universal image quality index.

7)  All algorithms introduce good entropy results.
8)  Visual inspection ensures that the overall enhancement in the fused images 

using curvelet algorithm is better than that of the DWT algorithm. Also GIF 
introduces a good enhancement.

In summary:

❖  The NSST has a superior performance followed by the NSCT except for Fus 
sym and cross entropy that reduces purity of view in the case of the NSST 
algorithm.

❖  NSCT fusion has a better performance than the other algorithms except for 
the processing time that is very long.

Table1. Performance Metrics obtained for different traditional medical image fusion 
algorithms

Metrics PCA DWT GIF CVT DTCWT NSCT NSST

Fus Fac 1.5201 1.8513 2.4322 1.3769 3.2723 2.5658 3.3452

Fus Sym 1.8053 1.5602 1.2845 1.4049 1.1988 1.0342 1.1075

IQI 0.4061 0.49281 0.5745 0.5835 0.6154 0.6574 0.6937

EQM 0.4521 0.4919 0.5292 0.5721 0.6065 0.6191 0.6738

mSSIM 0.4391 0.4917 0.7667 0.7487 0.7376 0.7936 0.7639

CEn 2.7102 2.3127 2.3389 2.5698 1.7246 1.5389 1.5821

RCorr 0.4691 0.5042 0.5736 0.5556 0.6158 0.6487 0.6836
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❖  NSCT has a good performance with fusion factor, entropy, and image quality 
index.

❖  PCA and DWT have the worst performance compared to the other algorithms.
❖  Increasing the number of pixels of the input images increases the processing 

time, dataset 1.On the other hand, lower size images decrease the time, data-
set 1.

❖  We could make use of hybrid transforms that combine advantages of all 
algorithms.

Secondly, the hybrid fusion algorithms are applied to datasets of CT, MRI, PET 
and SPECT images and evaluated. Nine combination techniques are implemented 
in this section: (PCA – NSST, DCHW – DWT, NSC – CVT, NSS – DFRWT, 
NSCT – DFRWT, DTCWT – NSST, NSST – NSCT, DFRWT – DTCWT and 
NSCT – DTCWT). These combinations are studied and evaluated to obtain optimum 
fusion technique that achieves as much advantages as possible. Table 2 shows the 
experimental results of the hybrid fusion algorithms on set 1.

From the previous table, it is clear that:

1)  The (DFRWT-NSST) hybrid fusion technique introduces the highest image 
quality index, mSSIm, and Rcorr values. Also the (NSCT- DFRWT) hybrid 
technique has better performance than the other hybrid techniques.

2)  All hybrid techniques provide IQI, EQM, mSSIM, entropy correlation coefficient 
values close to 1.

Figure 21. Performance comparative analysis for Traditional algorithms
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3)  The (DWT - DCHWT) has the lowest structural similarity but (PCA-NSST) 
has the lowest feature similarity.

4)  For fusion factor, entropy, and EQM the (DCHWT - DWT) has the worst 
values representing poor edge information transferred to the fused images. 
This can be shown obviously through the visual inspection. The NSCT with 
NSST, DFRWT-NSCT, and DTCWT-NSST provide better values.

In summary

❖  (DFRWT + NSST) has a superior performance except for fusion factor 
unfortunately; this reduces edge information and causes pixelization.

❖  The (NSCT+DFRWT and NSCT+ NSST) has a better performance than the 
other hybrid techniques with the fusion factor, EQM and IQI values.

Figure 22. Performance comparative analysis for Hybrid algorithms

Table 2. Performance Metrics obtained for different hybrid fusion algorithms

Metrics
PCA 

- 
NSST

DCHWT - 
DWT

NSCT 
- 

CVT

NSST 
- 

DFRWT

NSCT 
-DFRWT

DTCWT – 
NSST

NSST 
- 

NSCT

DFRWT 
-DTCWT

NSCT 
-DTCWT

Fus Fac 4.1213 4.9873 4.9153 5.8515 6.5346 4.0191 4.8991 5.4821 4.8991

Fus Sym 0.1391 0.3076 0.2063 0.1802 0.1627 0.1542 0.1173 0.2824 0.1173

IQI 0.9982 0.8172 1.0150 1.0184 0.8621 0.9012 0.9201 1.1045 0.8901

EQM 0.8982 0.8062 0.8765 0.8848 0.9012 0.9312 0.8793 0.9483 0.8793

mSSIM 0.8264 0.8216 0.8732 0.9395 0.8127 0.8512 0.9997 0.8605 0.8997

CEn 0.9015 0.6891 0.9231 0.9011 0.6590 0.6981 0.7054 0.8879 0.7054

RCorr 0.8917 0.7281 0.9151 0.9422 0.8856 0.8912 0.9256 0.9128 0.8818
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CONCLUSION

This paper examines the performance of both the traditional and hybrid multimodal 
medical image fusion techniques using some evaluation metrics. It has been 
exposed that the best multimodality medical image fusion technique implemented 
was the hybrid algorithm. This hybrid fusion algorithm gives a better performance 
compared to traditional algorithms. Compared with existing techniques the proposed 
experimental result gives the better processing performance in both qualitative and 
quantitative evaluation criteria. It gives much more image details, higher image 
quality, and a better visual inspection. All these advantages make it a good choice 
for several applications such as medical disease analysis for an accurate treatment.
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ABSTRACT

Biomedical image analysis methods are gradually shifting towards computer-aided 
solutions from manual investigations to save time and improve the quality of the 
diagnosis. Deep learning-assisted biomedical image analysis is one of the major 
and active research areas. Several researchers are working in this domain because 
deep learning-assisted computer-aided diagnostic solutions are well known for their 
efficiency. In this chapter, a comprehensive overview of the deep learning-assisted 
biomedical image analysis methods is presented. This chapter can be helpful for the 
researchers to understand the recent developments and drawbacks of the present 
systems. The discussion is made from the perspective of the computer vision, pattern 
recognition, and artificial intelligence. This chapter can help to get future research 
directions to exploit the blessings of deep learning techniques for biomedical image 
analysis.
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INTRODUCTION

Biomedical imaging is one of the most important tools which is being used to 
analyze and diagnose different diseases over a long period of time (Hore et al., 
2016). Physicians examines the images to understand the source, type etc. of a 
disease. Several modalities of the biomedical images are available which are used 
to diagnose different types of diseases. For example, X-Ray, computed tomography 
scan (CT-Scan), magnetic resonance imaging (MRI), positron emission tomography 
(PET), microscopy, ultrasound etc (Alheejawi et al., 2020). In general, biomedical 
images are studied and interpreted by the physicians or radiologists. Due to the huge 
variations of the diseases, it may be sometimes difficult for the humans to analyze 
the images appropriately. Moreover, inherent limitations of the humans prevent 
the experts to explore the hidden patterns from the biomedical images. To reduce 
the human effort and the inherent errors, manual investigations can be replaced to 
some extent with the computer assisted diagnosis. The machine learning methods 
causes a significant advancement in the domain of computer assisted diagnosis 
and helps in the growth of this field. Machine learning methods coupled with the 
image processing techniques make the computer assisted diagnosis more powerful 
and reliable (Greenspan, Van Ginneken, & Summers, 2016).

Artificial intelligence is one of the revolutionary technologies which has a great 
impact in our everyday life. Machine learning and other advanced computational 
techniques (Chakraborty & Bhowmik, 2015; Chakraborty & Bhowmik, 2013, 2015; 
Chakraborty, Seal, & Roy, 2015; Roy, Chakraborty, Mali, Chatterjee, Banerjee, 
Chakraborty, et al., 2017) based image analysis techniques are very useful to automate 
the image analysis process. Machine learning methods are used in different stages 
of image analysis to reduce the human intervention as well as to improve the quality 
of the results. It is possible to discover various hidden patterns and relationships 
among the pixels using machine learning techniques (Madabhushi & Lee, 2016). 
Many times, a human being cannot explore various hidden information from the 
images which are necessary in various applications of computer vision and image 
processing like automated object detection (Chakraborty, Chatterjee, Dey, Ashour, 
& Shi, 2017; Chakraborty, Mali, Chatterjee, Anand, Basu, Banerjee, et al., 2017; 
Chakraborty, Mali, Chatterjee, Banerjee, Mazumdar, Debnath, et al., 2017), image 
security (S. Chakraborty, Seal, Roy, & Mali, 2016; Mali, Chakraborty, & Roy, 
2015; Mali, Chakraborty, Seal, & Roy, 2015; Roy, Chakraborty, Mali, Banerjee, 
et al., 2020; Roy, Chakraborty, et al., 2019; Roy, Chakraborty, Mali, Swarnakar, et 
al., 2020; Roy, Mali, et al., 2019; Seal, Chakraborty, & Mali, 2017) etc.. Machine 
learning has several applications in various disciplines including manufacturing 
process, biomedical image analysis, surveillance, space research, bioinformatics, 
natural language processing and many more. Deep learning is one of the major 
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contributions in artificial intelligence which is frequently used in various disciplines 
(Lee et al., 2017). Application of the deep learning based artificial intelligence 
methods in different domains increases the reliability of the automated systems. The 
efficiency of the deep learning methods makes it suitable to be applied in different 
domains where high accuracy is required and computational time is restricted. 
Biomedical image analysis is one of the important domains where the processing time 
is stipulated and error in the diagnostic outcome can be very costly and dangerous. 
Deep learning assisted artificial intelligence methods are very useful for this. In 
recent years, biomedical image analysis becomes a prominent field where deep 
learning techniques are frequently applied (Chakraborty, Mali, Chatterjee, Banerjee, 
Roy, Dutta, et al., 2017).

Deep learning allows a neural architecture to learn various complex mathematical 
models efficiently. It is helpful in accurate data analysis and prediction. The power 
of deep learning frameworks is well established for different applications. Deep 
learning frameworks can be efficiently applied for both linear and nonlinear datasets 
(Lopez, Giro-I-Nieto, Burdick, & Marques, 2017). Several layers are used in the deep 
learning frameworks which makes the deep learning frameworks powerful enough to 
efficiently model complex nonlinear functions. Deep learning methods learn a model 
from a training dataset and that is why deep learning methods belong to supervised 
category. Deep learning networks are inspired from the Artificial Neural Networks 
with multiple layers of neurons. After appropriate training, deep learning methods 
can be effectively applied on some real life scenarios with some unseen data. Deep 
learning frameworks has a great generalization capabilities which makes it suitable 
for practical deployment. The application domain of the deep learning frameworks 
are ever increasing. The root of the deep learning methods can be found long back. 
With the advancement in the technology, the amount and the quality of the generated 
data is increasing day by day (Komura & Ishikawa, 2018). To process such a huge 
amount of data using standard conventional methods is very difficult. Deep learning 
methods are very useful in learning a model with huge amount of data precisely, 
which can be efficiently applied on some new unseen data. It is possible due to the 
inherent capability of the deep learning methods of modelling complex mathematical 
functions using deep or several layers of computational blocks. For appropriate 
training, it is necessary to have sufficient amount of training data in hand. Small 
amount of data restricts deep learning methods from appropriate learning and the 
model may lacks the generalization power which makes it unsuitable for real life 
applications (Razzak, Naz, & Zaib, 2018).

Biomedical image analysis domain is exploiting the benefits of machine learning 
methods since long time (Chakraborty, Mali, Banerjee, et al., 2018; Chakraborty, Mali, 
Chatterjee, et al., 2018). With the progress in the biomedical imaging technology, 
it is possible to acquire high quality images of various body parts. To analyze and 
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extract useful information from the multidimensional and high quality biomedical 
images, it is necessary to have a good number of layers in the neural architecture. 
Computer vision and image analysis applications required to process large amount 
of images for different applications like classification, object detection, recognition 
etc. Deep learning brings a revolution in the field of computer vision and object 
detection (Chakraborty, Chatterjee, Chatterjee, et al., 2018). Computer assisted 
diagnosis and image analysis methods are highly dependent on the deep learning 
methods for analysis and interpretation. There are several research works are reported 
in the literature where deep learning frameworks are used for computer assisted 
diagnosis (Chakraborty et al., 2019). In this article, a comprehensive overview 
of the computer assisted biomedical image analysis methods are presented from 
the perspective of the deep learning. The main focus of this paper is the recent 
developments in the field of biomedical image analysis from the perspective of the 
deep learning frameworks. This article studies deep learning assisted biomedical 
image analysis problem and tries to find out the recent developments and existing 
challenges in the field.

Apart from the deep learning based biomedical image analysis methods, a brief 
overview and technical concept about the deep learning frameworks is provided 
so that, readers of this article can easily understand the underlying concepts of 
the deep learning methods and deep learning assisted biomedical image analysis 
methods (Roy, Chakraborty, Mali, Chatterjee, Banerjee, Mitra, et al., 2017). Dataset 
plays a vital role in the biomedical image analysis. Hence, a brief discussion about 
some of the biomedical image datasets is included. It will help in understanding a 
dataset and reproducing certain works. As discussed earlier, deep learning based 
methods give desired performance if the dataset is rich enough. Therefore, it is 
necessary to carefully choose the dataset before any experiment related with deep 
learning supported biomedical image analysis. Deep learning based image analysis 
methods are no exception and must be careful in selecting a dataset and determining 
a suitable division for the training and testing purposes. In-depth understanding of 
the deep learning environment and it’s influencing parameters, can help in maximum 
exploitation of the advantages of the deep learning methods in biomedical image 
analysis domain.

Machine learning algorithms depends of the features that can be extracted from 
an image. It is necessary to extract significant features from an image to obtain 
reliable results from the underlying framework (Chakraborty, Roy, & Hore, 2016; 
Chakraborty, Chatterjee, Das, & Mali, 2020; Hore, Chatterjee, Chakraborty, & Shaw, 
2016)s. Most of the machine learning based biomedical image analysis frameworks 
depends on the pivotal features (which are extracted initially) to start with. Typically, 
meaningful and significant features are defined and designed by the human experts. 
The advantage of this is that it reduces the dependency on the artificial intelligence 
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which is often found to be a better choice in certain circumstances because artificial 
intelligence and computer vision cannot surpass the efficiency and interpretation 
power of the human intelligence and human vision for various instances truly, 
till date. But the problem which is associated with this approach is that persons 
without having the domain knowledge may found the machine learning models 
difficult because of their lack in the domain knowledge and the features and their 
mathematical modeling can seems to be black box for them (Chen, Shi, Zhang, Wu, 
& Guizani, 2017). Deep learning methods can overcome these problems by taking 
the responsibility of the feature representation inside it (Chakraborty, Chatterjee, 
Ashour, Mali, & Dey, 2017; Chakraborty & Mali, 2018). It can efficiently perform 
the feature extraction and representation so that the overhead of feature analysis 
can be transferred to the deep learning framework. It makes the thing easy for a 
layman who does not have the domain knowledge. There is no need to understand 
the biomedical features which are designed by the domain experts. Deep learning 
methods can take care of it.

FOUNDATION AND BACKGROUND

In this section, some of the basic concepts about the machine learning methods 
are discussed and then the deep learning architecture is briefly discussed. Machine 
learning methods are the basis of deep learning frameworks and therefore it is 
necessary to understand the basic machine learning concepts for better understanding 
of the deep learning methods.

In case of supervised learning, the training data is available to train the classifier. 
The main goal is to make the model knowledgeable by showing some samples along 
with their corresponding classes. Amount of error is to be reduced during training 
session (Chakraborty, Chatterjee, Dey, Ashour, Ashour, et al., 2017; Hore et al., 
2015). But it doesn’t mean that more you train more you gain. Actually, deep learning 
methods require a large amount of training samples. The training algorithms must 
be carefully designed so that the problem of overfiting can be avoided. In case of 
unsupervised learning methods, no test data is provided for training. Instead of that, 
the algorithm tries to find out some patterns from the dataset and tries to identify 
different regions or clusters. Clustering is performed based on some characteristics 
like RGB values of a pixel in an image. Deep learning based frameworks are suitable 
for both supervised and unsupervised learning. Although supervised and semi-
supervised learning methods are frequently used, there are some other learning 
methods like semi-supervised learning, reinforcement learning etc. are used in 
various occasions. In semi-supervised learning method, a small amount of labelled 
data is used along with a large number of unlabeled data (Basu, Basu, Banerjee, & 
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Mooney, 2002). Semi-supervised learning resides somewhere between the supervised 
and the unsupervised learning. Reinforcement learning tries to maximize the profit 
in a particular situation by taking certain actions. These topics are is not directly 
included in the current topic of discussion. Here, the sole focus is on the deep learning 
methods and their applications in the biomedical image analysis.

As discussed earlier, deep learning based methods works if the number of data set 
is significantly large. Moreover, the success of the deep learning methods depends 
on the underlying hardware architectures and resources. Deep learning methods 
can perform well, if sufficient computational resources like powerful processor 
(i.e. powerful CPU or sometimes a Graphics processing unit) and memory. Deep 
learning is basically an improvement over the conventional neural network. The basic 
structural difference can be observed from figure 1 (Nielsen, 2015). Deep learning 
frameworks can explore the hierarchical relationship among the features using the 
several hidden layers (Xie, Xing, Kong, Su, & Yang, 2015).

Convolutional neural networks are one of the most important deep learning 
approach for image analysis. Confuse neural networks are also consists of multiple 
layers which is similar like several artificial neural networks. The main difference 
between the convolutional neural network and an artificial neural network you that in 
case of convolutional neural network the layers are different than an artificial neural 
network (O’Shea & Nash, 2015). A convolutional neural network is basically consists 
of convolutional layer, pooling layers and fully connected layers. The prime task of 
the convolutional layer is to learn the weights of convolutional kernels which can 
be used to perform convolution on a certain image. Before the era of convolutional 
neural networks, these kernels have to be designed manually before applying the 
learning algorithm. But in case of convolutional neural network these weights can 
be learnt automatically by the learning algorithm itself. The kernels are convolved 
over an image (Santos, Xiang, & Zhou, 2015). In this operation the corresponding 
values of both the matrices are simply multiplied and the corresponding killer 
value is stored inside the matrix called feature map. This method works well for the 
two-dimensional images but in case of three dimensional image the same process 
is repeated for the separate channels and the resultant values are simply added to 
generate a two dimensional feature map. An example of this convolution method is 
given in Figure 2 where a two dimensional image is considered.

In convolutional neural network, the constituting elements of a kernel are used 
as the weights of a particular network. Now the number of rows and columns in a 
feature map can be significantly large. Now it is necessary to reduce the number 
of rows and columns in the feature map to reduce the overhead. The pooling of the 
takes the responsibility of reducing the number of columns and rows of the feature 
map. The reduction process can be performed by taking a small part from the feature 
map and map it to a single value which can be computed by taking the average, the 
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maximum, or by any other methods. The name of the layer is decided on the basis 
of the procedure by which the feature map is reduced. For example if the feature 
map is reduced by taking the average then the layer can be called as average pooling 
layer. One important point can be noted about the pooling layer is that there is no 
parameter required to be learned in this layer.

Figure 1. Difference between Artificial Neural Network and Deep Learning networks 
(a) Schematic diagram of an Artificial Neural Network (b) Schematic diagram of a 
Deep Learning Network
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In some of the convolutional neural network implementations, the pooling layer 
is considered with the convolution layer i.e. The pooling layer is not considered 
as A separate layer. The last layer which is the fully connected layer is somewhat 
similar with the general from of the layers in a normal artificial neural network 
architectures. Activation maps of the fully connected layer is frequently used to 
efficiently represent the input images (Vu, Adel, Gupta, & Schütze, 2016).

Apart from the three layers a new layer is frequently observed in different 
implementations of the convolutional neural networks. This layer is known as batch 
normalization. The main purpose of this layer is to adjust the variance and mean 
of the activation parameters so that the efficiency and effectiveness of the model 
can increase.

Apart from the convolutional neural networks, there are some other types of 
neural networks used frequently. For example, recurrent neural networks, long 
short-term memory network which is nothing but a modification of the recurrent 
neural network etc. Some neural networks like autoencoders, generative adversarial 
networks can also be used for unsupervised learning.

Figure 2. Illustration of the convolution operation: At the top a 5 x 5 image is 
considered which is convolved with a 3 x 3 kernel (at the middle) and the resulting 
feature map (for a single pixel only) is given at the bottom.
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Convolutional neural networks can be used in case of Biomedical image analysis in 
different ways, for example, it can be used as a feature Extractor where the activations 
are considered as the features. If the number of available data is not sufficient enough 
to train a convolutional neural network then updating network can be considered. In 
this case the network is already trained with some data and it is fine-tuned by using 
some part of the sample data which are available. This method allows to employ 
convolutional neural network in such cases where the data limitation is a problem. 
In most of the cases, the network architecture of the convolutional neural network 
is decided based on the available data in hand. But it is only possible if the number 
of the amount of data which is available in hand is sufficiently large. Sometimes, 
if the training data is not sufficient then the convolutional neural network can also 
be used to extract the feature only. But in this case the main problem is or we can 
say the main concern is the representation of power of the convolutional neural 
network. In general, the representational power is better for those convolutional 
neural networks which are trained using a large amount of data. In computer 
vision and pattern recognition, There are several deep learning frameworks (like 
Tensorflow (“TensorFlow,” n.d.), PyTorch (“PyTorch,” n.d.), Keras (“Home - Keras 
Documentation,” n.d.), Caffe (“Caffe | Deep Learning Framework,” n.d.; Jia et al., 
2014), Torch (“Torch | Scientific computing for LuaJIT.,” n.d.) and many more) 
are available which can be directly employed on the defect these deep learning 
frameworks are highly, efficient and effective to perform different experiments.

APPLICATION OF DEEP LEARNING IN 
BIOMEDICAL IMAGE ANALYSIS

In this part, some of the recent advancements in the field of biomedical image 
analysis is discussed. Different approaches to solve different problems can be found 
in the literature which are based on the deep learning.

In medical image analysis, one of the important components is the localization 
of the region of interest. It is necessary in many occasions to determine the region 
of interest from a biomedical image for efficient and fast analysis of the disease. 
Detection of the appropriate region is also important in preliminary screening of 
a disease. Image segmentation (Chakraborty, Mali, Chatterjee, Banerjee, Roy, 
Deb, et al., 2017) is an another important task from the biomedical image analysis 
point of view. Image segmentation is frequently required to process, analyze and 
extract significant information from different modalities of the biomedical images. 
Segmentation helps us in separating a biomedical image into different meaningful 
regions which is helpful in analyzing and mine important information from various 
parts of a biomedical image using various data mining algorithms (Datta et al., 2017; 
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Sarddar, Chakraborty, & Roy, 2015). An another important and useful operation 
in biomedical image analysis is image registration. In this task, a source image is 
aligned with the target image. Deep learning based methods has white application in 
medical Image registration. Classification is an another fundamental task to detect 
different diseases automatically. Artificial neural network and deep learning based 
methods for automatic classification are studied from a long time. The invention 
of the convolutional neural network has revolutionized the classification task. Now 
convolutional neural networks has the ability to detect the features and use those 
features for the classification purposes. Also deep learning methods can work on the 
extracted features and can efficiently learn a model which is based on those features 
and the model can be used to classify different biomedical images automatically. In 
this section, some recent developments in the field of Biomedical image analysis are 
discussed in brief. Table 1 gives a brief overview about some of the deep learning 
based biomedical images analysis methods.

An application of the deep convolutional network can be observed in automated 
cell detection and proposed in (F. Liu & Yang, 2017). Cell detection is an important 
task and often required in various applications of the automated biomedical image 
analysis. To test the proposed algorithm, authors used two datasets One is a set of 
24 images neuroendocrine tissue microarray and Second one is a set of 16 images 
of lung cancer. The proposed method outperformed various other individual cell 
detection methods. Deep learning based age related macular degeneration detection 
method is illustrated in (Burlina, Freund, Joshi, Wolfson, & Bressler, 2016). The 
method is tested on the AREDS (Age-Related Eye Disease Study) (“National Eye 
Institute (NEI) Age-Related Eye Disease Study (AREDS),” n.d.) dataset. In an another 
approach (Xu et al., 2018), deep learning is used to detect bone lesions for multiple 
myeloma. In this work, a three dimensional investigating method is proposed that 
analyze the features of the positron emission tomographic image and computerized 
tomographic image. Two different convolutional neural networks are used to process 
the images. The proposed method is tested on simulated 68 Ga-Pentixafor (“Definition 
of gallium Ga 68-pentixafor - NCI Drug Dictionary - National Cancer Institute,” 
n.d.) PET and CT scan images. The experimental results shows that the proposed 
method out performs some of the standard machine learning methods. In (Sugimori 
& Kawakami, 2019), authors proposed a method to detect some anatomical structure 
from the brain MRI images so that an automated algorithm can draw a standard line. 
The proposed work the experimented on 1200 MRI images which are collected from 
the Hokkaido University Hospital. The images in the dataset is acquired from 585 
male patients and 615 female patients. Experiments prove that the proposed method 
can perform the desired task with a high rate of accuracy. Detection of different 
parts from an microscopic images is very important from the diagnostic point of 
view. This problem is addressed in (Wollmann et al., 2019). Here, a deep learning 
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based method is proposed to detect small particles from fluorescence microscopic 
images. A domain

adapted Deconvolution Network is used to perform the task. The proposed method 
is useful to detect particles with different shape and sizes. Moreover, the proposed 
method is also beneficial in detecting small particles with varied signal-to-noise 
ratio. The experiments established that performance of the proposed system is quite 
high. The experiments are performed on the data set provided by the ISBI particle 
tracking challenge (Chenouard et al., 2014). Deep convolutional neural network 
based lung nodule segmentation method is proposed in (Amorim, de Moraes, da 
Silva, & Pedrini, 2019). This method is applied on LIDC-IDRI dataset (Hancock 
& Magnan, 2016) and found to very effective in reducing false alarm count. The 
segmentation results are high enough compared to the segmentation results performed 
by the domain experts. An application of the deep convolutional neural networks 
in image segmentation can be found in (Y. Liu et al., 2019). In this work, authors 
used two deep convolutional neural networks to segment shoulder joints from MRI 
images. The proposed algorithm outperforms various advanced image segmentation 
algorithms. The experiment is performed on the MRI images of the 50 groups of the 
patients. The images are collected from Harvard Medical School / Massachusetts 
General Hospital. Deep convolutional neural network based image registration 
can be observed in (Blendowski & Heinrich, 2019). In this work a two-step hybrid 
approach is used to accomplish the task to estimate the motion of the large lungs. 
DIRLab benchmark dataset (Castillo et al., 2013) is used for the experiments. Deep 
learning based a liver cancer classification method is proposed in (Sun et al., 2019). 
The classification of the liver cancer is performed using the histopathology images. 
The proposed method can be useful in such situations where a huge number of 
annotated histopathological images are not available. The experiments are performed 
on the 462 histopathological slides which are collected from the Cancer Genome 
Atlas (“The Cancer Genome Atlas Program - National Cancer Institute,” n.d.). A 
novel fused convolutional neural network based biomedical image classification 
framework is proposed in (Pang, Du, Orgun, & Yu, 2019). The experiments are 
performed on the ImageCLEFmed dataset (“ImageCLEFmedical | ImageCLEF / 
LifeCLEF - Multimedia Retrieval in CLEF,” n.d.). Experiments show a promising 
result compared with some other standard classification algorithms.

There are various applications of the deep learning frameworks on biomedical 
image analysis can be found in the literature. There are lots of developments can 
be observed in the domain of deep learning assisted biomedical image analysis and 
many scientists are still working in this domain. Some recent reviews on different 
domains of the deep learning assisted biomedical image analysis can be found in 
(Anwar et al., 2018; Carneiro, Zheng, Xing, & Yang, 2017; Hu et al., 2018; Litjens 
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Table 1. A brief overview about some of the deep learning based biomedical images 
analysis methods

Reference Problem and the approach Dataset

(F. Liu & Yang, 2017) Automated cell detection using 
deep convolutional network.

Two datasets are used: One is a 
set of 24 images neuroendocrine 
tissue microarray and Second 
one is a set of 16 images of lung 
cancer.

(Burlina et al., 2016) Deep learning based age related 
macular degeneration detection

AREDS (Age-Related Eye 
Disease Study) (“National Eye 
Institute (NEI) Age-Related Eye 
Disease Study (AREDS),” n.d.) 
dataset.

(Xu et al., 2018) Deep learning based bone lesions 
detection for multiple myeloma

Simulated 68 Ga-Pentixafor 
(“Definition of gallium Ga 
68-pentixafor - NCI Drug 
Dictionary - National Cancer 
Institute,” n.d.) PET and CT scan 
images

(Sugimori & Kawakami, 2019)

A method to detect some 
anatomical structure from the 
brain MRI images so that an 
automated algorithm can draw a 
standard line

1200 MRI images which are 
collected from the Hokkaido 
University Hospital

(Wollmann et al., 2019)
A deep learning based method 
to detect small particles from 
fluorescence microscopic images

ISBI particle tracking challenge 
(Chenouard et al., 2014).

(Amorim et al., 2019)
Deep convolutional neural 
network based lung nodule 
segmentation.

LIDC-IDRI dataset (Hancock & 
Magnan, 2016)

(Y. Liu et al., 2019)
Two deep convolutional neural 
networks are used to segment 
shoulder joints from MRI images

MRI images of the 50 groups 
of the patients collected from 
Harvard Medical School / 
Massachusetts General Hospital

(Blendowski & Heinrich, 2019)

A two-step hybrid approach is 
used to accomplish the task to 
estimate the motion of the large 
lungs

DIRLab benchmark dataset 
(Castillo et al., 2013).

(Sun et al., 2019) Histopathological image based 
liver cancer classification.

462 histopathological slides which 
are collected from the Cancer 
Genome Atlas (“The Cancer 
Genome Atlas Program - National 
Cancer Institute,” n.d.).

(Pang et al., 2019)
Biomedical image classification 
using fused convolutional neural 
network.

(“ImageCLEFmedical | 
ImageCLEF / LifeCLEF - 
Multimedia Retrieval in CLEF,” 
n.d.)
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et al., 2017; Y. Liu et al., 2019; Moen et al., 2019; Xing, Xie, Su, Liu, & Yang, 
2018; Zhang, Zhong, Deng, Tang, & Li, 2019).

CONCLUSION

Biomedical Image Analysis is one of the inevitable part in the modern healthcare 
industry. Computer assisted analysis is highly beneficial in diagnosing several 
diseases from biomedical images without any intervention of the experts. Recent 
development in computer vision and machine learning and makes the analysis of the 
biomedical images easier and precise so that it can be helpful in healthcare industry. 
Several hidden patterns, relations among various segments etc. can be discovered 
by the computer assisted automated methods which can be used for classification, 
prediction and other jobs. Deep learning based methods are proven to be highly 
beneficial in analyzing and diagnosing various diseases from biomedical images. 
It is necessary to predict the state of the disease in advance. Deep learning based 
models are also proven to be highly useful in various other healthcare applications. 
In this work, a brief overview of the deep learning methods and their application 
in biomedical image analysis is presented. Several aspects and issues related with 
computerized biomedical image analysis with the help of deep learning is discussed. 
Various challenges and future directions of the deep learning based biomedical 
image analysis is illuminated. This article can be used to gather some knowledge 
about the recent trends and developments in the deep learning based biomedical 
image analysis techniques for the future development of the deep learning assisted 
biomedical image analysis.
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KEY TERMS AND DEFINITIONS

Artificial Intelligence: It is the method of mimicking the human intelligence 
by the machines.

Artificial Neural Networks: It mimics animal neural networks and useful in taking 
some action by observing some example instead of being explicitly programmed.
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Big Data: Extremely large set of data which is used to extract some meaningful 
information.

Biomedical Image Analysis: Study of the biomedical images of various modalities 
using digital image processing techniques to detect and diagnose different diseases 
and help the medical investigation.

Computer-Aided Diagnostics: It is the system that assists a doctor in diagnosis 
by analyzing the medical data.

Deep Learning: A category of machine learning methods which is inspired by 
the artificial neural networks,

Feature Extraction: Extracting or deriving some useful information from the 
initially obtained data.

Machine Learning: It is an application of the artificial intelligence in which 
machines can automatically learn and solve problems using the learned experience.
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ABSTRACT

In this chapter, the author present a segmentation-free-based word spotting method 
for handwritten documents using Scale Space co-occurrence histograms of oriented 
gradients (Co-HOG) feature descriptor. The chapter begin with introduction to word 
spotting, its challenges, and applications. It is followed by review of the existing 
techniques for word spotting in handwritten documents. The literature survey reveals 
that segmentation-based word spotting methods usually need a layout analysis step 
for word segmentation, and any segmentation errors can affect the subsequent word 
representations and matching steps. Hence, in order to overcome the drawbacks of 
segmentation-based methods, the author proposed segmentation-free word spotting 
using Scale Space Co-HOG feature descriptor. The proposed method is evaluated 
using mean Average Precision (mAP) through experimentation conducted on popular 
datasets such as GW and IAM. The performance of the proposed method is compared 
with existing state-of-the-segmentation and segmentation-free methods, and there 
is a considerable increase in accuracy.

Segmentation-Free Word 
Spotting in Handwritten 

Documents Using Scale Space 
Co-HoG Feature Descriptors
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INTRODUCTION

There is a huge amount of information in libraries and institutions all over the 
world in the form of books, documents and in other conventional methods. We 
need to be digitized in order to preserve and for efficient searching and browsing of 
information for different applications. In order to create digital libraries, thousands 
of digitized documents have to be transcribed (George, N, et al., 2006). Optical 
Character Recognition (OCR) is first used to transcribe documents where image-
based documents are converted into ASCII format through automatic recognition. The 
automatic recognition by OCR system achieves best performance for modern high-
quality printed documents with simple layouts and known fonts. The performance of 
OCR is very poor for handwritten text due to various challenges posed by handwritten 
text such as unconstrained writing styles, open vocabulary and paper degradation 
such as stains, ancient fonts, and faded ink.

To overcome the aforementioned limitations of OCR, the Document Image 
Analysis (DIA) community has developed a technique called as word spotting. 
Word spotting is a technique for recognition and retrieval of words in any form of 
document images. Word spotting can be defined as process aimed at locating and 
retrieving a particular word from a document image collection. The main objective 
of word spotting systems is to propose methods that show high accuracy, high speed 
and work on any language with minimum preprocessing steps. A word spotting 
method requires a collection of documents/document corpus and an input element 
is a query word. The output of word spotting method is spotting and retrieval of 
documents or sub images that are similar to the query word. Figure 1 illustrates a 
general architecture of word spotting method where the whole procedure is divided 
in an offline and an online phase. In the offline stage, a set of features are extracted 
from either word images, or text lines or whole document pages which are then 
represented by feature vectors. In the online phase, a user formulates a query either 
by selecting an actual example from the collection or by typing an ASCII text 
word. Then matching process is applied to these representations in order to obtain 
a similarity score which yields a ranking list of results according to their similarity 
with the query.

CHALLENGES POSED BY WORD SPOTTING PROBLEM

The word spotting in handwritten documents is not completely solved due to 
various challenges posed by handwritten documents and the challenges involved 
in handwritten documents are:
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• Either historical or modern Handwritten documents suffer from variability 
in writing style, not only for different authors but also for documents of the 
same writer.

• The handwritten words may be skewed, characters may be slanted, non-
text content such as symbols may be present and letters may be broken or 
connected in a cursive manner

• Degradations such as missing data, non-stationary noise due to illumination 
changes, low contrast, and warping effects, which directly affect the 
segmentation and feature extraction stages of a word spotting method.

APPLICATIONS OF WORD SPOTTING

There are a variety of applications of word spotting in handwritten documents such as:

• Searching and browsing historical handwritten documents collections written 
by a single or several authors. Retrieval of documents with a given word in 
company/organization files. Retrieval of keywords in hospital care reports.

• Helps human transcribers in identifying words in degraded documents
• Sorting of mails based on significant words like urgent, cancellation and 

complain
• Identification of figures and their corresponding captions. Word spotting in 

geographical maps.

Figure 1. General architecture of word spotting (Courtesy: Giotis et al., 2017)
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QUERY FORMAT

For any word spotting methods, the query can be given in two ways. Such as:

• Query-By-Example (QBE) or Query-By-Image (QBI)
• Query-By-String (QBS)

Query-By-Example (QBE) or Query-By-Image (QBI): The input is an image of 
the word to search and the output is a set of the word images in the database similar 
to the query word. In this research work, we focused on the QBE paradigm, which 
consists of retrieving word image instances which are similar to a given query 
word image. In this context, words are represented as sequences of feature vectors. 
Therefore, the quality of the matching directly depends on the measure of similarity 
between such sequences.

Query-By-String (QBS): The input is text string. Character models are learned 
in advance and at runtime, the character models are combined to form words and 
probability of each word is evaluated. This approach is more complicated than 
query-by-example because word models are needed to be created even though no 
samples of that word exist in the training set and also faced similar drawbacks of 
OCR systems.

LITERATURE SURVEY ON HANDWRITTEN WORD SPOTTING

The literature survey reveals that a lot of techniques have been developed to spot 
and retrieve words in handwritten documents collections/documents corpus. In this 
section, we briefly discuss the word spotting methods proposed by various researchers 
for handwritten documents. There are two main approaches for handwritten word 
spotting such as template-based and learning-based approaches. In the template-based 
methods, query word image is compared with set of word images in the dataset and 
images with the highest similarity is retrieved. These methods do not need a training 
step and are not appropriate where labeled data are not available. The drawback is that 
for each query, only a restricted number of word images are retrievable. Learning-
based approaches train a statistical model by applying statistical learning methods 
and then word images are retrieved and spotted based on the built scoring model.

Generally, word spotting methods have followed a well-defined process. Initially, 
document images are segmented into words based on layout analysis of documents. 
Then, the segmented word images are represented as sequences of features such 
as geometric features (Marti et al., 2001), profile based features (Rath et al., 2003; 

 EBSCOhost - printed on 2/9/2023 4:33 AM via . All use subject to https://www.ebsco.com/terms-of-use



223

Segmentation-Free Word Spotting in Handwritten Documents 

Larvenko et al., 2004), local gradient features (Rodriguez et al., 2008) and other 
forms. Finally, similarity measures are used to compare the feature of query word 
image and set of word images presented in the dataset, using popular similarity 
measures such as Euclidean distance, Hausdorff distance, Dynamic Time Warping 
(DTW) and Hidden Markov Models (HMM). Finally, retrieved word images are 
ranked according to this similarity.

Word spotting was initially proposed by Jones et al. (1995) for spotting and 
retrieving speech file in the field of speech processing. This procedure was later 
adopted by several researchers in the field of printed and handwritten documents for 
the purpose of spotting and retrieving words. Manmatha et al. (1999) have introduced 
the concept of word spotting in printed and handwritten as an alternative to OCR 
based results. Rath et al. (2003) proposed spotting method for handwritten words 
in noisy historical documents where segmentation is done in order to segment word 
images and word images are preprocessed followed by extraction of 1-dimensional 
features, which are used to train the probabilistic classifier, finally, similarity measure 
is used to estimate similarity between word images. Rothfeder et al. (2003) have 
proposed to find correspondences between points of interest in two word images 
and utilizes these correspondences to measure the similarities between the images.

Zhang et al. (2004) have proposed word spotting technique based on gradient 
based binary features can offer higher accuracy and much faster speed than DTW 
matching of profile features. Srihari et al. (2005) indexed documents using global 
word image features such as stroke width and slant. Word gaps are used to measure 
the similarities between the spotted words and a set of prototypes from known 
writers. Srihari et al. (2006) developed a word spotting system that retrieves the 
candidate words from the documents and ranks them based on global word shape 
features. Rath et al. (2007) proposed an approach which involves grouping word 
images into clusters of similar words by using both K-means and agglomerative 
clustering techniques. They construct an index automatically that links words to 
the locations of occurrence which helps to spot the words easily. Rodriguez et al. 
(2008) proposed a method that relaxes the segmentation problem by requiring only 
segmentation at the text line level.

Louloudis et al. (2009) proposed a segmentation of the page to detect significant 
text regions. The represented queries are in the form of a descriptor based on the 
density of the image patches. Then, a sliding window search is performed over the 
significant regions of the documents using refined template-based matching. A 
probabilistic representation for learning based word spotting in a multi-writer text 
is proposed by Rodriguez et al. (2009). The query and the dataset word images are 
represented as sequences of feature vectors extracted using a sliding window in the 
writing direction and they are modeled using statistical models.
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Unsupervised writer adaptation for unlabeled data has been successfully used for 
word spotting method proposed by Rodrguez-Serrano et al. (2010) based on statistical 
adaption of the initial universal codebook to each document. Rodriguez-Serrano et al. 
(2010) proposed an unsupervised handwritten word spotting using semi-continuous 
hidden Markov model to separate the word model parameters into a codebook of 
shapes and a set of word-specific parameters. An HMM-based method which learns 
character models for word spotting in handwritten documents is proposed by Fischer 
et al. (2010). Initially, text lines of the document are represented by a sequence of 
nine geometrical features which is obtained by a sliding window of one-pixel width 
from left to right over the image. The character models are trained in offline using 
labeled text line images. Then, a text line model is created as a sequence of letter 
models according to the transcription.

Kesidis et al. (2011) extracted pixel density of zones and projection profile features 
and computes the Euclidean distance between word images, and refines the search 
procedure by user feedback. A template free word spotting method for handwritten 
documents was described by Frinken et al. (2011) which is derived from the neural 
network based system. The word spotting is done using a modification of the 
Connectionist Temporal Classification (CTC) token passing algorithm in conjunction 
with a recurrent neural network. Rusinol et al. (2011) have proposed a word spotting 
method for handwritten documents using SIFT descriptor. The drawback of this 
technique is that directly matching local key points is computationally expensive 
when dealing with large datasets.

Rodriguez-Serrano et al. (2012) proposed a model-based similarity between vector 
sequences of handwritten word images with semi-continuous Gaussian mixture 
HMMs. The work of Shekhar et al. (2013) avoids segmentation by representing 
regions with a fixed length SIFT descriptor. Khurshid et al. (2012) have proposed 
a word spotting method for scanned documents using a sequence of sub-patterns. 
The connected components algorithm is used to transform a word pattern into a 
sequence of sub-patterns. Each sub-pattern is represented by a sequence of feature 
vectors. Then, modified Edit distance is used to perform a segmentation-driven 
string matching and to compute the Segmentation Driven Edit (SDE) distance 
between the words.

The segmentation-free method for word spotting in handwritten documents 
proposed by Zhang et al. (2013) based on heat kernel signatures (HKS) descriptors 
are extracted from a local patch centered at each keypoint. Kessentini et al. (2013) 
proposed a novel system for segmentation free and lexicon free word spotting and 
regular expression detection in handwritten documents using filler model which 
allows accelerating the decoding process. Huang et al. (2013) proposed contextual 
word model for keyword spotting in off-line Chinese handwritten documents by 
combining a character classifier and the geometric context as well as linguistic context. 
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They conducted experiments on handwriting database CASIA-HWDB demonstrate 
the effectiveness of the proposed method and justify the benefits of geometric and 
linguistic contexts. A template-free word spotting method for handwritten documents 
was proposed by Almazan et al. (2013) for multi-writer handwritten documents, 
which uses attributes-based approach for the pyramidal histogram of characters. This 
embeds the handwritten words in a more discriminative space, where the similarity 
between words is independent of the writing style. have proposed to combine SIFT 
descriptor with Hidden Markov Models (HMM) in a patch-based segmentation free 
word spotting. Zhang et al. (2013) have proposed segmentation free word spotting 
based on Heat Kernel Signature (HKS) descriptor. HKS descriptors are extracted 
from a local patch centered at each key point detected by the SIFT key point detector 
on the document pages and the query image.

Wshah et al. (2014) proposed a statistical script independent line based word 
spotting method for offline handwritten documents based on hidden Markov 
models by comparing filler models and background models for the representation of 
background and non-keyword text. An unsupervised Exemplar SVM framework for 
segmentation free word spotting method proposed by Almazan et al. (2014) using 
a grid of HOG descriptors for documents representation. Then, a sliding window 
is used to locate the document regions that are most similar to the query. Coherent 
learning segmentation based Arabic handwritten word spotting system proposed 
by Khayyat et al. (2014) which can adapt to the nature of Arabic handwriting and 
the system recognizes Pieces of Arabic Words (PAWs).

The keypoint matching based methods have drawback i.e. an alignment between 
the keypoint sets has to be computed. In order to avoid exhaustively matching all 
keypoint pairs, the bag-of-features technique was adopted as the Bag-of-Visual-
Words (BoVW). Thontadari et al. (2017) have proposed a segmentation-based word 
spotting method for handwritten documents using Bag of Visual Words (BoVW) 
framework based on curvature features. The curvature feature is scalar value 
describes the geometrical shape of the strokes and requires less memory space to 
store. In (Rusinol, M., 2011) a bag-of-features word spotting method is presented. 
It is based on gradient-based SIFT (Scale Invariant Feature Transform) descriptors. 
In order to create a visual vocabulary, descriptors are calculated on a dense grid 
over the training corpus and clustered with the k-means algorithm. Each document 
is divided into overlapping patches and for each patch a bag-of-features statistic is 
created. Descriptors are quantized with respect to the visual vocabulary. Patches 
similar to a query image can now be retrieved by evaluating a distance measure 
between the feature representations. One main drawback of BoVW models is that 
they do not take into account the spatial distribution of the features. In order to 
add spatial information to the order less BoVW model, Lazebnik et al. proposed 
the Spatial Pyramid Matching (SPM) method which takes into account the visual 
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word distribution over the fixed-size patch by creating a pyramid of spatial bins. In 
Rusinol et al. (2015), and Sudholt et al. (2015) densely extracted SIFT descriptors 
are used in a Bag-of-Features approach. The quantized descriptors are aggregated 
into a Spatial Pyramid to form a holistic word image descriptor which can then be 
used in a simple nearest neighbor approach for word spotting.

An efficient segmentation free word spotting method for the historical document 
is proposed by Rusinol et al. (2015). They used a patch-based framework of the 
bag-of-visual-words model powered by SIFT descriptors. By projecting the patch 
descriptors to a topic space with the latent semantic analysis technique and compressing 
the descriptors with the product quantization method efficiently index the document 
information both in terms of memory and time. Based on inkball character models, 
Howe (2015) proposed a word spotting method using synthetic models composed 
of individual characters. Ghosh et al. (2015) proposed a segmentation-free query by 
string word spotting method based on a Pyramidal Histogram of Characters (PHOC) 
are learned using linear SVMs along with the PHOC labels of the corresponding 
strings.

Line-level keyword spotting method proposed by Toselli et al. (2016) on the basis 
of frame-level word posterior probabilities of a full-fledged handwritten text recognizer 
based on hidden Markov models and N-gram language models. A template-based 
learning-free word spotting method proposed by Dey et al. (2016) by combining 
the Local Binary Pattern (LBP) histograms and spatial sampling. One of the main 
advantages is its independence from the actual representation formalism as well as the 
underlying language of the document. However, template-based word spotting does 
not generalize well to different writing styles. Sfikas et al. (2017) have proposed semi 
supervised segmentation-based keyword spotting based on probabilistic interpretation 
of Canonical Correlation Analysis (CCA), using Expectation Maximization (EM). 
Segmentation-free word spotting method for multi-write handwritten documents 
based on Radial Line Fourier (RLF) descriptor is proposed by Hast et al. (2017). 
RLF is a short-length feature vector of 32 dimensions, that adheres to the property 
that the handwritten words across different documents are indeed similar.

Convolutional neural networks (CNN) have been increasingly used for word 
spotting recently due to success in other fields of computer vision. CNN comes 
under category of learning-based methods, recently, researchers are moving towards 
utilizing neural networks for keyword spotting. In order to define word image 
description and word to word matching, convolutional neural networks (CNN) that 
include convolutional layers have been used. The first works for word spotting using 
CNN was presented in (Sharma et al. 2015), the authors used AlexNet pretrained 
on the ImageNet database to predict word image classes. The CNN features from 
the second to last layer are then used in order to perform word spotting. In Zhong et 
al. (2016), proposed a CNN that accepts pairs of word images has been proposed. 
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This model directly outputs similarity scores for the input pair. In (Poznanski et al. 
2016), the author proposed to customize available CNN architecture which processes 
fixed sized word images and outputs a Pyramidal Histogram of Characters (PHOC) 
representation. Each level of the Pyramidal Histogram of Characters (PHOC) is 
then predicted by an individual MLP. All MLPs, however, make use of a shared 
convolutional part of the network. In (Wilkinson. 2016), a Residual Network is used 
in combination with a Soft Positive Negative Triplet Loss in order to learn holistic 
descriptors for word images. These descriptors are then used as features for training.

Rodriguez et al. (2008) have proposed sliding window based Histogram of 
Oriented Gradients (HOG) features extraction for word spotting in unconstrained 
handwritten documents. In sliding window approach, at each position, the window 
is subdivided into cells, and in each cell, a HOG features are accumulated. Slit 
style HOG features for handwritten document image word spotting was proposed 
by Terasawa et al. (2009). Newell et al. (2011) have extended the HOG descriptor 
to include features at multiple scales for character recognition. Saidani et al. (2015) 
have proposed a novel approach for Arabic and Latin script identification based 
on HOG feature descriptors. HOG is first applied at word level based on writing 
orientation analysis. Then, they are extended to word image partitions to capture fine 
and discriminating details. The unsupervised segmentation-free HOG based word 
spotting method was proposed by Almazan et al. (2014). Documents are represented 
by a grid of HOG descriptors, and a sliding-window approach is used to locate the 
document regions that are most similar to the query.

The appearance and shape of the local object in an image is represented through 
the distribution of the local intensity gradient orientation and edge direction 
without requiring equivalent gradient and edge positions (Carcagni et al., 2015). 
This orientation analysis is robust to lighting changes since the histogram provides 
translational invariance. The HOG feature descriptor summarizes the distribution 
of measurements within the image regions. When extracting HOG features, the 
orientations of gradients are usually quantized into histogram bins and each bin 
has an orientation range. A histogram of oriented gradients falling into each bin 
is computed and then normalized to overcome the illumination variation. The 
orientation of gradients from all blocks are then concatenated together to form a 
feature descriptor of the whole image.

HOG feature descriptor captures orientation of only isolated pixels, whereas 
spatial information of neighboring pixels is ignored. Co-occurrence Histogram 
of Oriented Gradients (Co-HOG) (Watanabe et al., 2009) feature descriptor is an 
extension of the original HOG feature descriptor that captures the spatial information 
of neighboring pixels. Instead of counting the occurrence of the gradient orientation 
of a single pixel, gradient orientations of two or more neighboring pixels are 
considered. For each pixel in an image block, the gradient orientations of the pixel 
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pair formed by its neighbor and itself are examined. Co-occurrence Histogram of 
Oriented Gradients is dominant feature descriptor widely used in object detection 
because Co-HOG feature descriptor accurately represents significant characteristics 
of the object structure. At the same time, it is more efficient compared with HOG 
and therefore more suitable for real-time applications. The pedestrian detection 
method is proposed by Watanabe et al. (2009) based on extraction of Co-HOG 
feature descriptors. Ren et al. (2010) have proposed object detection method using 
Co-HOG features with variable location and variable size blocks which captures the 
characteristics of object structure. Face recognition using weighted Co-HOG feature 
descriptor is proposed by Do (2012). The character recognition in natural scenes 
using Convolutional Co-HOG feature descriptors are proposed by Su et al. (2014) 
and multilingual scene character recognition using Co-HOG and Convolutional 
Co-HOG feature descriptors are proposed by Tian et al. (2015). In this chapter, 
we propose a segmentation-free word spotting method for handwritten document 
images using Scale Space Co-HOG feature descriptor.

PROPOSED METHOD

The state-of-the-art word spotting methods for handwritten documents can be 
categorized into two groups, segmentation-based methods and segmentation-free 
methods. In segmentation-based methods, the sequences of operations are applied 
to the document images. First, the document is pre-processed based on text layout 
analysis; the handwritten document is segmented into word images. Then, extract the 
feature descriptor from the segmented word image. Based on this feature descriptor, 
a distance measure is used to measure the similarity between the query word image 
and the segmented word image. Thontadari et al. (2016) have proposed segmentation-
based word spotting technique using scale space CO-HoG feature descriptor for 
handwritten documents. One of the limitations of the segmentation-based word 
spotting methods is that they usually need a layout analysis step for segments the 
document into words and they also need to perform segmentation step for select the 
candidate words. But this segmentation step is not always straight forward and any 
segmentation errors can affect the subsequent word representations and matching 
steps. This motivates us to move towards segmentation-free word spotting method.

The segmentation-free approaches overcome the problems associated with poor 
segmentation results by considering the document image as a whole. The gradient 
information and local image features have been used in segmentation-free approaches 
trying to benefit from the scale, rotation invariance and they offer robustness to 
noise. In segmentation-free methods (Leydier et al., 2004; Gatos et al., 2009), the 
document images are represented by feature descriptor such as SIFT. Then, sliding 
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window approaches are used to locate the document regions that are most similar 
to the query word (Rusinol et al.,2015; Shekhar et al., 2012; Rothacker et al., 
2013; Zhang et al., 2013). The drawback of SIFT-based word spotting is that they 
are memory intensive; window size cannot be adapted to the length of the query, 
relatively slow to compute and match.

In this chapter, we proposed to address word spotting problem by dividing the 
original document images into a set of non-overlapping local patches. Instead of 
fixed length patches, we adopted multi-length patch representation (Rusinol et al., 
2015), which increases the retrieval performance by taking into account the different 
possible lengths of the query words. The handwritten words are spotted within the 
document using these patches. Once a query image is given, the local patches are 
used to determine the word locations within a given document. These local patches 
must roughly match the size of the text in the document. To the best of the author’s 
knowledge, there is no approach which uses segmentation-free word spotting using 
Scale Space Co-HOG feature descriptor for handwritten document images. The 
proposed approach is made up of three steps. Initially, all the document images of 
the corpus are represented in multiscale (three scale) and in each scale, CO-HOG 
feature descriptor is extracted from local patches of the document. In the second 
step, query model is constructed through patch-based approach, in which query 
patch is represented using scale space Co-HOG descriptor. Finally, we retrieve the 
local patches using Nearest Neighbor Search (NNS) similarity measure algorithm 
by computing the similarity between the query patch descriptor and the document 
patch descriptors of dataset by considering appropriate threshold T. The proposed 
method avoids an explicit word segmentation and any other word preprocessing 
steps such as binarization, slant correction, etc.

Scale Space Representation

The holistic shapes such as whole words and simple shapes such as characters 
contained in a handwritten document are extracted more effectively at coarser scales. 
The extracted shape features of the whole word at coarser scales are potentially 
more resistant to variation occurring in a different writing style. At finer scales, 
it is convenient to extract the local information about image gradient and stroke 
orientation of the words which is more convenient for word image contour description. 
Hence, in order to represent word in multi scale, we derive images from original 
document image, which yields scale space representation of original document 
image. Integrating scale space representation with Co-HOG feature descriptor helps 
to extract sufficient information from handwritten word image contour. Hence, in 
this chapter, we proposed to extract Co-HOG feature descriptor at multiple scales 
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and these feature descriptors are called as Scale Space Co-HOG (SS Co-HOG) 
feature descriptor.

In order to represent document image in multi scale, we derive images from the 
original document image based on Gaussian convolution operation. We employed 
three scale representation of an image and at each scale, we extract Co-HOG features 
and finally concatenate them to form a feature descriptor.

Let I represent an original image. Then, the scale space representation of I can 
be defined as

L I I G� �, * ,� � � � �  

where, G(σ) is a Gaussian kernel with variance σ and (*) is convolution operation. 
The width of the Gaussian kernel is controlled by σ . Larger the value of σ makes 
the Gaussian kernel G wider and smooth the original image more significant. Hence, 
using a larger value of σ , the convolve operation gets a coarser scale version of the 
original image. Therefore, different values of σ indicate different scales. It is verified 
that the width of the Gaussian kernel σ preserves the similar spatial sampling at three 
scale parameters such as σ=0, σ=1, and σ=2. Hence, in all the experiments, we 
derive three images from original document image based on Gaussian convolution 
operation using these three different values of σ .

CO-HOG Feature Descriptor

After representing document image into multiple scales, for each scale, we split 
every document image into a set of non-overlapping local patches. In order to cope 
up with different lengths of query words, we adopted multi-length patch approach 
(Rusinol et al., 2015) where we use four different length sizes of patches. Employing 
particular patch size is decided at the query time based on length of query word. 
Based on experimental observation on the document, resolution of a document, 
height and width of characters present in the document, we consider the local patch 
has a dimension of LPw×LPh pixels and patch is densely sampled at each pixel. In 
order to extract Co-HOG feature descriptor from each local patch, we divide a local 
patch into an equal sized regular grid of dimension. This parameter is related to the 
font size, and in our method, experimentally set. For each regular grid in the local 
patch, we calculate the co-occurrence matrix. We compute co-occurrence matrix 
over a grid G of size at an offset as follows:
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where, Kx,y is a square matrix of dimension 8 × 8. Gradient orientation interval 
[00, 3600] is divided into Nbin=8 orientations per 450. The co-occurrence matrix 
expresses the distribution of gradient orientations at a given offset over a grid and 
combinations of neighbor gradient orientations can express shapes in detail. We 
extract Co-HOG features from corresponding three patches occurred in three scales 
and finally concatenating the feature descriptors of corresponding patches of all three 
scales gives the feature descriptor for the local patch of the original document image.

Retrieval Stage

In order to spot the similar words for a given query word, the query-by-example 
paradigm is followed, where the user inputs the system a sample image of the 
word. The Co-HOG feature descriptor is extracted from the query patch which is 
cropped from the document corresponding to a single patch within a document. We 
retrieve the local patches using Nearest Neighbor Search (NNS) similarity measure 
algorithm by computing the similarity between the query patch descriptor (fq) and 
the document patch descriptors (fp) of dataset by considering appropriate threshold 
T. The NNS similarity measure between query descriptor and document patch 
descriptor is calculated using following equation:
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where, NNS is the similarity distance computed between two patch descriptors i.e. 
fp and fq and DLP is the dimension of a patch descriptor. The returned region from 
the documents will be considered as relevant if it overlaps with a query patch by 
at least 60%. Once the most similar local patches have been retrieved, the regions 
of the document found which is most similar to patch selected. For each document 
page image, a 2D voting space is constructed where each retrieved local patch will 
cast its votes. In our case, we consider each grid dimension of the voting space is 
same as the local patch. Then, each retrieved local patch casts a vote to the location 
of the document where its geometric center falls and weighted by the approximate 
threshold T. Once the most similar local patches have been retrieved, the regions of 
the document which gather most support have to be found and selected as retrieved 
locations.
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EXPERIMENTAL RESULTS

In this section, we present the performance of the proposed system. First, we present 
some qualitative results to assess the effectiveness of the method to retrieve visually 
similar words. Subsequently, we compare the obtained results with other state-of-
the-art methods. The proposed method is evaluated on two popular handwritten 
datasets which are widely used for evaluation of word spotting methods, such as 
George Washington (GW) dataset (Lavrenko et al., 2004), and IAM dataset (Marti 
et al., 2002). The Figure 3 shows sample handwritten document images of GW and 
IAM dataset. The handwriting style in the GW images is less variable and the image 
quality is quite good, whereas the IAM collection is the most challenging one since 
the images present severe degradations and the variability in handwriting style is 
highly noticeable. In our segmentation free approach, a set of patches which are 
visually similar to the given query are first obtained. Then, a voting scheme aims 
at finding the locations within the document pages with a high likelihood to find 
the query word.

Evaluation Metrics

In order to measure the accuracy of proposed word spotting method, we used popular 
metric Precision (P). Precision gives the fraction of retrieved word instances that 
are relevant to the query. The Precision (P) is defined as follows:

Figure 2. Visualization of the word spotting. (a) query image, (b) sample document 
from GW dataset (c) spotted local patches where words similar to query words are 
found
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The mean Average Precision (mAP) provides a mean of the average precision 
for all the query word images and it can be computed as

mAP
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where, Q is the number of query word images.

Parameters Used

For GW and IAM database, we calculated the line height parameter H in order to 
define patch size of documents. The line height H has been estimated automatically 
using projection profile technique of every documents of each database. The text 
line height H is obtained by calculating the median separation between peaks of 
the projection profile. After analyzing projection profile of every document of 
GW database, it is found that the line height H is 80 pixels and similarly for IAM 
database documents, line height H is 60 pixels. In order to cope up with queries of 
different lengths, four different sizes of patches are used based on height H of each 
database. For GW documents, four different patch sizes are 80x80,160x80, 240x80, 
and 320x80 pixels. Similarly, for IAM dataset documents, four different size patches 

Figure 3. Sample handwritten document image from GW and IAM dataset
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are 60x60, 120x60, 180x60 and 240x60 pixels. The patch size is determined during 
query time based on query size.

To compute the Co-HOG feature descriptors, the selection of grid size for each 
dataset is based on the criteria that a descriptor either covers part of a character, or 
a complete character or a character and its surroundings. We used optimal grid size 
40 × 40 pixels for GW dataset. Similarly, for IAM dataset we used 30 × 30 pixels. 
These selected grid sizes affect the number of grids per document image; therefore, 
each document image contains approximately 4450 grids per document when using 
grid size 40 × 40 pixels for GW dataset. Similarly, for IAM dataset, approximately 
19422 grids per document image when using grid size 30 × 30 pixels.

Experiments on GW dataset

The GW dataset is a historical dataset consists of 20 pages from a collection of 
English letters written by George Washington and his associates in the year 1755. We 
have conducted the experiments using 20 pages of GW dataset. Each class of words 
may occur at least two times per document. Figure 4 demonstrates the qualitative 
results obtained on one of the documents of GW dataset using our approach for the 
query word “your”. The spotted regions are shown using the red color.

Figure 5 shows qualitative retrieval results of our approach obtained for documents 
of GW dataset. The first column shows query words and subsequent columns display 
spotted local patches where words similar to query word are found.

Figure 4. Example of spotting results for the query word “your” in one of documents 
of GW dataset
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The word spotting and retrieval accuracy of the proposed segmentation-free 
method for handwritten documents is compared with existing segmentation-free and 
segmentation-based methods which are popular and considered as benchmark word 
spotting methods for handwritten documents. Table 1 demonstrates quantitative results 
of our approach obtained on GW dataset and the review of the achieved performances 
of four state-of-the-art segmentation-free and three segmentation-based methods. We 
compared the performance of the proposed method with existing segmentation-free 
methods such as Rothacker et al. (2013), Zhang et al. (2013), Almazan et al. (2014) 
and Rusinol et al. (2015). Similarly, we considered segmentation based methods 
such as Rath et al. (2007), Rodriguez et al. (2008), and Almazan et al. (2013) for 
comparison purpose.

Experimental setup such as dataset size and number of query words are maintained 
separately for two categories of existing techniques such as segmentation-free and 
segmentation-based word spotting methods. The dataset set size and number of 
query words are 20 document pages and 4860 query words(patches) for all the 
segmentation-free methods. In case of segmentation-based methods, it is necessary 
to segment document into word images in order to extract and represent word images 
using feature vector. Hence, documents of dataset must be segmented into words. 
We segment document images into lines and then into words using robust algorithm 
proposed by Papavassiliou et al. (2010). The sample results of segmented word 
images are shown in Figure 5. After segmenting GW documents into words, we 
have taken subsets of manually labeled 1680 word instances of 28 classes of words 

Figure 5. Sample retrieval results: Query word images (first column) and 
corresponding retrieved word instance patches from GW dataset
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from all the 20 pages of scanned handwritten documents (28 classes × 20 pages × 3 
instances = 1680). Each class of words may occur at least two times per document. 
For segmentation based methods, we conducted experiments using five-fold cross 
validation. While performing five-fold cross-validation, we partitioned the dataset 
into five disjoint subsets and each subset consists of 336 word images (from each 
class of words we have considered 8 word instances). In the training stage, 1344 word 
instances are used and remaining 336 word images are used for testing. Hence, for 
every experiment, we have 336 word images as test samples. The cross-validation 
process is repeated five times, with each subset used exactly once for validation.

In Table 1, the size of the dataset, the feature descriptors and comparison results 
of our approach with existing methods are shown. From the Table 1, we can see that 
proposed system obtains quite reasonable results and considerably outperform the 
existing segmentation-based and segmentation-fee word spotting methods for GW 
dataset. The proposed method is evaluated with both fixed length and multi-length 
patches. The fixed length of 180x60 pixels is used to divide document images into 
patches and similar size is used for query word patches. The experimental setup 
is maintained as like in multi-length patches based approach given in the Table 1. 

Table 1. The performance comparison of our approach with state-of-the-art 
segmentation free and segmentation-based methods for GW dataset

Methods Features Experimental 
setup Segmentation Learning Map 

(%)

Rath et al. (2007) Word 
profile

20 pages, 
1680 queries Words 5-fold cross 

validation 73.71

Rodriguez et al. (2008) HOG 20 pages, 
1680 queries Words 5-fold cross 

validation 71.70

Almazan et al. (2013) SIFT 20 pages, 
1680 queries Words 5-fold cross 

validation 85.63

Zhang et al. (2013) SIFT 20 pages, 
4860 queries None NO 79.35

Rothacker et al. (2013) SIFT 20 pages, 
4860 queries None NO 61.10

Almanzan et al. (2014) HOG 20 pages, 
4860 queries None NO 80.29

Rusinol et al. (2015) SIFT 20 pages, 
4860 queries None NO 61.35

Proposed method 
(Fixed length patches)

SS CO 
HOG

20 pages, 
4860 queries None NO 88.35

Proposed method 
(Multi-length patches)

SS CO 
HOG

20 pages, 
4860 queries None NO 91.30
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The performance of the proposed method for fixed length patches based approach 
yields lower retrieval accuracy compared to multi-length patches based approach.

Experiments on IAM dataset

The IAM dataset is modern handwritten dataset consists of 1539 pages of handwritten 
modern English text from the Lancaster-Oslo/Bergen corpus (LOB) (Johansson et 
al., 1978), written by 657 writers. From this dataset, we have used 5785 query words 
extracted from the pages of IAM dataset in order to evaluate our approach. The 
Figure 6 shows word spotting results visually obtained on one of the documents of 
IAM dataset using our approach for the query word “British”. The spotted regions 
are shown using the red color.

Figure 6. Example of segmented word images from (a) GW database and (b) IAM 
database

Figure 7. Example of spotting results for the query word “British” in one of the 
documents of IAM dataset
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Figure 8 shows the qualitative results of our approach to documents of IAM 
dataset. The first column shows query words and subsequent columns display spotted 
local patches where words similar to query word are found. As shown in Figure 8, 
most of the positive matching of word instances and partial words are spotted. For 
example, local patches containing “Federation” are spotted as the positive matching 
for the query word “Federal”.

In this section, we present performance comparison of our approach with 
segmentation-free and segmentation-based methods which are mentioned in the 
previous section where comparison results on GW database is presented. Table 2 
demonstrates quantitative results of our approach obtained on IAM dataset and the 
review of the achieved performances of four state-of-the art segmentation free and three 
segmentation based methods. Experimental setup such as data set size and number 
of query words are maintained same for two categories of existing techniques such 
as segmentation free and segmentation based word spotting methods. The number 
of query words 5785 (patches) are used for all the segmentation free methods. In 
case of segmentation-based methods, we segment document images into lines and 
then into words using robust algorithm proposed by Papavassiliou et al. (2010). The 
sample results of segmented word images are shown in Figure 6. After segmenting 
IAM documents into words, we have taken subsets of manually labeled 5785 word 

Figure 8. Sample retrieval results: Query word image (first column) and corresponding 
retrieved word instance patches from IAM dataset
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instances of scanned handwritten documents. For segmentation based methods, we 
conducted experiments using five-fold cross validation. While performing five-fold 
cross-validation, we partitioned the dataset into five disjoint subsets and each subset 
consists of 1157 word images. In the training stage, 4628 word instances are used 
and remaining 1157 word images are used for testing. Hence, for every experiment, 
we have 1157 word images as test samples. The cross-validation process is repeated 
five times, with each subset used exactly once for validation.

In Table 2, the size of the dataset, the feature descriptors and comparison results of 
our approach with existing segmentation and segmentation-free methods are shown. 
It is observed that, compared to existing segmentation based and segmentation free 
methods, the proposed segmentation free word spotting method yields the highest 
accuracy. The proposed multi-length patch based approach achieves highest accuracy 
compared to fixed length (220x80 pixels) patch based approach for our algorithm.

DISCUSSION

The proposed segmentation-free word spotting method spots and retrieves most of 
the relevant word instances, even if local patches overlap with a query patch by at 
least 60%. Through experimental results, we found that short queries performed 

Table 2. The performance comparison of our approach with state-of-the-art 
segmentation- free and segmentation-based word spotting methods for IAM dataset

Methods Features Experimental 
setup Segmentation Learning Map 

(%)

Rath et al. (2007) Word 
profile 5785 queries Words 5-fold cross 

validation 73.71

Rodriguez et al. (2008) HOG 5785 queries Words 5-fold cross 
validation 71.70

Almazan et al. (2013) SIFT 5785 queries Words 5-fold cross 
validation 85.63

Zhang et al. (2013) SIFT 5785 queries None NO 80.21

Rothacker et al. (2013) SIFT 5785 queries None NO 63.18

Almanzan et al. (2014) HOG 5785 queries None NO 72.16

Rusinol et al. (2015) SIFT 5785 queries None NO 64.29

Proposed method 
(Fixed length patches)

SS CO 
HOG 5785 queries None NO 86.20

Proposed method 
(Multi-length patches)

SS CO 
HOG 5785 queries None NO 89.32
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worse than larger ones when using a fixed size of the patch. Therefore, we have used 
a multi-length patch representation in order to fix this shortcoming. We can see in 
the results that an important gain in mAP when the patch width is adapted to the 
query width. It is observed that among four different sizes of patch, only the small 
patch size configuration performs slightly worse than the fixed length approach. 
The short queries and substring from longer words are more possible to obtain false 
positives since we avoided matching the substrings in our method. The Figure 9 
shows some examples of false positives.

Based on the experimental results obtained on GW and IAM dataset, we can 
conclude that our approach efficiently retrieves and localize the handwritten words 
which are having non uniform illumination, suffering from the noise and written 
by different writers. The highest accuracy of our approach is due to the extraction 
of illumination and scale invariant Co-HOG feature descriptor at multi scale 
representation of word images. Complex objects such as handwritten words are 
perceived at multiple scales, which encodes the information of the word image at 
multiple scales. One of the important factors is Co-HOG descriptor which captures 
the character shape information more precisely and encodes the local spatial 
information by counting the frequency of co-occurrence of gradient orientation 
of neighboring pixel pairs. Moreover, Co-HOG descriptor is more robust and 
discriminative, because it captures the occurrence of edge characteristics of text 
strokes by exhaustively considering every grid within a word image patch. The 
Scale Space Co-HOG feature descriptors are robust to illumination variation and 
invariance to local geometric transformation compared to HOG feature descriptors. 
Scale space representation dominates more discriminating ability than uniscale, 
this is due to properties of coarser and finer scale. The coarser scale provides 
more resistant to variation occurring in a different writing style, and the finer scale 
provides the local information about image gradient and stroke orientation. The 
drawback of our approach is its high dimensionality, which has a negative impact 
on the computational cost. The proposed segmentation free based word spotting 
method can be employed for industrial applications, such as automatic mail sorting, 
retrieval of handwritten documents from digital libraries and etc.

CHAPTER SUMMARY

In this chapter, we proposed a segmentation-free based word spotting method 
for handwritten document images using scale space Co-HOG feature descriptor. 
We have presented an efficient word spotting method for handwritten document 
collections that does not involve any segmentation stage. Thus the proposed method 
presents a clear advantage over segmentation-based methods which are likely to 
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fail in challenging scenarios. The proposed method yields a very compact, efficient 
and discriminative representation using SS Co-HOG feature descriptor which 
is able to efficiently index the document information both in terms of memory 
and computational cost. By adopting a multi-length patch representation, there is 
increase in the retrieval performance when querying small words. We have presented 
a systematic analysis of the proposed method using the popular datasets, in order 
to assess the configuration which maximizes the word spotting performance. 
We offered a comprehensive comparison with state-of-the-art segmentation free 
and segmentation-based word spotting methods, it is observed that, the proposed 
method achieves the highest accuracy compared to existing segmentation-free 
and segmentation-based methods for both types of handwritten documents such 
as historical documents (GW) and modern documents (IAM) which are a single 
writer and multi writer documents. Based on the experimental results obtained on 
GW and IAM dataset, we can conclude that our approach efficiently retrieves the 
handwritten words which are having non uniform illumination, suffering from the 
noise and written by different writers. The highest accuracy of our approach is due 

Figure 9. Examples for some false positives
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to the extraction of illumination and scale invariant Co-HOG feature descriptor at 
multi scale representation of multi-length patches.
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