STY@;i_ISTIC%

10, r\e
0 1
Q‘“ THEORY AND gRACTICE ~b 13
/il @
019 Dan MClntyre and Brian Walker 10(90
! $ I q i
@ 911% rc?o 0o %B

bo ™y



Corpus Stylistics

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use



To Eszter and Jacqui, who have always wanted a book about
corpus stylistics.

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use



CORPUS STYLISTICS
THEORY AND PRACTICE

Dan Mclntyre and Brian Walker

EDINBURGH

University Press



EBSCChost -

printed on 2/10/2023 6:55 AMvia .

Edinburgh University Press is one of the leading university
presses in the UK. We publish academic books and journals
in our selected subject areas across the humanities and
social sciences, combining cutting-edge scholarship with
high editorial and production values to produce academic
works of lasting importance. For more information visit
our website: edinburghuniversitypress.com

© Dan Mclntyre and Brian Walker, 2019
Edinburgh University Press Ltd

The Tun - Holyrood Road, 12(2f) Jackson’s Entry,
Edinburgh EHS 8PJ

Typeset in Sabon by
Servis Filmsetting Ltd, Stockport, Cheshire, and
printed and bound in Great Britain.

A CIP record for this book is available from the British
Library

ISBN 978 1 4744 1320 6 (hardback)
ISBN 978 1 4744 1322 0 (webready PDF)
ISBN 978 1 4744 1321 3 (paperback)
ISBN 978 1 4744 1323 7 (epub)

The right of Dan Mclntyre and Brian Walker to be
identified as the authors of this work has been asserted in
accordance with the Copyright, Designs and Patents Act
1988, and the Copyright and Related Rights Regulations
2003 (SI No. 2498).

Al use subject to https://ww. ebsco.conlterms-of - use



EBSCChost -

Contents

List of Figures

List of Tables

List of Boxes
Acknowledgements

1

Combining corpus linguistics and stylistics

1.1
1.2
1.3
1.4

1.5
1.6
1.7
1.8

Introduction

What is a corpus?

A brief history of corpus linguistics

The emergence of corpus stylistics and problems
with its definition

Style and stylistics

Corpus stylistics versus cognitive stylistics

Aims of the book

Structure of the book

Using corpora to support qualitative stylistic analysis

2.1
2.2

2.3

2.4
2.5

Introduction

Strolling with intent: an exercise in corpus-informed

stylistics

Collocation and semantic prosody

2.3.1 Semantic prosody as one aspect of extended
units of meaning

2.3.2 Semantic prosody versus semantic preference

Case study: irony in ‘Aftermyth of war’

Conclusion

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

xii
XV
XVii

AN\ W = =

25
25

27
38

40
44
49
61



EBSCChost -

3 Constructing and annotating corpora

3.1
3.2

3.3

3.4

3.5
3.6

3.7

Introduction

Designing a corpus: representativeness, sampling
and balance

3.2.1 Representativeness

3.2.2 Sampling and balance

3.2.3 Sample size and more about balance
Building a corpus: collecting and handling data
3.3.1 Converting and cleaning data files

3.3.2 Splitting and merging corpus files

3.3.3 Copyright

3.3.4 Ethics

Adding metadata to a corpus: mark-up and
annotation

3.4.1 The format of mark-up and annotation
3.4.2 Descriptive metadata: headers

3.4.3 Automatic annotation

3.4.4 Manual annotation

3.4.5 Mark-up and annotation summary
Summary: suggested steps to building a corpus
Case study: investigating the 2000AD comic strip
‘Judge Dredd’

3.6.1 Scope of the study

3.6.2 Building the corpora

3.6.3 Results of the preliminary analysis
3.6.4 Further analysis

3.6.5 Case study summary

Conclusion

4  Testing hypotheses and answering research questions

4.1
4.2
4.3

4.4
4.5
4.6
4.7
4.8
4.9

Introduction

Corpora in stylistics

The concept of corpus-based and corpus-driven
linguistics

The value of intuition

Hypotheses

Objectives and research questions

How big was Dickens’s vocabulary?
Objectivity in stylistics

Case study: Hemingway’s authorial style

4.10 Conclusion

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

64
64

65
66
67
72
76
76
78
82
83

86
89
92
93
95
96
97

98

99
100
104
105
107
108

111
111
112

114
119
121
123
124
126
129
141



5 Making sense of significance

5.1
5.2
5.3

5.4

5.5

5.6

Introduction

Vocabulary size

Keyness

5.3.1 Log-likelihood

5.3.2 Log ratio

5.3.3 Log ratio as a mechanism for reducing keyness

lists
Collocation
5.4.1 Mutual Information
5.4.2 T-score

Case study: salience and foregrounding in David
Peace’s 1974

551 1974

5.5.2 Keyness for text selection

5.5.3 Foregrounding in 1974

Conclusion

6  Cognition, character and corpus stylistics

6.1
6.2
6.3
6.4

6.5

Introduction

A cognitive stylistic approach to characterisation

Constraints on subtitles

Case study: subtitling and characterisation in Tinker

Tailor Soldier Spy

6.4.1 Plot, character and critical plaudits

6.4.2 Data preparation

6.4.3 Quantitative and qualitative corpus stylistic
analysis

Conclusion

7  Pedagogical corpus stylistics

7.1
7.2
7.3
7.4
7.5

Introduction

Stylistics in the L2/FL classroom

Using corpora in the classroom

Corpus activities in the classroom

Case study: from internal deviation to external

norms via Adrian Henri’s “Tonight at Noon’

7.5.1 Stylistics inside out

7.5.2  “Tonight at Noon’ by Adrian Henri

7.5.3 A stylistic analysis of “Tonight at Noon’

7.5.4 Teaching the poem to learners of English
as a foreign language

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use

143
143
146
154
154
158

162
164
165
167

168
169
169
173
178

181
181
182
186

189
190
191

194
205

208
208
209
211
214

217
217
219
220

221



EBSCChost -

7.5.5 Guided analysis

7.5.6 Round-up of the analysis so far

7.5.7 Analysis: case study summary and conclusions
7.6 Conclusion

8 Historical corpus stylistics
8.1 Introduction
8.2  Studying style diachronically and synchronically
8.3 Historical corpora and tools
8.4 Case study: discourse presentation in Early Modern
English
8.4.1 Discourse presentation
8.4.2 Building the corpus
8.4.3 Annotating the corpus
8.4.4 Quantitative results
8.4.5 Discussion
8.4.6 Summary remarks
8.5 Case study: Frequencies and functions of modal
auxiliary verbs in Early Modern English journalism
8.5.1 Building a corpus of Early Modern English
news texts
8.5.2 Annotating the corpus
8.5.3 Quantification and results
8.5.4 Statistical analysis
8.5.5 Further analysis and discussion
8.6 Conclusion

9 Real-world applications for corpus stylistics
9.1 Introduction
9.2 The impact of applied stylistics
9.3 Language Unlocked
9.4 Wmatrix
9.4.1 Checking key concepts and key POS categories
9.5 Case study: the self-presentational style of the UK
Green Party
9.5.1 Establishing research questions
9.5.2 Methods and data
9.5.3 Positive key semantic domains in GP-POL-
2010
9.5.4 Negative key semantic domains in GP-POL-
2010
9.5.5 Keywords in GP-POL-2010

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

222
232
233
235

237
237
238
239

242
243
245
247
249
255
257

258

259
260
262
265
267
273

275
275
276
277
277
280

281
281
282
283

289
297



CONTENTS ix

9.6 Implications of the research 306

9.7 Conclusion 307

10 The scope of corpus stylistics 309

10.1 Introduction 309

10.2 The problem of definition 311
10.3 Corpus linguistics and stylistics: a symbiotic

relationship 313

10.4 Conclusion 315

Appendix 1: Corpora for corpus stylistics 317

Appendix 2: Software for corpus stylistics 322

References 324

Index 353

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww.ebsco.coniterns-of -use



2.1

2.2

2.3

2.4
2.5
2.6
3.1
3.2
3.3
3.4

3.5

3.6
3.7

4.1

5.1
5.2
5.3
5.4

Figures

Concordance of negative with intent from the British
National Corpus

Concordance of non-negative with intent from the British
National Corpus

Collocates of bent on in the 18 million word COBUILD
corpus identified by Louw (1993: 165) as semantically
negative

Concordance of unavoidably in the BNC

Concordance of putting an end to in the BNC
Concordance of as we knew it in the BNC

Types of metadata that can be added to a corpus
Examples of XML tags

An example of a simple header

An example of a simple header using attributes and empty
elements

An example of a simple header using one element and
multiple attributes

A panel from ‘Judge Dredd’ 1977

Percentage totals of words in each text category for JD77
and JD02

Concordance lines from the BNC illustrating the idiom
principle interpretation of I have to say

Results of the t-test of STTRs in DCC and HUM
Concordance plot of fucking in 1974 (single file)
Concordance plot of fucking in chapters 1 and 2 of 1974
Concordance of the collocate through in 1974

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use

28

37

47
51
58
60
89
90
92

93

93
102

104

118
151
170
171
177



5.5
6.1

6.2
6.3
6.4
6.5
6.6
7.1
7.2
8.1
8.2
8.3

8.4
8.5

8.6

8.7
8.8

8.9

8.10

8.11

Concordance of the collocate into in 1974

Example mark-up of character names in the subtitle and
dialogue files for Tinker Tailor Soldier Spy

Page from Arthur Hopcraft’s draft script for Tinker
Tailor Soldier Spy

Concordance of ob in TTSS-Di

Concordance of oh in TTSS-Sub

Concordance of think in TTSS-Di

Concordance of think in TTSS-Sub

Concordance of be sent to (BNC Fiction)
Concordance of pigs * fly (BNC)

Annotation scheme used to tag the EModE corpus for
speech, writing and thought presentation categories
Overall distribution of speech, writing and thought
presentation in the EModE and PDE corpora

An example of the Visual Basic commands used to place
XML tags round modal verbs in the EModE corpus
Per thousand totals of modal forms for each decade
Formula for standard deviation (where ¢ = standard
deviation and ¥ = the sum of)

Per thousand totals of modal forms for each decade with
standard deviation trend lines

Modal function in the EModE News Corpus
Extrinsic and intrinsic modality in the EModE News
Corpus

Frequencies of may, should and might in the EModE
News Corpus

Frequencies of extrinsic and intrinsic should in

the EModE News Corpus

Sample concordance lines of intrinsic should in

the EModE News Corpus

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use

177
191
192
196
196
201
201
230
234
248
254

261
264

265

266
268

270

270

271

271



EBSCChost -

2.1

2.2

2.3

2.4

2.5

2.6
3.1
4.1
4.2

4.3
4.4

4.5

4.6

4.7

Tables

Collocates of get away with in the BNC (9 word window;
minimum frequency = 3)

First 15 adjectival collocates of job in the BNC (9 word
window) in order of collocational strength

First 15 adjectival collocates of career in the BNC (9 word
window) in order of collocational strength

Top 20 collocates of organised in the BNC by frequency
(4 word span to the right)

Top 20 collocates of organised in the BNC by frequency,
arranged by collocational strength (4 word span to

the right)

Statistically significant noun collocates of organised as

an adjective in the BNC (4 word span to the right)
Corpus profiles and average number of words per story
Types and tokens in the DCC and HUM corpora

Types, tokens and type-token ratios in the DCC and HUM
corpora

Mean sentence lengths in Hemingway and BLOB-LOB
Standardised type-token ratios in Hemingway and
BLOB-LOB

Negative key adjectives in Hemingway compared with
BLOB-LOB

Negative key adverbs in Hemingway compared with
BLOB-LOB

Positive key adverbs in Hemingway compared with
BLOB-LOB

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

42

44

45

53

55
56
101
125

126
134

134

138

139

140



EBSCChost -

4.8

5.1

5.2

5.3

5.4

5.5

5.6

5.7

5.8

5.9

5.10

6.1

6.2

7.1

7.2

8.1

8.2

8.3

8.4

Keyness of coordinating and subordinating
conjunctions in Hemingway and BLOB-LOB

Overall types, tokens and type-token ratios in

the Dickens and HUM corpora

Standardised type-token ratios for each novel in

the Dickens and HUM corpora

Contingency table for calculating the keyness of

a word using log-likelihood (Rayson and Garside
2000: 3)

Log-likelihood critical values and associated p-values
for 1 degree of freedom (based on Rayson et al. 2004)
Top ten key semantic domains (Hemingway compared
with BLOB-LOB)

Size of frequency difference between target and reference
corpora based on log, of the ratio of relative frequencies
(based on Hardie 2014)

Key items (p < 0.0001) in Hemingway corpus (compared
with BLOB-LOB) arranged by log ratio (> 2)
Keywords in 1974 compared with BNC Written
Imaginative Sampler

Key semantic domains in 1974 compared with BNC
Written Imaginative Sampler (log-likelihood > 15.13;
log ratio > 4; arranged by log ratio score)

Collocates of light in 1974 determined by both MI and
t-score (9 word window; minimum frequency = 3;

MI > 3; t-score > 2)

Character counts for subtitles and actual dialogue

in Tinker Tailor Soldier Spy

Negative keywords in TTSS-Sub (frequency in subtitle
file >1; log ratio >1)

Statistically significant noun collocates of declare (using
a 9 word window and [nn*])

Statistically significant collocates of in a home (using

a 9 word window)

Speech, writing and thought presentation categories
(based on Short 2007)

The composition of the fiction section of the EModE
corpus

The composition of the news section of the EModE
corpus

Constituents of the fields of the cat attribute in

the EModE Corpus

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

141

146

148

155

158

160

162

163

170

176

177

194

195

227

228

244

246

247

248



8.5
8.6
8.7
8.8
8.9
8.10
8.11

9.1
9.2

9.3

9.4

9.5

9.6

9.7

9.8
9.9

9.10

Frequencies of speech presentation categories
Frequencies of writing presentation categories
Frequencies of thought presentation categories

Modal functional categories, meanings and prototypical
forms

Raw frequencies of modal forms with per thousand
frequencies in brackets

Log-likelihood figures for total modal usage within each
ten-year period compared with the rest of the corpus
Per thousand frequencies for modal functions in

the EModE News Corpus

The 21 top level categories of the USAS tagset

Word totals for the Green Party and Labour/Conservative
policy document corpora

Positive key concepts in the Green Party manifesto

and policy documents

Key concepts in the Green Party manifesto and policy
documents and up to the top five most frequent words
forms in the GP-POL-2010 and LAB-CON-POL-2010
corpora

Key concepts in Labour and Conservative party policy
documents

Negative key concepts in the Green Party manifesto and
policy documents and up to the top five most frequent
words forms in the GP-POL-2010 and LAB-CON-
POL-2010 corpora

Log ratio ranges with associated numbers of keywords,
and running totals of accumulated keywords

The first 25 keywords in the GP-POL-2010 corpus
Frequency cut-offs with associated numbers of keywords
(log-likelihood = 15.13; log ratio = 1 or more)
Keywords in the GP-POL-2010 corpus (log-likelihood =
15.13; log ratio at least 1; minimum frequency = 30)

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use

255
255
255
262
263
266

269
279

282

284

286

290

291

298
300

301

302



EBSCChost -

2.1
2.2

2.3
2.4
2.5
2.6
3.1
3.2
3.3
3.4
4.1
4.2

5.1
6.1

7.1
7.2
7.3

Boxes

Searching BYU-BNC for the phrase with intent
Searching BYU-BNC for the most frequent collocates
of get away with

Searching BYU-BNC for adjectival collocates of job
in order of collocational strength

Searching BYU-BNC for collocates of organised

by frequency

Searching BYU-BNC for frequent collocates of organised
by collocational strength

Searching BYU-BNC for noun collocates of organised as
an adjective

Using Excel to create a random sample

Using AntFileSplitter

Downloading Notebook++ plugin

Merging files using ‘combine’ in Notebook++

Using the WordList function in WordSmith Tools
(Version 7)

Uploading a text to Wmatrix and generating a key
part-of-speech list

Using Excel to carry out Welch’s t-test

Using Multilingual Corpus Toolkit to manipulate
annotated data

Registering and logging on to BYU-BNC

Generating a concordance of the word declare
Generating a list of collocates for declare

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

39
43
45
54
55
56
70
78
80
81
135

138
149

193
224
225
225



EBSCChost -

xvi BOXES

7.4 Searching for in a home in the fiction section of
the BNC
8.1 Using Multilingual Corpus Toolkit to count DP tags
8.2 Using Multilingual Corpus Toolkit to extract words
in-between tags
9.1 Using the concordance facility in AntConc

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use

228
250

252
295



EBSCChost -

Acknowledgements

Some of the material in this book was originally developed for short
courses in corpus stylistics that we have taught over the years. These
include Summer Schools for the Poetics and Linguistics Association,
held at University College Roosevelt (UCR), Netherlands (2012) and
the University of Maribor, Slovenia (2014), as well as two separate
short courses at UCR (2015 and 2016) and a short course at the
Universidad Pedagégica Experimental Libertador, Venezuela. We
are grateful to Michael Burke (UCR), Tomaz Onic (Maribor), Simon
Zupan (Maribor) and Rosa Lopez de D’Amico (Venezuela) for invit-
ing us to teach these courses, and to all the students who attended
them.

We have benefited from the critical insights of a significant number
of colleagues as we were writing this book. Jane Demmen, Erica Gold,
Lesley Jeffries, Michaela Mahlberg, Rocio Montoro, Louise Nuttall,
Hazel Price and Rebecca Woods read and commented on early drafts
of the manuscript. We are grateful to them all for their help and advice.

Francine de Jager, Elliott Land and Hazel Price helped construct
the HUM corpus which we refer to in various chapters. Without this
all too inadequate acknowledgement, theirs would truly have been a
thankless task. Muhammad Alsuweed generously gave us access to his
Dickens Complete Corpus (DCC), for which we thank him too. We are
also grateful to Ian Johnston of the University of Salford’s Archives and
Special Collections for arranging access to Salford’s Arthur Hopcraft
Papers, which facilitated the preparation of the Tinker Tailor Soldier
Spy corpora used in Chapter 6, and for permission to reproduce a page
from Hopcraft’s draft script.

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

For technical advice and permission to reproduce screenshots of
AntConc, WordSmith Tools, Wmatrix, BYU Corpora and Multilingual
Corpus Toolkit, we thank (respectively) Laurence Anthony, Mike Scott,
Paul Rayson, Mark Davies and Scott Piao. We would also like to record
our sincere thanks to Mark Bratt, Chris Butler, Erica Gold and Aleksei
Nazarov for their sound advice on mathematics and statistics, and for
patiently taking the time to answer (often again and again) our statis-
tics-related questions. It goes without saying that we are responsible for
any errors we may have made in this regard.

At Edinburgh University Press we would like to thank Laura
Williamson, Richard Strachan, Rebecca Mackenzie and Joannah
Duncan. We are also very grateful to Eliza Wright, our copyeditor, for
her meticulous and conscientious work on the text.

Parts of this book draw on the following previously published work:
Chapter 1: Mclntyre, D. (2015) “Towards an integrated corpus stylis-
tics’, Topics in Linguistics 16(1): 59-68; Chapter 2: Mclntyre, D. (2018)
‘Irony and semantic prosody revisited’, in Jobert, M. and Sorlin, S. (eds)
The Pragmatics of Irony and Banter, pp. 81-99. Amsterdam: John
Benjamins. Chapter 8: McIntyre, D. and Walker, B. (2011) ‘Discourse
presentation in Early Modern English writing: a preliminary cor-
pus-based investigation’, International Journal of Corpus Linguistics
16(1): 101-30; Mclntyre, D. and Walker, B. (2012) ‘Annotating a
corpus of Early Modern English writing for categories of discourse
presentation’, in Manzano, F. (ed.) Unité et Diversité de la linguis-
tique, pp. 87-107. Les Cahiers du Centre d’Etudes Linguistiques. Lyon:
Atelier intégré de publication de I"Université Jean Moulin — Lyon 3. We
are grateful to Manuel Jobert, Sandrine Sorlin and Stefan Betiu$ for
permission to reuse this material. We would also like to thank Matt
Smith of Rebellion for arranging permission for us to reproduce a panel
from 2000AD in Chapter 3. Similarly, we are grateful to Nicholas
Owen of Rogers, Coleridge and White Literary Agency for permission
to reproduce Adrian Henri’s poem ‘Tonight at Noon’ in Chapter 7.

On a personal level, we thank Eszter and Jacqui for putting up with
us as we were writing this book. (In fact, we thank them for putting up
with us full stop.)

Finally, Bernard Hulke tried to help but ultimately we relied on email.

D. M. and B. W.
July 2018

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

Combining corpus linguistics and stylistics

I.1 Introduction

Until fairly recently, corpus stylistics was an unusual collocation.! Its
first attested use in print is most likely as the title of Semino and Short’s
(2004) corpus-based study of speech, writing and thought presentation
in twentieth-century English writing, though Louw (1989) lays claim to
having initiated the practice. Before this, it seems, the combination of
corpus linguistic techniques with stylistic analysis was a fringe activity
at best and certainly not a practice deserving of its own specialist
label. Nonetheless, despite for a long time enjoying only peripheral
status within linguistics and literary studies, the practice of corpus
stylistics has grown in recent years, to the extent that it is fast becoming
a recognisable field within stylistics generally. Evidence of this can
be seen in the increasing number of encyclopedia articles discussing
its practice (see, for example, Mahlberg 2013a; McIntyre 2013a) and
in the small but growing number of monographs demonstrating the
approach (e.g. Fischer-Starcke 2010; Toolan 2009; Ho 2011; Mahlberg
2013b; Hoover et al. 2014; Demjén 2015). In addition, there are a
number of books describing approaches to text analysis that would be
recognised by most stylisticians as clearly fitting the general remit of
this emerging area (see, for instance, Adolphs 2006). Corpus stylistics,
then, is on the rise.

As with any developing area, the possibilities that lie ahead are part
of what makes the field exciting and intriguing. But coupled with this
is the concurrent issue that faces any new area, namely its lack of a
clear definition and its as yet not fully developed analytical methods.
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The aim of this book is to address these problems directly by outlining
a systematic approach to the techniques of using corpora in stylistic
analysis and explaining the theoretical and methodological issues that
underlie this practice. The book primarily addresses researchers in
stylistics. Our aim in this initial chapter is to persuade those more
sceptical stylisticians that corpora can offer valuable insights for sty-
listic analysis; for readers already convinced of this, the chapter offers
an overview of the field as it currently stands, a brief history of its
development and a consideration of how corpus stylistics differs from
corpus linguistics more generally. Towards the end of the chapter we
provide a working definition of corpus stylistics that we then exemplify
throughout the rest of the book.

We begin this chapter by discussing some basic concepts from corpus
linguistics and how they apply to corpus stylistics. Included in this
discussion is a central question: ‘what is a corpus?’ This is an important
question because it is often the case that the data studied in corpus
stylistics does not constitute a corpus by the usual terms of corpus
linguistics. We argue that the remit of corpus stylistics necessitates a less
prototypical definition of a corpus than linguists such as Sinclair (2005)
would allow, and that this is unproblematic so long as the researcher is
aware of the analytical ramifications of this (we discuss in detail what
these are and how to take account of them in Chapter 4). This leads us
on to a discussion of the set of practices that defines corpus stylistics
itself. Here we outline the historical development of corpus stylistics
and consider the important issue of its disciplinary status. Whether
corpus stylistics is indeed a sub-discipline of stylistics, or whether it
is best described more modestly as a methodology for carrying out
stylistic analysis, is an argument that mainstream corpus linguists will
themselves recognise as one that has that has raged for many years
with regard to corpus linguistics (see Hardie and McEnery 2010). The
general summary of corpus linguistics that we provide serves as a back-
ground to our argument for the value of the corpus approach in stylistic
analysis. Ultimately, our aim in this book is to demonstrate how inte-
grating corpus methods into stylistics can improve the systematicity
and rigour of stylistic analysis. What we also argue is that qualitative
analysis is an integral component of good corpus stylistics. With this
in mind, sections 1.5 and 1.6 of this chapter consider the integration
of corpus techniques with qualitative stylistic approaches. In particular
we consider the relationship between corpus stylistics and cognitive sty-
listics and argue that corpus techniques can support cognitive stylistic
work and vice versa. We also argue against some of the criticisms that
have been made of cognitive stylistics from corpus stylisticians.
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We end this chapter by outlining the aims and structure of the book,
in order to make clear the incremental development of our argument
concerning the nature of corpus stylistics.

1.2 What is a corpus?

The words corpus and its plural corpora are Latin in origin, in which
language they mean ‘body’. This original meaning is metaphorised
when we use the term in linguistics, with corpus referring to ‘a body of
language data’. In short, a corpus is a collection of texts but one which
has been put together according to strict criteria. McEnery and Wilson,
in their introduction to corpus linguistics, define a corpus as:

a finite body of text, sampled to be maximally representative of
a particular variety of a language, and which can be stored and
manipulated using a computer. (McEnery and Wilson 2001: 73)

It is representativeness that is arguably the defining criterion of a
corpus, since the aim of corpus linguistics is to be able to determine
evidence that allows for generalisations to be made about the par-
ticular type of language under investigation. So, for instance, corpus
linguists researching twenty-first-century spoken British English will
need to ensure that the corpus they are studying is indeed a good
representation of that particular language type if their findings are to
be applicable to twenty-first-century spoken British English generally.
Likewise, for a corpus analysis of the differences between teenage
and adult speech patterns to be reliable, the corpus itself would need
to be a reliable representation of teenage and adult dialogue; and
this necessitates a balanced representation of the two variables in
the population from which the sample is drawn (e.g. in terms of
other variables such as social context and geographical region). This
need for representativeness is emphasised in Sinclair’s definition of a
corpus:

A corpus is a collection of pieces of language text in electronic
form, selected according to external criteria to represent, as far
as possible, a language or language variety as a source of data
for linguistic research. (Sinclair 2005: 16)

The need for following strict criteria when constructing linguistic

corpora is so crucial to the practice of corpus linguistics that Sinclair
devotes a considerable amount of space to discussing what doesn’t
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count as a corpus. It is worth summarising this here, since this has
particular relevance to the practice of corpus stylistics.

According to Sinclair (2005), there are at least five types of language
database that are often misconstrued as akin to linguistic corpora:
(1) the worldwide web; (2) archives; (3) collections of citations;
(4) collections of quotations; and (5) individual texts.

Sinclair explains that the reason the worldwide web does not consti-
tute a corpus is because we cannot know for certain what its dimensions
are. Because it has not been designed with the purpose of linguistic
analysis in mind, we do not know how big it is or of what population
it is a sample. Added to this is the fact that it is constantly changing
as webpages are frequently updated, added, removed or in some cases
censored (see Renouf et al. 2004 for further discussion of such issues).
This is not to say that the worldwide web is not a useful resource for
researchers studying language, and notable attempts have been made to
exploit it as a resource for corpus linguistic inquiry (see Kehoe et al.’s
2006 description of the WebCorp tool for searching language on the
web). However, it is important to be clear about its limitations with
regard to the issues of representativeness and balance.

It is for similar reasons of representativeness and balance that an archive
does not constitute a corpus. Archives are put together with the primary aim
of preserving primary source documents held to be of long-term cultural,
historical or political significance. While such documents may indeed be val-
uable in linguistic terms, the terms by which they are selected for inclusion in
an archive are likely to differ significantly from those that a corpus linguist
would employ when compiling a corpus for linguistic research.

Items 3 and 4 on Sinclair’s list, collections of citations and quota-
tions, are not corpora because they are partial. That is, they are short
selections from texts, whose importance is centred on their proposi-
tional content rather than their relation to and position within a larger
text.

Finally, Sinclair points out that an individual text cannot be consid-
ered a corpus, since corpora are designed to be representative of par-
ticular language varieties. And a single text cannot fulfil this function
alone. If we return to McEnery and Wilson’s definition of a corpus, we
can see the same point being made:

a corpus in modern linguistics, in contrast to being simply any
body of text, might more accurately be described as a finite-
sized body of machine-readable text, sampled in order to be
maximally representative of the language variety under consid-
eration. (McEnery and Wilson 2001: 32)
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In corpus stylistics, particularly in authorship studies, such large-scale
corpora are often used. For example, Mahlberg’s (2013b) study of the
fiction of Charles Dickens uses a large corpus designed to be repre-
sentative of Dickens’s fictional prose generally. Indeed, in some cases,
corpora built for corpus stylistic research are able to achieve the kind
of completeness that is not possible when studying naturally occurring
language. That is, a corpus of fictional texts might constitute an entire
population rather than being simply a small sample. Fischer-Starcke’s
(2010) study of Jane Austen’s work, for instance, uses a corpus con-
sisting of the entirety of Austen’s six full-length novels rather than rep-
resentative samples from them. But it is also the case that much work
that goes under the term corpus stylistics is focused on individual texts.
Mabhlberg and Mclntyre (2011), for instance, is a corpus-based study of
Ian Fleming’s novel Casino Royale while Stubbs (2005) is a corpus anal-
ysis of Joseph Conrad’s Heart of Darkness. Like Sinclair, Louw (2008)
objects to the description of such work as corpus analysis, preferring
instead the term digital stylistics. It may be argued that digital stylistics
better encompasses the range and varied uses of digital resources within
stylistics to investigate literary and other texts. However, in our view
there are numerous problems with the term. One issue is that the term
digital is almost unrestrictedly vague, opening up the possibility that
any kind of stylistic research that involves any type of non-analogue
technology counts as digital stylistics. Given that very few stylisticians
work only with quill pen and parchment any more, this seems disoblig-
ingly unspecific. This is a problem that has also been identified with the
increasingly popular field of digital humanities, of which Ramsay says:

the term can mean anything from media studies to electronic art,
from data mining to edutech, from scholarly editing to anarchic
blogging, while inviting code junkies, digital artists, standards
wonks, transhumanists, game theorists, free culture advocates,
archivists, librarians, and edupunks under its capacious canvas.
(Ramsay 2013: 239)

It is because of the problematic all-encompassing nature of the term
digital that we prefer to avoid it in relation to stylistics. Instead, we
opt for corpus stylistics on the grounds that the word corpus serves as
a specific reminder of the various methodological and theoretical bor-
rowings from corpus linguistics that is key to its practice (see Mahlberg
2007b). And unlike Sinclair and Louw, we see no problem in describing

studies of single texts as corpus stylistics. We explain our reasoning in
full in Chapter 4.
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1.3 A brief history of corpus linguistics

Since corpus stylistics is inextricably linked with the development of
corpus linguistics, it will be useful to provide a brief overview of how
the latter field developed.

Although the term corpus linguistics was not commonly used until
the late 1960s, some linguists had been engaged in what might be seen
as early forms of this work since the beginning of the twentieth century.
The German scholar Franz Boas, for instance, was an early pioneer of
what we might term field linguistics and was one of the first linguists
to recognise the value of corpora for advancing our understanding
of language and how it works. His far-sightedness is revealed in this
quotation from his book, Race, Language and Culture:

While until about 1880 investigators confined themselves to the
collection of vocabularies and brief grammatical notes, it has
become more and more evident that large masses of texts are
needed in order to elucidate the structure of languages. (Boas
1917: 1)

Boas’s lead was followed by other eminent scholars such as Leonard
Bloomfield, whose description of Austronesian Tagalog, a language of
the Philippines, was corpus-based; Charles Hockett, who worked on
Potawatomi, a Central Algonquian language spoken around Wisconsin,
and later went on to formulate his well-known series of ‘design features’
of language; and Zellig Harris, who strongly emphasised the importance
of results being derived from data and was an early pioneer in what we
now know as Discourse Analysis. Harris’s involvement in this nascent
corpus linguistics is particularly interesting given the direction that his
most famous student, Noam Chomsky, would later take. Indeed, it was
the publication of Chomsky’s (1957) Syntactic Structures that sounded
the death-knell for corpus linguistics in the USA, before it had even
properly begun. The Chomskyan approach to language, with its focus
on non-empirical methods, quickly became the dominant paradigm
within linguistics, particularly in the USA. A consequence of this was
that the study of naturally occurring language (which is, of course,
what corpus linguists are interested in) was to a large extent sidelined.

However, despite Chomsky’s massive influence on linguistics, some
linguists continued to pursue the idea of studying language by describ-
ing naturally occurring data. William Labov’s work in sociolinguistics,
for example, demonstrated the fundamental importance of linguistic
performance for understanding the symbiotic relationship between
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language, society, and societal structures and hierarchies. Such devel-
opments were partly in response to the fact that Chomsky’s ideas about
linguistic structure, which were illustrated by invented examples, often
turned out not to adequately describe instances of real language in use.

The first significant project in what we might term modern corpus
linguistics was the Survey of English Usage, instigated by Randolph
Quirk at University College London in 1959. The Survey led to the
creation of a corpus of one million words of written and spoken British
English, made up of 200 text samples of 5,000 words each. The corpus
data was all on paper and indexed on file cards. Each text sample was
manually annotated for prosodic and paralinguistic features, and file
cards for each sample recorded grammatical structures. Searching the
corpus thus meant a trip to the Survey to physically search through the
many filing cabinets in which the corpus data was stored.

Shortly after the Survey of English Usage had been initiated, Nelson
Francis and Henry Kucera of Brown University in the USA began work
on what would eventually become known as the Brown Corpus. This
was a one million word collection of written American English, com-
piled from texts published in 1961. Unlike the Survey Corpus, the
Brown Corpus was electronic. Kucera and Nelson published an analysis
of the corpus in 1967, titled Computational Analysis of Present-Day
American English. The project gave rise to numerous findings about the
nature of language that would have been impossible without recourse
to corpus data. As an example, one of these findings was that the
frequency of any given word in the corpus was inversely proportional
to its rank position. For instance, the most frequent word in the Brown
Corpus is the, which accounts for approximately 6 per cent of all the
words in the corpus. The next most frequent word is of, which accounts
for approximately 3 per cent of all the words in the corpus — that is,
half of the percentage frequency of the. Kucera and Nelson’s findings
confirmed Zipf’s Law (Zipf 1935), which states that the most frequent
word in a given text sample will occur approximately twice as often
as the second most frequent, which will occur approximately twice as
often as the third most frequent, and so on.

The success of the Brown Corpus led to the creation of other simi-
larly structured corpora. In 1970, Geoffrey Leech, together with a
group of colleagues at Lancaster University in the UK, embarked on the
creation of a corpus of written British English to match the structure of
the Brown Corpus. By 1976, the corpus was still incomplete, due in no
small part to the difficulties of obtaining copyright permission to use the
corpus’s constituent texts. Ultimately, it took two further years and the
combined efforts of three universities — Lancaster, Oslo and Bergen — to
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finish the corpus. It was completed in 1978 and became known as the
LOB Corpus, after the initial letters of the universities involved in its
creation. Because LOB paralleled the structure of the Brown Corpus,
it was ideal for comparing British and American English. Later on, the
Brown family of corpora was extended by the addition of FROWN
(Freiberg-Brown; written American English from 1991), the charmingly
named FLOB (Freiberg-Lancaster-Oslo-Bergen; written British English
from 1991) and, most recently, BEO6 (written British English from the
early years of the twenty-first century) and BLOB (‘Before LOB’; one
million words of written British English from the 1930s).

While corpus linguists such as Quirk, Jan Svartvik (who had also
worked on the Survey), Kucera and Nelson, Leech and Stig Johansson
(another member of the LOB team) were interested primarily in grammar,
John Sinclair, the first Professor of Modern English Language at the
University of Birmingham, was primarily interested in what corpora
could reveal about meaning. His earliest investigations in this area had
taken place prior to his appointment at Birmingham, in a project known
as English Lexical Studies undertaken at the University of Edinburgh
in 1963 with his colleagues Susan Jones and Robert Daley. Sinclair
analysed a small corpus of spoken and written English with the aim of
investigating the relationship between words and meaning. This was
the beginning of Sinclair’s conviction that words are not the core unit
of meaning in language. If this sounds counter-intuitive, it is because
most people’s understanding of how language works has largely been
shaped by traditional accounts of grammar. In English Lexical Studies
(recently republished in a new edition edited by Krishnamurthy 2004)
Sinclair began to explore the idea that meaning is best seen as a property
of words in combination. For example, the negative meanings associated
with the word commit are not inherent in the word itself but arise from
the fact that the word commit is often found in descriptions of negative
events (e.g. ‘commit crime’). In this work, Sinclair was building on J. R.
Firth’s concept of collocation (the notion that some words have a ten-
dency to co-occur with other words more often than would be expected
by chance alone). Sinclair’s work on collocation and what corpora can
reveal about meaning were instrumental in the COBUILD (Collins
Birmingham University International Language Database) project which
he initiated at Birmingham in 1980. COBUILD resulted in the creation
of the Bank of English corpus of around 650 million words which was
the data source that underpinned a series of dictionaries and grammars
edited by Sinclair and his team, including the Collins COBUILD English
Language Dictionary (1987), the Collins COBUILD English Grammar
(1990) and the Collins COBUILD English Dictionary (1995).
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In 1991, a consortium including research teams from Oxford
University, Lancaster University and the British Library began work on
the British National Corpus (BNC). This corpus consists of 100,000,000
words of written and spoken British English from the later part of the
twentieth century (constituent texts were produced between the 1960s
and the 1990s). The corpus was completed in 1994. Part of the process
of creating the BNC involved annotating the data for part-of-speech.
This process, commonly known as tagging, involves assigning a code
(or ‘tag’) to every word in the corpus to indicate what part-of-speech it
is (e.g. possessive pronoun, coordinating conjunction, wh-determiner,
etc.). Part-of-speech tagging is done automatically using specialist soft-
ware and has been a staple of methodologist corpus linguistics (for a
definition of which, see Chapter 3) since the days of the Brown Corpus,
when early tagging software achieved a success rate of around 70 per
cent on the Brown data. Tagging of the BNC was done using a part-of-
speech tagging system called CLAWS (Constituent Likelihood Automatic
Word-tagging System), the latest version of which (CLAWS4) has a
success rate of around 97 per cent.> Notwithstanding the fact that its
constituent texts are no longer contemporary and it suffers from a lack
of balance in the amounts of spoken and written data it contains, the
BNC remains one of the best representative samples of naturally occur-
ring language currently available. Indeed, it has been used as a model
for many other national corpora, including the American National
Corpus, Hungarian National Corpus, Russian National Corpus and
others. Part of the success of the BNC is likely to lie in the fact that it
can be accessed through various platforms. Originally, it was released
with search engine software known as SARA (SGML Aware Retrieval
Application), later updated to XAIRA (XML Aware Indexing and
Retrieval Architecture). Since then, further projects have made it acces-
sible via web front-ends such as CQPWeb (Corpus Query Processor,
hosted at Lancaster University) and Mark Davies’s BYU-BNC website
(hosted at Brigham Young University), which we discuss further later
in this book. Davies’s website also provides access to a range of other
large corpora, including COCA (Corpus of Contemporary American
English) and COHA (Corpus of Historical American English).

The tagging of the BNC (and other corpora) for part-of-speech
information is a way of adding value to a corpus. Tagging, however,
is not restricted to part-of-speech information. Indeed, any aspect of
language can be tagged in a corpus, though whether this can be done
automatically depends on whether the focus of the annotation is a
formal feature of language. For example, it is relatively straightforward
to tag for part-of-speech, since the grammatical rules of a language
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can be used to determine the likelihood of a word belonging to a par-
ticular part-of-speech category. Tagging for stylistic categories — say,
speech presentation — on the other hand, is much more difficult to do
automatically, since categories such as direct speech (He said, ‘I love
corpus linguistics!’) and free indirect speech (He loved corpus linguis-
tics!) are for the most part functional rather than formal categories;
consequently, annotation of this type needs to be done manually. The
value of annotation, however, is that it allows us to quantify other
features of language (e.g. prosody, clause type, etc.) which can give us
insights into how language works as a system.

Recent advances in tagging have involved the development of
a system for annotating corpus data for semantic information. Paul
Rayson’s Wmatrix software package (see Rayson 2003, 2008, 2009)
automatically assigns a semantic tag (as well as a part-of-speech tag)
to every word in whatever corpus is uploaded. This allows the user to
search the corpus not just for words but also for particular semantic
fields. Current work in this area is aimed at improving the tagger so that
it is able to disambiguate between possible meanings of homonyms, as
well as cope with older varieties of English.

Advances in computing power are having a significant effect on
the development of tools and technologies for corpus linguistics. At
the same time, corpus techniques are finding their way into other
disciplines and the broader field of digital humanities is developing
fast. Recent advances include the development of multimodal corpora
such as that built as part of the University of Nottingham’s Head Talk
project (Knight et al. 2008, 2009). This focused on the construc-
tion of a corpus of video streams of an academic supervision session,
marked-up to indicate aspects of body language. This allowed research-
ers to investigate the relationship between language and gesture. Since
then, developments in multimodal corpus creation and analysis have
increased considerably and look set to be part of the future of corpus
linguistics (for examples of such work, see Knight 2011; Adolphs and
Carter 2013; Lin 2017).

Other recent work in digital humanities has seen projects aimed
at integrating corpus linguistics and geographical information systems
(GIS). For example, Gregory et al. (2015) have carried out work extract-
ing place-names from a corpus, searching for the semantic collocates of
these names (we will explain the term collocate in Chapter 2), and cre-
ating maps that allow users to visualise how concepts such as war and
money are distributed geographically. This interdisciplinary research
builds on similarly focused work combining methods from the disci-
plines of history and geography, such as that of Southall et al. (2009).
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What is striking about recent research in this area is the extent to
which computational and corpus linguistics have become the driving
force behind such work. While interdisciplinarity is ever more prevalent
and key to all of these recent developments, language and linguistics
remains at the heart of corpus-based research. And corpus construction
continues in order to facilitate new insights into language structure and
use. Love et al. (2017), for instance, describe the construction of the
2014 spoken BNC, an 11.5 million word corpus of orthographically
transcribed British English conversations, recorded between 2012 and
2016. And work is currently under way on the construction of a new
BNC of contemporary written British English.?

1.4 The emergence of corpus stylistics and problems with its
definition

Corpus linguistics, then, has a long history compared with corpus sty-
listics. Although the use of computers in literary studies is not new
(notwithstanding the fact that stylistics encompasses the study of
non-literary language too), it is only recently that the approach has
started to impinge on the mainstream.

One of the earliest significant computational studies in stylistics is
Burrows’s (1987) investigation of character idiolect in the work of Jane
Austen. In this early example of a corpus study of literary texts, Burrows
analyses only what he terms ‘inert’ or grammatical words (1987: 2),
such as personal pronouns, auxiliary verbs, prepositions, conjunctions,
adverbs and articles, in Austen’s novels. These words, Burrows argues,
have ‘light [...] to shed on the meaning of one novel or another; on
subtle relationships between narrative and dialogue [...] and character’
(1987: 2). Burrows notes that ‘statistics does have a distinct bearing
on questions of importance in the territory of literary interpretation
and judgement’ and goes on to show that ‘statistical evidence is a
useful point of departure [for understanding how] words play a role
in shaping literary character’ (1987: 2, 37). As an exemplar, Burrows
(1987: 3) suggests that Henry Tilney and Isabella Thorpe (characters
from Northanger Abbey) have dissimilar counts of inert words: Henry
uses the and of more than Isabella, while Isabella uses I and #ot more
than Henry. Burrows explains that ‘the effects must colour every speech
they make and leave some impression in the minds of her [Austen’s]
readers’ (1987: 4). Burrows also suggests that pronoun usage can be
indicative of ideas of society, status and intimacy. For example, Fanny
Price’s use of we ‘marks the wanted solitariness of her life at Mansfield
Park’ (Burrows 1987: 18).
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Burrows and his associates have, over the years, extended their
methodologies for the computational analysis of literary texts. Craig
(1999), for instance, looks at character in the plays of Ben Jonson, while
McKenna and Antonia (1996) compare the internal monologues of
three characters (Molly, Stephen and Leopold) in James Joyce’s Ulysses.
By testing the statistical significance of the most frequent words in the
word-lists, McKenna and Antonia show how common word usage
can form distinctive patterns for different characters. They go on to
demonstrate that through the analysis of the three characters” words it
is possible to establish the ‘distinct idioms that characterise the interior
monologues of each of them’ (McKenna and Antonia 1996: 65), and
that the common words in the monologues help in the understanding
of the characters.

Around the same time as Burrows was working on his statistical
analyses of Austen, Louw (1989) was approaching the corpus analysis
of literature from what might be called a Firthian perspective. Drawing
on the work of the British linguist ]J. R. Firth, developed by Sinclair in his
COBUILD work, Louw was concerned with accounting for the creation
of meaning in literary texts, specifically through the investigation of
collocation. His approach is exemplified in Louw (1993), where he pro-
vides persuasive evidence of the potential for meaning to be transferred
from surrounding words to a node word in a phenomenon he terms
semantic prosody. One of his examples concerns the phrase bent on in
David Lodge’s novel Small World, which Louw shows to have an ironic
effect in context as a result of its being used in reference to the practice
of self-improvement. This is in contrast to the more common usage of
the phrase in reference to semantically negative activities (e.g. bent on
self-destruction). Louw’s work on semantic prosody has had significant
influence within corpus linguistics generally (see, for example, Hunston
2007) and we outline it in full in Chapter 2.

Unsurprisingly, given his adherence to Sinclair’s definition of a corpus,
Louw’s work in corpus stylistics has primarily utilised large representa-
tive corpora as comparators for determining meaning in individual texts
(see, for example, Louw 1993). This is what O’Halloran (2007) terms
corpus-assisted stylistics, which we discuss further in Chapter 2. Many
stylisticians, however, have made valuable steps forward through the
corpus analysis of individual texts alone (i.e. without reference to a com-
parator — or reference — corpus of standard language such as the BNC or
Bank of English). Culpeper (2002), for instance, investigates keywords
(statistically over-represented words when compared against a norm) in
Shakespeare’s Romeo and Juliet, demonstrating through text-internal
comparisons of character dialogue how these help to establish lexical
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and grammatical patterns for a number of the main characters in the
play. This is on the grounds that keywords can be strong indicators of
character traits because they can act as what Enkvist (1973) terms style
markers (Culpeper 2001: 199). Culpeper (2009) extends this work by
using the Wmatrix (Rayson 2009) software package to tag not only
parts-of-speech in the play but semantic categories too. Culpeper finds
that key semantic categories reveal patterns of metaphor in Romeo’s
speech which contribute substantially to his characterisation.

This approach of using tagged data to facilitate stylistic analysis is
one that has had significant take-up within stylistics. Walker (2011), for
example, is a study of characterisation in Julian Barnes’s novel Talking
It Over while McIntyre (2010) applies similar methods in the analysis
of Quentin Tarantino’s screenplay Reservoir Dogs. And Ho (2011)
looks beyond characterisation to compare the original and revised
editions of John Fowles’s novel The Magus, making use of tagged
data to identify differences in stylistic effects between the two texts.
These projects report the findings of corpus analyses of data that has
been tagged automatically for parts-of-speech and semantic categories.
Semino and Short (2004), on the other hand, is a major investigation
of a corpus manually tagged for function-based categories of speech,
writing and thought presentation. Semino and Short (2004) analyse a
260,000 word corpus of English prose writing (small by the standards
of modern corpus linguistics but significant in corpus stylistics given
the laborious nature of hand annotation; we discuss these techniques
further in Chapter 8). This resource enables them to test the model
of speech and thought presentation originally presented in Leech and
Short (1981) and, by so doing, to identify not just semantic norms for
the various categories but quantitative norms too.

The work of corpus stylisticians such as Louw (1993), Semino and
Short (2004) and Mahlberg (2013b) highlights one of the key benefits
of using corpus methods in stylistics. This is the capacity that corpora
have to shed light on what constitutes the background against which
linguistic items can be foregrounded. For a long time in stylistics, identi-
fying background norms was semi-subjective at best, with some stylisti-
cians (e.g. Freeman 1970) even going so far as to say that it would never
be possible to calculate these. Corpus linguistic software and analytical
methods have allowed stylisticians to tackle this problem head on.

Since the late 1980s, then, a body of work has emerged in stylistics
which is marked by its use of corpus linguistic methods and technology.
As a result, the term corpus stylistics has found its way into popular
usage to describe the kind of work that uses corpus tools in the service
of stylistic analysis. However, while the term itself is becoming more
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prevalent in stylistic circles, as yet there appears to be no common
consensus on what corpus stylistics is, how one goes about it, or how
it differs from corpus linguistics. For the term to have relevance and
proper currency, it is important that these questions be addressed. This
is our aim in this book.

There are a number of problems with many current definitions of
corpus stylistics, not least of which is the tendency to define it rather
narrowly as the analysis of literary texts using corpus linguistic tech-
niques. This is the definition used by both Fischer-Starcke (2010) and
Ho (2011), for example. However, if this is all that corpus stylistics is
then it is difficult to see a justification for the use of a distinct term to
describe it. Corpus linguistic work that focuses on phonetic analysis
(e.g. Honga et al. 2014) is not commonly known as corpus phonetics,
nor is corpus-based syntactic analysis (e.g. Ai and Lu 2013) generally
referred to as corpus syntax. Corpus linguistics as understood from
the methodologist position (see Hardie and McEnery 2010) is nothing
more than a methodology for linguistic analysis and, as such, can be
applied to any area of language study. That is, the same methods and
analytical tools are used regardless of the sub-discipline of linguistics
they are being applied to. For corpus stylistics to be deserving of the
label, there must be something more to it than the simple application of
corpus linguistic tools in the analysis of literary texts.

A second problem with many current definitions of corpus stylistics is
an implicit assumption that traditional (i.e. non-corpus-based) stylistics
lacks rigour. Fischer-Starcke (2010), for example, discussing the appli-
cation of corpus methods in the analysis of Jane Austen’s prose, notes
that ‘[n]ew insights into the data can be gained since (1) the data is
studied in a systematic and detailed way and (2) a larger number of units
of meaning in language is analysed than in literary studies’ (Fischer-
Starcke 2010: 11). While Fischer-Starcke’s second point is true (corpus
tools do indeed afford the opportunity to identify units of meaning in
language that would be difficult to unearth through manual qualitative
analysis), her first point is an implicit misrepresentation of traditional
stylistic methods. The aim of stylistics has always been to produce anal-
yses of texts that are falsifiable, systematic and rigorous. The analytical
checklists presented in Short (1996a) and Stockwell (2010) are aimed
squarely at ensuring systematicity, while Leech and Short’s (1981) now
classic Style in Fiction is a watchword for rigour and detail. The point
is that corpus linguistic techniques are not necessary to make stylistic
analysis systematic and detailed; good stylistics should already be so.
What corpus techniques offer are new ways of examining texts that can
supplement insights gained via traditional methods (what Carter 2010
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affectionately calls ‘steam stylistics’). Corpus stylistics is not in and of
itself any more or less systematic than traditional stylistics, so systema-
ticity cannot be seen as a distinguishing feature of the practice. To put it
another way, systematicity is a necessary condition of corpus stylistics,
but not sufficient to distinguish it from any other kind of stylistics.

A third issue with many current definitions of corpus stylistics is
one that extends to stylistics generally, and this is the definition of the
discipline as the study of the language of literature. Stylistics emerged
out of the work of the Russian Formalists at the turn of the twentieth
century (Busse and Mclntyre 2010), and one of the earliest concerns
of this movement was to isolate the linguistic properties of literary
language. It was quickly discovered, however, that literary language
is something of a misnomer, since there is nothing in the language
of literary texts that is not found in myriad other text-types. There
is, then, no reason why stylistics should not also be practised on
non-literary texts; and indeed it is (see, for example, the early work of
Crystal and Davy 1969, the critical stylistic work of Jeffries 2007 and
2010a, and the sociolinguistically inclined work of Coupland 2007).
Stylistics is best understood as the linguistic study of style (Leech and
Short 2007: 11) and how this can be affected by such non-linguistic
variables as, for example, genre, author, historical period, and so on
(Jeffries and McIntyre 2010: 1). While literature remains the primary
object of study for most stylisticians, there is no intrinsic reason why
this should be the case and so the definition of corpus stylistics as the
corpus linguistic study of literary language is unacceptably reductive
(see Mclntyre and Price 2018a for a fuller discussion of this issue). A
suitable definition of corpus stylistics needs to take this into account
while acknowledging that literature remains the object of study for
most stylisticians.

All of this is to say that if corpus stylistics is to be useful as a descrip-
tor, and if we are to make the case for it having the kind of status that
distinguishes it from mainstream corpus linguistics, we must be clear
about what it is that sets it apart from other corpus-related work. Over
the course of this book, we will argue that corpus stylistics is indeed
different from corpus linguistics, and that an understanding of the
techniques of corpus stylistics may well have beneficial effects for cor-
pus-derived analysis of all types. To this end, we define corpus stylistics
as the application of theories, models and frameworks from stylistics in
corpus analysis. Subsequent chapters will aim to demonstrate the prac-
tice of corpus stylistics to exemplify this definition, as well as consider
related work which may not fit it exactly but which has a value to the
stylistics enterprise.
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1.5 Style and stylistics

In the previous section we defined stylistics as the linguistic study of
style in language and how this is influenced by particular non-linguistic
variables. While we assume most readers will be familiar with at least
the basic tenets of stylistics, for the purposes of clarity we will set out
some of the fundamental concepts here, since we view these as integral
to the practice of corpus stylistics.

To further explain the object of study for stylistics, Short (1996a)
makes a useful distinction between authorial style and text style. The
former is what non-stylisticians often assume to be the preserve of
stylistics: that is, the study of the linguistic idiosyncrasies of individual
writers. Stylometry, or authorship attribution as it is also known, is
indeed practised within stylistics (see, for example, Hoover 2017; Evans
2018) though it is by no means the most prominent area of research.
This is not to dispel its significance. Authorship attribution is, for
instance, of major importance to forensic linguistics (see, for example,
Wright 2003). Nonetheless, most stylisticians are interested first and
foremost in text style. This is the study of how the linguistic choices
evident in a text contribute to the overall meanings and effects of that
text. Of course, it will always be the case that text style and authorial
style are interconnected, since whatever linguistic choices are present in
a text are there because of decisions made consciously or unconsciously
by a writer. The issue, then, is one of focus, with most contemporary
stylisticians concentrating on the analysis of text style. And at the core
of such analyses is the concept of foregrounding.

Although stylistics traces its roots to the Russian Formalist liter-
ary critical movement prevalent at the turn of the twentieth century,
it was not until the 1960s that it began to cultivate the theoretical
and methodological approaches that would later see it develop into
a sub-discipline of linguistics. Important early work in this respect
includes Nowottny’s (1962) ground-breaking introduction to linguistic
criticism, The Language Poets Use, and Fowler’s (1966) Essays on
Style and Language. Both drew on the Russian Formalist notion of
ostranenie, translated by Shklovsky ([1917] 1965) as defamiliarisation,
meaning the act of making strange. The purpose of defamiliarisation is
to enhance our perception of the ordinary by making the familiar seem
unusual. For example, defamiliarising effects can be seen in art move-
ments such as impressionism and cubism, both of which aim to make
us see elements of the world that we would not otherwise be aware of.
And just as defamiliarising effects can be observed in visual art, so too
can they be seen in texts. Drawing on the concept of defamiliarisation,
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Mukarovsky ([1932] 1964) developed the notion of foregrounding to
explain the means by which defamiliarising effects can be achieved in
language. In essence, foregrounding is achieved when the perceived
norms of language are broken. This can happen either as a consequence
of deviation (i.e. unexpected irregularity in language) or parallelism
(unexpected regularity; see Jakobson 1960), and foregrounding may be
achieved formally (by breaking descriptive linguistic rules at the levels
of grammar, phonetics and semantics) or functionally (by deviating
from expectations with regard to pragmatics).

Throughout this book, we draw on these basic principles of fore-
grounding, deviation and parallelism, using them to underpin the corpus
stylistic analyses that we present in each chapter. Indeed, we contend
that these principles are necessary components of corpus stylistics as an
enterprise, and our analyses aim to illustrate this argument. And while
we do discuss certain aspects of authorial style, text style is our primary
object of study.

1.6 Corpus stylistics versus cognitive stylistics

Corpus stylistics is by no means the only recent major development
in the field of stylistics. Cognitive stylistics has been (and continues
to be) one of the most significant movements in stylistics over the last
two decades, though its roots go back even further (West 2010). Its
popularity stems in part from the democratising principles on which
it is founded and which arise from its concern with how real readers
respond to texts, including both literary and popular fiction. While
cognitive stylistics aims to develop theories and models of the reading
process that can be extrapolated to all readers, it is careful that such
theories and models are able to explain individual readers’ responses
to texts. In this respect cognitive stylistics is concerned with the indi-
vidual. Corpus stylistics, on the other hand, is concerned with dis-
cerning patterns in language use through the study of large quantities
of language data, and while this may sometimes provide evidence for
individual interpretations of specific texts (see, for example, Jeffries
and Mclntyre’s 2010 corpus-informed stylistic analysis of the Roger
McGough poem, ‘italic’), it is not primarily concerned with accounting
for the practices of individual readers. Rather, it is aimed at generalising
about linguistic behaviour beyond the sample studied. Consequently,
corpus stylistics and cognitive stylistics are concerned with different
(though often related) issues. This is perhaps one reason why corpus
stylistics has to date made few inroads into cognitive linguistics and sty-
listics; for reasons of focus, cognitive stylisticians have often assumed
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that corpus methods have little to offer to the cognitive enterprise. Peter
Stockwell, for example, a cognitive stylistician of considerable renown,
has explained that only recently has he seen the potential of corpus sty-
listics for augmenting his own cognitively oriented work (personal com-
munication; see also Mahlberg et al. 2014), and that this is largely as a
consequence of improvements to both software and analytical methods
(since then, the interdisciplinary work of Mahlberg and Stockwell has
been instrumental in raising the profile of corpus stylistics; see, for
example, Mahlberg et al. 2016). Added to this is the fact that doing
corpus stylistics involves familiarising oneself with corpus linguistic
software (assuming, that is, that the analyst is not sufficiently skilled in
programming to develop their own; see Gries 2010 for a criticism of the
over-reliance on commercially available software), principles of statis-
tics, techniques of data collection and storage, and data manipulation.
It is, then, easy to see why many cognitive stylisticians have taken the
view that corpus stylistics is not for them.

However, it should also be noted that corpus stylistics has, from
some quarters at least, been reluctant to take on board insights from
cognitive work. In some cases this reluctance has extended to outright
hostility. This is a problem because it is often the case that without
insights from other areas of stylistics, corpus stylistics can become
simply an exercise in counting linguistic patterns, with no means of
accounting for the interpretative significance of these. Indeed, one of
the factors that has arguably made corpus stylistics unattractive to
some stylisticians is the fact that some corpus stylistic ‘analyses’ fail to
engage sufficiently at a functional level for meaningful interpretations
of the data to be made. It is interesting to note that this is the kind of
criticism that was made of some stylistics in its early days. Sinclair’s
(1966) stylistic analysis of Larkin’s poem, ‘First Sight’, for example,
was heavily criticised for being mechanistic rather than interpretatively
revealing (see Vendler 1966; Melia 1974), a criticism that is now some-
times levelled at contemporary stylistic work that makes use of corpus
methods. Nonetheless, some corpus stylisticians have been similarly
critical of cognitive stylistics for a number of reasons. One of the most
vocal critics has been Louw, who has been vehement in his criticism of
the cognitivists. Here he is being interviewed on the issue:

cognitivists (Stockwell 2002; Gavins and Steen 2003) will tell
you that you have a schema for pubs and that as a result you
know that you can purchase food and drink in them. We accept
this form of claptrap far too readily and the system behind it
works because most of us will never see the proof of what only
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a corpus can show: that the most frequent collocates of pub
are the terms groups, chains and organisations. Pubs organise
our drinking habits and their own profitability, far more than
anything else they do, and only a corpus will show you that.
(Louw 2011: 179)

There are a number of problems with Louw’s argument, however.
First of all, evidence from the corpus that pub collocates with groups,
chains and organisations does not, in and of itself, falsify the concept
of a schema. A schema is a structured collection of world knowledge
stored in our long-term memory (Eysenck and Keane 2010: 403-6) and
while some specific concepts from schema theory (such as the notions of
scripts and frames; see Jeffries and Mclntyre 2010 for a summary) may
be difficult to confirm empirically, experiments in psycholinguistics and
neuroscience have found evidence for the existence of some kind of
schematic structuring of linguistic knowledge. Evidence for the exist-
ence of a schema of some kind can also be found in the fact that when
talking to someone from the same culture as us, there are a number of
elements of world knowledge that we can take for granted, a pub being
one of these. Put simply, we do not need to explain what pubs are when
we use the word; we can instead simply assume that our addressee will
possess the requisite background knowledge to be able to understand
what we are talking about. Collocation, then, does not refute schema
theory. Indeed, one of its effects may even be to tune (Rumelhart and
Norman 1976) an analyst’s schema.

Louw’s criticism of cognitive work extends beyond that concerned
specifically with stylistics. Louw is seemingly dismissive of any endeav-
our which does not embrace empiricism, asking, “What price are we
to set upon “theories” that specialise in telling you what you already
know in the hope of keeping you away from the empiricism in which
truth manifestly resides and is easily revealed?” (2011: 179). Louw is
right in counselling against the unquestioning acceptance of claims that
lack evidence. However, while empiricism can validate or invalidate
such claims, in some cases so too can logic; that is, empiricism is not the
be all and end all when it comes to demolishing mentalistic theories and
models. Furthermore, the assumption that cognitive stylistics eschews
empiricism is simply not true. While many cognitive theories are indeed
difficult to test, significant work has been done on precisely this topic
(see, for example, the work of Sandford and Emmott 2012 on testing
the psychological reality of the processing of narratives). The sweeping
aside of all non-empirically derived theories also seems short-sighted
when we consider their value in other disciplines. Physics, for instance,
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has made substantial steps forward as a result of the postulation of
non-empirically derived theories such as String Theory (see Polchinski
1998).

There is, then, a danger in setting corpus stylistics in opposition to
cognitive stylistics. The two endeavours are not mutually exclusive and
if we follow this path, we are likely to overlook significant insights that
might be gained in one area and have relevance for the other. To this
end, we also argue that neither corpus stylistics nor cognitive stylistics
should be aiming for disciplinary isolation. Rather, they should be
practised with the aim of establishing a new mainstream in stylistics, so
that it becomes inconceivable that a corpus stylistic analysis that would
benefit from a cognitive dimension ignores this, and vice versa.

1.7 Aims of the book

The aim of this book is to advance the discipline of stylistics by (1)
demonstrating the potential of utilising corpus linguistic methods in
stylistic analysis, and (2) making the case for corpus stylistics as a
well-defined practice distinct from corpus linguistics more generally.
We argue that corpus analytical techniques have much to offer to stylis-
tics, and have the potential to improve the insights, generalisability and
potential for falsification of stylistic analyses. The book is addressed
primarily to stylisticians, particularly those who may be new to the
use of corpora in stylistics. In this respect, we hope that the book may
be valuable to undergraduate students, postgraduates and established
researchers alike. It is not, however, an introduction to stylistics in
general, and we have assumed a certain level of familiarity with the
basic concepts of stylistics described in section 1.5. (For readers unfa-
miliar with these, there are many useful introductions to stylistics,
including, among many others, Short 1996a; Jeffries and MclIntyre
2010; Simpson 2014.)

We aim to show how off-the-shelf corpus linguistic software might be
employed in the service of stylistic analysis (there is, of course, a strong
case to be made for developing the programming skills that would make
a reliance on existing software unnecessary, though we concentrate
here on the use of existing programs, since this is an obvious starting
point for those new to corpus studies). Moreover, we make a case for
corpus stylistics as a distinctive and theoretically sound approach to
text analysis. While there are a number of books that explain how to
use corpus software for text analysis (see, for example, Adolphs 2006;
Baker 2006), there has to date been no book that combines this with
a theoretical account of the nature of corpus stylistics as an approach.
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And while the book is aimed primarily at stylisticians, we hope that
corpus linguists will also see a value in the application of stylistic
theories, models and analytical frameworks in the analysis of corpus
data. At the heart of stylistics is the notion of choice; only where there
is a choice from a range of linguistic options can style emerge. And since
this concept of choice applies equally to the kind of data that corpus
linguists tend to be interested in, it should be clear why stylistic insights
are also likely to be of value to corpus linguistics.

1.8 Structure of the book

Although theory and practice are interwoven throughout this book,
there is a broad distinction between the first half and the second half.
The first five chapters cover key theoretical and methodological issues in
corpus stylistics, from corpus building to analytical methods. Chapters
6 to 9 then demonstrate the application of these concepts in particular
sub-fields of stylistics (cognitive, pedagogical and historical stylistics,
and the application of stylistics in the solution of real-world problems).
This is done with the aim of making a clear case for corpus stylistics
as a distinctive analytical practice. Chapter 10 then draws together the
arguments made throughout the book in order to offer a definition of
corpus stylistics that is founded on the theoretical and methodological
arguments introduced and illustrated in each chapter. And since we
are particularly concerned to encourage more stylisticians to adopt
corpus methods, each chapter except the first and the last features
at least one case study (often alongside a range of other analytical
examples). Moreover, Chapters 2 to 9 also include numerous step-
by-step guides to carrying out particular elements of corpus analysis.
These are presented in a series of numbered boxes. Some of these are
replication tasks, aimed at allowing you to obtain for yourself the
results we discuss. Others provide instructions on how to carry out
a particular analytical technique on your own data. The aim behind
these boxes is to be open about our own methodological processes and
to encourage the development of the practical analytical skills needed
to do corpus stylistic analysis independently. Throughout the book we
make use of three corpus linguistic software packages in particular.
These are AntConc (Anthony 2018), WordSmith Tools (Scott 2016)
and Wmatrix (Rayson 2009). In addition, we also make use of a variety
of other tools, including Multilingual Corpus Toolkit (Piao et al. 2002)
and BYU-BNC (Davies 2004-). These are discussed at various points,
with many of the numbered boxes explaining how to carry out particu-
lar analytical techniques using these packages.
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The book is structured as follows. Having outlined the origins of
corpus stylistics and its relation to corpus linguistics, in Chapter 2 we
demonstrate the possibilities of using large, publicly available corpora
and off-the-shelf software to support the qualitative analysis of short
texts. This is a useful first step for anyone wishing to explore the poten-
tial of corpus stylistics, since it does not involve the labour-intensive
creation of corpora from scratch and impressive results can be obtained
quickly. In demonstrating this approach, we discuss in more detail the
work of Louw (1993) and O’Halloran (2007). We explain the value of
examining concordance lines from large corpora in order to shed light
on localised meanings in texts, and we describe and critique Louw’s
concept of semantic prosody. We demonstrate the potential of this
kind of analysis in a corpus-informed discussion of a short extract from
a sketch by Alan Bennett, Peter Cook, Jonathan Miller and Dudley
Moore, a sketch that formed part of their famous satirical revue show
of 1960, Beyond the Fringe.

In Chapter 3 we move beyond the use of existing large corpora and
focus on how to construct corpora of texts for stylistic analysis. We
discuss corpus design and describe the process of collecting and storing
data before going on to discuss techniques of annotation and mark-up
(known generally as tagging). Here, we concentrate particularly on the
manual annotation of data for stylistic categories. Our data in the case
study in this chapter is a corpus of ‘Judge Dredd’ comic strips from
the comic 2000AD, which we use to demonstrate how manual anno-
tation for components of a comic can be used to explore diachronic
developments in this area in comics. This choice of data is intended
to demonstrate that corpus stylistics can be practised equally well on
multimodal texts.

Chapter 4 steps back from the practical business of corpus-building
to consider what must precede this. In this chapter we discuss how to
go about developing research questions for a project in corpus stylistics,
how such questions relate to project aims and objectives, and how to
develop and test hypotheses. While we do not suggest that a top-down
approach such as that described in this chapter is the only way of going
about corpus stylistics, we argue that it offers a way of carrying out the
kind of tightly controlled project that can generate significant insights
into stylistic techniques and effects. We demonstrate this through an
analysis of the authorial style of Ernest Hemingway, comparing cor-
pus-derived insights against the intuitive reactions of literary critics to
his work. We argue that the objective insights provided by a corpus
stylistic analysis supersede the subjective and unfalsifiable observa-
tions that are to be found in much literary criticism of Hemingway’s
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work. In addition, we suggest that such insights have much to offer to
non-linguistically inclined literary critics by stimulating new research
questions.

Having demonstrated some of the key techniques of corpus analysis,
in Chapter 5 we move on to consider more complex procedures utilising
insights from statistics. We begin by explaining the need for statistical
analysis in stylistics before going on to outline some of the main statis-
tical tests used in corpus stylistic research. We concentrate particularly
on procedures for calculating keyness (a measure of the extent to which
a linguistic item is over- or under-represented in comparison with its
distribution in a comparator corpus) and collocational strength. We
explain the principles that underlie such statistical techniques and show
how insights gained from such tests can be valuable in stylistic analysis,
particularly with regard to identifying background norms in language.
The case study in this chapter also shows the value of keyness analysis
for selecting small samples from a corpus for qualitative stylistic anal-
ysis. We use the techniques introduced in the chapter to select a text
sample from David Peace’s novel 1974 (Peace 1999) which we then
analyse both qualitatively and quantitatively.

Having outlined the tools and techniques of corpus stylistics,
Chapters 6 to 9 exemplify these further by providing additional
examples of what corpus stylistic analysis is and how it differs from
mainstream corpus linguistic analysis. Chapter 6 examines the issue
of characterisation in the 1979 BBC TV drama Tinker Tailor Soldier
Spy. In particular, we compare the dialogue with the associated deaf
and hard-of-hearing subtitles, paying attention to the potential effects
on characterisation of differences that exist between the two. We use
a cognitive stylistic model of characterisation to direct our analysis,
and by so doing we show the potential of corpus methods to be used
in conjunction with cognitive stylistics. This chapter further highlights
the importance of qualitative analysis in corpus stylistics; quantitative
findings have limited value on their own, and to be used to their
greatest potential they need to be combined with the insights that only
qualitative analysis can provide.

Chapter 7 focuses on the use of corpora for pedagogical stylistics.
We explore the possibilities of using corpora both for teaching stylistics
and for developing practical classroom activities. We argue that this
approach has particular relevance to the foreign-language classroom,
and we demonstrate how the corpus stylistic analysis of Adrian Henri’s
poem ‘Tonight at Noon’ might be used with second-language learners
of English to teach linguistic norms in Standard English. In this respect,
Chapter 7 constitutes an example of pedagogical corpus stylistics.
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In Chapter 8 we discuss the extent to which corpus techniques can shed
light on aspects of historical style. We consider some of the practicalities
of collecting and analysing appropriate data and discuss how linguistic
observations might be linked to external socio-political and socio-cultural
events. To exemplify the techniques of historical corpus stylistics, we
offer analyses of discourse presentation in Early Modern English fiction
and news writing, and modality in Early Modern journalism.

Chapter 9 concentrates exclusively on the analysis of non-literary
texts, with the specific aim of demonstrating the real-world impact that
can be gained from corpus stylistic analysis. We discuss an external
project that we have carried out for the UK Green Party, where insights
from corpus stylistic analysis were used to provide this organisation
with practical suggestions for addressing problems concerning their
external representation in the press.

In Chapter 10 we offer a summary of what we see as the main tech-
niques and analytical methods of corpus stylistics, and offer our own
view of its definition and status. We finish by speculating on what the
future may hold for this new and fascinating form of stylistics.

Finally, Appendix 1 provides a list of useful corpora for corpus stylis-
tic analysis, along with a list of the specialised corpora constructed for
this book, while Appendix 2 details the variety of corpus tools available
to support corpus stylistic research. These appendices are necessarily
selective but will provide an entry point to exploring the wide range of
resources currently available to corpus stylisticians.

Notes

1. Collocation is defined by McEnery et al. as ‘the characteristic co-
occurrence of patterns of words’ (2006: 345). We discuss colloca-
tion fully in Chapter 2.

2. See <http://ucrel.lancs.ac.uk/claws/> (last accessed 20 August 2018).

3. See <http://cass.lancs.ac.uk/bnc2014> (last accessed 20 August
2018).
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Using corpora to support qualitative
stylistic analysis

2.1 Introduction

One measure of the extent to which corpus linguistics has become
mainstream is the degree to which it has been accepted as a methodo-
logy by numerous sub-disciplines of linguistics. In addition to the use of
corpora in lexicology, syntax and semantics (around which disciplines
corpus linguistics was arguably developed), it is now common to find
corpus techniques employed in almost all other areas of language study.
For instance, much contemporary research in child language acquisi-
tion is now informed by corpus data: at the time of writing, over 11,000
articles listed on Google Scholar utilise the CHILDES (Child Language
Data Exchange System) database. Similarly, corpora and corpus ana-
lytical techniques have been embraced in, for example, sociolinguis-
tics (Baker 2010), translation studies (Mikhailov and Cooper 2016),
English language teaching (Timmis 2015) and even phonetics, where
the construction of large spoken corpora has revolutionised research
in forensic speech science (see, for example, Gold et al. 2017). Another
measure of the importance of corpus linguistics is the extent to which
it has influenced the development of sub-disciplines of language study.
Historical linguistics, for instance, has been transformed by corpus
linguistic techniques, which have made it possible to observe patterns
of linguistic change in the recent history of languages that would have
been impossible to discern prior to the advent of corpus tools (see, for
instance, Nevalainen 2012; Nevalainen et al. 2016). And by the same
token, corpus analytical techniques have the potential to transform sty-
listics by initiating a step-change in how we carry out stylistic analysis.
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In this chapter, we show how even fairly basic corpus analytical tech-
niques have much to offer to the stylistician.

It is only comparatively recently that corpora have begun to be used
in stylistics. In 1970 Freeman felt able to write confidently that Bloch’s
(1953) definition of style as deviation from frequency norms was ‘a
chimera’ (1970: 5). Freeman’s confidence in this regard arose from his
certainty that ‘[t]he “frequency distributions and transitional probabi-
lities” [Bloch 1953: 40] of natural language are not known and never
will be’ (1970: 5-6). But even prior to Freeman’s statement, nascent
work in corpus linguistics had begun to show that this was simply not
true (see, for example, Kucera and Francis’s 1967 ground-breaking
Computational Analysis of Present-Day American English, based on
the Brown Corpus). And since Freeman’s statement, corpus linguistic
and stylometric analysis has clearly demonstrated the capacity for deter-
mining frequency norms based on large-scale representative samples of
language data (see, for example, Biber 1988, 2006; Conrad and Biber
2001; Hoover 2017). But in addition to his statement that such quanti-
tative data could never be obtained, Freeman also claimed that even if it
could, this would ‘constitute no particularly revealing insight into either
natural language or style’ (1970: 6). This chapter sets out to show how,
in relation to stylistics, the opposite is true.

We focus in this chapter on the concept of what O’Halloran (2007)
terms ‘corpus-assisted” analysis, something that we prefer to call ‘cor-
pus-informed’ stylistics. This essentially means using pre-existing large-
scale corpora to support the stylistic analysis of single texts or textual
extracts. For people new to corpus stylistics, one of the most straight-
forward ways of beginning to integrate corpus methods and stylistic
analysis is to use such existing large corpora to support or challenge an
intuitive response to a text. This is what we do in this chapter, where
we introduce the BYU interface (developed by Mark Davies at Brigham
Young University) to the British National Corpus (BNC) and use it as
an external norm against which to compare a single text. In explicating
corpus-informed stylistics, we pay particular attention to the concept
of semantic prosody, outlined briefly in Chapter 1. This concept is
inextricably linked with the concepts of collocation and concordancing,
which we explain in full later on in this chapter.

We begin with a brief illustration of the value of collocational anal-
ysis for stylistics before going on to a fuller discussion of the concept
of semantic prosody, taking into account the various criticisms that
have been levelled at it. And in order to show how corpus-informed
stylistics can support the analysis of very small textual extracts, we end
the chapter with a stylistic analysis of a short excerpt from a sketch by
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Alan Bennett, Peter Cook, Jonathan Miller and Dudley Moore, entitled
‘Aftermyth of war’ (Bennett et al. 1987). Our overall argument is that
corpus-informed stylistics offers a means of testing intuitive claims
about style, thereby invalidating the position held by Freeman (1970).

2.2 Strolling with intent: an exercise in corpus-informed stylistics

In John Le Carré’s novel A Legacy of Spies (2017), the narrator is
recalling the story his mother told him of how she and his father first
met, at a wedding where she was a bridesmaid:

After the ceremony, so her story goes, she and a fellow brides-
maid, the better for a glass or two of champagne, played truant
from the reception and, still in their finery, took an evening
stroll along the crowded promenade, where my father was also
strolling with intent. (Le Carré 2017: 2; our emphasis)

An interesting stylistic element of the above passage is the complement
in the final subordinate clause. What is the significance of the narrator
describing his father as ‘strolling with intent’? Why not say ‘strolling
along’ or simply ‘strolling’? In short, why does Le Carré choose this
particular formulation over the range of other possibilities? And what
effect does this choice have? One method of determining this it to look
at occurrences of the phrase in a corpus and observe any patterns in its
usage. This in essence is corpus-informed stylistics: using the insights
to be gained from a large-scale corpus to inform our claims about the
likely reasons for and effect of a particular stylistic choice.

There are 283 occurrences of the phrase with intent in the BNC
(to replicate our search, follow the steps outlined in Box 2.1). In 270
of these instances, with intent is used in the context of law-break-
ing and/or causing injury or another form of distress to a third party
(see Figure 2.1). Examples include ‘with intent to injure the plaintiffs’,
‘with intent to defraud’, ‘with intent to endanger life’ and ‘with intent
to injure, aggrieve or annoy the victim’. Given the prevalence of this
pattern, it is not beyond the realms of possibility to suppose that when
we read the phrase ‘strolling with intent’ in Le Carré’s novel, we draw
unconsciously on our schematic knowledge of how the phrase with
intent is used in everyday life and that this information shapes how we
interpret the passage. That is, when the narrator describes his father as
‘strolling with intent’, we are likely to interpret this as meaning that he
was strolling with an ulterior motive in mind, one which was likely to
have a negative impact on someone else.
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But what of the instances of with intent from the BNC that don’t
appear to have this meaning? These can be seen in Figure 2.2. What
we can observe here is that there are some grammatical differences
between these examples and those that appear to be negatively charged.
Figure 2.1 shows that in those examples in which with intent seems to
have a negative meaning, it tends either to be a followed by an infinitive
(e.g. ‘with intent to have unlawful sexual intercourse’) or to be followed
by nothing at all (‘The appellant was convicted of wounding with
intent’). In both cases, intent functions as the head of a noun phrase. In
Figure 2.2, seven of the 13 examples follow these grammatical patterns
(examples 199, 207, 209, 254,258,276 and 277), and we will return to
these momentarily. The other six, however, are different. In examples
204, 210, 212 and 216, intent functions as an evaluative adjective
qualifying a subsequent noun phrase; in these instances, there does not
appear to be any negative meaning implied. And in examples 211 and
215, intent functions as a noun but is not followed by an infinitive;
again, the same element of negativity does not appear to be present in
these two examples (we are aware that this is a fairly subjective asser-
tion; we will return to this issue in section 2.3). For these reasons, we
can reject these examples on the grounds that they are not exemplars
of the phenomenon that is being drawn upon to interpret the phrase
‘strolling with intent’.

Let us return now to the seven examples from Figure 2.2 that do
follow the same grammatical patterns as observed in Figure 2.1. We will
first deal with those examples which are not followed by an infinitive.
These are examples 207, 209 and 277. In each, the specific intent is not
specified and so, as when we interpret the Le Carré example, we draw
on our schematic knowledge of prototypical usage to fill in the meaning
gap. Example 277 in particular is similar to the Le Carré one, in that the
context specifies that the intent is applied to a situation that is markedly
less serious (‘holding a teapot’) than those observable in the examples
from Figure 2.1 (compare ‘Causing grievous bodily harm with intent’
and ‘strolling with intent’). Louw (1993) suggests that such usages can
be indicative of irony. We explore this further in the next section.

This leaves us with four examples of with intent followed by an infin-
itive that do not seem to carry the negative implications to be found in
the examples in Figure 2.1. These are 199, 254, 258 and 276. Example
276 can be rejected because with intent occurs as a subordinate clause
at the beginning of a sentence; that is, it does not follow the grammati-
cal patterns observed in Figure 2.1 and for this reason does not convey
a negative implication. In 199, we can observe the same possibility of
irony as in 207, 209 and 277. Here the intent is ‘to titillate’.
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So what of 254 and 258? These match the grammatical pattern
for negativity observed in Figure 2.1 and the object of the intent in
each case does not appear to be non-serious (thereby discounting the
possibility of an ironic interpretation). And in neither example is with
intent used in the context of causing injury or distress to someone.
We would argue, then, that in these cases, because of the shared
grammatical pattern with the example in Figure 2.1, and because of
the absence of a possible ironic reading, in interpreting 254 and 258
the transfer of meaning from the prototypical negative usage of with
intent is likely. The difference here is that this interpretation is likely
to be erroneous, stemming as it does from an uncontrolled piece of
writing.

To return to the Le Carré example, examining concordance lines has
given us an insight into how the phrase ‘strolling with intent’ is likely
to be interpreted by readers. Its characterising function also becomes
more obviously apparent in terms of what it reveals about the character
of both the narrator’s father and the narrator himself (i.e. the fact that
he is comfortable with presenting his father in a slightly unfavourable
light and the possibility of irony also being present in his narration).
Just as importantly, looking at the examples from the corpus that do
not appear to convey negative meaning has allowed us to develop
a more precise understanding of the particular pattern in which the
negatively charged meaning of with intent is triggered. This, then, is
a brief example of one aspect of corpus-informed stylistics. But our
examination of concordance lines has been a fairly subjective process.
In the next section, then, we consider how such an analytical process
can be improved by drawing on the theoretical concepts of collocation
and semantic prosody.

2.3 Collocation and semantic prosody

The concept of semantic prosody was first introduced in a ground-
breaking paper by Louw (1993). The term, he explains, is analogous
with the phonological phenomenon identified by Firth (1955), whereby
certain phonological characteristics can transcend segmental boundaries
(Louw 1993: 158). Louw gives the example of the word Amen, arguing
that the vowels in this word take on a nasal quality because of their
proximity to the nasal consonants /m/ and /n/. Following Firth (1957),
Louw (1993) explains that a similar phenomenon can occur with regard
to the transfer of meaning between words in close proximity to one
another. In explaining this phenomenon, he draws on the concept of
collocation (that is, the tendency of words to co-occur). As Firth puts it:
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CORPORA AND QUALITATIVE STYLISTIC ANALYSIS 39

Box 2.1 Searching BYU-BNC for the phrase with intent

BYU (Brigham Young University) Corpora at <https://corpus.byu.edu/>
is a website run by Mark Davies that provides a web front-end search
tool for exploring a range of large corpora. The analysis in section 2.1,
above, uses the British National Corpus (BNC), a 100 million word
corpus of British English from the early 1990s. To generate the search
results discussed in 2.1, take the following steps.

|. Go to https://corpus.byu.edu/bnc/.

2. Click on the ACCOUNT tab and register to use the BYU corpora.

3. Once you have done this, click on the SEARCH tab at the top of
the screen and type with intent into the search box, as shown in this
screenshot:

British National Corpus (BYU-BNC) @ L,‘

FREQUENCY CONTEXT ACCOUNT
E Chart Collocates Compare KWIC @ LOGGEDIN
T et i i B e
T press In the 1980s - early 19905, and it contains 100 million words of text texts

from a wide range of genres (e.g. spoken, fiction, magazines, newspapers, and
academic).

O Sections Texts/Virtual Sort/Limit Cptions.
The BNC is related to many other corpora of English that we have created, which

offer unparalleled insight inta variation in English

Click on any of the links In the search form to the left for context-sensitive help,
and ta see the range of querles that the corpus offers. You might pay special
attention to the comparisons between genres and the (new) virtual corpora,
which allow you to create personalized callections of texts related to a particular
area of interest.

Five minute tour

4. Now click Find matching strings. You will see the following:

British National Corpus (BYU-BNC) @ L,'

SEARCH CONTEXT ACCOUNT
SEE CONTEXT: CLICK ON WORD OR SELECT WORDS + [CONTEXT] [HELP..] COMPARE
. | conten | FREQ
1 (] WITH INTENT \ 283 ===

5. Click on WITH INTENT to view the 283 concordance lines for this
phrase.

Meaning by collocation is an abstraction at the syntagmatic
level and is not directly concerned with the conceptual or idea
approach to the meaning of words. One of the meanings of
night is its collocability with dark, and of dark, of course, col-
location with night.

(Firth 1957: 196)
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The above summary is an extended version of Firth’s rather more
succinct and well-known statement that ‘you shall know a word by the
company it keeps’ (1957: 179). To illustrate what Firth means, Louw
(1993) refers to the final line of Philip Larkin’s poem ‘First Sight’,
which is concerned with the experiences of newborn lambs in winter.
The poem concludes with the claim that these lambs have no capacity
to grasp what lies in store for them as the year progresses, and that
what is to come will be ‘Utterly unlike the snow’. Louw claims that
this final line, and the word utterly in particular, is suggestive of ‘the
myriad cruelties of the world the lambs have just entered’ (1993: 161).
This is on the grounds that the habitual collocates of the word utterly
are overwhelmingly negative. Louw cites evidence from the original 18
million word COBUILD corpus, where the collocates to the right of
utterly include demolished, destroyed, meaningless, stupid, terrified and
so on. There are very few semantically positive collocates. On the basis
of having observed this pattern, Louw argues that utterly takes on the
semantic meaning of its overwhelmingly negative collocates, causing
us to interpret the final line of Larkin’s poem as meaning that nothing
good is in store for the lambs. (Louw’s implication here is that the
negative semantic prosody in question belongs to the word utterly; this
is a point of contention in other conceptualisations of semantic prosody
which we will explore further below.)

What, then, of the collocates of uiterly that are not semantically
negative? There are just four in Louw’s (1993) original concordance and
Louw explains that these four instances are foregrounded (Mukafovsky
[1932] 1964) because they break the established pattern. Moreover, the
functional effect of this foregrounding is irony; when something seman-
tically positive follows utterly, we cannot take it at face value because we
are so used to the normal pattern of negativity. One of Louw’s examples
is that of a Nazi Stormtrooper described as being ‘confident, well-trained
and utterly dedicated’ (1993: 164). Louw’s definition of irony matches
Simpson’s (2011: 39), in which he claims that irony arises when we
perceive a difference between ‘what is asserted and what is meant’.

Louw’s (1993) discussion of semantic prosody has been influential
in both corpus linguistics and stylistics, and its potential value for the
purposes of identifying verbal irony should be clear. However, the
concept is not uncontroversial, as the following section explains.

2.3.1 Semantic prosody as one aspect of extended units of meaning

Semantic prosody is a consequence of collocation, the tendency of words
to co-occur. Of course, words co-occur all the time in language but of
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particular interest to linguists are high-frequency collocates. Collocates
are those words that appear within a particular span (or ‘window’) of
the node or target word. Four words to the left and right of the node
word is a typically used span, though Mason (1999) points out that not
all words influence their environment in the same way. Mason argues
for the use of variable spans as a result. While collocational behaviour
can be assessed purely by reference to the frequency of collocates (as in
Louw 1993), it is more reliable to calculate the statistical significance of
collocates. This is because simple frequency is not necessarily indicative
of collocational strength. A collocate which co-occurs with the node
word much more frequently than it does with other words will be a
stronger collocate than one which frequently co-occurs with lots of
other words in addition to the node. Collocational strength can be
tested by calculating a Mutual Information (MI) score. Scores of three
and above are indicative of strong collocation (we explain this in more
detail in Chapter 5). Claims for semantic prosody, then, need at least
to be based on the statistical significance of collocates. Moreover, as
Stubbs (2007) explains, semantic prosody (which he prefers to call
discourse prosody, the reasons for which will be discussed below) is a
pragmatic feature and needs to be seen as just one element of the struc-
ture of an extended unit of meaning. Stubbs’s (2007: 179) model of
such a structure is based on Sinclair’s (1998), which is made up of four
elements — collocation, colligation, semantic preference and semantic
prosody — and explained by Sinclair as follows:

Collocation (at present) is the co-occurrence of words with no
more than four intervening words.

[...]

Colligation is the co-occurrence of grammatical phenomena.
(Sinclair 1998: 15)

[...]

Semantic preference is the restriction of regular co-occurrence
to items which share a semantic feature, for example that they
are all about, say, sport or suffering.

[...]

The semantic prosody of an item is the reason why it is chosen,

over and above the semantic preferences that also characterise
it. (Sinclair 1998: 20)

As an example, consider the most frequent collocates of the phrasal verb
get away with in Table 2.1 (see Box 2.2 for the process for replicating
these results). Get away with collocates with nouns such as anything,
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Table 2.1 Collocates of get away with in the BNC (9 word window;
minimum frequency = 3)

Collocate Frequency All % MiI
1 can 137 229,823 0.06 3.46
2 could 79 158,325 0.05 3.20
3 let 68 33,038 0.21 5.25
4 anything 25 27,172 0.09 4.08
5 murder 22 5,434 0.40 6.22
6 allowed 21 12,207 0.17 4.99
7 wo? 16 15,312 0.10 4.27
8 able 16 29,454 0.05 3.32
9 lucky 11 3,872 0.28 5.71
10 letting 8 2,158 0.37 6.09
11 managed 5 7,238 0.07 3.67
12 em” 4 1,949 0.21 5.24
13 killers 3 370 0.81 7.22
14 behaving 3 589 0.51 6.55
15 lets 3 847 0.35 6.03
16 treating 3 1,305 0.23 5.40
17 crimes 3 1,688 0.18 5.03
18 hopefully 3 1,824 0.16 4.92
19 literally 3 1,911 0.16 4.85
20 whenever 3 2,993 0.10 4.21
2 Won’t.
> Them.

murder and crimes. Its colligational preference is for modal structures
(e.g. can, could) and it has a semantic preference for being preceded by
words from the semantic field of ability (e.g. allowed, able, letting,
managed, lets). But what of its semantic prosody? It is not obviously
positive or negative, and might best be described as one of censure or
disapproval; but this would seem to be dependent on the viewpoint of
the speaker or writer (we discuss this issue further, below).

This is a problematic issue that Hunston (2007) identifies with
Louw’s (1993) conception of semantic prosody. So too do Morley
and Partington when they state that ‘semantic prosody can give the
reader or listener an insight into the opinions and beliefs of the text
producer’ (2007: 140; see also Partington 2004). In addition, Hunston
(2007) identifies a number of other issues with the concept of semantic
prosody.

First, she argues, in line with Sinclair (2004: 37), that semantic proso-
dies are distinguishing characteristics of extended units of meaning
rather than properties of individual words (the word, rather, is the core
of a longer sequence of co-occurring items). To illustrate this point,
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Box 2.2 Searching BYU-BNC for the most frequent
collocates of get away with

|. Click on the Collocates option.

2. Enter get away with in the Word/phrase box.

3. Enter an asterisk in the Collocates box. (N.B. An asterisk acts as a
wildcard, and stands for any character; i.e. this search tells the software
to extract any collocate of get away with, regardless of whether it is a
noun, verb, adjective, etc.)

4. Click on 4 to the left and 4 to the right in the box below.

. Ensure that the SORTING box is set to FREQUENCY.

6. Set the MINIMUM box to MUT INFO (i.e. mutual information), check
the box to the right of that and insert 3 into the box to the right of
that one.

ul

British National Corpus (BYU-BNC) @ @ L,‘

SEARCH FREQUENCY CONTEXT ACCOUNT
; =
List Chart |Collocates| Compare KWIC /@\, e
Word/phrase SORT 7 LMIT
o
(ke Sort by raw frequency (e.g. hard * y or by "relevance" { hard *). Relevance uses the
[+Ta[3]z] o Mo [2[=]a]+] Mutual Information score.
Itis often useful to specify the minumim frequency when you are sorting by
“relevance"’, 1o eliminate very low frequency strings. For example, collocares of
. o reenwhere minimum frequency - 1 (strange once-off strings) and where
O Sections Texts/Virtual Sort/Limit Options z e g L
minimum frequency = 20.
Note also that when you do a collocates search and you don't specify anything for
SORTING | FREQUENCY |V SEE NOTE the collocates field, it will automatically set MINIMUM to MUT INFO = 3 (Mutual
MINIUM [0 V] & Information scare). It does this to remove high frequency noise words like the, ro,

withy etc. If you want to see more of these words, lower the MI score; to see less,
increase it.

7. Now click Find collocates.

Hunston (2007) refers to the word persistent, arguing that its semantic
prosody varies according to the particular unit of meaning of which
it is a part. By way of example, she points out that when persistent
is followed by a noun phrase (e.g. ‘persistent drug users’, ‘persistent
errors’), the semantic prosody is negative. However, when persistent is
used predicatively (as in the examples ‘Con men and charlatans are so
thick and so persistent’, ‘But she is so persistent that Beth — that they
end up — they have a real break, a very good conversation’) it has the
capacity to generate both negative (as in the first example) and positive
(as in the second) semantic prosodies.

Hunston makes two further, and related, points about semantic
prosody: (1) that a binary approach, wherein semantic prosodies are
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either positive or negative, would seem to be an over-simplification
of how attitudinal meaning works (Hunston 2007: 256); and (2) that
semantic prosodies are likely to vary according to the point of view
of the reader. To explore these issues further, we need to consider the
distinction between semantic prosody and semantic preference.

2.3.2 Semantic prosody versus semantic preference

Hunston (2007: 266) points out that the term semantic prosody is
often used to refer to two different phenomena: the first is the discourse
function of a unit of meaning and the second is the attitudinal meaning
of words or phrases. Using the term to refer to what are in actual fact
two distinct concepts is likely to give rise to confusion and so Hunston
(2007: 266) favours two different terms. She explains that her preference
is to retain the term semantic prosody to refer to the discourse function
of a unit of meaning. This is in line with Sinclair’s own use of the term.
To refer to the propensity of a lexical item to frequently co-occur with
items that express particular evaluative meanings, Hunston (2007: 266)
prefers the term semantic preference or attitudinal preference.

To explore the difference between semantic prosody and seman-
tic preference, we can consider the two lexical items job and career.
Table 2.2 shows the first 15 adjectival collocates of the node word job
in the BNC (British National Corpus) of 100 million words of British
English (see Box 2.3 for the process used to obtain these results).

Table 2.2 First 15 adjectival collocates of job in the BNC (9 word window)
in order of collocational strength

Collocate Frequency All % MI
11 off-farm 15 80 18.75 6.69
12 well-paid 13 77 16.88 6.54
15 unenviable 8 85 9.41 5.69
1 full-time 108 2,158 5.00 4.78
2 part-time 77 2,046 3.76 4.37
6 thorough 28 1,081 2.59 3.83
10 vacant 16 785 2.04 3.49
4 marvellous 32 1,746 1.83 3.33
5 decent 30 1,724 1.74 3.26
8 worthwhile 24 1,435 1.67 3.20
3 temporary 61 3,740 1.63 3.16
7 boring 25 1,632 1.53 3.07
9 fantastic 17 1,113 1.53 3.07
13 hardest 9 587 1.53 3.07
14 terrific 9 618 1.46 3.00
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Box 2.3 Searching BYU-BNC for adjectival collocates
of job in order of collocational strength

ul

. Click on the Collocates option.
2.
3.

Enter job in the Word/phrase box.

Click on POS (part-of-speech) to the right of the Collocates box
and selected adj.all from the drop-down menu (note that this inserts
the part-of-speech tag for general adjectives in to the Collocates
box; this tells the software only to extract collocates of job that are
adjectives).

. Click on 4 to the left and 4 to the right in the box below.
. Ensure that the SORTING box is set to FREQUENCY.
. Set the MINIMUM box to MUT INFO (i.e. mutual information), check

the box to the right of that and insert 3 into the box to the right of
that one.

. Now click Find collocates.

These can be compared with the first 15 collocates for career in the
same corpus, shown in Table 2.3 (to generate these results, use the same
settings as described in Box 2.3 but change the search term to career).
Stubbs (2007: 178) explains that by examining collocates, we can
identify the semantic preference of the node word; that is, the lexical

Table 2.3 First 15 adjectival collocates of career in the BNC (9 word
window) in order of collocational strength

Collocate Frequency All % MI
3 distinguished 79 2,452 3.22 5.70
12 glittering 17 610 2.79 5.49
7 promising 28 1,492 1.88 4.92
4 academic 69 4,762 1.45 4.54
15 managerial 15 1,329 1.13 4.18
6 racing 32 3,173 1.01 4.02
1 successful 105 10,564 0.99 4.00
5 entire 43 4,633 0.93 3.90
10 varied 22 2,829 0.78 3.65
2 professional 83 10,842 0.77 3.62
14 full-time 16 2,158 0.74 3.58
9 brilliant 24 3,332 0.72 3.53
8 acting 27 4,638 0.58 3.23
13 musical 17 2,934 0.58 3.22
11 subsequent 22 4,334 0.51 3.03
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field(s) from which its collocates are drawn. For example, Tables 2.2
and 2.3 indicate that jobs and careers are both discussed in terms
of workload (full-time, part-time), desirability (unenviable, varied)
and industry (musical, managerial, off-farm). However, the semantic
prosody arising from the units of meaning in which the two words are
used is arguably different, in that the strongest collocates (i.e. MI 5+)
of career are more positively evaluative than those of job, which are
either negatively evaluative or purely descriptive. And while job does
attract semantically positive collocates, those of career arguably have
higher-status association (e.g. distinguished, glittering). According to
Sinclair (1998), semantic preference describes the lexical relationship
between the node word and its collocates (from which it is possible to
derive the lexical field that Stubbs 2007: 178 describes), while semantic
prosody describes the discourse function of the unit of meaning. Sinclair
explains that semantic prosody conveys ‘a subtle element of attitudinal,
often pragmatic meaning’ and that ‘[t]he semantic prosody of an item
is the reason why it is chosen, over and above the semantic preferences
that also characterise it’ (1998: 20). To return to the example of jobs
and careers, a career might be seen as something to aspire to more than
a job because of the more strongly positive semantic prosody associated
with the units of meaning in which career turns up. These reasons
might well determine which word is chosen by a writer; for instance,
it is possible to imagine that graduate recruitment agencies might well
favour the term career over job for the reasons described above.

Semantic prosody is defined by Louw as ‘a form of meaning which
is established through the proximity of a consistent series of collocates’
(2000: 57). This is consistent with Sinclair’s, Stubbs’s and Hunston’s
definitions but it is easy to see how it might lead to confusion and the
running together of semantic prosody and semantic preference, since it
makes no clear reference to the fact that semantic prosodies belong to
units of meaning and not to individual words.

Sinclair (1998) and Stubbs (2007), who prefers the term discourse
prosody to semantic prosody, both use the concept of semantic prosody
in their accounts of the structure of units of meaning. What Louw
(1993) does is to take the concept and apply it to account for the projec-
tion of irony in texts. One of Louw’s (1993) now well-known examples
of how, in his view, semantic prosody can give rise to irony comes from
David Lodge’s (1984) satire on academic conferences, the novel Small
World. The extract that Louw quotes is as follows:

The modern conference resembles the pilgrimage of medie-
val Christendom in that it allows the participants to indulge
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themselves in all the pleasures and diversions of travel while
appearing to be austerely bent on self-improvement. (Lodge
1984: 1; qtd in Louw 1993: 164)

Louw (1993) argues that bent on generates an ironic effect as a result
of its semantic prosody. He cites the evidence in the concordance in
Figure 2.3 to support his argument, stating that ‘[a]lthough the corpus
rises only to a modest total of ten citations for bent on, the seven cited
[in Figure 2.3] are sufficiently negative to suggest the consistency of
background that Lodge needed in order to create the desired effect’
(Louw 1993: 165).

There are a number of issues worth pointing out with Louw’s claims.
The first is that he appears to run together the notions of semantic
prosody and semantic preference, to the extent that it is difficult to
know whether he views semantic prosody as a property of words or
as a feature of units of meaning (in the case of his utterly example,
it would appear to be the former, since he states that ‘utterly has an
overwhelmingly “bad” prosody’ [Louw 1993: 160]). The second is that
it is debatable whether Louw’s interpretation of the semantic value of
the collocates of bent on would be shared by all readers. This relates to
Hunston’s (2007) point about semantic prosodies being likely to vary
according to a reader’s perspective. We can see this if we consider the
concordance in Figure 2.3. With regard to line 1, for example, it is not
clear why ‘bent on defending themselves’ should be evaluated nega-
tively. At the very least, more context is needed to determine the subject
of the verb phrase and what they are defending themselves against.
Being bent on defending one’s legal rights, for instance, would be more
likely to be interpreted as a positive move than being bent on defending
oneself after, say, having said something clearly racist or sexist.

Given the problems of just ten examples from the original 18 million
word COBUILD corpus, Louw then turns to a 37 million word corpus
(later incorporated into the 455 million word Bank of English, a subset
of the 4.5 billion word COBUILD corpus). Here he finds 103 examples

them were so bent on defending themselves and on distinguishin
meant is hell bent on destroying Bristish Leyland, aided and abe
side, seemed bent on getting down my collar and up the trouser
of the crowd bent on harrying the speakers, often for a laugh
nt. They are bent on ‘improving’ and perfecting existing weapons

AN AW =

nor persons bent on mayhem had not so for chosen to resort to

~

ated figure, bent on the same routine. Thereafter every Mamous

Figure 2.3 Collocates of bent on in the 18 million word COBUILD corpus
identified by Louw (1993: 165) as semantically negative
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of bent on and argues that these reveal a clearer profile of the negative
semantic prosody of the phrase. Louw cites every third instance and
asserts that ‘[t]his concordance shows that the pursuits that people are
bent on are almost always negative or unpleasant in some way’ (1993:
166). There are two issues here. The first is that we do not have access
to the full concordance, only every third line, so it is impossible to
know whether the unseen lines might falsify Louw’s claim (this is not to
suggest any dishonesty on Louw’s part, only that his results are not open
to falsification). The second is that Louw says that the semantic prosody
of bent on is ‘almost always’ negative. This, of course, is not a precise
account of the frequency of a negative profile; more importantly, without
precise numbers, Louw’s assertion is, once more, not open to falsification.

These criticisms aside, Louw’s claim is that in those instances where
bent on is used with semantically positive collocates (usually, he says,
invoked by the collocate immediately to the right of bent on), the
‘normal’ semantic prosody is transferred. This results in the projection
of irony since there is a clash between the semantically positive nature
of the collocate and the transferred semantic prosody which is negative;
in effect, there is, in Simpson’s (2011) terms, a clash between what is
asserted and what is meant.

Louw’s discussion of the concept of semantic prosody has undoubt-
edly been influential in both corpus linguistics and stylistics, and the
above criticisms should not be seen to detract from the value of his initial
work in this area. Certainly, his research provides a working hypothesis
for how irony is generated in texts. But it would seem to be the case
that the concept of semantic prosody is improved (that is, made more
specific and reliable) by separating it out from the concept of semantic
preference. Consequently, this distinction needs to be considered in
any analysis of irony that draws on Louw’s approach. Furthermore,
the reliability of a semantic profile is increased by the use of statistical
tests of collocational strength. And the notion that semantic prosodies
are either positive or negative would seem to be something of an over-
simplification. Louw himself, in his discussion of the bent on example,
refers to the concordance lines as being ‘sufficiently negative’ (1993:
164), suggesting that negativity is not an all or nothing quality. With
these issues in mind, in the next section we demonstrate the stylistic
application of the concepts of collocation and semantic prosody. We
use these concepts to explore the possible projection of irony in a short
extract from a sketch called ‘Aftermyth of war’. Following Sinclair
(1998), Stubbs (2007) and Hunston (2007), we take semantic prosody
to refer to the discourse function of a unit of meaning and semantic
preference to refer to collocational patterns.
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2.4 Case study: irony in ‘Aftermyth of war’

In 1961, the comedian Peter Cook opened a nightclub in London which
became famous for comedy that satirised the British establishment.
With no small amount of irony, Cook called it The Establishment. The
comedian’s reputation as a leading satirist had been cemented the pre-
vious year with the premiere of Beyond the Fringe, the stage revue that
Cook, along with his fellow comedians Alan Bennett, Jonathan Miller
and Dudley Moore, had written and starred in. Beyond the Fringe
quickly became famous for its no-holds-barred approach to the objects
of Cook and his fellow performers’ satire. No one up to that point had
so obviously lampooned authority figures such as the Royal Family
and the Prime Minister of the day in so public a domain. ‘Aftermyth
of war’ is a sketch from the show that satirises British attitudes to
the Second World War. In it, a narrator explains to the audience
Britain’s role in the war and summarises various key events, such as
the Battle of Britain. The other performers act out short scenes which
illustrate the narrator’s main points. As with all the other sketches in
Beyond the Fringe, ‘Aftermyth of war’ was performed with minimal
scenery, with the performers dressed in nondescript clothing (white
shirt, grey trousers and grey sweater), augmented only occasionally
with more obvious elements of costume (e.g. hats). Towards the end
of the sketch, Alan (Bennett) enters and summarises very quickly how
the war ended:

Alan But the tide was turning, the wicket was drying out. It
was deuce — advantage Great Britain. Then America and
Russia asked if they could join in, and the whole thing
turned into a free-for-all. And so, unavoidably, came
peace, putting an end to organised war as we knew it.
(Bennett et al. 1987: 78)

The sketch as a whole centres on a significant irony: that the people
charged with ending the war do not, in fact, want it to end because they
are rather enjoying it. We will argue that the extract above contains
a verbal irony that supports this general interpretation. The question
is: how is this irony projected textually and how are readers likely to
recognise this?

Simpson defines verbal irony as ‘the perception of a conceptual
paradox, planned or unplanned, between two dimensions of the same
discursive event’ (2011: 39). Simpson further notes that this core defi-
nition incorporates two sub-definitions, which he explains as follows:
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Sub-definition 1: Irony is a perceived conceptual space between
what is asserted and what is meant

Sub-definition 2: Irony is a perceived mismatch between aspects
of encyclopaedic knowledge and situational knowledge
(with respect to a particular discursive event) (Simpson
2011: 39)

We can first note that Alan implicates that the end of the war was a bad
thing. This is conveyed in his statement, ‘so, unavoidably, came peace’.
Unavoidably has a semantic preference for negative collocates, as can
be seen in the concordance in Figure 2.4.

What the concordance suggests is that processes described using the
adverb unavoidably are usually negative in the sense of being unwelcome
or undesirable to the speaker or writer (e.g. unavoidably delayed, una-
voidably detained, unavoidably distorted, unavoidably contaminated).
Peace, then, is an unusual collocate of unavoidably. Furthermore, the
statement that ‘so, unavoidably, came peace’ generates a conversational
implicature (Grice 1975) as a result of flouting the maxim of manner.
This is because unavoidably clashes collocationally with descriptions
of peace coming, since the norm is only to use this adverb to describe
attitudinally negative processes. Consequently, Alan’s description of
the coming of peace is a decidedly odd (and consequently unclear)
way of expressing the situation. The resultant implicature is that Alan
believes that had it been possible to avoid peace, this would have been
the better course of action. This is discoursally deviant. War is generally
acknowledged to be an undesirable state, therefore putting an end to it
should, in normal circumstances, be seen as something desirable. We
can also note that the maxim of quality is broken here. Despite the fact
that peace is the agent of the clause, the statement that peace came una-
voidably cannot possibly be true (the state of affairs must have come
about as a result of human intervention to some degree). Alan may, of
course, be deluded, in which case he is infringing (see Thomas 1995)
the maxim rather than flouting or violating it. At the discourse level of
author addressing reader, however, the statement is clearly a flout and
the implicature likely to be a satirical comment on leaders not taking
responsibility for their actions.

In addition to the Gricean implicatures, what is also unusual is the
statement that peace put an end to ‘organised war’. This too generates
a conversational implicature — that war is acceptable so long as it is
organised. ‘Organised war’ seems intuitively to be another collocational
clash and this again is something that can be investigated with recourse
to corpus data. In the BNC, for instance, war appears as a collocate of
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organised only once, and in this one instance it appears before the word
organised, in the following example:

When this war broke out organised Labour in this country lost
the initiative][.]

Organised war, then, is clearly an unusual collocation and is, in sty-
listic terms, foregrounded as a result. By contrast, the most frequent
post-modifying lexical collocate of organised is crime, which appears
as a collocate of organised 61 times. If we could say by virtue of
this association that organised has a negative semantic prosody, then
this would explain why organised war is foregrounded; in effect, the
negative semantic prosody of organised crime is being transferred to
organised war. But this is too simplistic and reveals the problems with
seeing semantic prosody as the property of a word rather than of a unit
of meaning. Just below crime, for instance, with a frequency of 44 is
Labour. And what of the grammatical collocates of organised that are
ranked higher than crime? Table 2.4 shows the first 20 collocates of
organised in the BNC (see Box 2.4 for the process for generating these
results).

Table 2.4 Top 20 collocates of organised in the
BNC by frequency (4 word span to the right)

Rank Collocate Frequency
1 the 1,209
2 by 1,187
3 and 558
4 a 437
N in 369
6 of 358
7 to 232
8 for 202
9 on 116

10 with 115

11 as 108

12 at 87

13 into 86

14 ’s 76

15 that 71

16 which 65

17 this 64

18 it 62

19 an 61

20 crime 61
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Box 2.4 Searching BYU-BNC for collocates
of organised by frequency

Click on the Collocates option.

Enter organised in the Word/phrase box.

Enter an asterisk in the Collocates box.

Click on 4 to the right in the box below.

Click on SORT/LIMIT and ensure that the SORTING box is set to
FREQUENCY.

Set the MINIMUM box to FREQUENCY,

7. Click Find collocates.

AW —

o

The Frequency column in Table 2.4 indicates how frequently the
collocate occurs in the corpus. What we can note from observing the
concordances for the collocates in Table 2.4 is that the, by and a are
always collocates of organised as a verb. The rest appear as collocates
of both the verb and adjective organised. Organised, then, colligates
with determiners, prepositions, nouns and adjectives. So far, this has
not revealed much about the locus of the intuited negative semantic
prosody associated with organised. But Table 2.4 only shows collocates
by frequency. It is also important to consider collocational strength.
To this end, Table 2.5 shows the most frequent collocates that have
an MI score of at least three (see Box 2.5 for search parameters). N.B.
It is, of course, possible to extract collocates of organised by Mutual
Information score alone. However, the strongest collocates in such a
search occur only once and it is impossible to determine patterns of
usage in single occurrences. Hence, we searched first by frequency and
then examined the associated MI scores for those results.

The Frequency column in Table 2.5 indicates how frequently the
collocate occurs in the corpus. The All column shows the total number
of occurrences of the word in the corpus. The % column expresses this
as a percentage. The MI column shows the MI score for the collocate,
a measure of its collocational strength (recall that scores of 3+ are
statistically significant). Given that in the ‘Aftermyth of war’ sketch,
organised qualifies the noun war, it makes sense to pay particular
attention to the nouns in Table 2.5. What we can observe here is that
organised appears to have a semantic preference for nouns that specify
collectives or co-operatives of some kind (e.g. gangs, religion, groups,
conference, etc.). To investigate this further, we will turn next to the
statistically significant noun collocates of organised as an adjective.
These are shown in Table 2.6 (see Box 2.6 for search parameters).
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Table 2.5 Top 20 collocates of organised in the BNC by frequency, arranged
by collocational strength (4 word span to the right)

Collocate Frequency All % MI
14 WACC 17 597 2.85 7.47
20 gangs 11 524 2.10 7.03
5 jointly 22 1,098 2.00 6.96
9 conjunction 19 1,459 1.30 6.34
2 crime 61 6,815 0.90 5.80
10 religion 19 4,305 0.44 4.78
8 institute 20 5,271 0.38 4.56
1 by 1187 505,413 0.23 3.87
16 district 15 7,806 0.19 3.58
4 groups 36 18,961 0.19 3.56
11 event 19 10,227 0.19 3.53
7 activities 21 11,360 0.18 3.52
13 lines 18 9,879 0.18 3.50
3 labour 44 26,519 0.17 3.37
15 events 16 10,214 0.16 3.28
6 basis 22 14,230 0.15 3.27
18 conference 14 9,630 0.15 3.18
17 northern 15 10,685 0.14 3.13
12 series 19 13,996 0.14 3.08
19 campaign 12 9,170 0.13 3.03

Box 2.5 Searching BYU-BNC for frequent collocates

of organised by collocational strength (i.e. Ml score

of 3+4)

U N W N —
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. Click on the Collocates option.
. Enter organised in the Word/phrase box.
. Enter an asterisk in the Collocates box.

. Click on 4 to the right in the box below.
. Click on SORT/LIMIT and ensure that the SORTING box is set to

FREQUENCY.

. Set the MINIMUM box to MUTUAL INFORMATION, check the

box to the right of that and insert 3 into the box to the right of that

one.

. Click Find collocates.
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Table 2.6 Statistically significant noun collocates of organised as an adjective
in the BNC (4 word span to the right)

Rank Collocate Frequency All % MiI
1 gangs 7 524 1.34 8.68
2 religions 8 735 1.09 8.39
3 crime 60 6,815 0.88 8.08
4 religion 18 4,305 0.42 7.01
5 displays 6 1,700 0.35 6.76
6 chaos 5 1,559 0.32 6.62
7 abuse 10 3,534 0.28 6.44
8 resistance 9 3,588 0.25 6.27
9 enterprise 7 4,108 0.17 5.71

10 visits 5 2,993 0.17 5.68

11 labour 37 26,519 0.14 5.42

12 activities 14 11,360 0.12 5.24

13 games 6 5,925 0.10 4.96

14 groups 17 18,961 0.09 4.78

15 events 9 10,214 0.09 4.76

16 effort 5 7,486 0.07 4.36

17 opposition S 8,617 0.06 4.16

18 parties 7 12,241 0.06 4.14

19 movement 6 13,052 0.05 3.82

20 workers 6 14,359 0.04 3.68

21 class 7 17,755 0.04 3.60

22 force 5 15,271 0.03 3.33

23 approach 5 15,859 0.03 3.28

24 industry 6 19,461 0.03 3.24

Box 2.6 Searching BYU-BNC for noun collocates
of organised as an adjective

l.
2.

Click on the Collocates option.
Enter organised in the Word/phrase box and choose adj.ALL from the
drop-down menu to the right.

. Choose noun.ALL from the drop-down menu in the Collocates

box.

. Click on 4 to the right in the box below.
. Click on SORT/LIMIT and ensure that the SORTING box is set to

RELEVANCE.

. Set the MINIMUM box to FREQUENCY, check the box to the right

of that and insert 5 into the box to the right of that one.

. Click Find collocates.
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Based on an analysis of concordance lines for each of the collocates
in Table 2.6, the closest to a discernible unit of meaning in which
organised features, that has a negative semantic prosody, is as follows
(square brackets indicate necessary components and round brackets
indicate optional ones):

[@ determiner] organised [as an adjective] (+ adjective) +
[uncountable noun]

Examples from the BNC that fit this structure include organised crime,
organised chaos, organised abuse, organised backlash, organised con-
spiracy, organised congregation, organised hooliganism, organised
pressure, organised protest, organised terrorism, organised violence,
organised disruption and organised cruelty. This would explain why,
for instance, such phrases as organised religion, say, give rise to
semantically negative collocates while phrases such as these organised
highways, many organised elements and all organised groups do not.
However, a closer look at the results of a BNC search for this perceived
unit of meaning reveals many semantically positive nouns attached
to organised, for instance organised football, organised antislavery,
organised benevolence, organised cricket, organised theatre, organised
education and organised charity. Furthermore, some examples are
neither obviously positive or negative, such as organised labour, organ-
ised religion, organised resistance, organised system, organised cam-
paign and organised operation (though, as Hunston 2007: 255 notes,
in some cases, semantic prosodies may vary according to the point of
view of the reader; for instance, organised resistance may be viewed
as having a positive prosody if the resistance is against something the
reader perceives to be bad, such as occupation). What this shows is
that the proposed unit of meaning does not fully account for why the
phrase organised war appears to have a negative semantic prosody. It
seems that this is explained by the preceding idiom putting an end to
and by the qualifier as we knew it. It would appear that these heighten
the semantically negative connotations that the phrase organised war
projects.

There are 290 occurrences of put* an end to in the BNC. Figure 2.5
shows the concordance for the 17 instances of putting an end to. What
this overwhelmingly indicates is that we put an end to undesirable activ-
ities (e.g. drought, domineering activities, usurped authority, squab-
bling, etc.). This semantic preference means that organised war (as
distinct from the unmarked form, war) is also likely to be interpreted as
something undesirable. The foregrounding that comes about because of
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the unusual collocation means that organised war constitutes a marked
form. Use of the marked form generates an implicature, via a flout of
the maxim of quantity, that the unmarked form (war) is both undesir-
able and disorganised.

We can now turn to the qualifier, as we kn*w it. This appears 148
times in the BNC, with six instances of as we knew it (see Figure 2.6).
The second and final concordance lines record slightly different usages,
with as we knew it preceding an ellipted non-finite verb phrase and a
relative clause (as we knew it short lived and as we knew it would be,
respectively) so can be discounted. The others all use as we knew it as
part of a unit of meaning in which as we knew it qualifies a noun phrase.
The collocates of this unit of meaning (i.e. NP + as we knew it) are in
many cases semantically negative (e.g. death knell, an end, no more),
but what is perhaps more significant is that all uses of as we knew it
occur in contexts in which regret is expressed. This particular unit of
meaning, then, generates a negative semantic prosody, specifically one of
regret. This provides further evidence for an interpretation of putting an
end to organised war as something regrettable. Indeed, this might also
be seen as support for Hunston’s (2007) claim that semantic prosodies
go beyond being simply positive or negative. It may be the case, for
instance, that it is possible to specify positive and negative prosodies to
a greater level of detail than is usually done; in this case, the negative
semantic prosody can be explained in more detail as a prosody of regret.

Having examined the semantic preferences and prosodies of the con-
stituent parts of the utterance, ‘So, unavoidably, came peace, putting
an end to organised war as we knew it’, we can now consider the likely
triggers for irony.

e The semantic preferences of unavoidably signal that the speaker
sees the coming of peace as regrettable (i.e. a negative state of
affairs); this clashes with our values and assumptions about
the world and we judge the speaker to be either non-serious,
ridiculous or loathsome as a result.

e The semantic preferences of putting an end to lead us to expect
that whatever has been ended (in this case, organised war) is
something usually considered to be negative (which, of course,
war 1s).

* However, the semantic preferences of as we knew it give rise
to a semantic prosody of regret, implicating that the end of
‘organised war’ is something to be regretted. This suggests that
organised war is actually considered by the speaker to be a good
thing.
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e The fact that organised war is considered by Alan to be a good
thing led us to infer, via a flout of the maxim of quantity
(Grice 1975), that it is only the unmarked form (i.e. war) that is
assumed to be disorganised and undesirable as a result.

Ultimately, then, organised war is considered by Alan to be a good
thing (compared with the ‘free-for-all’ that transpires once America and
Russia join in). However, the irony of this position seems to arise not
from the semantic prosody of the unit of meaning in which the noun
phrase appears. Instead it arises because of a clash between the con-
versational implicature arising from the phrase organised war and the
semantic prosody of as we knew it. What this suggests about the detec-
tion of irony is that it is not simply a matter of comparing a semantic
prosody against a norm. In this case, it is a matter of comparing the
semantic prosody of a particular unit of meaning against an implicature
arising from a specific phrase and discovering that the propositional
assertions of the two positions are incongruous. This is broadly in line
with Simpson’s assertion that verbal irony is ‘a perceived conceptual
space between what is asserted and what is meant’ (2011: 39).

2.5 Conclusion

This chapter has introduced the concept of corpus-informed stylistics;
that is, the practice of using pre-existing large corpora to support the
qualitative analysis of short texts. Taking such an approach offers the
stylistician a means of checking intuitions and validating (or invalidat-
ing) what might otherwise be fairly subjective claims about a text.

Central to corpus-informed stylistics are concordancing and collo-
cation. Even a simple concordance can offer considerable insight into
a text, as we showed in our analysis of the John Le Carré example in
section 2.2. Concordances can be revealing of potential semantic proso-
dies. But semantic prosodies belong to units of meaning rather than
to words themselves. Statistical testing is a useful means of reducing
collocation lists to a manageable size for qualitative analysis, as well
as a mechanism for determining not just frequency but strength of
collocation.

With regard to the case study in section 2.4, what we aim to have
shown is how collocation analysis can offer significant insights into
even very small amounts of text. What our case study also reveals is
that while semantic prosody can be used in the identification of irony
in texts, (1) the concept needs to be separated out from the simple
concept of semantic preference and (2) semantic prosodies in and of
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themselves are not necessarily enough to explain the creation of irony.
As suggested above, the irony generated by the line from ‘Aftermyth of
war’ arises from a complex interplay of stylistic effects. These include
the semantic prosodies of putting an end to and as we knew it, and,
particularly, the clash between the semantic prosody of as we knew it
and the pragmatic implicature arising from the phrase organised war.
In addition, the Gricean implicatures generated by the flouts of the
maxims of manner and quality in relation to the use of the adverb una-
voidably, work to convey the deviant mind style (Fowler 1977) of the
character, which constitutes a further clash, this time between what the
character Alan considers to be normal and what the reader is likely to
believe. Our analysis of semantic preferences and prosodies in the line
in question can also be used to express more clearly the irony conveyed
by the sketch as a whole. It is not that the characters are enjoying the
war so much as the fact that they are enjoying the organisation of it.
Indeed, the sporting metaphors in the extract analysed (e.g. ‘the wicket
was drying out’, ‘It was deuce — advantage Great Britain’) suggest an
underlying conceptual metaphor of WAR 1S A GAME, with rules to be
followed and fair play expected (see Lakoff and Johnson 1980 for a
discussion of cognitive metaphor theory). One possible extrapolation
from our analysis is that the satire as a whole is a comment on what
is perceived by the writers as a British propensity for being more
concerned with following correct processes than actually reaching the
goals that those processes are intended to realise. The sketch may
be seen as debunking some of the mythologising of the Second World
War by those who were lucky enough to survive it and who then
carried some backward-looking and triumphalist attitudes over into
the 1950s and 60s.

What our analysis suggests is that semantic prosody, while a useful
tool in the identification of verbal irony, cannot be the sole locus of
irony. Irony is dependent on a clash of expectations, and this clash can
happen at various linguistic levels in addition to syntax and semantics.
Our analysis, for instance, indicates the importance of conversational
implicature. Furthermore, we can note that verbal irony is discoursal
in the sense that it is created over a longer stretch of text, so irony
is unlikely to be identifiable in a single unit of meaning. Our analy-
sis and discussion of semantic prosody provides further evidence that
a simple binary distinction between positive and negative prosodies
seems unlikely. Indeed, it is possible to imagine the semantic prosody
of a particular unit of meaning as having a more experiential semantic
value; for example, censure, approbation or disgust. This might in turn
suggest that whether we identify a unit of meaning as having semantic
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preferences or a semantic prosody could well depend on the stance or
viewpoint of the reader. This points to the need for experimental testing
of readers’ responses to postulated semantic prosodies. Indeed, we
would suggest that such an investigation, at the intersection of corpus
linguistics and stylistics, would be a fruitful area for future research.

Ultimately, then, what we hope to have demonstrated in this chapter
is that corpus-informed stylistics is about more than the simple appli-
cation of corpus analytical techniques to stylistically interesting data.
In addition to this, we need to consider the stylistic concept of fore-
grounding, as well as be mindful of a range of other (pragmatic) stylistic
tools of analysis to fully interpret the results of a corpus search. Corpus
software offers no analytical panacea for stylistics but what it does
provide is a means of seeing patterns in data that would not be observ-
able through purely qualitative analysis. It is also possible to go beyond
the type of analysis we have provided in this chapter. Chapter 3 begins
to explain how.
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Constructing and annotating corpora

3.1 Introduction

In the last chapter we introduced corpus-informed stylistic analysis
which involved using readymade corpora to help support intuitions
about short sections of texts. Corpus-informed analysis is character-
ised by the indirect use of corpus linguistics for the analysis of texts,
where the target text is typically being analysed manually. The manual
analysis is supported, where necessary, by the findings and insights
from large reference corpora that are chosen for their suitability to
test and potentially explain particular language intuitions, or answer
particular questions about the target text. Over the following chapters,
we explore a corpus-based approach (Tognini-Bonelli 2001) to stylistic
analysis, where texts under investigation are analysed directly using
corpus linguistic methods and tools. We discuss corpus-based stylistics
more fully in Chapter 4, but we introduce it here since this approach
typically necessitates preparing electronic versions of the texts for direct
analysis via corpus tools and/or creating corpora in order to answer
specific research questions. A corpus-based approach might also mean
adding electronic codes to a text or corpus (i.e. mark-up) that record,
for example, the results of analysis, which can then be interrogated
using computer tools in order to discern patterns.

This chapter focuses on how to prepare texts for electronic analysis
and the principles behind the construction of corpora. In explaining
this, we discuss sourcing and storing textual data, and adding electronic
mark-up to the data automatically, semi-automatically and manually.
We also consider copyright and ethical issues when compiling collections
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of texts into corpora. At the end of the chapter, in our second case study,
we illustrate the advantages to be gained from electronic corpus mark-
up. We do so via an analysis of the comic strip ‘Judge Dredd’, which
features in the comic 2000AD. In particular, we show how corpus
techniques can enable quantitative insights that supplement qualitative
commentaries on this particular comic strip.

3.2 Designing a corpus: representativeness, sampling and balance

Over this and the following section we discuss the methodological
considerations associated with designing and building corpora. We will
discuss representativeness and sampling, drawing on Biber (1993), as
well as the notion of balance. We will begin, though, by returning to the
definitions of a corpus that we drew upon in Chapter 1:

A corpus is a collection of pieces of language text in electronic
form, selected according to external criteria to represent, as far
as possible, a language or language variety as a source of data
for linguistic research. (Sinclair 2005: 16)

[A] finite-sized body of machine-readable text, sampled in order
to be maximally representative of the language variety under
consideration. (McEnery and Wilson 2001: 32)

Both these definitions remind us that a corpus is a collection of
language examples drawn from a particular language variety that aims
to represent the entirety of that language variety. By differentiating
between language and language variety Sinclair’s definition hints at the
fact that corpora can be both general (and represent a ‘whole’ language
by including texts from many different genres and registers) as well
as more constrained. As we saw in Chapter 1, some corpora can be
extremely constrained and, for example, contain only the works of a
single author such as Dickens or Austen. Some corpora are therefore
more specialised than others (see McEnery et al. 2006: 60), and this
suggests that the term language variety needs be understood in very
broad terms. This matches the view from sociolinguistics where accord-
ing to Holmes (2013: 6) language variety is used to mean ‘language in
context’. Holmes goes on to say that although this definition is ‘broad’,
the term is nevertheless ‘very useful [...] because it [...] covers all the dif-
ferent realisations of the abstract concept “language” in different social
contexts’ (2013: 6). Language variety, then, when used in a definition
for a corpus can be seen as any grouping of language examples that
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are delimited by any number of non-linguistic parameters (‘external
criteria’ in Sinclair’s terms). These parameters could be, for instance,
geographical boundaries (national and international), mode/medium of
communication (spoken or written, or some form of computer-mediated
communication), domain (social context or setting), genre, author and
so on (see McEnery et al. 2006: 80 for an alternative view). However,
it is worth noting that whether or not the language examples which
fall within these sorts of specified non-linguistic boundaries amount to
a distinct variety needs to be established through analysis. As we will
see in the following sections, another way to think of language variety
within the definition of a corpus is as a language population, and a
corpus as a sample from a language population. This is because within
social science more generally, the entirety of whatever phenomenon
is being studied is usually referred to as the population. A population
can be defined and delimited in any number of ways as we will see
in the next section where we consider what is meant by representing a
language population (and therefore a language variety).

3.2.1 Representativeness

We noted in Chapter 1 that representativeness is essential for pro-
ducing a reliable corpus. This is because, even though corpora can be
extremely large, usually they will never hold every single example of a
particular language or language variety. There are some exceptions to
this, of course, because, as we have already noted above, corpora do
not necessarily have to aim to represent very broadly defined language
varieties (such as British English, which might be described as a whole
language). They can also aim to represent more narrowly defined lan-
guage varieties which are delimited, for example, by domain (social
context or setting), genre and/or date of publication/production. Where
a particular language variety is very narrowly defined (e.g. the pub-
lished output of a single author), this would embody a finite amount
of data which, in theory, could be collected in its entirety (assuming
it is accessible and retrievable). However, when we consider other less
narrowly defined language varieties, such as prose fiction, print news
journalism, text messages, doctor—patient interactions or written British
English, it would be practically (and theoretically) impossible to collect
every single example of these that exists. Instead, we need to collect a
selection of examples that aim to represent such varieties.

The term represent is usually understood to mean that, proportionally,
there should be the same quantity of any item we care to examine in the
sample as there is in the population. So a corpus should contain the same
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proportional quantity of any particular linguistic item (e.g. a particular
word or grammatical part-of-speech) as the language population it is
sampled from. Of course, the only way to be absolutely sure whether
a particular linguistic item occurs proportionally the same number of
times in a corpus as it does in the entire language population it aims to
represent is to count the number of occurrences in each. However, we
have already established that unless the language variety and therefore
the population is finite and retrievable, this is almost impossible and
definitely impractical. So, with few exceptions, we can never know for
sure whether any corpus we build is accurately representative or not.
Both McEnery and Wilson (2001) and Sinclair (2005) recognise this
when they state, respectively, that a corpus should be ‘maximally rep-
resentative’, and representative ‘as far as possible’. Therefore, we can
only strive to be as representative as is practically possible. Knowledge
of the language variety under investigation coupled with careful corpus
design can help us to build corpora that, while not necessarily being
complete pictures of the language they contain, are nevertheless suffi-
ciently representative to be able to reveal general linguistic tendencies
within that language variety.

3.2.2 Sampling and balance

We established in the last section that since it is usually practically
impossible to investigate very broadly defined language varieties, corpus
building inevitably involves gathering together enough examples of the
language variety in question to adequately represent it. In this section
we look more closely at the process of selecting and collecting exam-
ples, which is usually referred to as sampling.

An important initial step in any sampling is to constrain and define
the population that will be the target for the research and from which
examples will be drawn. For a corpus, defining a population means
defining and constraining in clear terms the language variety that is
being investigated. A language variety can be seen, then, as a language
population from which a sample will be drawn, and can be constrained
using various parameters; for example, mode (spoken/written), geo-
graphical location, and/or of date(s) of production. Further definition,
according to Hunston (2002: 28), typically involves breaking down the
language variety under investigation into its constituent parts, which
requires detailed knowledge of the variety being studied and careful
consideration of what amounts to a ‘constituent part’. This is impor-
tant because decisions about which constituents comprise a language
variety will impact on the choice of sampled texts, and dictate what the
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corpus actually represents rather than what it was meant to represent.
Biber (1993: 243) suggests that when establishing the constituents of
a language variety, non-linguistic parameters should be used so that
no assumptions are being made about the linguistic nature of the
variety prior to analysis of the corpus of sample texts. Biber (1993), for
example, suggests that a language variety could be defined by the genres
it contains since genres are not defined by their linguistic make-up. For
example, the Brown Corpus (Francis and Kucera [1964] 1979) and
LOB Corpus (Johansson et al. 1978) aim to represent written American
English (AmE) and written British English (BrE) respectively. These
two language varieties (populations) were constrained in terms of mode
(written), location of production (USA and UK) and date of publication
(1961). The designers of the two corpora then used four broad catego-
ries to define written American and British English: press, general prose,
learned writing and fiction. These categories were further subdivided in
15 genres. For example, the press category is subdivided into reportage,
editorial and review.

Having defined a language variety (and therefore a language popula-
tion) that will be sampled from in terms of a series of constraints and
constituents, the next stage is to establish a sampling frame from which
to draw samples. The sampling frame is a list of identifiable members of
a population from which it is possible to sample. The items in a sampling
frame are sometimes referred to as sampling units (Lavrakas 2008), and
in the case of building a corpus that represents a language variety these
units are texts (this has consequences for certain assumptions that are
made in the statistical analysis of corpus data, as we discuss in Chapter
5; see in particular note 7 in that chapter). A sampling frame is needed
for each of the constituents that define a language variety. So, the LOB
and Brown corpora use 15 genres to define the language varieties they
aim to represent, and each of these 15 genres requires a sampling frame.
This method, known as stratified sampling, ensures that each of the
constituents that represent the language variety is represented in the
desired proportions (we will say more about this later in this section).

The sampling frame is likely to be (considerably) smaller than the
actual population of texts that make up a language variety. This is
because not all texts are retrievable or known about. For example, the
population definition of the language varieties represented by the Brown
and LOB corpora incorporates unpublished writing, which includes, for
instance, company reports and university documents. We can see that
compiling a list of unpublished texts created in industry, government,
education and so on would be practically impossible, and that any such
list would only contain the unpublished texts that are known about
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and that can be accessed. So, the sampling frame represents what is
the practical reality for collecting examples. That is, while it would be
desirable to sample from the entire language variety, in reality that will
rarely be possible (we will see in Chapter 8 that this is also a particular
problem when dealing with older varieties of languages).

The problem of knowing about the existence of texts can be less
troublesome with published written materials, such as books, because
bibliographies can be obtained and used to formulate lists of items to
sample from. Indeed, to create a sampling frame for parts of the LOB
Corpus, the creators used the information contained in The British
National Bibliography Cumulated Subject Index, 1960-1964 for books
and Willing’s Press Guide, 1961 for periodicals. Whatever means are
used to build a sampling frame, it should reflect as closely as possible
what has been defined as the language variety.

A further possible issue with creating a sampling frame is that in some
situations it is not always straightforward deciding on what counts as
a text. For example, when dealing with interactions on internet bulletin
boards or Twitter feeds it might not be obvious where one text begins
and ends. This matter would depend on the type of corpus being built
and would need to be resolved at the start of the project. Whatever
is decided, it is important to be consistent throughout the collection
process.

Assuming that we can create a sampling frame (i.e. a list of texts) for
each of the constituents that represent the language variety, the next
task is to create the sample by selecting a subset of texts from each of
the sampling frames. One way to accomplish this is through random
sampling, which is a type of probabilistic sampling (Guthrie 2010),
whereby every sample item in the frame has equal probability of being
chosen for inclusion in the corpus. If we do this for each of the con-
stituents that make up the language variety, this is known as stratified
random sampling. An alternative approach is simple random sampling,
whereby a single sampling frame is created containing one long list of
texts from all the constituents that define the language variety, and a
random sample is generated from this one list. However, as Biber (1993:
244) explains, a problem with this approach is that because items are
chosen at random from anywhere on the list, and any text has an equal
chance of being selected, it is possible that not all constituents will be
represented in equal (or in the desired) proportions. As a consequence,
some of the constituents in the sample (and therefore in the eventual
corpus) might be under-represented while others are over-represented,
which could mean that the corpus is not balanced. We will say more
about balance in the next section.
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Microsoft Excel can be used to create a random sample and the steps
required to do this are described in Box 3.1.! For stratified random
sampling, the steps need to be repeated for each of the constituents
that define the language variety. For example, for the Brown and LOB
corpora there was a sampling frame for each of the 15 genres that
formed part of the language variety (and therefore language popula-
tion) definition. This guaranteed that each genre was represented in the
proportions described by the population definition.

Building corpora, then, necessitates thinking carefully about the lan-
guage population that the corpus aims to represent. As Biber notes, a
careful definition of the population is crucial because ‘it is not possible
to identify an adequate sampling frame or to evaluate the extent to
which a particular sample represents a population until the population
itself has been carefully defined” (1993: 244). Creating a constituent
hierarchy of the language variety helps to define the variety, and there-
fore the population, that will be sampled from and the eventual textual
content of the corpus. Being clear about this at the start of a project
ensures that a corpus is as representative as possible of the language
variety in question.

Box 3.1 Using Excel to create a random sample

BHEHS- s
EEIN | HomE | INSERT  PAGELAVOUT  FORMULAS — DATA  REVIEW  VIEW
e - - | =
& cut Calibri S A E=2 - BWepTe
= B2 Copy -
aste - P - s === &= H
<t o FormatPainter | B 1 U | H [ D- A S == EE EMegead
Clipboard T Font 5 Alignment
B2 - Jr | =ranD()
A B £ D E
1 [Title Random
2 |Castle Rackrent 0.82511]

w

Memoirs of modern Philosophers
Thaddeus of Warsaw

Adeline Mowbray

Leonora

The Hugarian Brothers

The Scottish Chiefs

The Missionary: An Indian Tale
10 |Self Control

11 |The Loyalists: an historical novel
12 |Pride and Prejudice

13 |Lorimer, A Tale

14 |The Wanderer (Vol 1)

15 |Glenarvon

® oo e

I}

16 |Emma
17 |Persuasion
18 |Marriage

|. Enter the sample frame (i.e. the list texts) into the first column in an
Excel worksheet.

2. Inthe first cell in the next empty column type in the following function:
=rand()
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3. Press return and the rand function will generate a random number
between 0 and I.

4. Now double click on the small box in the bottom right-hand corner
of the cell. This will generate random numbers for the whole column.

H - :
FILE HOME INSERT PAGE LAYOUT FORMULAS DATA REVIEW VIEW
&D ‘;’C”t Calibri nocA s =2 % EewepTer
Egy Copy ~
Pve FA— ITu- - d-A- === &5 EMergesr
Paste [F] Font [F] Alignment
D g | Gy G
O Lk % %“ _ﬁ Random
B e e
file lga A B c D E
Paste Values Random
mRour 0.040103
o e E B the Irish Dragoon 0.641745)
Other Paste Options 0_237&),;,
e PO,
%4 (b '@ [&) T Hajji Baba 0.933449
Paste Special... LEELEE
rrrresyaneeenenistorical novel 0.184344
8 |The Maid of Honour 0.496962
9 |[Emma 0.803229!
10 | Castle Rackrent 0.213655,
11 |Marriage 0.192293
12 |Shanty the Blacksmith 0.0451
13 |windsor Castle 0.89526
14 |Leonora 0.585362]
15 |The Epicurean 0.177027,

5. Select the whole column of random numbers by clicking the column
label at the top of the column (‘B" in the screenshot), and then copy
the contents of the column.

6. With the column still selected, open the Paste drop-down menu, and
choose the first option in Paste Values, which is to paste number values
only. This means that instead of each cell in the column containing a
function to generate a random number, it will contain a random number-.

NOTE: If step 6 is missed, every time the random number column is
refreshed, a new set of random numbers will be generated, and this
would cause step 7 (below) not to work.

7. Select the two columns containing the list of sampling items and the
random numbers.

8. Click on sort and filter, and choose custom sort from the drop-down
menu.

9. Make sure the sort is using the random number column, and click OK.

Sorting by the random numbers means that the sampling items (the
texts) are arranged in a random order. The number of items required for
the sample can now be drawn from the list starting from the top down.

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww. ebsco.coniterns-of-use



EBSCChost -

B H S -
HOME | INSERT  PAGELAYOUT  FORMULAS  DATA  REVEW  VIEW
2 % cut . o= = B T T [T | X Auosum - A
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s = Calib 1 <A A General G il @ = A4 )
Paste B . W | s - . . s <y g Condtionsl Formstss Cel | Insert Delete Fommat Sort& Find &
~ < Format Painter 4 Formatting+ Table~ Styles . v & Clear- Filter v Select v
Number 6 stytes ces ating

Clipboard ) Font
I M J || adeline Mowbray

A B c D 3 F 5 H 1 ) K L M N o [
1 [Title Random

2 [Adeline Mowbray 0.020103]
3 |Charles O'Malley, the Irish Dragoon o.ea17as| | 5 o e
4 |penelope 0.287607| || [ aaatever | [ petete tvel | (BB Comiove ptions. ata has headers
5 |The Adventures of Hajji Baba 0.53389) ussion) Kosonscn) (B o) s e
e o500508| || [cotmn soton order

7 |The Loyalists: an historical novel 0.184344| || [*°"® [Random [z] [vatues [] [smaitest o Largest =
& |The Maid of Honour 0.496962|

9 |Emma 0.803229)

10|castle Rackrent 0.213695|

11|marriage 0.192299]

12 [Shanty the Blacksmith 00151,

13 |Windsor Castle 0.89526

14 |Leonora 0.585362|
15 | he Epicurean 0.177027]

16 |The Provost 0527241

17 |the vampyre 0.88231

18 |Persuasion 0.534786|

19 crotchet castle 0.859103]

20|The Hugarian Brothers 0.47079)

21 kenilworth 0.839522|

22|Mr Midshipman Easy 0477771

23 oliver Twist 0.702063]

That is, if the sample required 20 items, simply take the first 20 items
from the list because their random ordering means that they have come
from anywhere in the original full list.

3.2.3 Sample size and more about balance

Having defined what constitutes the language variety under investiga-
tion and, if necessary, constructed a stratified sampling frame, the next
consideration is sample size. This means deciding on the number of
sample units (i.e. texts) and/or the number of words that are needed to
represent each sampling stratum (and therefore each constituent that
defines the language variety). This, then, is the ‘how much?’ question, to
which there is, unfortunately, no simple answer. The language variety
under investigation will have a bearing on this question. For example,
in a corpus that attempts to represent the language of text messages, it
is likely that the key to representativeness is collecting samples of texts
from a large number of different respondents. Consequently, the con-
stituents that define the language variety (and therefore the sampling
strata) would probably need to include gender, age and different social
contexts (so, not just 17-year-old college students, for instance). The
number of texts collected from each person might be quite small, if one
assumes that a person is consistent in their texting style (which might
not be the case, of course), but the number of respondents would ideally
be quite large. The latter is likely to be governed by the investigator’s
ability to persuade many different people from different walks of life to
contribute examples of text messages (and there are also ethical consid-
erations associated with this, which we discuss later in this chapter). A
further matter relating to the ‘how much?’ question is whether to use
whole texts or extracts of texts. If extracts of texts are used, the size of
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each extract in words will also be an important consideration. These
decisions might be influenced by practical issues such as the amount of
time available for text collection.

Clearly, the more texts (or extracts of texts) that are in a corpus,
the more representative the corpus is likely to be, provided the texts
are distributed across the constituents specified in the hierarchy that
defines the language variety. The distribution of texts (in terms of
number and size) raises the issue of balance. Sinclair describes balance
as a vague notion and goes on to say that ‘[r]Joughly, for a corpus to
be pronounced balanced, the proportions of different kinds of text it
contains should correspond with informed and intuitive judgements’
(2005: 8). Balance, then, is open to interpretation, but nevertheless
requires careful thought. While it seems reasonable to accept that
texts should be distributed across the full range of constituents, an
important consideration is whether the distribution should be equal,
or proportioned according to some other principle. In order to create
balance, the distribution of texts across the components of a corpus
does not necessarily have to be equal. This is an important point and
one that is often misunderstood. To be clear, a balanced corpus is not
necessarily a corpus in which each component is represented by an
equal number of texts. Rather, a balanced corpus can be one in which
the number of texts assigned to each constituent reflects the frequency
of these constituents in the actual language population as a whole.
For example, the relative popularity of some texts or genres might
influence the number of texts collected for each constituent. Therefore,
a corpus of text messages might contain more texts written by, say,
15-20-year-olds if there is evidence to suggest that this age group
sends more texts than any other age group. This, then, would be an
informed judgement about balance. Similarly, in a corpus that contains
twenty-first-century British written fiction, we might want to argue for
the inclusion of British soap opera scripts, since these fictional texts are
not only very popular (if viewing figures are anything to go by) but also
produced in large quantities (many soap operas are screened on a daily
basis). Given the production volumes and reception numbers of these
texts, one might also argue that there should be a greater proportion of
these texts in the corpus than other fictional texts that are considered
to have more literary value but which are less popular. Of course, there
are problems with defining popularity (taking into account viewing
figures, sales figures and website hits, for example) and literary value
(possible criteria being literary critical consensus, reader response and/
or awards), and these would have to be resolved at the start of the
project.
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However, Biber points out that proportional sampling (i.e. sampling
that reflects actual frequencies of text production and reception in the
population) ‘provide[s] no representation of relative importance that is
not numerical’ (1993: 247-8), meaning that some genres, such as news
broadcasts, might be more influential (in some way) than other more
frequently populated genres. Biber also notes that such corpora would
be unsuitable for linguistic analysis because comparison between con-
stituents within the corpus would be a problem if the corpus contains
varying amounts of text representing different genres.

Therefore, when answering the ‘how much?’ question, it is impor-
tant to consider whether the amounts of texts in each component of
a corpus should be equal, or whether they should attempt to reflect
actual proportions in the total population of the language variety as
a whole. These sorts of decisions should be made at the corpus design
stage and explained in any documentation accompanying the corpus
(see Leech 2011).

Another consideration relating to the ‘how much?’ question is
whether to include whole texts or extracts from texts. Sinclair (2005)
suggests that whole texts should be used in a corpus, because a part of
a text cannot represent the whole since position within a text affects
language choices. That is, language choices available at, say, the start
of a text (e.g. Dear Madam; In this chapter we will ...; Fire fighters
battle mile-wide moorland inferno; Can I speak to the homeowner?)
are different from the choices available at the end (e.g. Yours sincerely;
In summary, this chapter ...; The cause of the fire has still not been
established; Goodbye and thank you for your time ...). Therefore, a
corpus that contains just the beginnings of texts will not adequately
represent that constituent; at best it will only represent the start of
texts within that constituent. Biber (1993: 248-52), however, suggests
that representing a genre is better achieved using many small extracts
of texts of approximately 1,000 words each. He explains that this is
because ‘[o]ccurrences of new types decrease throughout the course of
a text. The frequency of new types is consistently higher in cross-text
samples than in single-text samples’ (Biber 1993: 252). Lexical variety
therefore increases if the corpus contains more texts, even if those texts
are extracts/samples of larger texts. The size of the extracts used will
depend on the focus of the investigation, because common linguistic
features can be ‘reliably represented by relatively short text segments’,
while ‘[r]are linguistic features [...] require longer text samples for
reliable representation’ (Biber 1993: 252). According to Biber, then,
a genre can be represented efficiently by choosing to collect samples
from many different texts. However, because of the issues noted by
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Sinclair (2005), and discussed above, using extracts of texts needs to be
managed carefully, with samples being selected from different portions
of a text. This might mean randomly selecting multiple extracts from
across the whole text (we suggest how to achieve this sort of sampling
later in this chapter).

One potential problem with Sinclair’s suggestion of collecting whole
texts is that if variation in text size within the corpus is large relative to
the size of the corpus, then it is likely that larger texts, or even one very
large text, will skew any results obtained from the corpus. That is to
say, one unusually large text might impose a disproportional influence
on any results obtained from the corpus. This again raises the issue of
balance whereby we need to consider not only the number of texts that
represent a constituent of the language variety, but also the total number
of words. For example, ten text messages are likely to amount to fewer
words than ten emails. One possible solution to this issue is to make the
corpus bigger so that the effects of very large texts are watered down.
However, this might not be possible due to external limits such as time.
Biber’s suggestion of using text extracts is an alternative solution, but
this needs careful management due to the phenomena described above
concerning language choices being affected by text position.

If we decide that a particular number of whole texts will represent
each constituent of the language variety, then the number of constituents
and the number and size of texts within each constituent will dictate
the eventual size of the resulting corpus (which is usually measured in
words). With this approach, the number of texts is determined at the
design stage, but the size of the corpus is not known until it is built.
Alternatively, the final corpus size can be decided upon first, and then
enough texts gathered until that size is reached. If we use the examples
of Brown and LOB again, these corpora were designed to contain one
million words each, spread over 15 genre categories. The size of each
genre category was fixed at 2,000 words. This approach meant that
genres that tend to contain texts larger than 2,000 words (e.g. General
Fiction) were mainly represented by extracts of texts, while other genres,
where the texts tend to be less than 2,000 words (e.g. Press: Reportage),
were largely represented by a number of complete texts (if we assume
that, for example, a single news report from a newspaper counts as a
complete text) that together totalled the required number of words.
Therefore, the approach adopted for designing and building a corpus
can be influenced by the nature of the genres and texts that define and
aim to represent the language variety under investigation.

When building a corpus, the aim is to collect enough samples of a
language variety to represent the entirety of that variety (in whatever
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way it is constrained and defined). Having an appreciation of what the
entire language variety consists of helps to answer the ‘how much?’
question. So too does an appreciation of the purpose of the corpus and
whether it is going to be used, for example, to study linguistic items
that are likely to occur frequently or infrequently (e.g. definite/indefinite
articles versus five-syllable words in English language). Giving careful
thought to the constituent structure (as described above) and to the
aims of the research is consequently a valuable use of time.

3.3 Building a corpus: collecting and handling data

It should be clear by now that a corpus contains electronic texts. Building
a corpus therefore means collecting or making electronic versions of
texts. This can be straightforward if the texts are already available in
electronic format, but a very time-consuming endeavour if they are not,
since this will necessitate either scanning paper versions of texts and
converting them to electronic format via optical character recognition
(OCR) or keying in the text manually. Whether or not electronic ver-
sions of the required texts are available will depend very much on what
the corpus is representing. For example, a corpus of spoken data will
very likely require manual transcription of recorded speech. There are
numerous online repositories of texts, such as the Oxford Text Archive
or Project Gutenberg, where electronic versions of texts can be located,
and these can be useful resources for corpus building, especially if
out-of-copyright materials are required. Notice, though, that using a
repository can, to some extent, dictate what a corpus contains — and
therefore what a corpus represents. The web is also a useful reposi-
tory of data, and corpus utilities such as Multilingual Corpus Toolkit
(MLCT) (Piao et al. 2002) and WordSmith Tools 4: Webgetter can help
to build corpora from data contained in webpages. However, it might
be that there is no alternative but to manually type in the corpus data.

It is not possible to cover all the different scenarios for corpus build-
ing in this short section. Instead, based on questions frequently asked by
our students, we focus on some of the practicalities of handling corpus
data and suggest some useful tools that can help. We also discuss the
important topics of copyright and ethics.

3.3.1 Converting and cleaning data files

Assuming that it is possible to locate electronic versions of required
texts, these might not be in the correct format for use with corpus
software. Corpus data needs to be in the form of plain text files, which
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means that the file contains no formatting features embedded into the
file; it just contains text. This is mainly because most corpus tools can
only process files that are in this plain text format. So, while electronic
versions of texts might be available, they might need converting to plain
text. Common file formats are those associated with word-processing
software such as Microsoft Word, where files can be .doc, .docx or .rtf.
Converting these files to plain text is fairly straightforward since the
‘Save as’ function in Word provides this option. Another commonly
used file format is portable document format (PDF). These files can be
converted to plain text using Adobe Acrobat Reader DC using the ‘Save
as other’ function. An alternative option is AntFileConverter (Anthony
2017a), which is freeware for converting .doc, .docx and PDF files to
text. If files contain non-Latin characters (such as Chinese, Japanese,
Greek or Arabic), then it will be necessary to save the plain text files
using UTF-8 encoding, which is an international standard that will
cater for all character sets. However, it is also worth checking what sort
of encoding is required by the corpus tool that will be used to analyse
the data.

It is also important to be aware that file conversion only works where
the text is machine-readable or prepared from a machine-readable
source. PDF files can contain scanned facsimiles of a text that, while
digital, are not machine-readable and cannot be converted to a text
file. In such situations, OCR software is required to convert the text to
machine-readable format. However, not all texts are suitable for OCR
software. If the copy is poor quality, printed in an embellished font, or
contains characters that the software does not recognise, then OCR will
be of limited or no use. We return to this problem in Chapter 6, where
we analyse a script from a TV drama, and again in Chapter 8, where we
discuss historical corpus stylistics.

Once files have been downloaded and where necessary converted,
the data might need to be cleaned and any non-data text removed.
Sometimes the resulting converted files can contain numerous corrup-
tions, spurious characters and line breaks. For example, where a PDF
presents the text in multiple columns, these might not be successfully
converted into running text in a plain text file; instead the sequencing of
the text might become muddled. In such situations the file will require
manual editing. Another issue to be aware of is that downloaded files
often contain extra information, such as page headers and footers, page
numbers and details about the data source which are not required in
the corpus. This non-data therefore needs to be removed from the files,
which, if there is a lot of data, can require considerable manual effort.
A useful tool for editing plain text data files is Notepad ++, which is
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freeware with a number of powerful utilities that can make editing
tasks less time-consuming. We introduce Notepad ++ again in the next
section, along with another corpus tool.

3.3.2 Splitting and merging corpus files

Occasionally, corpus files need to be split or merged. For example, if
(as Biber 1993 suggests) a corpus is to contain extracts of texts rather
than whole texts, then this will require random sampling of extracts
from across a text. One way to achieve this is to select a page number
at random, find the start of the first full sentence on that page and
then transcribe the desired number of words from that point. In order
to ensure that samples came from across the text, the text would first
need dividing into at least three sections (beginning, middle and end)
and then extracts randomly selected from each section. Alternatively,
using AntFileSplitter (Anthony 2017b), a data file could be divided
into extracts containing the desired number of words from which the
required number of extracts could then be randomly selected. The
procedure for doing this can be found in Box 3.2 (WordSmith Tools
also incorporates a file splitter in its numerous file utilities). Once files
have been split using AntFileSplitter, a random sample can be selected
and added to the corpus. A stratified sample that ensures a spread of
extracts from across the text can be achieved by first splitting the text
into the required number of larger extracts, and then splitting each of
these down into further smaller extracts of the required sample size,
and then sampling from each set of extracts.

Box 3.2 Using AntFileSplitter

|. Select an input file by clicking on the Choose button in the top left-
hand corner of the screen. An open target file(s) dialogue box will
open. Use this to locate and open the required file.

2. The name of the input file(s) will appear in the left-hand window on
the screen.

3. Select a directory for the output files using the Choose button in
the top right-hand corer of the screen. A choose output directory
dialogue box will open. Use this to locate and select the folder where
the output files will be created.

4. Select the desired number of words for each split using the split size
(in tokens) drop-down menu (the default is 1,000).
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Output e Flder GmeramsaDscumentaprleds =
Token defntion
it sz i token) oo Y]
.

5. Tick Store file split remainder if a file is required that contains the
remaining words from the end of the text after all the splits have been
completed.

6. If the text is tagged, tick Ignore tags if they need to be excluded from
the word count.

7. Now click Start.

=I=e=]
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-
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The list of files resulting from the splitting appears in the large right-
hand window. This list can be used to create a random selection by
selecting the list using Ctrl A, copying the list (Ctrl C), and then pasting
the list (Ctrl V) into an Excel spreadsheet. Then follow the steps in
Box 3.1.
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It can also be useful to merge corpus files into one big file, especially
in cases where corpus tools are not able to process multiple files (e.g.
Wmatrix [Rayson 2009]). One possible procedure for achieving this
using Notepad++ is set out in Boxes 3.3 and 3.4. This method uses what
is known as a plugin, which is an extra utility that must be installed into
Notepad++. The procedure for doing this, which is straightforward, is
explained in the boxes. WordSmith Tools 7 (Scott 2016) also includes
a file merger in its file utilities.

Box 3.3 Downloading Notebook++ plugin

- et P

File Edit Search View Encoding Language Settings Tools Macro Run TextfX Window ?

sEBEBEHE & &kl e il | BE]=1 HTML Tag SRR E =
51813 tagged e 1| [ 1874 tagged e (3] E2 1816 teaged e (3] 918175 taggedse 1] 181 Combine * bt 3] B 18180 tagoedse (] 1819 toggedie &
T Converter v
<TET>@Ra DSpeliCheck 3
3 <teiHeader>ERil3
1 <fileDescy| Mt Took i
= <uuesuun>a- NppErpar i
& <vitle> The Project Cutenberg sBook of Pride and Prejudics  pluginManager § T
<author> Jane Rusten </author>EREE
: M XML Tools v About
5 “oed Plugin Manager .
- <re3| avaisble |Updates [ Instaled]
11 <nan|
12 </rd
3 </ed| | Pugn Category  Available Version ~ Stabitty 8
. <ext| | [ Code alignment Others 12.0 Good [
1s <puf | | [ ColdFusion Lexer Others 08.1 Good il
ie <dis [ column sorting Others 1002 Good
17 <idg [F] compare Others 2.0 Good
8 <dat| | 7 cs-seript (C# intelisense) Others 17.4 Good
o _<2¥8 | | 7] customize Toolbar Others 41 Good
20 <pothis el | o =i Wl hatsoever. You may
;2’ :;; [] Document Monitor Others 2.2 Good
I = o= :
24 <not
25 </ad %
26 <sod
27 <biy
28 <mod] 2
29 <aut]
31 <edy
32 <img
33 <puH]
S
£ <dat
36 </1
7 </mﬂnour>§-
4 [t

|. Click on the Plugin tab at the top of the screen.

. If Combine is not included in the list of plugins in the drop-down
menu, select Plugin 3) Manager and then select Show Plugin Manager.

. A dialogue box will appear showing a list of available plugins.

. Find Combine in the list of plugins and tick the box next to it.

. Click on Install.

. Notepad++ will install Combine and then restart itself. Once the
installation is complete, click on the Plugins tab and Combine should
be on the list of available plugins.

No
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Box 3.4 Merging files using ‘combine’
in Notebook++ |

bbbl =L
File Edit Search View Encoding Language Settings Tools Macro Run TextFX [Plugins| Window

cEHERRLE WD @il BEI=T HTML Tag RORCE =1
1812 tagoed st (1| 1814 tagoecoe (3| [ 1816 taggedbe (3| 1817 tagged e (3| H 11|  Combine
1 Converter
= DSpellCheck 3
5
4 <titleStme>EEN MBEdnE '
5 <title> The Project Gutenberg EBook of The Legend of Sleef] NppExport »
6 <author> Washington Irving </author>EEE Plugin Manager »
7 <respStmt>-EDEE
2 <orgMame> Project Gutenberg </orgName>EREE XML Tools L
9 <resp> Produced by Ilana M. (Kingsley) Newby and Greg Newby</resp>HEEila

10  </respStmt>ER
11 </titleStmt>EE
12 <extent> 12000 words </extent:>@ERl
13  <publicationStmt>ERNg

14 <distributor> Project Gutenburg </distributor>E2WlE
15 <idno» 41 </idno>@EEl
16 <date> June 25, 2008 </date>ERER

|. Open all the files that require merging.
2. Click on Plugins and choose Combine from the drop-down menu,
and then select Start from the side menu.

Search View Encoding Langusge Settings Tools Macro Run TextFX Plugins Window ?
sHEHE RGeS s aE Pt BEISTEIRAG S| @ EHNE| &
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1 <IEI-ERER
2 <teiHeader>@E|
3 <fileDesc>ER|
4 <titleStmt>EREI
5 <title> The Project Gutenberg EBook of The Legend of Sleepy Hollow</title>ERERE
6
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<author> Washington Irving </author:>@El

<respStmt>EREE

<orgName> Project Gutenberg </orgName-EREE e =

<resp> Produced by Tlana M. (Xingsley) Newby and " NPP Combine 10
10  </respStmt>ER
11 </titleStmc>EEN
12 <extent> 12000 words </extent>ERER

What should be inserted before and after each text:

15  <publicationStmc>ERER Before text P

Insert filename:
14 <distributor> Project Gutenburg </distributor>El)
15 <idno» 41 </idno>EREE [¥] Insett line:

16 <date> June 25, 2008 </date>@EE
17 <availability> @268

18 <p>This eBook is for the use of anyone anywhere ||| tl
18 </availability>ERH3 Alter text Insert line
20 </publicationStmc>EREE
21  <notesStmt>ERNME Insert linefeed

<monogr>EREE
<author> Washington Irving </author>@8l
<title> The Legend of Sleepy Hollow </title>@EEa
<edition></edition>-EREE
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3. In the pop-up menu, tick any of the options as required, such as
inserting a line between each file when it is merged.

4. Then click OK, and the open files will be merged into one new
file.
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5. The new file containing the merged content of all the other files
appears at the end of the open files, and has the name New!|.

Langusge Setings Tools Macro Run TexFX Plugins Window ?
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]
5 <ein

</titlestac>@
<extent> 122000 words </extent>EREE
s

cost and with almest no restrictions whatscever. You may Gopy it, give it away or re-use it under the temm:

£y, Whitehall </publisher>GRER

Normel text file length 5162805 lines: 14873 Lasl Colil Seli0[0 Windows (CRLD)  UTT-8 NS

3.3.3 Copyright

Copyright permission is required for any texts that are in copyright that
are to be used in a corpus.? This includes prose fiction, poetry, drama,
newspaper articles and song lyrics. Even if texts are published online,
the copyright rules still apply. Copyright law is different in different
regions of the world. In the US, it extends across the copyright owner’s
lifetime plus another 50 years, although for works published before
1978 where the copyright was renewed after 28 years, the period of
copyright after the death of the owner is 75 years. In the EU, copyright
extends across the owner’s lifetime, plus another 70 years.

It is possible to use short extracts of texts for research (provided that
the research is for non-commercial purposes) under what is known as
fair dealing. Fair dealing permits the use of extracts without submitting
a copyright permission request. As a rough guide, fair dealing allows
the use of up to 400 words from a journal article or book chapter, but
no more than a total of 800 words from an edition of a journal or a
whole book (even then, different publishers may have different views on
what constitutes fair dealing). For other genres, including newspapers
and magazines, poems and song lyrics, fair dealing possibilities are even
more vague and it is a good idea to seek permission for such texts. As
long as you are not intending to make a profit from your corpus, there is
a good chance that permissions will be granted, but without permission

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

you cannot legally disseminate a corpus. Therefore, building a corpus
that contains copyright material is likely to be a considerable undertak-
ing and is something to be borne in mind at the design stage of a project.

3.3.4 Ethics

There are extensive guidelines for ethics which can be found on numer-
ous websites, including those of the British Association for Applied
Linguistics (BAAL), the Economic and Social Research Council (ESRC),
and the Association of Internet Researchers (AoIR). We also recom-
mend consulting the ‘Professional and ethical codes for socio-economic
research in the information society” document, available on the website
of the Respect Project, which is a project funded by the European
Commission’s Information Society Technologies (IST) Programme.?

Ethical research is summarised by the ESRC through six core
principles:*

1 ‘research should aim to maximise benefit for individuals and
society and minimise risk and harm’;

2 ‘the rights and dignity of individuals and groups should be
respected’;

3 ‘wherever possible, participation should be voluntary and
appropriately informed’;

4 ‘research should be conducted with integrity and transparency’;

5 ‘lines of responsibility and accountability should be clearly
defined’;

6 ‘independence of research should be maintained and where con-
flicts of interest cannot be avoided they should be made explicit’.

We can see from these principles that ethics relates to all aspects of
research, from design stage and data collection to the analysis and
reporting of results, as well as how we as researchers conduct ourselves
in the research process and in the wider community. Our focus in
this section, however, is on ethical considerations required for data
collection, since these are the ethical issues that relate most obviously
to corpus building.

Although stylistics is traditionally associated with the analysis of fic-
tional texts, the applied nature of stylistics as a sub-discipline of linguis-
tics means that it is also (increasingly) interested in non-fiction, and any
type of language data, both written and spoken, is open to stylistic scru-
tiny. Such non-fiction data might include, for example, naturally occur-
ring conversations, interviews, focus group discussions, questionnaires,
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readers’ responses to fiction, and social media interactions. Once data is
elicited or collected from informants, then the notion of ethics, particu-
larly relating to ESRC principles 2, 3 and 4, outlined above, becomes
important. Research that involves collecting data from people is bound
by a series of ethical considerations, which can be summarised by the
following statement from the guidelines issued by BAAL:

Applied linguists should respect the rights, interests, sensitivi-
ties, privacy and autonomy of their informants in all research
contexts, including those in which users’ rights are not so clear-
cut, such as easily accessible internet sites. (BAAL 2016: 4)

Therefore, any data collection that involves informant participation
should bear in mind the ethos set out above. The latter part of the
quotation hints at the increasing amount of data that is gathered from
the internet, and the ethical questions that collecting and using such
data can raise, some of which we will mention below.

BAAL note that the ‘the cornerstone of ethical research’ is informed
consent. This is the practice of obtaining consent from informants to
use their language output as data prior to the data being collected and
after being informed about the research as fully as is practically possible
or appropriate. Informants can therefore make an informed decision
about whether they wish to participate in the research or not. Such
consent is reasonably straightforward with some forms of data such as,
for example, questionnaires, reader response surveys and spoken inter-
actions in focus groups, since informants must be solicited and can be
presented with all relevant information concerning the research, which
they can acknowledge with a signature. However, informed consent
becomes less straightforward in some situations. For example, when
collecting spoken data in a public place, it is likely to be impossible
to locate all the people that might appear on the recording whose
language might potentially end up in the dataset. McEnery and Hardie
(2012: 60-9) also note the situation where consenting participants who
are collecting naturally occurring spoken data using a portable (lapel)
microphone might not inform their interlocutors fully or at all about
the research, making any such data ethically problematic.

Informed consent can also be a problem when data is downloaded
from online forums, chatrooms and other platforms for computer-me-
diated communication (CMC), such as Twitter and Facebook. Firstly,
whether consent is needed in such situations is debateable since much of
what can be found on the internet is arguably in the public domain. The
general guidance here is that if potential data is password-protected,
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then it is not public domain and cannot be used without consent.
However, this is not a rule and so should not be applied by default.
Even if it is decided that consent is not needed, behaviours such as
signing up to and ‘lurking’ in a chatroom in order to be able to collect
data could be viewed as covert research and therefore unacceptable.
In effect, this is a form of deception, since the researcher is posing as
a ‘normal’ chatroom user. Secondly, in certain online/CMC situations
it might not be clear who the participants are or how to contact them,
so asking for consent is likely to be difficult. Additionally, if there are
thousands of participants (as on certain Twitter feeds), then the task
of asking for consent might become extremely difficult and practically
impossible. While there appear to be no specific guidelines on how to
deal with these sorts of problems, generally researchers should do what
they reasonably can to inform participants about their research and
how the data will be used, and provide an opportunity for participants
to withdraw. For example, Demmen et al. (2015), following Seale et al.
(2010) take the view that data from publicly accessible, non-password
protected websites does not require informed consent from contrib-
utors. Nevertheless, they informed users of a forum from which they
gathered data about their research and gave them the opportunity to
signal their withdrawal from the project. In a similar way, King (2009)
uses the notion of implied consent when compiling a corpus of online
chatroom data. Here, chatroom participants were offered the opportu-
nity to say if they did not want their contributions to be used as data,
and if no reply was received, then consent was inferred.

An important potential problem with informed consent is the
Observer’s Paradox, whereby respondents/informants are aware that
they are being studied and change their language performance accord-
ingly. This can alter the phenomenon being studied and, at worse,
make the data unusable. Gathering examples of language data from
informants without their knowledge — known as covert research - is
now acknowledged as unacceptable, although ESRC guidance in the
Framework for Research Ethics states:

Covert research may be undertaken when it may provide unique
forms of evidence that are crucial to the research objectives
and methodology or where overt observation might alter the
phenomenon being studied. The broad principle should be that
covert research should not be undertaken lightly or routinely.
It is only justified if important issues are being addressed and
if matters of social significance which cannot be uncovered in
other ways are likely to be discovered. (ESRC 2015: 31)
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So, in certain special, socially significant (but unspecified) circumstances,
covert research is allowable, but should be handled carefully in order to
address the key ethical consideration set out by BAAL, quoted above.

Another option proposed by BAAL for helping alleviate the Observer’s
Paradox is justified deception. Deliberate deception is generally unac-
ceptable but in specific circumstances it can be justified to the extent
that some details about the specific purpose of the research are withheld
until after the data is collected. This might involve a situation when a
particular linguistic phenomenon is being studied but informants are
not told what that phenomenon is in case they are primed in some way
to use (or avoid) the phenomenon during the research. So, participants
would know that their language is being studied, but they would not
know what particular aspect until the end of the process. Again, decep-
tion should be handled carefully, sensitively, and only used where there
is no risk of harm to participants.

Also important in data collection from informants is the right to
anonymity, so even where informed consent is obtained (or implied),
the data must be anonymised. This can also raise a number of practical
problems, not least if there is a considerable amount of data to be pro-
cessed. The extent of the anonymisation must also be considered (e.g.
whether any personal names, place or institutional names mentioned
should be omitted) so that there is no way in which participants can be
identified by their contributions.

As we noted at the start of this section, there are numerous guidelines
for ethical research, which can be consulted if there is any doubt about
whether research practices are ethical or not, particularly in the area of
data collection from informants (for more discussion of ethical issues
relating to corpora, see also McEnery and Hardie 2012: 60-9).

3.4 Adding metadata to a corpus: mark-up and annotation

Having prepared an electronic version of a text, or constructed a corpus
of texts, a useful and sometimes necessary next step is to add metadata.
Metadata is extra information that tells us something more about the
corpus data; in essence, it is data about data. In this section we discuss
the different kinds of metadata that can be added and the forms they
can take. Our focus here is on corpora but what we describe applies
equally to single texts.

First of all, it is generally a good idea to add some metadata about
the texts that make up the corpus — what Burnard (2004) refers to as
‘descriptive metadata’. This information might include the medium of
the text, publication date, data collection date, author, speaker, and so
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on. Additionally, ‘administrative metadata’ (Burnard 2004) can also be
added to provide details about the production of the file; for example,
date of production, notes about the data source and, if relevant, the
person who transcribed the data. These kinds of metadata are typically
inserted manually at the start of every file that makes up a corpus to
form what is known as a header. We describe in more detail the form
that headers can take later on in this section. The exact content of the
metadata is down to the corpus builder, but the aim should be to provide
users of the corpus with the information that will enable them to interpret
the results of any analyses of the corpus. For example, knowing in detail
about the contents of a corpus will enable someone using it to know to
what extent the results from their investigations are generalisable or not.
Secondly, depending on the research objectives and the reasons for
building the corpus, metadata can be added which results from some
sort of (linguistic) analysis. Leech (1993) refers to this kind of metadata
as ‘corpus annotation’ (see also McEnery and Hardie 2012: 13), which
he defines as ‘the practice of adding interpretative (especially linguistic)
information to an existing corpus’ (1993: 275; original emphasis). The
example often used to illustrate this is part-of-speech (POS) or gram-
matical annotation, where a label is added to every word in a corpus
to indicate the grammatical category it belongs to. POS annotation can
be carried out automatically using computer software, with reasonably
low error rates, and we discuss this in more detail later in this section.
Annotation is not restricted to POS information, though. Indeed, any
aspect of language can be tagged in a corpus, though whether this can
be done automatically depends on whether the focus of the annotation
is a formal feature of language or not. POS annotation, for example,
can be relatively straightforward because the particular POS category
that a word is likely to belong to can be determined by descriptive gram-
matical rules. However, if we were interested, say, in how individual
occurrences of modal auxiliary verbs function in a text (e.g. whether a
modal form conveys deontic or epistemic modality), we would not be able
to tag for this automatically because modal categories are functional rather
than formal and rely for their interpretation on the surrounding co-text.
Consequently, annotation of this type would have to be done manually.
Other kinds of metadata can also be added to a corpus to provide
information about structural elements of the data, such as paragraph
breaks, the beginnings and ends of chapters, or (in transcriptions of
spoken discourse or play texts) the identity of the speaker and where each
turn in a conversation starts and stops. This sort of information can be
useful for projects that require comparisons between different elements
of the data (such as first and last chapters) or different textual entities
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(such as characters in a play). Additionally, graphological information
can be added, such as indications of font size, or whether underlining,
or bold or italic font is used. While this sort of information might be
present in the original text, it will not be represented orthographically
in the plain text corpus files, since these do not encode any formatting
features. If required for the research objectives, then metadata is needed
to make these graphological/typographical phenomena explicit.

The types of metadata that can be added to corpora are referred to
by a variety of different terminology. As we have already seen, Leech
(1993) distinguishes between annotation (interpretative information)
and other information, but notes that with transcribed spoken data this
distinction is less easy to make. McEnery and Hardie (2012: 29-30)
use ‘linguistic annotation’ to mean metadata that results from linguistic
analysis, and ‘textual mark-up’ for metadata that provides structural
and graphological information.’ Our view is that metadata is a generic
term that refers to any added data that describes corpus data, while
mark-up is a hypernymic term that encompasses any type of meta-
data added to a corpus, including descriptive information contained in
headers. Mark-up can relate to a variety of different aspects of the data
but can be narrowed down terminologically; for example, McEnery
and Hardie’s (2012) term textual mark-up refers to formatting and
structural metadata, while Burnard’s (2004) editorial mark-up informs
the corpus user of, for example, transcribing decisions or gaps in the
data. Annotation, as Leech (1993) and McEnery and Hardie (2012)
suggest, can be seen as a particular type of mark-up, relating to spe-
cialised linguistic information that results from linguistic analysis using
various language models external to the text.

Figure 3.1 summarises the different types of mark-up discussed in
this section, and our view that mark-up is a general term covering all
types of additional information that can be added to a corpus. The
diagram does not present an exhaustive list of potential mark-up but
just some of the possibilities.

The process of adding metadata to a corpus can be referred to as
marking-up, encoding, annotating or tagging (we will explain why
this last term is used in due course). Sometimes these terms are used
interchangeably even though for some corpus linguists they describe
slightly different phenomena. Whatever the terminology, it is worth
reflecting that adding metadata to a text or corpus involves, to some
degree, an interpretative process. As Burnard notes, adding metadata
is ‘best regarded as the process of making explicit a set of more or less
interpretive judgments about the material of which it is composed’
(2004: 35). Sperberg-McQueen et al. make a similar point, saying that
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Figure 3.1 Types of metadata that can be added to a corpus

metadata ‘reflects the understanding of the text held by the transcriber’
(2000: 215) and encodes the transcriber’s interpretation of elements
of the text. This should be borne in mind when using a marked-up/
annotated corpus. We will see, though, that the value of mark-up is that
it allows us to quantify particular features of language which can give
us insights into a text (or corpus of texts) that we might not otherwise
have been able to obtain.

3.4.1 The format of mark-up and annotation

The basic idea of marking-up a corpus is to label stretches of textual
data with special codes that provide extra information about that
stretch of data. The mark-up we add might result from some sort
of linguistic/stylistic analysis of the corpus (e.g. labelling occurrences
of the word-form could as a modal auxiliary verb, or marking sec-
tions of discourse presentation). The mark-up records the results of
the analysis directly into the data. This is rather like using coloured
highlighter pens to mark different sections of a paper text, in order
to record particular issues. To use another analogy, mark-up can be
likened to sticking post-it notes into a book to mark what you consider
to be important chapters or sections, to enable you to return to them
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quickly. The advantage of electronic mark-up is that it increases the
ease with which it is possible to reuse and share the products of your
analytical effort. With electronic mark-up the text is coded with labels
that are machine-readable and usable by computer software, as well
as being meaningful to the human eye. So, whatever is marked-up in
a corpus can very straightforwardly be quantified and extracted for
further analysis or comparison with other data using corpus tools.
Also, by using a standard coding format that is widely used and under-
stood by computer applications, it is possible for computer software
to separate the codes from the data, so that even though the codes are
added directly to the data, they do not interfere with it. This is impor-
tant, given Sinclair’s (2005) concerns about the potential for metadata
to interfere with the analytical process.

Mark-up is added to corpus data using what are usually referred
to as tags. For this reason, the process of marking-up is sometimes
called tagging. Typically, tags are in the style of eXtensible Mark-up
Language (XML), which is a widely used computer language designed
for data description with numerous applications across many fields.
XML allows you to define your own tags and label them in whatever
way suits you, so that any mark-up you add to your corpus can consist
of self-descriptive labels that potentially make them understandable to
anyone who wants to use your data, and not just computer software.

XML mark-up consists of start and end tags. These tags are used to
enclose sections of data within what are known as elements: the tags
mark the start and the end of an element and the data they enclose is
the content of the element. Sometimes, the terms fag and element are
used interchangeably.

Figure 3.2 demonstrates that start tags consist of a left angle bracket
(<), followed by the element name, which can contain letters and
numbers but no spaces, and finish with a right angle bracket (>). End

<ExampleElement1>some content consisting of alpha-numeric characters,
i.e. text</ExampleElement1>
<ExampleElement2 Attributel=“extra information”>some content consist-
ing of alpha-numeric characters, i.e. text</ExampleElement2>
<ExampleElement3 attribute1=“information”/>
<ExampleElement4>
<EmbeddedElement>more content here</EmbeddedElement>
<EmbeddedElement>more content here</EmbeddedElement>
</ExampleElement4>

Figure 3.2 Examples of XML tags
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tags take the same format as start tags except that the left angle bracket
is immediately followed by a forward slash (/). Other than the extra
forward slash, start and end tags must be exactly the same in their
format (e.g. the same spelling and capitalisation). If they are not, then
the tags are not well formed and this will cause problems later when
used by computer applications. In-between the start and end tags is
usually the content of the element, which typically would be sections of
the text being tagged or, in the case of headers, additional descriptive
information (see below).

Figure 3.2 also shows that elements can optionally contain attributes.
When used, these form part of the opening tag of an element and consist
of the attribute name, which is made up of alpha-numeric characters but
no spaces, followed by an equals sign and then the attribute content (or
attribute value), which is made up of alpha-numeric characters, includ-
ing spaces, and enclosed in either single or double quotation marks (but
not a mixture of the two). Attributes can provide additional information
about the element and therefore about the data the element is marking-up.
For example, if we were interested in the modal auxiliary verbs (of which
there is generally agreed to be a small finite number in English), we could
tag every instance in a corpus using the following start and end tags:

<modal> ... </modal>

With this example, various different forms within a text or corpus are
tagged as sharing the same function. If we were interested in providing
more functional information about the modal auxiliary verbs in a text
(e.g. whether they are deontic or epistemic), we could use attributes to

do this:

<modal type=“epistemic”> ... </modal>
<modal type=“deontic”> ... </modal>

Here, the tagging labels various forms in the text or corpus as (1) being
a modal auxiliary and (2) conveying a particular type of modality.
While the tagging of (1) can be automated, tagging for (2) cannot, and
would require manual analysis of the surrounding co-text, informed by
a framework for the analysis of modality. Notice that we have chosen
to call the attribute ‘type’, but we could have chosen any label (e.g.
‘function’ or ‘force’). Notice also that we have chosen to populate the
attribute with full word-forms (i.e. ‘epistemic’ or ‘deontic’), but we
could have easily used codes, such as ‘D’ and ‘E’ to indicate deontic and
epistemic modality respectively.
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The penultimate example in Figure 3.2 (ExampleElement3) demon-
strates a situation where an element is empty (i.e. no textual data is
enclosed by tags) and that in such situations it is possible to omit an
end tag. Instead, the mark-up consists of just one tag that is a com-
bination of both an opening and closing tag. The tag consists of left
angle bracket, followed by a name, an attribute, which contains some
information, and closes with a forward slash and a right angle bracket.
We will see how these special tags can be used in the following section.

Finally, Figure 3.2 also demonstrates that it is possible to embed ele-
ments within elements. This can help to show structural features within
a text and we will see how that can work in future examples.

3.4.2 Descriptive metadata: headers

As we noted earlier, it is often a good idea to add metadata about
the texts in a corpus (e.g. author, date of publication, page numbers
sampled) to assist others who might want to use the corpus, as well as
for future reference. This sort of information forms a header, which
is separated from the corpus data using XML mark-up. Figure 3.3
shows one option for a header where the information about the text is
sandwiched between a start and end tag. Here the header is made up
of several elements, and the metadata makes up the content of these
elements. Figure 3.4 demonstrates a slightly different format for the
same information, where the metadata is incorporated into a series of
four elements using an attribute. Here, the elements have no content,
and so can be opened and closed using a special single tag that ends
with a slash and an angle bracket.

Typically, computer tools used to analyse corpora (e.g. AntConc,
Wmatrix, Wordsmith Tools) are designed to ignore anything enclosed
in angle brackets. The problem with the header shown in Figure 3.3 is
that the content of the tags (i.e. the information about the text) is not
enclosed in angle brackets. For some computer tools this will mean

<header>

<publication title> Jane Eyre </publication title>
<author> Charlotte Bronté</author>

<publication date> 16/10/1847 </publication date>
<pages sampled> 38-53 </pages sampled>
</header>

Figure 3.3 An example of a simple header
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<header>

<publication title = “Jane Eyre”/>
<author = “Charlotte Bronté”/>
<publication date = “16/10/1847”/>
<pages sampled = “38-53"/>
</header>

Figure 3.4 An example of a simple header using attributes
and empty elements

that while the tags will be ignored, the tag content will not be, and
will instead be treated as part of the data. This will mean, for instance,
that, using the example in Figure 3.3, a wordlist generated by some
software will contain the words ‘Charlotte’ and ‘Bronté’. However,
with the header option in Figure 3.4, information about the text is part
of the start tags and therefore enclosed by angle brackets and so will be
ignored by the corpus tool being used.

A further option is shown in Figure 3.5, where the metadata is held
in multiple attributes in just one element. Again, the element has no
content, so can be opened and closed within the same tag.

This type of header would again mean that the metadata is ignored
by most corpus tools. However, such an approach might not be appro-
priate for all applications. The choice of header (and other tagging)
will depend on which applications will be interacting with the corpus
data and metadata. Software that is intended to provide a front end to
a corpus might need the structural information that elements describe
in the data, and might have more difficultly manipulating attributes
compared with elements.

<header>

<TextDesc publication title = “Jane Eyre” author = “Charlotte Bronté”
publication date = “16/10/1847” pages sampled = “38-53”/>

</header>

Figure 3.5 An example of a simple header using one element
and multiple attributes

3.4.3 Automatic annotation

As we noted above (and in Chapter 1), some annotation, such as that
for part-of-speech/grammatical category, can be done automatically
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using specialist software. An example of a POS annotation program
(or tagger) is the Constituent Likelihood Automatic Word-tagging
System (CLAWS), developed over many years at Lancaster University.°
Automatic POS taggers use a variety of methods to tag words for gram-
matical category. Firstly, word-forms are looked up in a computerised
dictionary or lexicon. In cases where the word-form in question could
belong to more than one category (e.g. ‘dogs’ could be a plural noun or
third-person singular verb), the part-of-speech is worked out based on
the surrounding word-forms using one of two methods:

® Rule-based: the computer is given rules about what tags can
and cannot possibly follow one another and uses these to work
out the correct tag.

e Probabilistic (or stochastic): the computer uses information
about how frequently tags follow one another to work out what
the correct tag is likely to be.

Although automatic taggers use a combination of methods to identify
grammatical categories, they are not 100 per cent accurate (CLAWS
is 96-7 per cent accurate), so it can be necessary to manually check
any automatically annotated texts (to indicate the importance of this,
if a tagger with 97 per cent accuracy is used to tag a one million word
corpus, around 30,000 words will be mistagged).

Taggers assign codes to the data from what is known as a tagset,
which is a predesigned list of category-identifying codes. In the case
of CLAWS, the codes identify categories of word class. The number
of categories will depend on the nature of the phenomenon being
described (e.g. parts-of-speech) and the degree of specificity required.
For example, a POS tagset could include very broad categories of, say,
noun, verb, adjective, adverb, and so on. However, a text annotated in
this way would probably be of limited use. For example, differentiat-
ing between different types of verb (modal auxiliary, other auxiliary,
lexical) is likely to provide greater analytical possibilities. The CLAWS
tagger uses a tagset with over 160 possible tags and therefore 160
different grammatical categorisations. For example, the tagset differ-
entiates between different types of verb (lexical, auxiliary, etc.) and
also breaks these categories down further to mark base, participle and
infinitive forms. The codes that mark these categories are made up of
alpha-numeric characters, with upper-case letters. For example, the
tags to mark verbs all start with a ‘V’, lexical verbs all begin with ‘VV’,
past tense lexical verbs have the code “‘VVD’, -ing participles have the
code ‘VVG’, and so on.” Other categories of verbs (e.g. do) have tags
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that follow a similar pattern: ‘VDD’ marks the past tense of do; ‘VDG’
marks the -ing participle form (i.e. doing).

CLAWS (in common with some other automatic taggers) does not
use XML to add codes to a corpus. Instead, tagset codes are added to
words with a connecting underscore character, as illustrated by this
short extract from the beginning of Jane Eyre:

There_EX was_VBDZ no_AT possibility_ NN1 of_IO taking_
VVG a_AT1 walk_NNT1 that_DD1 day_NNT1 ._. We_PPIS2
had_VHD been_VBN wandering_VVG ,_, indeed_RR ,_, in_II
the_AT leafless_]J shrubbery_NN1 an_AT1 hour_NNT1 in_II
the_AT morning_ NNT1 ;_; but_CCB since_CS dinner_NN1
(_( Mrs._NNB Reed_NP1 ,_, when_CS there_EX was_VBDZ
no_AT company_NNT1 ,_, dined_VVD early_RR )_) the AT
cold_JJ winter_NNT1 wind_NN1 had_VHD brought_VVN
with_IW it_PPH1 clouds_VVZ so_RG sombre_JJ ,_, and_CC
a_AT1 rain_NN1 so_RG penetrating_JJ ,_, that_DD1 further_
RRR out-door_]J] exercise_NN1 was_VBDZ now_RT out_II21
of_I122 the_AT question_NNT1 ._.

This sort of mark-up is also widely understood by computer software,
so can be used (and ignored if necessary) in similar ways to XML tags.

It is also possible to automatically tag texts semantically. For
example, the UCREL (University Centre for Computer Corpus
Research®) Semantic Analysis System (USAS), also developed at
Lancaster University, assigns semantic tags to each word in the text
or corpus (see Wilson and Thomas 1997). The semantic framework
used by USAS is based on McArthur’s (1981) Longman Lexicon of
Contemporary English but has undergone many revisions during its
development. The tagset used by USAS is based on a semantic hierarchy
of 21 major semantic fields, which expand to 232 finer semantic cate-
gories. In Chapter 9, we describe USAS in more detail, and demonstrate
how semantically tagged data can be used to enhance the analysis of a
corpus of political texts.

3.4.4 Manual annotation

Not all annotation can be added automatically and, as stylisticians, it
is often appropriate and necessary to add annotation manually, since
there are numerous types of analysis that we might want to carry
out on corpus data that cannot be automated. This is especially true
when an analysis assesses the function of textual elements within the
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corpus data. As we have already mentioned, annotating the function
of modal auxiliary verbs is one example where manual annotation
would be necessary since computer software cannot currently assess
the difference between, for example, deontic and epistemic modality.
These language functions can be recorded in the data using the sorts
of XML tags we described above. We provide an example of analysing
modal function in a corpus more fully in the second case study in
Chapter 8.

One particular corpus stylistic project that demonstrates the use-
fulness of manual annotation for stylistics is that carried out over a
number of years by Semino and Short (2004) on speech, writing and
thought presentation. The project team built a corpus of about 260,000
words of written British English, which consists of 120 text samples
of around 2,000 words, distributed equally across three genres: prose
fiction, newspaper new reports and auto/biography (Semino and Short
2004: 19).° The corpus was annotated in the first instance using the
model of speech and thought presentation posited by Leech and Short
(1981). This was a manual endeavour since not all discourse pres-
entation is marked formally, and where it is (such as quotation marks
indicating direct forms of speech presentation) the forms used are not
consistent across texts. The process of analysis and annotation tested
the existing model on both fiction and non-fiction and eventually led to
the model (and therefore the annotation scheme) being developed and
refined. A major development was the addition of a separate discourse
presentation scale for writing presentation, as well as new categories
for speech and thought presentation (Semino and Short 2004: 222-3).
Using annotation made the process of analysis and re-analysis more
practically manageable, with analytical decisions recorded directly in
the data, thereby allowing it to be assessed more easily against other
similarly tagged examples. The annotation also made the quantification
and comparison of speech, writing and thought presentation categories
more straightforward, once the tagging was complete, and this resulted
in an indication of what the quantitative norms are for the different dis-
course presentation categories across three different genres of written
British English. We return to this study in Chapter 8, where we use a
similar annotation scheme to tag a parallel corpus of Early Modern
English texts.

3.4.5 Mark-up and annotation summary

Adding mark-up can be a very useful way of recording analyses and
encoding them into the text or corpus under analysis in a way that can
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be utilised by corpus tools and other computer software. Not all corpus
linguists share this view, though. Some make the case that annotation
imposes analyses on corpus data rather than allowing the data to speak
for itself (for further discussion of this, see McEnery and Hardie 2012:
147-62). Such a view typically aligns with what is sometimes referred
to as a neo-Firthian approach to corpus linguistics, which takes the
view that rather than being simply a methodology, corpus linguistics is
actually a sub-discipline of linguistics and, as such, constitutes a distinct
theoretical approach to language. Our view, consistent with that of
many other linguists, is that corpus linguistics is better seen as a method-
ology. However, we do not see that one approach to corpus linguistics
necessarily excludes the other (we discuss this further in Chapter 4). As
stylisticians we analyse texts using numerous frameworks and theories.
Mark-up that electronically encodes the results of such analyses has the
advantage of enabling us to automate pattern searches within corpora
based on the encoded results. Mark-up can also assist in finding anom-
alies or errors in analyses, and enabling analyses to be shared and tested
by others. Also, mark-up adds information to the data in a way that
does not interfere with the data, and when required it can be ignored by
corpus tools so that the raw data is preserved.

3.5 Summary: suggested steps to building a corpus

To summarise our discussion so far in this chapter, here are a set of
suggested steps for building a corpus:

1 Decide on what language variety the corpus is aiming to rep-
resent and therefore what will be in it. Consider whether there
might be any practical or ethical problems relating to the data
that will eventually be in the corpus.

2 Create a hierarchical model of the constituent parts (possibly
genres/sub-genres) of the language variety.

3 Consider whether each constituent part should have equal
standing in the corpus, or whether some parts will contain more
texts than others.

4 Decide whether whole texts will be collected, or extracts, or
both.

5 Create a sampling frame (or multiple sampling frames for strat-
ified sampling), and produce a random sample.

6 Locate and gather the data that comprises the sample. This can
be a very time-consuming step, depending on the nature of the
texts being created/collected. For instance, gathering spoken
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texts will require a number of further steps including making
audio recordings of the spoken data and then transcribing them.

7 Make and keep a security copy of the text in its original form.
This copy might be electronic, paper or audio/visual, depending
on the nature of the text(s) being collected.

8 Make and keep an electronic, plain text format copy of the
text. This format is the simplest electronic format and, at the
moment, a requirement of most corpus tools. It is also the most
portable, flexible and future-proof format, so is a good bet for
archive copies of the corpus. If required, the plain text copies
can be converted into other formats.

9 It might be necessary to clean the text before using a corpus
tool to process it. This might mean removing any spurious char-
acters from the text left over from the conversion to plain text
format. It might also mean that certain everyday characters (e.g.
ampersands and currency symbols such as £ and €) might not
be recognised by the software, and might need to be converted
to some other format (e.g. XML-entities such as &amp and
&pound). The manual for the software you are using should tell
you what to do.

10 Add some information about the text at the beginning of the
text file in the form of a header.

11 Add further mark-up as required by the investigation (e.g. POS
annotation). Keep copies of the corpus before the mark-up is
applied, and make copies afterwards.

12 Once you have a working copy of the corpus, make a copy of it!
Ideally, you should make copies along the way as you build the
corpus. This means that you can always go back if something
goes wrong at some stage.

13 Keep notes of what you do and why you are doing it. Record
decisions about corpus design, the data you use, where you got
the data from, any annotation you apply to it, and so on. These
notes will act as an aide-memoire during the process of writing
up results, and will help others see and understand what you

did.
3.6 Case study: investigating the 2000AD comic strip ‘Judge

Dredd’

This case study uses two small corpora of comic strip data to demon-
strate how mark-up can assist in the analysis of the data they contain.
The corpora comprise just the lexical data (i.e. no pictures) from several
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episodes of the comic strip ‘Judge Dredd’ (as featured in the comic
2000AD) from two points in time: 1977 and 2002. The part of the study
we discuss here demonstrates how using XML tags can help to describe
the lexical composition of the comic strip more precisely by separat-
ing the data into predefined categories, which can then be compared
diachronically. As we will see, even though we are only looking at the
words, our analysis necessarily takes into account visual aspects of the
text in order for us to make decisions about marking-up the data.

Aside from our general interest in this popular comic strip, Judge
Dredd was chosen for this study for four reasons:

1 ‘Judge Dredd’ is one of the longest running comic strips in
British comic history. It began in in 1977 and has continued
almost without a break to the present day.!?

2 The longevity and popularity of both the comic (2000AD) and
the Judge Dredd character establishes ‘Judge Dredd’ as cultur-
ally significant.

3 The creator of ‘Judge Dredd’, John Wagner, has contributed
episodes of the comic strip over the 25-year period, meaning that
it is possible to keep the author variable in the data constant.

4 Crucially, we had access to comic data and from two points in
the comic’s history: 1977 and, 25 years later, 2002.

Perhaps the most important factor of this study (and other studies) is
the access to data. Without data, no research project can begin. Having
access to data from two points in time (1977 and 2003) enabled us to
make diachronic comparisons and investigate which (if any) language
features of the comic strip had changed and which remained stable.

3.6.1 Scope of the study

In this case study we analyse only the words of one comic strip; there
is no analysis of the pictures. Our analysis is therefore limited but
nevertheless constitutes a useful starting point that highlights important
language features of the written component of the text. In order to carry
out a study of comic strip language with generalisable results, we would
need to build a corpus that somehow represented all comic strips.
This would mean including representative samples from every comic
strip type, which might be defined by intended audience age (adult,
adolescent, child), gender, possibly some sort of classification reflecting
content (action/adventure, humorous), and so on, while taking into
consideration factors such as authorship and country of origin. This
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would be a considerable undertaking and would present the sorts of
‘pragmatic’ issues that Hunston (2002: 29) discusses, such as data
availability, permission to use data, decisions concerning classification,
and so on. As we have already mentioned, access to data is crucial for
any study. We used comic data that was readily available to us (back
issues of 2000AD) and we selected the best-known comic strip from
that data (‘Judge Dredd’). Therefore, our corpus at best represents just
one example of a comic strip. While this may not seem particularly
useful in terms of general statements about genre style, it is a starting
point from which it might be possible for further studies to proceed. For
these reasons this study cannot make general claims about the language
of comic strips. Nonetheless, it is consistent with a focus in stylistics on
specific texts, and allows for the examination of text style in a specific
example of the comic strip text-type.

3.6.2 Building the corpora

Our very first step in building our corpora was to obtain permission from
the comic’s current owner, Rebellion Developments, to use the words
from ‘Judge Dredd’ in our research. Once permission was secured, we
began to collect an appropriate amount of data to represent each time
period (i.e. 1977 and 2002). What amount counts as appropriate is
clearly debatable and this was the point in the project where we needed
to ask the ‘how much?’ question. Our answer was very much driven by
the data we had available and our research goal, which was to compare
‘Judge Dredd’ episodes from an early point in its history with episodes
from a later point in time. We decided to make comparisons of the first
12 months in the comic strip’s history and a 12-month period 25 years
later. Within those 12-month periods, we used only the stories written
by John Wagner, in order to control any variability that might be attrib-
utable to author. This resulted in our collecting 17 episodes and just
over 11,000 words of data from 1977 into a corpus we named JD77.
We matched that number of words as closely as we could from the
2002 data, which resulted in our collecting 19 episodes into a corpus
we named JD02. We were, to some extent, restricted by the data we
had available but nonetheless felt that a 25-year gap was sufficient for
us to investigate diachronic changes in style. The word counts for both
corpora can be found in Table 3.1. The final column of the table shows
the mean number of words per comic, which indicates that the comic
strip in 1977 consisted of more words than in 2002. This begins to
indicate a possible change in storytelling style, whereby the comic strip
producers rely more on images to convey stories in the later comics.
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Table 3.1 Corpus profiles and average number of words per story

Corpus name Years used No. of words No. of texts Mean words/story

JjD77 1977 11,674 17 687
JD02 2002 11,276 19 593

In order to create our corpora we needed to convert the paper
comic strip data to machine-readable data. This could not be achieved
by scanning so we manually typed the words from each episode
we had selected into separate Word files, which we subsequently
converted to plain text files. At the start of each file we added a
data header that provided a record of what the file contained, for
example:

<head>

<TextDesc  ComicTitle=“2000AD”  PubDate=“02102002"
ComicEdition=“Prog 1311” ComicStrip=“Judge Dredd”
ComicStripTitle=“Zoom Time” Author=“]John Wagner”/>
</head>

We wanted to encode information about the data into our transcrip-
tions, and we found that adding XML mark-up as we typed was
the most efficient way to proceed (rather than transcribing first then
marking-up later). The mark-up we added aimed to indicate different
textual components of the comic strip (for descriptions of comic strip
components, see Eisener 1996; McCloud 1994: 153-5; Sabin 1996;
Saraceni 2003: 7-11), which include: panels — the usually rectangular
areas that the comic strip is divided into on the page; balloons — the
usually ovoid shapes that contain words either spoken or thought by
characters; and captions — the usually rectangular frames within the
panel that contain words that typically belong to some sort of narrator.
The purpose of our mark-up was to describe, using tags, in which
of the comic components the words in the texts occurred. From the
outset we decided to distinguish between speech balloons and thought
balloons as these describe different discourse phenomena (see Semino
and Short 2004). We began, therefore, with four possible category
tags with which to mark-up our data. We soon found, however, that
in order to account for all the words in the comic strip data, these cat-
egories were insufficient. Firstly, the data contained onomatopoeic or
sound symbolic words that indicate that a noise is being produced (e.g.
gunfire), and these could occur anywhere in the panel. And secondly,
some words constituted writing presentation (Semino and Short 2004),
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such as letters or notes, but also signs, notices, placards, books, and
so on (cf. McCloud’s 1994 notion of ‘montage’, Unser-Schutz’s 2011
concept of ‘background text’ and Walsh’s 2012 ‘diegetic text’). The
resulting tags for these categories are detailed below:

<c> caption text</c>

<sb> speech balloon </sb>

<tb> thought balloon </tb>
<wWp> writing presentation </wp>
<sfx> sound effects </sfx>

These components have a functional bearing on the words we tran-
scribed that relate to storytelling elements (e.g. narration and dis-
course presentation). We applied the mark-up on the basis of the
visual presentation of the text within the components in question.
In other words, if text appeared in what looked like captions, then
the words were marked as caption text. It is worth noting that this
mark-up is not perfect. It records an act of interpretation and analysis,
which is not without problems. We can illustrate this by explaining
some of the tagging decisions made for one panel, which is shown in
Figure 3.6.

Within the corpus, the transcribed data for this panel was tagged as
follows:

<panel>

<c>AFTER THE CEREMONY JUDGE TEX CONDUCTED
DREDD AND HIS ROBO-SERVANT WALTER ON A TOUR
OF LUNA-CITY ...</c>

Figure 3.6 A panel from ‘Judge Dredd’ 1977 (Judge Dredd® © 2018
Rebellion A/S. Judge Dredd is a registered trademark. All rights reserved.
Reproduced by permission of the copyright holder)!!
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<sb>WE USE HOVER-BIKES UP HERE BECAUSE THE LOW
GRAVITY MAKES NORMAL ONES UNSTABLE!</sb>
<sb>LOOK, JUDGE DWEDD - THAT’S THE WEMAINS OF
THE FIRST MOON LANDING CRAFT!</sb>

<sb>A BRAVE MONUMENT - DEFACED. THE PEOPLE
HERE ARE A LAWLESS BUNCH.</sb>

<wp>ARMSTRONG AND ALDRIN APOLLO JULY 1969
<add>EAT AT MOONIES</add>

</wp>

<wp>MOONIES BEBOP</wp>

<wp>MOONIES SODAS</wp>

<wp part=“F” desc=“incomplete” note=“probably MOONIES
BAR”>ES BAR</wp>

</panel>

The panel in Figure 3.6 depicts a scene on Luna-City 1, one of a
number of cities constructed on the moon’s surface. Judge Dredd and
his robot, Walter, are being given a tour by the incumbent lawman,
Judge Tex. The scene in the panel includes writing presentation in the
form of signage for bars and a sign commemorating the first Apollo
moon landing, which has been partially obscured by graffiti but is still
readable. The signs (‘MOONIES BEBOP’ and ‘MOONIES SODAS’)
help to show that Moonie, a mysterious, reclusive character, owns
a lot of businesses and is an important figure in the city. The graf-
fiti helps to underline this, as well as indicate that lawlessness is a
problem in the city. One of the bar signs (‘ES BAR’) is cut off by the
edge of the panel so some of the writing is missing. Our assumption
is that the full sign says ‘MOONIES BAR’ due to the pattern estab-
lished throughout the rest of the writing presentation in the panel. The
transcription and subsequent tagging of caption and speech balloon
data was straightforward; the writing presentation, however, required
careful consideration due to the graffiti on the commemoration
plaque and only half of the sign for Moonies Bar being visible. For
the former, we used our <wp> tag to show the original wording on
the plaque, and then within that tag embedded an <add> tag to show
the addition of extra words in the form of graffiti. For the latter we
used a <wp> tag with the addition of ‘part’, ‘dec’ and ‘note’ attrib-
utes. The part attribute contains the value ‘F’ for final (other possible
values are ‘M’ for medial and ‘I’ for initial). The ‘desc’ (description)
and ‘note’ attributes can contain any value. We found the guidelines
and suggestions proposed by Burnard (2014) helpful in developing a
tagging strategy for this panel, and the extra tags and attributes we
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used were adopted from the Text Encoding Initiative (TEI) encoding
scheme.!?

3.6.3 Results of the preliminary analysis

In this section we show how words are distributed in comic strips
from both eras based on the tagging that we added to the corpora.
The mark-up divides the lexical data into five textual components:
caption, speech balloon, thought balloon, sound effect and writing
presentation. From this mark-up we calculated the number of words
in each of these components for each corpus. We normalised these
totals by converting them to percentages so that we could make com-
parisons between the corpora. Figure 3.7 shows the results of these
calculations.

From the breakdown of the two corpora shown in Figure 3.7 we
can see that most of the words in each of the corpora are in speech
balloons, suggesting that lexically the majority of the narrative is con-
veyed through presentation of characters’ spoken words. However,
while the JD77 data is predominantly made up of words in speech
balloons, the percentage of just over 71 per cent is lower than that in
JDO02, which stands at over 86 per cent. The second largest category in
both corpora is captions, with words in captions making up just over
20 per cent of the data in JD77, which is double the total 10.1 per cent
in JD02. The word totals for speech balloons and captions indicate an
overall quantitative trend in both datasets, suggesting the predominant
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Figure 3.7 Percentage totals of words in each text category for JD77
and JD02

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww.ebsco.confterns-of-use



EBSCChost -

lexical mode of storytelling is via character speech and captions. This
trend appears to be a stable feature of the data used to represent this
comic strip. In order to ascertain how widespread this convention is
across the genre more generally, more comic strips would need to be
analysed in a similar manner. There is a noticeable difference in the
datasets between the numbers of words used in thought balloons:
in JD77 this is almost 8 per cent, but in JD02 the figure is only 0.6
per cent (which equates to 63 words out of the whole corpus). This
indicates that within the data we used to represent ‘Judge Dredd’ in
the two time periods, characters’ thoughts are used less in the overall
narrative. The figures for sound effects and writing presentation are
very low in both corpora but in both cases there are more examples in
JDO02 than there are in JD77.

3.6.4 Further analysis

The next stage in our analysis is to look more closely at each of the
textual components in order to investigate the differences. At this stage
we use the quantities derived from our tagging to find a focus for qual-
itative analysis. There is only space here to briefly explore difference in
captions.

There are fewer captions in the JD02 data compared with the JD77
data. The small size of our datasets made it possible to make manual
comparisons, particularly once the data was split into its constituent
components. We found that the captions in the JD77 data match the
prototypical and documented assumptions (see, for instance, Saraceni
2003) about this comic component being akin to third-person narra-
tion. For example, some captions contain long noun phrases that act
as descriptors for the images contained in the panel, helping to explain
what the reader is looking at, such as the following:

<c>MEGA-CITY 1. VAST METROPOLIS OF THE 22ND
CENTURY .</c>

Other captions account for temporal gaps in the narrative or
simply describe ongoing action within a panel using past tense verbs,
whereby the people involved in the action can be seen in the image.
For example:

<c>TWO TROGGIES WERE LEFT TO GUARD THE WORK

SQUAD. THE MINUTES TICKED BY ... </c>
<c>DREDD PULLED AWAY SOME OF THE RUBBLE</c>
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Additionally, a number of captions are short and contain adverbials,
prepositional phrases or conjunctions that respectively position the
action in the panel temporally, spatially or sequentially, such as:

<c>SUDDENLY ...</c>

<c>MEANWHILE, IN THE STUDIO ...</c>
<c>LATER ...</c>

<c>A WEEK LATER ...</c>

<c>ON THE ROOF ...</c>

<c>AND SO ...</c>

We manually compared the lexis in the captions from JD77 and JD02,
and found that the lexical items suddenly, meanwhile and later appear
10, 6 and 14 times respectively in the JD77 captions but are not used at
all in the JDO02 captions. This finding in itself suggests that the captions
in JDO2 function differently. Indeed, we found that, unlike the captions
in JD77, a number of captions in JD02 contain what appears to be free
indirect thought. For example:

<p>

<c>DREDD HAD THE BIT BETWEEN HIS TEETH. HE
WOULDN'T LET UP. THEY’'D LOOK INTO BUBBA
O’KELLY, FIND THE CONNECTION.</c>

<c>HE’D TRIED TO PUT THINGS RIGHT, ONLY MADE

THEM WORSE. KILLED A CIVILIAN -</c>
</p>

The image in the panel contains just one character, Judge Michael
de Klerk, who is involved in a conspiracy to kill criminals without
trial, and at this point in the story he is coming to the realisation that
Judge Dredd is about to find him out. However, even though Dredd
is not present in the panel, the first caption in the panel provides a
description of Dredd, referring to him by name in the first sentence
and then by anaphoric reference via the pronoun he in the second
sentence. The pronoun shifts to they in the third sentence and probably
refers to the justice department, generally. The description found in
the first sentence makes use of the simple past tense, a tense which is
prototypically used for narration. The epistemic modal auxiliary verb
would used in the second and third sentences expresses the conditional
mood and suggests possibility and/or prediction of future actions,
and therefore does not provide a description of ongoing action of the
type associated with third-person narration. The caption therefore
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describes a state of affairs that exists spatially and temporally beyond
the panel. In the second caption there is a second use of the pronoun
‘he’ but this time it does not refer back to ‘Dredd’, but refers instead
to de Klerk. For readers familiar with the story, this becomes apparent
in the second sentence due to reference to actions carried out by de
Klerk in the recent past. Within the captions in this panel there is
reference to people and situations not present in the panel, a switch
in pronoun referent, and the use of the past perfect aspect. These
features are consistent with the blend of narration and characters’ dis-
course associated with free indirect discourse (in this case, free indirect
thought) which is described by, for example, Leech and Short (1981),
Short (1996a) and Semino and Short (2004). Below are some further
illustrative examples of this phenomenon in JD02 from two different
stories:

<p>
<c>SOMETIMES YOU GET A FEELING ... BAD THINGS
ARE IN THE WIND.</c>

</p>

<p>

<c>EVERYTHING TO LIVE FOR. NO SECRET
ATTACHMENTS, NO BIG OUTSIDE INTERESTS. A
PERFECT, SELF-CONTAINED LITTLE LIFE.</c>

<c>JUST ONE LOUSY UNCLE WHO DIDNT CARE
ENOUGH ...</c>

<c>CUT IT OUT.</c>

</p>

There are no examples of this phenomenon in the JD77 corpus, sug-
gesting a change in the style and function of captions between the two
points in time described in the two datasets.

Clearly, this represents only a starting point in terms of a more detailed
analysis of the corpus data, using the quantitative analysis as a focus.
Importantly, though, our qualitative analysis is informed by an existing
stylistic framework, which enables us to describe more precisely and
make sense of the results obtained from our quantitative analysis.

3.6.5 Case study summary

The sorts of quantitative comparisons we carried out in this case
study were made more possible through the tagging. The study aims
to demonstrate, using small corpora, how breaking texts down into
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constituent elements allows for finer-grained comparisons. In other
words, the tagging makes comparisons between individual compo-
nents of two corpora (e.g. 1977 speech balloons vs 2002 speech bal-
loons) practically more straightforward. The results from the study
suggest a general trend between the two datasets, whereby speech
balloons and captions are the most frequent lexical categories, but also
indicate differences. From these findings we were able to focus on one
particular component of the comics in order to explore the features in
more detail.

Our initial analyses of the corpora (done to develop the system
of mark-up) were based on what the various textual components
looked like. That is, if a component looked like a speech balloon,
then the words within it were tagged as speech balloon data, and
so on. However, as we saw with the captions in the JD02 corpus,
this approach ignores the function of the words that occur within
the visually identified component. So, some captions contained
third-person narration while some contained, for example, free indirect
thought. This suggested that a further level of mark-up was required
to take into account the functions of the comic components. Adding
mark-up, therefore, can be a cyclical endeavour that is first informed
by the text as well as models that help to inform an interpretation
of elements of the text (in this case the traditional and well-docu-
mented inventory of comic components). The results from such initial
mark-up can then inform further tagging or amendments to existing
annotation.

3.7 Conclusion

In this chapter we have dealt with designing and building a corpus
and in doing so introduced the concept of a population and the notion
of sampling from that population. The idea behind sampling is that
whatever results are obtained from a sample can be generalised to
the population the sample came from. In effect, a sample aims to be
a mini version of the population. We went on to introduce the idea
of adding metadata to a corpus using annotation, and described the
different sorts of metadata that can be added. We noted that metadata
can add value to corpus data and make the corpus useful for different
types of linguistic enquiry. In the case study we put into practice some
of the data collection and annotation methods, and discussed some of
the issues that different data can present. We used the case study in
particular to demonstrate the sorts of useful findings annotation can
generate and how these can lead to further, more focused and detailed
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analyses. The comparative analysis that we carried out, of course,
was guided by a general research question which asked, “What, if any,
are the differences between the 1977 and the 2002 data and what are
the stylistic effects of such differences?” Formulating clear research
questions and hypotheses is key to producing replicable and falsifiable
stylistic analyses. In the next chapter, we explore the process of devel-
oping these in more detail.

Notes

1.

10.

11.

12.

It is possible to create a random sample using other software,
such as SPSS, and free-to-use websites such as www.random.org.
The latter will create a random sample from a list of up to 10,000
sample items.

Information in this section is drawn from <https://www.gov.uk/
using-somebody-elses-intellectual-property/copyright>,  <https://
www.gov.uk/guidance/exceptions-to-copyright>,  <https://www.
copyrightservice.co.uk/copyright/> and <https://global.oup.com/
academic/authors/author-guidelines/copyright-permissions/>  (all
last accessed 14 September 2018).

See <http://www.respectproject.org/main/index.php> (last accessed
20 August 2018).

See <https://esrc.ukri.org/funding/guidance-for-applicants/rese
arch-ethics/our-core-principles/> (last accessed 20 August 2018).
McEnery and Hardie (2012) only use the term metadata to refer to
the descriptive metadata that is contained in headers.

. See <http://ucrel.lancs.ac.uk/claws/trial.html> (last accessed 20

August 2018).
The full tagset can be found at <http://ucrel.lancs.ac.uk/claws7tags.
html> (last accessed 20 August 2018).

. Formerly ‘University Centre for Research on the English Language’,

hence UCREL.

. The Lancaster Speech, Writing and Thought Presentation Written

Corpus is available for download from the Oxford Text Archive;
see Appendix 1 for details.

The publishers of 2000AD in 1977 were IPC/Fleetway. Now,
Rebellion Developments publish 2000AD both in paper format
and online at: <http://www.2000adonline.com> (last accessed 20
August 2018).

We are grateful to Rebellion for granting permission to reproduce
this panel.

The Text Encoding Initiative is a consortium that provides
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guidelines for creating and encoding machine machine-readable
texts. It has developed and continually maintains a comprehensive
encoding scheme. See <http://www.tei-c.org> (last accessed 20
August 2018).
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Testing hypotheses and answering
research questions

4.1 Introduction

In Chapter 2 we showed how it is possible to use pre-existing large
corpora to support the qualitative stylistic analysis of text fragments.
When such an endeavour is carried out in pursuit of insights into
the significance of particular stylistic choices in the text, this practice
constitutes corpus-informed stylistics. In this chapter we broaden the
parameters of corpus stylistics by exploring the possibilities of subject-
ing the target text itself (i.e. the text we are particularly interested in
analysing) to corpus analysis. That is, rather than comparing a small
section of our target text with a pre-existing corpus (i.e. a reference
corpus), we instead treat the target text (or, indeed, texts) as a corpus
in its own right. This allows us to use corpus analytical techniques to
discover patterns in the text(s) that would not be discernible through
qualitative analysis alone. To this end, in this chapter we begin to utilise
the insights from Chapter 3 concerning sampling and representative-
ness, as we consider how to analyse not just single extracts but also
collections of texts.

We refer to this practice of treating the target text (or collections of
texts) as a corpus in its own right as corpus-based stylistics. When ana-
lysing a corpus stylistically, although it is possible to approach the task
with no particular agenda concerning what we want to investigate, we
advocate concentrating any analysis on answering a specific research
question or addressing a specific hypothesis. This chapter, then, builds
on the corpus-informed approach described in Chapter 2 by discuss-
ing the philosophy behind corpus-based stylistic analysis. We explain
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methods for generating hypotheses and candidate research questions
before moving on to consider the practice of developing a robust and
replicable analytical method to test/answer these. Here we focus par-
ticularly on methodological issues shared by both corpus linguistics
and stylistics, namely objectivity, rigour, replicability and falsifiability.
We discuss how stylistics has dealt with these issues and the extent to
which corpus linguistic methods increase the potential for addressing
these. We also make clear that these issues apply equally to qualitative
analysis and that here stylistics has a contribution to make to corpus
linguistics. We illustrate these points with reference to our third case
study, a corpus-based analysis of Ernest Hemingway’s authorial style.
In so doing, we introduce two more software packages for corpus
analysis, WordSmith Tools (Scott 2016) and Wmatrix (Rayson 2009).
WordSmith provides valuable descriptive statistics for uploaded corpora,
while the particular value of Wmatrix is its capacity for automatically
annotating texts for part-of-speech (POS) and semantic information. In
this chapter we make particular use of Wmatrix’s POS tagger; and in so
doing we lay the groundwork for the more complex Wmatrix analyses
that follow in subsequent chapters. We begin, though, with a brief
discussion of the nature of a corpus. In corpus stylistics, some licence is
often taken with how a corpus is defined, and it is worth being clear on
both the pros and cons of doing this. We then clarify our use of the term
corpus-based through consideration of the distinction between this and
corpus-driven linguistics.

4.2 Corpora in stylistics

In Chapter 1 we discussed the definition of a corpus, noting that rep-
resentativeness is a key criterion. Corpus linguists tend to be primarily
concerned with making generalisable claims about language use based
on the analysis of a sample of language data. For generalisability to be
possible, such samples have to be representative of whatever language
variety is under scrutiny. It is for this reason that Sinclair (2005) claims
that an individual text cannot constitute a corpus. However, in stylis-
tics, it is not always the case that we want to make generalisable claims
of the kind made in corpus linguistics. Of course, corpus stylisticians
do sometimes construct corpora that are intended to be representative
of a particular stylistic variety (see, for example, Green’s 2017 Corpus
of the Canon of Western Literature, as well as the corpora analysed
in Chapters 8 and 9). And in the related field of stylometry, represent-
ativeness is just as important a criterion as it is in corpus linguistics
(see, for instance, Hoover 2017). But it is also true that what many
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stylisticians are interested in is what Short (1996a) calls text style; that
is, the style observable in a single specific text. This may or may not
be connected to authorial style. For example, Stubbs’s (2005) corpus
stylistic study of Joseph Conrad’s Heart of Darkness is concerned with
providing textual justification for well-established interpretations of
the novella, and offering new insights into the language and meaning
potential of the text. In this respect, Stubbs’s focus is on explicating
issues concerning this text in particular, such as how the story is
told and how the characters are projected. He does not seek to make
claims about Conrad’s authorial style in general terms. Because of his
specific interest in Heart of Darkness, there is no need for Stubbs to
construct a corpus that is a representative sample of Conrad’s output
as a novelist.

Despite being focused on one text in particular, Stubbs’s (2005)
analysis does make use of other texts in the form of a reference corpus.
In this respect, Stubbs’s (2005) study is an example of what Adolphs
(2006) calls inter-textual analysis. But some studies of text style do not
even utilise separate reference corpora. Adolphs (2006) calls such cases
intra-textual analysis, where the focus is entirely on extrapolating par-
ticular information from one text in order to generate insights relating
to that text alone. An example of a corpus stylistic analysis of intra-tex-
tual variation is Culpeper’s (2009) study of keywords (as well as key
parts-of-speech and key semantic domains) in Shakespeare’s Romieo
and Juliet. We introduce the notion of keyness in full in Chapter §, but
in brief a keyword is one that is more frequent in one text than it is
in another. Keyness studies are often inter-textual in nature, in that a
target corpus is compared against a reference corpus. Culpeper’s (2009)
study, however, compares the dialogue of individual characters against
the dialogue of all the other characters in Romeo and Juliet. In this
respect, the play serves as both the target text and the reference corpus.
Among Culpeper’s (2009) findings are the fact that if, or, would and yet
are all keywords for Juliet; that is, they occur more frequently in Juliet’s
speech than they do in the speech of the other characters. Culpeper
(2009) notes that the findings from his keyness analysis are relevant
to understanding characterisation in the play. For example, Juliet’s
keywords reflect her tendency as a character towards uncertainty and
anxiety.

Both Culpeper’s (2009) and Stubbs’s (2005) studies illustrate the
value of using corpus analytical techniques on single texts. So we might
ask: what precisely is the nature of Sinclair’s (2005) objection to the
use of the term corpus to describe single texts? This is partly that its
dimensional restrictions do not allow for generalisations to be made
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about the language variety that it represents. But in addition, it is also
possible to be knowledgeable about a single text in a way that it is
impossible, given its size, to be knowledgeable about the contents of
a corpus. This has potential analytical implications. For example, it
may well be that a corpus-based stylistic analysis of a single text is also
informed (consciously or unconsciously) by the researcher’s qualitative
familiarity with it. To the extent that this might impact on the objec-
tivity of the analysis, Sinclair (2005) is right to draw attention to the
distinction between corpora and single texts. Nonetheless, for ease of
reference we do on occasion use the term corpus when discussing single
texts; but in such instances we make quite clear that our focus is indeed
on a single text and not a corpus in the traditional sense. In such cases,
the potential complicating factors associated with the corpus stylistic
analysis of single texts should be borne in mind. In theoretical terms,
we agree with Sinclair in cautioning against extending the term corpus
to encompass single texts too.

4.3 The concept of corpus-based and corpus-driven linguistics

The first section of this chapter introduced the concept of corpus-based
stylistics and defined it as the practice of analysing a target text using
corpus methods (as opposed to using a pre-existing corpus to support
or challenge a qualitative analysis of a text extract). Before we proceed
any further with this concept, however, it is worth briefly discussing
the origins of the phrase corpus-based, since our usage here differs
somewhat from that to be found in mainstream corpus linguistics.
Tognini-Bonelli (2001) contrasts corpus-based with corpus-driven
linguistics. The distinction between these two analytical procedures (as
described by Tognini-Bonelli 2001; see also Francis 1993) is that the
former uses corpus analysis to validate existing theories and hypothe-
ses, while the latter uses the results of corpus analysis to formulate new,
corpus-derived theories and hypotheses. For example, the 100 million
word BNC contains part-of-speech information that was added to the
corpus automatically using a POS tagger. But the POS information that
the tagger contains is based on a non-corpus-derived grammar. The
upshot of this is that what we learn about the grammar of English by
studying the BNC will always be constrained by the model of grammar
that the POS tagger uses. Retrieving information about prepositions,
for instance, will only ever allow us to observe those lexical items that
have been identified as prepositions by the tagger. We will not be able
to observe any instances of potential prepositional meaning in words
that have not already been tagged as having this function. This, then, is
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corpus-based linguistics, that is, using non-corpus-derived theories and
analytical frameworks to inform a corpus analysis.

By contrast, corpus-driven linguistics is not constrained by exist-
ing theories or analytical frameworks. Rather, the aim is to identify
patterns in the raw (i.e. unannotated) corpus data that might then be
used to formulate new theories of whatever aspect of language we are
studying. Sinclair’s work on lexis and meaning (1991; see also 2004)
is a prime example of corpus-driven linguistics, and it is worth briefly
explaining this so as to be clear about the distinguishing characteristics
of a corpus-driven approach to data analysis.

Sinclair (2004) explains that a particular problem in linguistics —
one that arises as a result of the excessive attention paid to written
(as opposed to spoken) language — is that we have a tendency to see
words as discrete units. This, obviously, is because words on a page are
separated by spaces. Words, of course, are formed from morphemes
but whether we see words or morphemes as the basic unit of lan-
guage, the important point is that, traditionally, linguists have focused
on how these basic units combine, that is, their interest has been in
grammar. Meaning, by contrast, was (and still is in some quarters)
assumed to be a separate property of words, distinct from this focus
on structure. This view, however, ignores the significant role that
structure plays in generating meaning. As Sinclair points out, ‘{w]ords
enter into meaningful relations with other words around them, and
yet all our current descriptions marginalize this massive contribution
to meaning’ (2004: 25). For example, dictionaries often treat phrasal
verbs (e.g. give in) as anomalies to be dealt with separately from single
unit lexical items. Accounting for the meanings of phrasal verbs is
difficult using the standard hierarchical model of language which sees
morphemes combine to form words, words combine to form phrases,
phrases combine to form sentences and so on. This is because phrasal
verbs seem to cut across these category boundaries. And while the
meanings of some phrasal verbs seem to be entirely different from the
meanings of their component parts (e.g. brush up on), others do not
(e.g. look for). To explain such meanings, we need to understand how
words relate to each other semantically. Since we are used to examin-
ing constraints on syntactic structure, there is no reason in principle
why we should not extend this consideration to constraints on lexical
relations (Sinclair 2004: 28). For example, strong tea is an acceptable
formulation whereas *powerful tea is not.! The reason we can have
strong but not powerful before tea is not down to syntactic constraints
(after all, English allows adjectives to pre-modify nouns). It must, then,
be due instead to lexical restrictions.
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The notion of lexical constraints forms the core of collocational
studies (see, for example, the case study in Chapter 2) and is at the heart
of the concept of a unit of meaning. Sinclair’s (2004) point is that it is
only through corpus-driven analysis that we can identify such struc-
tures. As an example, Sinclair (2004: 30-5) shows how the meaning
of the expression naked eye can only be explained by determining
the unit of meaning in which it is typically found. Through obser-
vation of concordance lines for naked eye, Sinclair explains that the
collocational and colligational patterns, in conjunction with patterns of
semantic preference, suggest the following unit of meaning: ‘visibility
+ preposition + the + naked + eye’ (2004: 33). This unit of meaning
generates such usages as ‘too faint to be seen with the naked eye’, ‘is
not really visible to the naked eye’ and ‘could be seen by the naked eye’.
In addition, Sinclair (2004: 33) notes an associated semantic prosody
of difficulty. The point is that the meaning of naked eye arises from
the sum total of the elements of the unit of meaning; it is not inherent
in the phrase itself. And the constraints on lexical relations predict
that a usage such as ‘delicious to the naked eye’ would be unlikely and
unacceptable (except in deliberately creative formulations).

On the basis of such corpus-driven analysis, Sinclair (2004) formu-
lates what he terms the idiom principle. According to this principle,
words have meanings which derive from their collocational patterns.
That is, meaning is not necessarily inherent in individual words but is
dependent on the particular patterns that words form. Consequently,
constructing sentences is not a matter of inserting individual words into
open grammatical slots (as suggested by the slot/filler model of struc-
turalist grammar), or of generating sentences according to an under-
lying set of grammatical rules (as proposed by generative grammar).
According to the idiom principle, speakers do not have a free choice in
which words they use (e.g. speakers are constrained to say strong tea as
opposed to powerful tea). Instead, they select from a set of pre-existing
patterns. In essence, we form utterances by relying primarily on the
idiom principle. Only when this principle fails to offer an option do we
fall back on what Sinclair (2004) calls the open-choice principle.

Sinclair’s corpus-driven work on lexis has been hugely influential,
giving rise to, for instance, lexical priming theory (Hoey 2004) and
pattern grammar (Hunston and Francis 1999; Hunston 2015), the
grammar that underpins the Collins COBUILD series of dictionaries
and grammar books (see Chapter 1). Hunston and Francis (1999: 22)
further point to the role of the idiom principle in the interpretation of
utterances. They explain that an example like I must confess can be
interpreted either as a single item, under the idiom principle (in which
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case it means something like, T am about to tell you something embar-
rassing to me’), or as a string of individual items, according to the
open-choice principle (in which case it means ‘I am obliged to inform
you of some wrongdoing on my part’). It is down to the hearer to
decide which principle generates the most appropriate interpretation.
To take a similar example, consider the expression I have to say. Under
the open-choice principle, this would be interpreted as meaning ‘I am
required to inform you.” But under the idiom principle, the meaning is
something like ‘I wish to emphasise the following statement.” This can
be seen in the concordance lines from the BNC, shown in Figure 4.1.

The difference between the two is that the meaning generated by the
idiom principle interpretation belongs to the sequence as a whole, which
means that its component words cannot be altered without affecting
this meaning. For instance, changing the pronoun and tense (e.g. be had
to say) would preclude the idiom principle interpretation.

The point behind this explanation of Sinclair’s work and the work
of Hunston and Francis (1999) is that the insights into grammar that
they offer could only have been gained through corpus-driven analysis.
A corpus-based analysis of an automatically POS-tagged corpus would
very likely have failed to reveal these patterns because of the influencing
effects of the non-corpus-derived grammar used by the tagger. This,
then, is the distinction between corpus-based and corpus-driven lin-
guistics. Nonetheless, while this distinction is useful in heuristic terms,
it should be borne in mind that in practice there are often overlaps
between the two approaches. Hardie and McEnery (2010) see the
distinction as the difference between viewing corpus linguistics as a
methodology (the corpus-based position) and seeing it as a distinct
sub-discipline of linguistics (the corpus-driven position). Hardie and
McEnery (2010) refer to the first view as the methodologist position and
the second as the neo-Firthian position (based as it is on the theoretical
work of J. R. Firth; see Chapter 2). They further point out that the two
traditions have an equally long history and suggest that the distinction
between them seems likely to diminish over time as neo-Firthian dis-
coveries such as pattern grammar converge with cognitive linguistic
theories. Construction grammar, for instance, is a cognitive linguistic
theory of language structure that shares many similarities with pattern
grammar, as suggested by Hank’s definition of a construction as ‘a lin-
guistic element that cannot be broken down into smaller units without
loss of meaning’ (2008: 226; for more on construction grammar, see
Fillmore et al. 1988; Croft 2001; Goldberg 1995, 2006; Hilpert 2014).
The difference is that pattern grammar is based solely on observable
instances of language in use, whereas construction grammar is focused
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on modelling mental representations of language. Nonetheless, the
clear similarities between them would suggest a converging of corpus
and cognitive theories of language (for examples of the connections
between pattern grammar and construction grammar, see Hennemann
2015; Hunston and Su 2017).

As Hardie and McEnery (2010) point out, then, in practice there
are overlaps between corpus-based and corpus-driven approaches in
corpus linguistics generally. The same is true in corpus stylistics. For
this reason, it is worth clarifying our own use of the terms. We use
corpus-based stylistics to refer to any corpus stylistic study that treats
the target text as a corpus, whether annotated or not (cf. corpus-in-
formed stylistics, which uses existing large corpora to generate insights
into single short texts). We reserve the term corpus-driven stylistics for
those studies that are exploratory in nature (e.g. those that are carried
out for purposes of selecting a sample for qualitative analysis, or to
generate potential research questions).

Let us now turn to another concept that has been widely discussed in
both corpus linguistics and stylistics: intuition.

4.4 The value of intuition

The notion of hypothesis testing is a mainstay of stylistic analysis,
though it is often not discussed in such explicit terms. In Leech and
Short’s (1981) seminal Style in Fiction, for instance, there is no refer-
ence at all to the concept of a hypothesis. What there is, however, is
considerable discussion of the notion of intuition, and of the value of
using stylistic analysis to test the validity of our initial impressions of
a text. In effect, this is what we did in Chapter 2 when we examined
concordance lines of the phrase with intent in order to gain an insight
into the potential effects of the phrase ‘strolling with intent’ in the John
Le Carré passage. We began with an intuition that this was a stylisti-
cally interesting phrase and we then examined concordance lines and
collocates to determine the effects likely to spring from its use. Testing
our intuitions is very similar to the concept of testing a hypothesis.
The difference is that hypotheses are formulated more stringently than
intuitions, which tend by their nature to be more general. Here, for
example, are Leech and Short’s initial impressions of a passage from
Joseph Conrad’s The Secret Sharer (1910):

Our first impression of this passage is of a meticulously detailed

setting of the scene for the story. The description is clearly
etched, so that we can reconstruct, in our mind’s eye, the whole
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topography. But more than this, we have a vivid sense of the
loneliness of the human observer, set apart from his surround-
ings, and of ‘a mind energetically stretching to subdue a dazzling
experience outside the self, in a way that has innumerable coun-
terparts elsewhere in Conrad’ [Ohmann 1966: 152]. (Leech and
Short 1981: 83-4)

The impressions described in the above quotation include specific feel-
ings that, according to Leech and Short, the text imbues in the reader.
In addition, there is reference to the claims of another critic (Ohmann
1966) about Conrad’s style. Leech and Short (1981: 84-90) then go on
to explain the linguistic source of these impressions, pointing out, for
example, the distancing effect caused by the syntactic subordination
in the passage, and how this might relate to their initial impression of
loneliness. Leech and Short’s (1981) linguistic analysis is detailed and
replicable. What is harder to evidence is a link between the stylistic
features they observe and their effects on other readers. One reason for
this is that the claim for an effect of loneliness is unfalsifiable. That is,
if another reader claims not to encounter this feeling as they read, then
it is impossible for us to say that they are wrong. The most that we can
do in such a circumstance is to claim that stylistic effects in the text give
rise to an impression of loneliness for us, while accepting that for other
readers this emotional response may be different. Research in cognitive
stylistics has made considerable headway in accounting for such dif-
ferences of interpretation, not least through the use of schema theory
to explain the source of literary impressions (see, for example, Jeffries
2001; Semino 2001; Stockwell 2002: 82-7; Lang 2009). Moreover,
Short et al. (2011) have demonstrated that what are described as differ-
ent interpretations would in most cases be better described as variations
of the same higher-order interpretation.

The other issue with testing the kinds of intuitions observable in
the Leech and Short (1981) quotation is that such impressions rarely
provide much guidance on what might constitute their linguistic
source. In this respect, looking for linguistic evidence for a particular
impression of a text can be likened to searching for a needle in a hay-
stack, or trying to locate a light switch in a darkened room. For these
reasons, instead of using our general impressions of a text to underpin
a stylistic analysis, it is often of greater value (not to mention more
manageable analytically) to use them to formulate specific hypotheses
which are then amenable to more reliable testing. We should not
dismiss the value of intuition in stylistics; we should simply be mindful
of its limitations.
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The same is true of intuition in corpus linguistics. Again, intuition
has value. As McEnery and Hardie note, ‘without some ability to intro-
spect, it is doubtful whether a linguist could ever formulate a question
to ask of a corpus’ (2012: 26). This is a point also made by Aston (2011:
5; see also McEnery and Wilson 2001: 7). But of course, our intuition
is limited, particularly concerning certain aspects of language use. As
Hunston (2002: 20-1) clearly explains, we are notoriously unreliable
when it comes to making intuitive judgements about the frequency of
words, phrases and other linguistic structures. We are similarly unre-
liable at making judgements about collocations, semantic prosody and
phraseology. But testing our intuitions is one of the prime purposes
of doing corpus analysis. Again, this means using our intuitions to
generate hypotheses and research questions. And as Aston points out,
‘[blecause intuition is unreliable, it is a good idea also to pose questions
to which you think you already know the answers’ (2011: 6). This
is a particularly pertinent point, given one of the criticisms that is
often levelled at stylistics by non-linguistically inclined literary critics;
namely: what is the value of doing detailed linguistic-stylistic analysis if
the results tell us nothing that a sensitive literary critic could not have
told us without going to the trouble of doing such work? The answer,
as Aston (2011: 6) notes, is that while we might intuitively feel that we
know the effects of a particular linguistic structure, without testing this
empirically we can never know for certain. This attitude has long under-
pinned stylistics, and is perhaps summed up most famously by Spitzer,
who notes that ‘to make our way to an old truth is not only to enrich
our own understanding: it produces new evidence of objective value for
this truth — which is thereby renewed’ (1948: 38). Introspection, then,
is important to corpus stylistics. But crucially its value is as a source for
generating hypotheses and research questions, not as a source of data

in its own right (cf. the role of intuition in early generative syntax, such
as Chomsky 1957).

4.5 Hypotheses

Hypotheses might be formulated based on our intuitions, or they might
stem from the literature on whatever topic we happen to be interested
in. The key point is that a hypothesis aims to explain a particular
phenomenon. Moreover, a hypothesis must be testable; that is, it must
be formulated in such a way as to make it possible, after appropri-
ate analysis, to reject it as an explanation of the phenomenon under
investigation. For example, we might want to claim that the reason
Charles Dickens is so lauded as a novelist is because he had a larger
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vocabulary than those of his contemporaries. This is an explanation
for a particular phenomenon (that Dickens’s work is distinctive) and
one that is also open to testing, at least in theory. To decide whether
our hypothesis is correct or not, what we would need to do is compare
the size of Dickens’s vocabulary with the size of the vocabularies of
other novelists of the time, and see whether it is indeed the case that
Dickens used a greater variety of words. A key point, though, is that
we can never prove a hypothesis to be right. While this might sound
counter-intuitive, the reason is that we can never know whether an
additional test might prove the hypothesis to be wrong. For this reason,
the scientific method focuses on proving hypotheses to be wrong,
not right (this approach to hypothesis testing is a consequence of the
seminal work of Popper [1959] 2002; see Chapman 2008: 28-48 for an
outline of Popperian falsification in relation to linguistics, and Hughes
and Sharrock 1997: 77-81 for a summary in relation to the sociology of
science more generally). For example, if on comparing Dickens’s vocab-
ulary with those of his contemporaries we find that he does indeed use
a greater variety of words, we still cannot say for sure that Dickens
has a larger vocabulary. This is because we cannot know for certain
whether another novelist, one whose work we have not examined, uses
an even wider variety of words. However, if we compare Dickens’s
vocabulary with the vocabularies of his contemporaries, and we find
that one of those contemporaries has a larger vocabulary than Dickens,
then we have proved beyond doubt that our initial hypothesis was
wrong (notwithstanding some of the problems associated with null
hypothesis significance testing, which we discuss further in Chapter 5).
We only need one instance of a nineteenth-century novelist having a
larger vocabulary than Dickens to be sure of this. Such a result would
then allow us to reject our initial hypothesis as a potential explanation
for why Dickens’s work is distinctive.

Much corpus linguistic work relies on statistical hypothesis testing
(i.e. using statistical tests to determine whether there is indeed a dif-
ference between the phenomena under investigation; see Chapter §
for a fuller discussion of statistics in corpus studies). In such cases,
it is appropriate to state both a null hypothesis and an alternative
hypothesis. The null hypothesis (H,) always posits that there is no
difference between the phenomena under investigation. In the case
of our Dickens example, the null hypothesis would be that there is
no difference between the size of Dickens’s vocabulary and those of
his contemporaries. The alternative hypothesis (H_) is that there is a
difference between the two phenomena. We could, in fact, formulate
two alternative hypotheses:
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H, Dickens’s vocabulary is larger than those of his contemporaries.
H, Dickens’s vocabulary is smaller than those of his contemporaries.

Statistical analysis can then be employed to determine whether it is
possible to reject (i.e. prove wrong) the null hypothesis in favour of one
of the alternative hypotheses. For example, if after analysis we find that
one of Dickens’s contemporaries had a larger vocabulary than him,
then we can reject the null hypothesis in favour of H, (until such time
as other evidence becomes available). Alternatively, if we find that there
is no significant difference between the vocabulary sizes of Dickens and
his fellow novelists, then we have simply failed to reject H,.

Whatever the outcome of hypothesis testing, it is important to bear
in mind that observing a correlation between two phenomena does
not mean that one phenomenon causes the other. For example, if after
experiment we are able to reject the null hypothesis in favour of H, (i.e.
Dickens’s vocabulary is larger than those of his contemporaries), this
does not necessarily mean that vocabulary size is what causes Dickens
to be so celebrated as a novelist. There may well be other variables that
impact on this, which we would need to take account of.

It should be clear from the discussion above and in section 4.4 that
hypothesis testing (or, in its weak form, intuition testing) is a main-
stay of stylistic analysis. In the next section we explain the concept
of research questions, how these should be used to direct a stylistic
analysis, and the role they play in allowing us to reject hypotheses.

4.6 Objectives and research questions

The initial hypothesis stated in section 4.5 (strictly speaking, an alterna-
tive or experimental hypothesis) was that Dickens had a larger vocabu-
lary than his contemporaries did, and that this is what makes his work so
distinctive. Underpinning this hypothesis is a broader research question
(what we will call an over-arching or global research question): what
makes Dickens’s prose distinct from that of his contemporaries? This
question, however, raises a number of other questions which we would
first need to answer before we are in a position to (1) either reject or fail
to reject our hypothesis, and (2) posit an answer to our over-arching
research question. In order to determine what these sub-questions are,
we can consider the objectives (Os) we would need to achieve in order
to answer our global research question, which might be as follows:

O1 Determine what makes Dickens’s prose distinct from that of his
contemporaries.
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02 Collect a sample of Dickens’s prose.

03 Collect a sample of the prose of Dickens’s contemporaries.
04 Count the number of words in the two samples.

OS5 Determine the number of different words in the two samples.

What should be noticeable about these objectives is that they each have
a different status within the project as a whole. O1 might be described
as the project’s overall intellectual objective. Os 2 and 3, on the other
hand, are methodological objectives, while Os 4 and 5 are analytical
objectives. In effect, to achieve these objectives, we need to answer the
following research questions (RQs):

RQ1 What makes Dickens’s prose distinct from that of his contem-
poraries? [Addresses O1]

RQ2 What counts as a representative sample of Dickens’s prose?
[Addresses O2]

RQ3 What counts as a representative sample of the prose of Dickens’s
contemporaries? [Addresses O3]

RQ4 How many words are in each sample? [Addresses O4]

RQS5 How many different words are in each sample? [Addresses O5]

It should also be clear that the answer to RQ1, our global research
question, can only be posited after the other research questions have
been answered. For this reason, we might refer to the other questions
as local research questions. What should be apparent is that answering
the local research questions enables us to achieve the objectives we
need to meet in order to decide whether to reject or fail to reject our
initial hypothesis. And whether we reject or fail to reject our hypothesis
determines the answer to our global research question.

4.7 How big was Dickens’s vocabulary?

The discussion in the previous two sections, concerning the size of
Dickens’s vocabulary relative to the vocabularies of his contemporaries,
might not be particularly interesting in stylistic terms, but it is a rela-
tively straightforward issue to investigate. We simply have to achieve
the objectives described in section 4.6 in order to be able to answer the
associated research questions. Since RQs 4 and 5 concern quantitative
issues, we will posit both a null hypothesis and two alternative hypoth-
eses. Recall that these are as follows:

H, There is no difference in the vocabulary sizes of Dickens and his
contemporaries.
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H, Dickens’s vocabulary is larger than those of his contemporaries.
H, Dickens’s vocabulary is smaller than those of his contemporaries.

RQ2 asks what counts as a representative sample of Dickens’s prose.
We do not have access to everything Dickens wrote in his lifetime (this
would include all his personal letters, notes, shopping lists, etc.) and so
whatever we examine will be just a proportion of his total output. To
achieve as complete a corpus as possible, however, we used the Dickens
Complete Corpus (DCC; Alsuweed 2015). As the name suggests,
this is a corpus containing the entirety of Dickens’s published work.
Alongside Dickens’s novelistic output, it also includes personal letters,
poems, plays, journalism and short stories. We used everything in the
DCC except the non-prose outputs. As a reference corpus, we used the
HUM (Huddersfield-Utrecht-Middelburg) Corpus which aims to be a
representative sample of nineteenth-century fiction.? So far, then, we
have answered RQs 2 and 3 and achieved Os 2 and 3. The next stage
is to count the words in the two corpora. However, simply counting
the total number of words is not particularly informative, since (1) the
two corpora are of different sizes so we are not comparing like with
like, and (2) knowing the total number of words in each corpus is of
less value than knowing the total number of different words. In effect,
what we need to know about are word types rather than word tokens.
A token is any instance of a word in a corpus. Hence, a one million
word corpus contains one million tokens. A type, on the other hand,
is a unique word. In a one million token corpus, many of those tokens
will turn up more than once. There will, then, always be fewer types
than tokens. To answer RQ4 (How many words are in each sample?)
what we really need to know is the number of types in each corpus. The
figures for the DCC and the HUM corpora are given in Table 4.1.

Of course, because the two corpora are different sizes we cannot rely
on raw figures to determine which corpus has the highest number of
types. What we can do instead is calculate a type-token ratio (TTR). To
do this, we simply divide the number of types by the number of tokens
and multiply by 100. Table 4.2 shows the results.

As can be seen in Table 4.2, the TTR is higher for the DCC corpus
than it is for HUM. What this indicates is a greater degree of lexical

Table 4.1 Types and tokens in the DCC and HUM corpora

Corpus Types Tokens

DCC 50,119 6,144,502
HUM 83,962 13,168,635
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Table 4.2 Types, tokens and type-token ratios in the DCC and HUM

corpora
Corpus Types Tokens TTR STTR
DCC 50,119 6,144,502 0.82 42.99
HUM 83,962 13,168,635 0.64 43.51

variation in DCC than in HUM. However, we have to be careful of
reading too much into these results since the difference between the two
TTRs is not great. This is a problem that arises when calculating TTRs
for large corpora and is explained by the fact that in such corpora,
grammatical words (e.g. articles, prepositions, etc.) are inevitably
repeated, resulting in low TTRs. For this reason, a better measure of
lexical variation is a standardised type-token ratio (STTR). This can
be calculated using WordSmith Tools (Scott 2016), a concordancing
package for corpus analysis (see Appendix 2). The STTR is calculated
by measuring the TTR for the first 1,000 words in the corpus, then the
TTR for the next 1,000 words, and so on. Finally, a mean average is
calculated for the TTRs, which constitutes the standardised type-token
ratio. Table 4.2 also shows the STTRs for both corpora, and what is
apparent from these scores is that there is even less difference between
them than there is between the TTRs.

On the basis of these results, we have failed to reject the null hypoth-
esis. In effect, our results show that there is no difference between the
vocabulary sizes of Dickens and his contemporaries. This, of course, is
one measure of vocabulary size. Were we to investigate this further, we
may want to look at, for example, average word length, word origins,
and so on, before coming to a final conclusion about whether to reject
H,. And, of course, there are myriad other factors we could consider,
such as average sentence length and sentence complexity. Nonetheless,
however we choose to investigate these issues, the key point is that we
need to do this in an objective way.

4.8 Objectivity in stylistics

The investigation above into the size of Dickens’s vocabulary demon-
strates a fundamental principle of stylistics. This is the concept of
aiming to be objective in analysis. That is, rather than simply asserting
that Dickens’s vocabulary was larger than those of his contemporaries,
we tested the claim using a replicable method. In the natural sciences,
the notion of trying to be objective analytically is uncontroversial.
However, in some areas of the social sciences and particularly in the
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humanities, the concept of objectivity has been the subject of consid-
erable debate. Stylistics in particular has been criticised for its commit-
ment to objectivity (see, for example, Bateson 1967, 1968; Fish 1980;
Mackay 1996, 1999), and so it is worth briefly clarifying what it means
to be objective.

The principle objections to the stylistic enterprise have come from
literary critical quarters. In some cases (e.g. Bateson 1967, 1968;
Mackay 1996, 1999) they have rested on the assumption that literature
as a creative artefact is inaccessible to objective study (for an explana-
tion of why this view is mistaken, see Mclntyre and Price 2018a). In
others (e.g. Fish 1980), they stem from a conviction that stylistics
is not the objective discipline that its practitioners claim. However,
what all of these complaints have in common is that they rest on a
misunderstanding of the nature of objectivity. In essence, objectivity
equates to clarity. If we want to answer a research question with any
confidence, then we need to be clear about the methods we intend to
use to go about answering it. We need to be open about the data we
are using and we need to apply our analytical methods to the data
systematically. We then need to report our findings honestly. The aim
behind these processes is to produce results which are falsifiable; that
is, results which are open to being proved wrong. This might sound a
counter-intuitive thing to want to do, since surely we want to be right!
We do, of course — but the only way to achieve that in the long term is
to allow other analysts to question our results. If, after being as clear as
we possibly can, other linguists fail to disprove our findings, then our
results stand. If, on the other hand, other linguists do manage to falsify
our results, then we are wrong — and to pretend otherwise would
be delusional. The only alternative to this objective approach is to
make subjective assertions and to argue through force of rhetoric. The
problem with this is that subjective assertions are unfalsifiable. They
are not open to being proved wrong so we can never know whether a
subjective assertion is accurate or not. The alternative to the objective
approach, then, is no alternative at all.

Despite the problems with making subjective assertions, these are
still particularly common in non-linguistically oriented literary studies.
Mackay (1996) even argues in favour of a subjective approach to sty-
listics, missing the fact that a subjective stylistics is, by its nature,
paradoxical. His reasoning, however, is based on a misunderstanding
of the nature of objectivity, which leads him to accuse stylisticians of
not practising objectivity at all. For example, in response to Short’s
claim that ‘[nJo analysis is objective in the sense that it is true for all
time’ (1996a: 358), Mackay writes:
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I read this as meaning that an analysis can be objective but not
in the particular sense ‘that it is true for all time’. So in what
sense are we to assume that an analysis is or can be objective?
How long is its shelf-life? Five years? One year? Can such an
analysis be true for a fortnight? (Mackay 1999: 61)

As Short and van Peer (1999: 272) point out, Mackay’s first sentence is
accurate. It is indeed the case that no analysis is objective in the sense of
‘true for all time’. (Short and van Peer 1999 note that it is even possible
to imagine circumstances in which analytically true statements — such as
‘all triangles have three sides’ — might no longer hold.) Mackay’s subse-
quent questions, however, are seriously misguided. The reason should
be clear from our discussion of hypotheses in section 4.5. Recall that we
cannot prove hypotheses right; we can only reject or fail to reject them.
In the case of the analysis of Dickens’s vocabulary size, we failed to
reject the null hypothesis. However, this does not mean that we proved
H,. It only means that it seems reasonable to accept it until such time as
further evidence comes to light that disproves it (perhaps a larger, more
representative reference corpus would give us different results). In this
respect, Mackay’s questions in the quotation above are futile. There is
no need to specify a ‘shelf-life’ for objective analyses; the findings from
an analysis can be accepted until such time as new evidence comes to
light that shows them to be false.

The other reason that Mackay (1996) opposes the objective approach
is because stylisticians freely admit that achieving objectivity is impos-
sible. Again, however, Mackay’s interpretation of this point reveals
a faulty understanding of their position. Mackay (1996) points out
what he claims to be inconsistencies in Carter’s (1982) endorsement
of the objective approach. Briefly, Carter notes that we can only ever
be ‘relatively objective’ and that there is ‘no such thing as an objective
criticism’; nonetheless, he is clear that stylistics is ‘at least more objec-
tive’ than literary critical approaches to text analysis (1982: 6, 16, 82).
Mackay takes issue with these assertions as follows:

From interpreting texts in a ‘relatively objective manner’, we
move to the bold statement that there can be ‘no such thing
as an objective criticism’ and then, finally, to the assurance
that the ‘practical stylistic approach is at least more objective’
than its rivals. In the absence of ‘an objective criticism’, it is
difficult to see how one could judge the relative objectivity
of different approaches to interpreting literary texts. (Mackay
1996: 82)
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What Mackay misunderstands, however, is that when Carter says
there is ‘no such thing as an objective criticism’ (1982: 16), what he
means is that no approach to criticism can be 100 per cent objective.
There will always be variables that we cannot control for that might
impact on our analysis (indeed, this is the reason for triangulation as
a methodological tool; see Miller and Brewer 2003: 326; Baker and
Egbert 2016). Crucially, though, this does not undermine the objec-
tive approach, despite Mackay’s implications to the contrary. This is
because it is better to aim for objectivity and fail to fully achieve it than
to reject it entirely in favour of subjective assertions which can never be
proved wrong. The aim for objectivity, then, is an attempt to produce
falsifiable claims via replicable analytical methods, in order to avoid
making subjective assertions. In the final section of this chapter, we
will explore how this works in practice in an analysis of elements of the
authorial style of Ernest Hemingway.

4.9 Case study: Hemingway’s authorial style

Having described the basic tenets of corpus-based stylistics and the prin-
ciples upon which it is founded, in this section we illustrate its practice
through an analysis of a corpus of the novels of Ernest Hemingway. We
begin with a brief discussion of how our hypotheses were formulated,
before going on to spell out our research questions and associated ana-
lytical process. This involves a description of Wmatrix (Rayson 2009),
the software we used to carry out our analysis. Finally, we discuss the
value of corpus-based stylistics to the analysis of literature particularly,
following Mahlberg’s (2013b: 11-12) suggestion that the corpus-based
approach should be integrated into what Spitzer (1948) refers to as a
‘philological circle’ (see the discussion in Leech and Short 2007: 12).
Ernest Hemingway is widely acknowledged to be one of the foremost
prose stylists of the twentieth century, having won the 1954 Nobel Prize
in Literature ‘for the influence that he has exerted on contemporary
style’ (Nobel Foundation 2018). Nonetheless, for all their discussion
of Hemingway’s style, very few critics offer any concrete claims about
the linguistic forms from which it is generated. All too often, any claims
about Hemingway’s use of language descend into the vacuous, as in
Cain’s assertion that: ‘[t]he structure of Hemingway’s sentences makes
the reader keenly aware of the words that he has selected and, just as
much or more, the countless other possibilities that he has not selected’
(2014: 80). The problem here is that this is an unfalsifiable claim. Cain
offers no way of determining whether Hemingway’s sentence structure
does indeed make readers ‘keenly aware’ of the constituent words of his
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sentences. Nor is it clear what bearing this might have on Hemingway’s
style. Cain continues in this vein when he says:

The sentence that Hemingway writes must be this way: it is as
it is. Yet the sentence need not be this way: it appears stable
and sounds strong but it is fragile, precarious, and vulnerable
to endless revision. Each sentence is closed yet open, perfectly
complete in the midst of other possibilities. (Cain 2014: 82)

Again, this is nothing more than a series of vacuous, tautological and
unfalsifiable claims. In short, these assertions are of no value to the
corpus stylistician since there is nothing here that can be tested; there
is no way we can attempt to prove Cain wrong on these points. And if
there is no way of testing whether Cain’s assertions are wrong, there is
no reason for us to accept that he is right. In essence, we cannot form
any testable hypotheses from the claims that Cain makes. Unfortunately,
this is all too often the case in literary criticism.

There does, however, appear to be something of a consensus among
literary critics in their subjective assertions about Hemingway’s style.
Often, for example, it is characterised as ‘repetitive’ (Ryan 1995: 232;
Balaev 2014). Meyers, for instance, asserts that: ‘Hemingway’s style
was characterised by clarity and force. He stressed the function of the
individual word, wrote five simple sentences for every complex one,
used very few similes, repeated words and phrases, emphasised dia-
logue rather than narration’ (Meyers 1985: 140). According to Meyers
(1985: 74), Hemingway’s authorial style was an attempt to achieve the
Imagist style associated with Ezra Pound. This, perhaps, is what Cain
means when he claims that Hemingway sought ‘complexity through
stringent simplification’ (2014: 83).

Similarly, Trodd writes that ‘[w]ithin his form, Hemingway embed-
ded a further commentary upon language’s depleted capacity for
expression. For example, his paratactic syntax — which juxtaposes
clauses and like syntactic units without subordinating conjunctions —
creates static, abrupt sentences that seem to stammer or bark’ (2007: 8).
Trodd’s comments contain the same kind of tautological assertions
as found in the quotations from Cain (2014), above. What does it
mean, for example, to suggest that language has a ‘depleted capacity
for expression’? However, Trodd does at least make reference to formal
features of language, which opens up at least some of his claims to
testing. If, for instance, Trodd is claiming that paratactic syntax is a
distinctive feature of Hemingway’s style, and that subordinating con-
junctions are noticeable by their absence, then we might hypothesise
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that subordinating conjunctions are significantly under-represented in
Hemingway’s writing.

While the mainstream literary establishment often seems loath to make
falsifiable claims about Hemingway’s style, non-academic discussions of
the author’s work often go to the opposite extreme, making falsifiable
assertions but offering no evidence to support them. For instance, the
Wikipedia site for Ernest Hemingway claims that Hemingway’s syntax
‘lacks subordinating conjunctions’,> while the website Literary Devices
goes even further, stating that: ‘Ernest Hemingway was famous for his
short, declarative sentences. He rarely even used adjectives and almost
never used adverbs.™

What we can observe in the literary critical commentary on
Hemingway is a tension between unfalsifiable subjective assertions and
unevidenced objective claims. Despite its shortcomings, then, we might
use such literary critical commentary as a point of departure for formu-
lating some research questions and testable hypotheses. We can express
these as follows:

Global research question

RQ1 Are literary critical claims about Hemingway’s style accurate?

Answer is dependent on answers to local RQs.

Local research questions

RQ2 Are Hemingway’s sentences shorter than those of other writers?

Answer is dependent on rejecting or failing to reject the following
hypotheses:

H, There is no difference in sentence length between the work of
Hemingway and that of other writers.

H, Hemingway uses shorter sentences than other writers.

H, Hemingway uses longer sentences than other writers.

RQ3 Does Hemingway repeat words more than other writers do?

Answer is dependent on rejecting or failing to reject the following
hypotheses:

H, There is no difference in STTR between the work of Hemingway
and that of other writers.
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H, Hemingway has a lower STTR than other writers.
H, Hemingway has a higher STTR than other writers.

RQ4 Does Hemingway use adjectives less frequently than other
writers?

Answer is dependent on rejecting or failing to reject the following
hypotheses:

H, There is no difference in frequency of adjectives between the
work of Hemingway and that of other writers.

H, Hemingway uses fewer adjectives than other writers.

H, Hemingway uses more adjectives than other writers.

RQS Does Hemingway use adverbs less frequently than other writers?

Answer is dependent on rejecting or failing to reject the following
hypotheses:

H, There is no difference in frequency of adverbs between the work
of Hemingway and that of other writers.

H, Hemingway uses fewer adverbs than other writers.

H, Hemingway uses more adverbs than other writers.

RQ6 Does Hemingway use fewer complex sentences than other
writers?

Answer is dependent on rejecting or failing to reject the following
hypotheses:

H, There is no difference in frequency of subordinating conjunc-
tions between the work of Hemingway and that of other writers.

H, Hemingway uses fewer subordinating conjunctions than other
writers.

H, Hemingway uses more subordinating conjunctions than other
writers.

Having outlined our research questions, we can now consider what
data we need to examine in order to answer them, and what analyt-
ical methods to use. Note that we use the term methods as opposed
to methodology. In stylistics, and in other areas of the humanities
and social sciences, these terms are often used interchangeably. This,
however, is a mistake as there are important differences between them.
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A methodology consists of the theoretical ideas, principles and values
that underpin a particular set of methods. As Kaplan puts it, method-
ology refers to ‘the study — the description, the explanation, and the
justification — of methods, and not the methods themselves’ (1964: 18;
see Stuart 2017 for a full discussion of the difference between the two
terms). For our purposes, corpus linguistics constitutes a methodology
which underpins and informs the use of a number of analytical methods,
including, among others, frequency profiling, collocation and keyness.
RQs 2 to 6 require, in Adolph’s (2006) terms, inter-textual analysis.
That is, to answer them, we need to compare a sample of Hemingway’s
writing with a sample of the work of other writers. The first consider-
ation, then, is what counts as a representative sample of Hemingway’s
writing, and what constitutes a suitable reference corpus for comparison.
We decided that our sample of Hemingway’s work would be made
up of his novelistic output, including novels and novellas. The only
one of Hemingway’s novels not included in our corpus is The Torrents
of Spring (1926), as we were unable to obtain an electronic copy of
the text. This is a pragmatic issue in the compilation of corpora that
researchers often have to face, as Hunston (2002: 27) notes. The eight
books that comprise our Hemingway corpus are therefore as follows:

e The Sun Also Rises (1926)

e A Farewell to Arms (1929)

e To Have and Have Not (1937)

e For Whom the Bell Tolls (1940)

® Across the River and into the Trees (1950)
e The Old Man and the Sea (1952)

o Islands in the Stream (1970)

e The Garden of Eden (1986).

In total, the Hemingway corpus consists of 783,551 words. The ref-
erence corpus we chose was formed from two existing corpora: the
LOB Corpus of 1960s written British English and the BLOB Corpus
of 1930s written British English (see Appendix 1 for more details of
these corpora). Together, these comprise approximately two million
words. We chose to combine these two corpora on the grounds that
Hemingway’s novel-writing career spanned the mid-1920s to the mid-
1980s. Two million words of 1930s and 1960s English therefore seems
an appropriate set of data against which to compare his work. Ideally,
it would have been useful to compare Hemingway’s work against
a corpus of fiction, though for copyright reasons these are hard to
come by. Wmatrix (the software used to answer some of our research
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questions) is pre-loaded with the BNC Written Imaginative sampler of
fiction, but this is only 222,541 words in size. We therefore decided
against using this on the grounds that it is smaller than our Hemingway
corpus, and generally speaking reference corpora ought to be larger
than target corpora (Baker 2004). In order to answer our research
questions, we needed to use two pieces of software — WordSmith Tools
and Wmatrix (see Appendix 2) — and a number of different methods.
We describe these as we discuss the results of our analysis, below.

RQ2 Are Hemingway’s sentences shorter than those of other writers?
To answer this question we used WordSmith Tools (Scott 2016).
WordSmith’s WordList function provides a variety of descriptive statis-
tics about uploaded files; we used it to compare Hemingway’s sentence
length against sentence length in BLOB-FLOB (see Box 4.1). The results
are given in Table 4.3.

What these results indicate is that Hemingway’s average sentence
length is indeed lower than that of other writers. Consequently, we
can reject the null hypothesis in favour of H,. This result would appear
to confirm the subjective intuitions of mainstream literary criticism
concerning Hemingway’s sentence lengths.

RQO3 Does Hemingway repeat words more than other writers do?

To answer this question, we again used the WordList function in
WordSmith, specifically the STTR calculation it provides. The results
are given in Table 4.4.

Here again the result would seem to confirm the literary critics’ intui-
tions that Hemingway repeats words more than other writers do. This is
reflected in his lower STTR. We can therefore reject the null hypothesis
in favour of H,. We should be mindful, however, of the fact that STTR
is just one measure of vocabulary richness, as we noted in our discussion
of vocabulary size in Dickens (indeed, there are other tests of vocabulary
richness that we can carry out, as we demonstrate in Chapter 5).

Table 4.3 Mean sentence lengths in Hemingway and BLOB-LOB
Hemingway BLOB-LOB
Mean sentence length 10.65 18.81

Table 4.4 Standardised type-token ratios in Hemingway and BLOB-LOB
Hemingway BLOB-LOB
STTR 35.84 39.75
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Box 4.1 Using the WordList function in WordSmith
Tools (Version 7)

WordSmith Tools is a licence-only software package (see Appendix 2
for details of how to obtain a copy). We used it to generate statistics
for the Hemingway corpus. For copyright reasons, we cannot make the
Hemingway corpus publicly available. However, the steps below explain
how to generate a wordlist, which is the first step in extracting descriptive
statistics about a corpus.

I. Open WordSmith Tools and click on WordList.

WordSmith Teols 7.0 - [} X
Universty of Huddersfieid
save allsettings
“
Concord ] [ﬁmv\wm ] mw«m
Previous results On startup
¥ remember screen position

Main settings

Print settings restore last work saved

Colour settings

show toalbar in Tools

Foldersettngs

Language settings. ¥ show statusbar in Toals

[ concora

This version dates from kine 2056 ...
E KeyWords.
Advanced Settings

] werdust

@wscmm;rm System

@ eovams Windows default - Associate/clear file extensions
Utilites

About

Get Started Guide Support

English ]

2. The WordList tool will now open up. Click on File and New. You will
see the following dialogue box:

Getting Started... X ‘

Main | Detailed Consistency  Advanced
Texis

To make a Word list, you need to choose
one or more text files Help

Choose Texts Now

Word List
‘ou can make one word list...

Make aword list now

;i.:uahaidmfmdh(x,ng.mp!hﬂ

Make a batch now |

Index
fatid to 30 Index.

| \¥as0 1ismushome tsmusdmwor demith datayndex_file. tok E—l

e —
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3. Click on Choose Texts Now and you will see the following screen:

Choose Texts

© & & 7 A o v
v ot - e @43

Files available Fies selected

I you wish you can wrile noles: here on your lext fl colection,
then save your choices (red Save bufton) as “favourites” for
< > sul sessions. he

0 fies 0 folders 0 stored 0 fies in 0 foiders (0 bytes)

4. Use the drop-down menu in the top left of the window to locate your
corpus files. Then drag and drop them from the left-hand pane to the
right-hand pane and click OK.

5. Click Make a wordlist now and you will see the following

screen.

@ voraist - o8 x

Fle Edt View Compute Setngs Mindows ek
" Word Froa % Teis % Dsperion Lomnas Set
! THE 44294 623 8 10000 097
2 AND 25930 365 8 10000 096
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4 TO 15432 217 8 10000 097
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s T 12945 182 8 10000 095
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) SAD 10012 141 8 10000 095
i IN 9764 137 8 10000 098
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i HS 5254 074 8 10000 088
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Z HAD 5031 07 8 10000 093
1 NOT 4937 069 8 10000 091
" THEY 4843 068 8 10000 095
= HM 4505 065 8 10000 091
IS 4482 063 8 10000 084

2 WE 4465 063 8 10000 090
2 BUT 4277 060 8 10000 091
24 HAVE 4275 060 8 10000 094
3| AT 3876 055 8 10000 095
= FOR 3863 054 8 10000 093
e THERE 3655 051 8 10000 093
= AS 3636 051 8 10000 088
2 AL 354 050 8 10000 095
) T 352 050 6 7500 067
£l BE 3306 047 8 10000 094
E WERE 377" 046 8 10000 0an

™

[1.199 enties _Row 1 3 s THE

6. Click on the Statistics tab at the bottom of the screen to view descrip-
tive statistics for the file(s), including word count, average sentence
length and (S)TTR.
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RO4 Does Hemingway use adjectives less frequently than other
writers?

Since this question asks about a particular part-of-speech, it was neces-
sary to examine POS-tagged versions of both our target and reference
corpora. To do this, we used Wmatrix (Rayson 2009). Wmatrix is
a web-based corpus analysis tool that includes a built in POS tagger
known as CLAWS (Constituent Likelihood Automatic Word-tagging
System; see Garside 1987). Once a text or corpus has been uploaded
to Wmatrix, CLAWS applies POS tags to each constituent word before
a second tagger, the USAS semantic tagger (described in detail in
Chapter 9), applies tags to mark what semantic category each word
belongs to.

In order to answer the question of whether Hemingway uses adjec-
tives less frequently than they are used in BLOB-FLOB, one option was
to calculate a normalised frequency for this POS; that is, to determine
how many adjectives there are per million words. However, a better
measure is a keyness analysis. We noted in the introduction to this
chapter that keywords are words that turn up in one corpus more
(or, indeed, less) than they do in a reference corpus. Keyness analysis
can also be applied to parts-of-speech, where it works on the same
principle. Calculating keyness requires a statistical test to determine the
significance of the difference between frequency in the target corpus
and frequency in the reference corpus. One test that Wmatrix uses is
known as log-likelihood. We discuss keyness in full in Chapter 5. For
now, we can simply note that a log-likelihood score that exceeds 15.13
is significant in statistical terms (we also explain the reason for this
seemingly arbitrary value in Chapter 5). What this means is that if an
item has a log-likelihood score higher than this, we can be confident that
it is either significantly more prevalent or significantly less prevalent in
our target corpus than we would expect it to be, based on its frequency
in the reference corpus. More specifically, its frequency is higher (or, in
the case of negatively key items, lower) than we would expect it to be
based on chance alone.

Since RQ4 asks whether Hemingway used adjectives less than other
writers, we used Wmatrix to see whether adjectives are negatively key
in the Hemingway corpus; that is, to see whether they turn up less
frequently than we would expect them to do based on their frequency
in BLOB-LOB. (See Box 4.2 for details of how to upload a text to
Wmatrix and carry out a key POS analysis.) The results are shown
in Table 4.5 and Column O1 shows the frequency of the item in the
target corpus (i.e. the Hemingway corpus), while column O2 shows
its frequency in the reference corpus (i.e. BLOB-LOB). Columns %1
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Table 4.5 Negative key adjectives in Hemingway compared with BLOB-LOB

POS tag o1 %1 02 %2 LL
JJ (general adjective) 31,464 4.89 125,377 6.62 2,426.13
JJR (general comparative 872 0.14 3,859  0.20 127.69
adjective, e.g. older,
better, stronger)
JK (catenative adjective, 98  0.02 548  0.03 39.37
e.g. able in be able to,
willing in be willing to)
JJT (general superlative 499  0.08 1,971  0.10 36.13

adjective, e.g. oldest,
best, strongest)

and %2 shows what percentage of the target and reference corpora are
made up of the item in question. The LL column gives the log-likelihood
score. What we can see from the results in Table 4.5 is adjectives of all
kind are under-represented in Hemingway’s work, compared with their
frequency in the reference corpus. We can, as a consequence of this,
reject H,, in favour of H,.

Box 4.2 Uploading a text to Wmatrix and generating
a key part-of-speech list

Wmatrix is accessible with a licence at <http://ucrel.lancs.ac.uk/wmatrix3.
html>. Wmatrix can only deal with single .txt files so if your corpus
consists of multiple files, these will need to be merged into one. This is
a simple process that can be done using the command prompt in both
Windows and Mac operating systems. A relevant Google search will
generate explanations of how to do this.

| First, upload your target corpus. To do this, click Tag Wizard.

2. Type your chosen filename in the Enter new folder name box. Use
the Browse function to locate your file.
3. Click Upload now. Your file will now be tagged for POS and semantic

tags. Repeat stages | to 3 for your reference corpus.

4. Once tagged, your file is accessible via the My folders option. Clicking
on the relevant folder will take you to Wmatrix's analysis options. To
generate a key part-of-speech list, go to Key POS compared to: in the
Keyness analysis column and select your reference corpus from the
drop-down menu. Now click Go.
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5. Your key part-of-speech list will now appear and can be filtered for
either positive or negative keyness using the filter option above the list.

RQS Does Hemingway use adverbs less frequently than other writers?
To answer this question, we used the same key part-of-speech analysis
as for RQ4, this time comparing adverb usage. The results are shown

in Table 4.6.

Table 4.6 Negative key adverbs in Hemingway compared with BLOB-LOB

POS tag 01 %1 02 %2 LL

RGR (comparative degree adverb, 165 0.03 1,987 0.10 449.58
e.g. more, less)

RGT (superlative degree adverb, 80 0.01 1,179 0.06 312.80
e.g. most, least)

REX21 (two-part adverb introducing 13 0.00 402 0.02 154.95
appositional constructions,
e.g. for instance)

REX (adverb introducing appositional 4 0.00 212 0.01  95.02
constructions, e.g. namely)

RR31 (three-part general adverb, 29 0.00 373 0.02 89.23
e.g. and so on)

RA (adverb, after nominal head, 51 0.01 464 0.02  78.53
e.g. else, galore)

RGQV (wh-ever general adverb, 2 0.00 67 0.00 26.54
e.g. wherever, whenever)

RG21 (two-part general adverb, 8 0.00 107 0.01 26.41
e.g. up to, ever so)

RR41 (four-part general adverb, 9 0.00 99 0.01  20.60
e.g. all of a sudden)

RRT (superlative general adverb, 56 0.01 293 0.02 17.56

e.g. best, longest)
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Table 4.7 Positive key adverbs in Hemingway compared with BLOB-LOB
POS tag o1 %1 02 %2 LL

RT (quasi-nominal adverb of time, 6,715 1.04 8,255 0.44 2,668.75
e.g. now, tomorrow)

RP (prep. adverb, particle, e.g about, 3,797 0.59 3,571 0.19 2,305.86
in)

RL (locative adverb, e.g. alongside, 4,037 0.63 5,557 0.29 1,274.34
forward)

RRQ (wh- general adverb, e.g. 2,922 045 3,962 0.21 953.32
where, when, why, how)

RG (degree adverb, e.g. very, so, too) 4,421 0.69 8,942 0.47  400.05

RGQ (wh- degree adverb, e.g. how) 379 0.06 451 0.02  159.89

RR21 (two-part general adverb, e.g. 1,595 0.25 3,857 0.20 42.92
of in of course)

RL22 (two-part locative adverb, e.g. 18 0.00 7 0.00 23.87
here in over here)

RL21 (two-part locative adverb, e.g. 44 0.01 50 0.00 20.11
on in on board)

RT31 (three-part quasi-nominal 13 0.00 4 0.00 19.49

adverb of time, e.g. from now on)

What Table 4.6 shows is that a large number of adverb types are
indeed under-used in Hemingway’s work. However, in this case, this
does not provide us with the requisite information to reject H; in favour
of H,. This is because although we find many adverbs under-repre-
sented in Hemingway, we also find other types to be over-represented.
These are shown in Table 4.7.

Table 4.7 demonstrates the paucity of intuition regarding the ques-
tion of adverb usage in Hemingway. Concerning this question, we
cannot reject any of our hypotheses. Instead, the data necessitates us
taking a more nuanced look at adverb usage in the corpus.

RQ6 Does Hemingway use fewer complex sentences than other
writerss

Since the definition of a complex sentence rests on it containing a
dependent clause, to answer this question we once again used Wmatrix’s
key POS function, this time to search for subordinating conjunctions
in both our target and reference corpora. The results are shown in
Table 4.8.

The results in Table 4.8 show that coordinating conjunctions are
over-represented in the Hemingway corpus. Given H, (Hemingway uses
fewer subordinating conjunctions than other writers), this result may
seem understandable. If subordinating conjunctions are under-used,
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Table 4.8 Keyness of coordinating and subordinating conjunctions
in Hemingway and BLOB-LOB

POS tag O1 %1 02 %2 LL

CC (coordinating conjunction, 26,069 4.05 57,584 3.04 1,435.46
e.g. and, or)

CCB (adversative coordinating 3,975 0.62 8,555 0.45 257.35
conjunction, e.g. but)

CS (subordinating conjunction, 6,485 1.01 15,621 0.82 181.16
e.g. if, because, unless, so, for)

then perhaps as a consequence coordinating conjunctions are being
overused. However, what Table 4.8 also shows is that not only does
Hemingway use subordinating conjunctions, they are over-represented
in his work. We can therefore reject the null hypothesis in favour of H,.

4.10 Conclusion

In this chapter we have explored particularly the practice of determin-
ing clear research questions. We have also discussed the importance
of intuition in corpus stylistics and its value as part of the hypothesis
formation process. In particular, we showed how hypothesis testing can
work as a method for identifying the linguistic source of impressions
about a text, thereby systematising the notion of an analysis being used
to support or invalidate readers’ interpretations. What the analyses
in the previous section demonstrate is that by taking a methodical
approach to the testing of falsifiable hypotheses, we are able to test the
assertions of literary critics concerning Hemingway’s authorial style.
In some cases (RQs 2, 3 and 4), our evidence supports literary critical
claims. In others (RQs 5 and 6), it doesn’t. Ultimately, then, our answer
to RQ1 (Are literary critical claims about Hemingway’s style accurate?)
must be ‘yes and no’. And here is where Spitzer’s (1948) notion of the
philological circle comes to the fore. Spitzer (1948) argues that under-
standing literary meaning involves a constant movement between lin-
guistic description and literary appreciation (see Leech and Short 2007:
1-4 for a summary of his position). It is not enough simply to prove
literary critical positions wrong, as we have done here. We need to use
such analyses as starting points for further investigation. One of our
findings, for instance, was that, counter to literary critical expectations,
Hemingway does use subordinating conjunctions; in fact, he overuses
them compared with their frequency in our reference corpus. An inter-
esting question at this point, then, is: why do literary critics perceive
that subordination is lacking in Hemingway’s work? The potential
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explanations for this can be used to generate further hypotheses to be
tested. Is it the case, perhaps, that the overuse of coordinating conjunc-
tions has the effect of backgrounding the subordinating conjunctions,
causing them not to be perceived as salient, despite the fact that they
are used just as much? Or could it be the case that subordinating
conjunctions are only used in particular parts of Hemingway’s novels:
direct speech, perhaps, or stretches of first-person narration? In many
cases, the answers to our research questions send us back to the corpus
and its constituent texts to investigate particular issues further.

Given the value of corpus approaches in answering such questions,
Mahlberg (2013b: 12) suggests an adaptation of Spitzer’s (1948) phil-
ological circle, adding ‘corpus linguistic description’ between ‘literary
appreciation’ and ‘linguistic description’. Clearly, corpus methods have
much to add to the stylistic analysis of literary (and non-literary) texts,
though we see corpus linguistic description as simply a sub-type of
linguistic description, and for preference would not view this as an
additional stage in the philological circle. Nonetheless, the point is
clear: corpus-based stylistics has much to offer to both the stylistician
and the literary critic. In the next chapter, we discuss a key element of
corpus-based stylistics: statistics.

Notes

1. This famous example comes from Halliday (1966). It may be the
case that lexical constraints vary according to dialect, of course.

2. Other alternatives are available for such a study. For example, a

corpus of Dickens’s novels and reference corpora of nineteenth-

century fiction are publicly accessible via the CLiC (Corpus

Linguistics in Context) project website (Mahlberg et al. 2016). CLiC

offers a web interface for studying a wide variety of corpora of

nineteenth-century fiction, particularly that of Dickens.

See <http://bit.ly/2CG18Ae> (last accessed 20 August 2018).

4. See <http://www literarydevices.com/syntax/> (last accessed 20
August 2018).

(O8]
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Making sense of significance

5.1 Introduction

In the previous chapter, in order to answer research questions about
elements of Ernest Hemingway’s authorial style, we drew on statis-
tical information derived from our Hemingway corpus. Some of this
information was fairly straightforward. For instance, we considered
Hemingway’s mean sentence length compared with that of the BLOB-
LOB reference corpus, and we examined vocabulary size by looking
at types and tokens in our target and reference corpora and compar-
ing (standardised) type-token ratios. In effect, to answer the research
questions relating to sentence length and vocabulary size, we drew on
descriptive statistics. Descriptive statistics are so called because they
describe a dataset. That is, they provide information about the basic
characteristics of our sample, enabling us to begin to see patterns in
our data. Determining such patterns might involve frequency profiling
(establishing the most and least frequent parts-of-speech in a corpus,
say) and calculating the mean, median and mode of a set of values.
Mean, median and mode are all measures of what is known as central
tendency (i.e. the average). The mean of a set of figures is calculated by
adding all the values together and then dividing by the total number of
figures; for example, we could calculate mean word length in a novel
by counting the total number of characters in the book and dividing
by the total number of words. However, the mean can sometimes give
a skewed representation of the data. For instance, a small number of
particularly long words might result in a high mean and give us a false
impression of average word length. For this reason, we might also want
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to calculate the median word length. To do this, we would take all
the words in the novel and arrange them in ascending order of length.
The middle value is the median. Finally, the mode refers to the most
frequent value in a dataset. In the case of the word length example, the
mode would be the word length that is most frequent; for example, if
most of the words in the novel are 5 letters long, then 5 constitutes the
mode.

Insights from central tendency can also be supported by measuring
the dispersion of values. This can be done by calculating range, stand-
ard deviation and variance. Range refers to the difference between the
maximum and minimum values in a dataset. In the case of the word
length example, if the longest word is composed of 20 letters and the
shortest is composed of 2, then the range is 18. Standard deviation is
another measure of dispersion and indicates the average distance of a
particular value from the mean average. Variance is a related measure
(for an explanation of how standard deviation and variance are cal-
culated, see van Peer et al. 2012; we cover standard deviation in more
detail in Chapter 8). Each of these measures gives an indication of the
extent to which the values in a dataset cluster around the mean average.

Frequency profiles and measures of central tendency will only get
us so far, however. To answer some of our other research questions
about Hemingway’s style, we needed to consider statistical information
derived from more complex calculations. This involved using inferential
statistics. For instance, we examined the keyness of particular parts-
of-speech in Hemingway’s writing; that is, we looked at those parts-of-
speech which, as a result of a statistical test, we could be confident were
either more frequent or less frequent in the Hemingway corpus than they
were in the reference corpus. Calculating keyness necessitates testing
for statistical significance. In essence, a significance test in a keyness
analysis tells us how confident we can be that the results we observe in
our data sample would also be observable in the population that our
sample represents. The test does this by estimating the probability that
the observed relationship between the two variables (i.e. linguistic item
and corpus) is down to chance alone. This probability is expressed as a
p-value (p stands for probability). For example, p < 0.05 indicates that
there is a less than 5 per cent probability that our result is due to chance
alone. Or, to put it another way, we can be 95 per cent confident that
our result is indeed a significant one (though it is important to note that
significance does not necessarily equate to meaningfulness; we discuss
what this means in more detail later on in this chapter).

Significance tests are used to help us decide whether to reject a null
hypothesis. In practice, we decide on an acceptable significance level
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(known as an alpha level) before we carry out the significance test.
For example, we might decide we are willing to accept a 5 per cent
probability of our observed result being due to chance alone. Our alpha
level, therefore, would be 0.05. In such a case, any result with a p-value
of less than 0.05 would be considered significant. In essence, the closer
a p-value is to zero, the more confident we can be that we are seeing
a significant result. And if a p-value is significant (i.e. if it is less than
or equal to our predetermined alpha level), then we can reject the null
hypothesis with the associated level of confidence that the p-value gives
us. This, then, is inferential statistics, the purpose of which is to allow
us to generalise about a population based on an analysis of a sample.

Significance testing is an important part of corpus linguistic (and, by
extension, corpus stylistic) analysis. As well as underpinning keyness
analysis, it is also essential for calculating collocational strength, as
in the kind of analysis we described in the case study in Chapter 2.
Most corpus linguistic software will perform particular statistical tests
for you, so in this respect it is possible to carry out such tests without
understanding the mathematics that underpins them. The danger asso-
ciated with doing this is that it is easy to misinterpret the results of
such tests. Moreover, the use of p-values alone has been the subject of
intense debate and criticism within the social sciences generally (see, for
example, Cohen 1994) and so it is always prudent to seek advice from
a statistician when carrying out research that necessitates statistical
analysis. We discuss p-values here because many off-the-shelf corpus
software packages (e.g. Wmatrix, AntConc and WordSmith Tools)
make use of them in the statistical tests they employ. Additionally, it is
also important at least to understand the principles behind particular
statistical tests in order to make sense of the results they generate, as
well as to design projects effectively. To this end, Butler (1985) is an
accessible introduction to statistics for linguistics generally, while Oakes
(1998) discusses statistics in relation to corpus linguistics particularly,
and van Peer et al. (2012) offer an introduction to the use of empirical
research methods in the humanities more broadly.

Our aim in this chapter is to discuss some of the most common
statistical tests used by corpus linguists, particularly the tests available
in popular corpus linguistic software packages. We begin by returning
to the issue of vocabulary size that we discussed in the previous chapter.
Specifically, we explain how the vocabulary size of an author can be
assessed more reliably than by the simple measurement of type-token
ratios. To do this we use what is known as a t-test.

Assessing the relative size of vocabulary involves comparing one
corpus against another. The comparison of corpora is also at the

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

heart of the concept of keyness, introduced in the previous chapter.
In this chapter we explore this concept in more detail and explain log-
likelihood, a common statistical test for calculating keyness. Having
done this, we then move on to a consideration of the statistics that
underpin collocation analysis.

Our principle concern throughout this chapter is examining how we
can incorporate the corpus linguistic methods that make use of such
statistical tests into stylistic analysis. To this end, the case study at the
end of this chapter uses the concept of keyness to address a major issue
in stylistics: how to select text samples for qualitative analysis. We show
how the concepts of keyness and collocation can be integrated into
qualitative stylistic analysis, as well as discuss the difference between
statistical and interpretative significance.

5.2 Vocabulary size

In Chapter 4 we compared Charles Dickens’s prose writing against
a general corpus of nineteenth-century fiction in order to determine
whether or not his vocabulary was bigger than those of other nine-
teenth-century novelists. In so doing, we calculated a (standard-
ised) type-token ratio ((S)TTR) for each corpus. We then compared
these two ratios. However, the decision about the extent to which
the STTRs differed from one another was still a subjective one.
One way to improve on this decision-making method is to deter-
mine whether there is a statistically significant difference between
the types present in each corpus.! The STTRs for Dickens (DCC;
Dickens Complete Corpus) and the HUM (Huddersfield-Utrecht-
Middelburg) Corpus of nineteenth-century fiction are detailed in
Table 5.1.
The hypotheses that we want to test are:

H, There is no difference between the two corpora in terms of
vocabulary size.

H, There is a difference between the two corpora in terms of vocab-
ulary size.

Table 5.1 Overall types, tokens and type-token ratios in the Dickens and
HUM corpora

Corpus Types Tokens TTR STTR

DCC 50,119 6,144,502 0.82 42.99
HUM 83,962 13,168,635 0.64 43
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In relation to H,, we can also add two specific research questions:

RQ1 Can we be sure that the difference between the STTRs is not by
chance and therefore confidently reject the null hypothesis?
RQ2 If there is a difference, is it a big difference?

The first question concerns the reliability of our result, and we can
answer it using an inferential statistic called a t-test. Specifically, we use
Welch’s t-test (Welch 1947), which is a variation on Student’s t-test.?
We use Welch’s t-test here because it does not assume that variances in
the datasets we are comparing are equal; we will explain what we mean
by variance below.? The second question concerns what is known as
effect size. This refers to the scale of our result. There are a number of
possible tests that measure effect size. We demonstrate one of these in
particular.

The t-test determines whether there is a significant difference between
the means of two sets of figures. A significant difference is one which
is not likely to be the result of chance alone (we explore the notion of
statistical significance in more detail in section 5.3). The output from a
t-test is a figure called the t-score, t-value or, in Microsoft Excel, t-stat.
The larger the score, the larger the difference is between the datasets. In
the case of our type-token calculations, the t-score determines whether
there is a significant difference between the average STTR across the
Dickens Corpus and the average STTR across HUM.

In order to carry out the t-test, we need more information than is set
out in Table 5.1. In addition to the STTRs for each corpus as a whole,
we need to know the STTRs for each novel in each corpus (DCC and
HUM). Since both our corpora are made up of individual files, each
consisting of one book, we can use WordSmith Tools (introduced in
Chapter 4) to generate STTRs for each file. These figures are summa-
rised in Table 5.2. There are 24 STTRs for DCC (one for each file/book)
and 99 for HUM.

When assessing the differences in means between two datasets, the
t-test calculation takes into account variation in scores across each
dataset. Variation (statisticians use the term ‘variance’) relates to how
much the values in a dataset fluctuate (in this case our datasets are
DCC and HUM). More precisely, it relates to how spread out the
values are. That is, while there might be lots of different values, these
may be very close together (e.g. 43, 41, 40, 44, 45, 39, ...) or, indeed,
they may not (e.g. 43, 51, 19, 88, 44, 102, ...). If we were to plot these
two sets of made-up figures on a graph, the first set of figures would
form a cluster of points, while the second set would be spread out
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Table 5.2 Standardised type-token ratios for each novel in the Dickens and
HUM corpora

Group 1: DCC Group 2: HUM

45.31, 44.00, 44.14, 44.08,  42.35,49.45, 47.36, 42.39, 43.81, 42.59,

44.04, 44.67,46.72,41.99,  43.23,44.59, 45.91, 45.05, 46.23, 49.05,

43.20,41.92,41.17,42.67,  41.60, 45.01, 45.74, 45.75, 43.71, 45.75,

40.96, 41.36, 41.62, 41.85,  42.37,43.79, 40.14, 41.22, 46.54, 43.09,

41.64,39.89, 45.44, 41.24,  44.77,48.31, 45.65, 40.93, 45.94, 46.06,

43.28,44.23,43.51,44.44  43.58, 50.68, 46.49, 39.66, 41.16, 39.25,
44.11, 40.28, 42.44, 43.32, 46.13, 44.11,
43.27,43.34,48.27, 43.41, 46.60, 43.15,
41.40, 44.69, 40.28, 42.71, 44.60, 42.10,
41.93, 44.75, 46.03, 41.29, 40.55, 41.68,
43.37,45.29, 41.40, 35.84, 39.39, 44.63,
40.31, 42.71, 46.83, 39.93, 42.15, 43.48,
46.17,44.89, 37.94, 43.89, 37.07, 44.57,
41.44, 44.73, 40.01, 42.35, 43.60, 43.51,
43.64, 43.47, 38.36, 45.54, 43.21, 43.77,
41.48, 46.42, 42.88, 45.77, 41.78, 43.97,
42.96, 39.98, 42.64

across the chart. Judging the difference in means relative to the spread
of values across the dataset enables us to take a more complete view
of the results.

If we look at the figures in Table 5.2, they all appear to be fairly
close to each other, that is, there does not appear to be much spread.
However, this assessment is somewhat subjective. A more precise way
to measure variance is to obtain the mean value of the data and then see
how much each value in the dataset differs from that mean. The mean
of those differences is known as the standard deviation. In essence,
standard deviation tells us how much variation there is in the dataset
(we explain standard deviation in more detail in Chapter 8, where we
use it to assess changes in the frequency of modal auxiliary verbs across
the Early Modern English period). The t-stat calculation comprises
a form of this statistic to make an estimation of the variance in the
datasets that are being compared. This is why we need the STTRs for
each of the novels in DCC and HUM. From these we can calculate the
average STTR for each dataset, and work out how much variation there
is between the STTRs based on that average. The t-score, then, can be
summarised as follows:

difference between two means (mean 1-mean 2)
t-score =

The variation in the two datasets pooled
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Because corpus tools tend not to include a t-test function that allows for
this sort of comparison between means (although, as we will see later,
it is available in some corpus tools for calculating collocates), here we
will explain how to use Microsoft Excel to perform a t-test calculation,
using the figures provided by WordSmith Tools (shown in Table 5.2).4
Other statistics packages such as SPSS can also be used for t-tests, and
there are a number of online calculators available.’ To carry out a t-test
using Excel, follow the steps in Box 5.1.

Box 5.1 Using Excel to carry out Welch’s t-test

|. Copy the STTR output from WordSmith Tools into an Excel spreadsheet.
Arrange the data into two columns in a single worksheet. The screenshot
shows that we put DCC in column A and HUM in column B and included
a data label in the first cell of each column (Al and B, respectively).

B H S
voue_necrr ceuvour _romanss [ raw v o
e = u g | Y Foe A sl Eocomoliste | 35

LR =L .. o

1 Dato Analysis

Reapph BB Remove Duplicates E3 Wi Py Solver
g s Fter o Tetto - Group Ungroup Subotal
Y Advanced  Columns 5% Data Validation - = el S
Sort & Fier Data Tools outine 5 nasis -
A B [ D B F G H J K L M N o] P Q R ]
1 Dickens DCC HUM
2 4531 4235
3 44.00 4945
4 4414 4736
$ 44.08 4239
6 44.04 4381
7 4467 4259
8 46.72 4323
9 41.99 4459
10 43.20 4591
" 4192 45.05
12 a7 46.23
13 4267 49.05
14 40.96 41.60
15 41.36 45.01
7 4185 4575 Data Analysis
18 4164 437
2‘3 fiiﬁ jﬁ;i Analysis Tools
21 4124 4379 o N oK
2 4328 4014 Fourier Analysis -
e Heisgian
o3 T Moving Average
2% 477 Random Mumber Generation
2 4831 Rank and Percentile B Help
§§ jggg Regression L
30 45.94 Sampling =
gz‘ 2? gg t-Test: Paired Two Sample for Means
3 5068 t-Test: Two-Sample Assuming Equal Variances
34 46.49
35 39.66
36 41.16 L
37 39.25
38 441
39 4028
40 4244
41 4332
42 46.13
43 441
44
45

Wordsmith Statistics List | Sheetl | Sheets | sheetz | sheets ® < v

2. Click the DATA tab at the top of the sheet, and then click on Data
Analysis. A pop-up menu will open which contains numerous tools
for analysis. Select t-Test: Two-Sample Assuming Unequal Variances.
This is an alternative name for Welch's t-test. Click OK, and a dialogue
box will open.
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” »
t-Test: Two-Sample Assuming Unequal Variances M 1

Input i
Variable 1 Range: S451:5A575| -m i
Variable 2 Range: $B51:5B5100 b
Hypothesized Mean Difference: [} L
E| Labels
Alpha: 0,05
Output options
(7) Qutput Range: R
@ MNew Worksheet Ply:
) New Workbook

. In the Variable | Range and Variable 2 Range fields, specify the range

of cells that contain the data. You can do this by clicking on the first
cell of a data column and then, whilst holding down the shift key,
clicking on the last cell containing data in the same column. The range
of cells containing the data will then appear in the dialogue box. We
included the cells that contained the dataset labels Dickens DCC and
HUM (i.e. cells Al and Bl), as this makes reading the output easier.

. Specify a Hypothesized Mean Difference of zero. This is our null

hypothesis, that is, the hypothesis that there is no difference between
the two datasets.

. Tick the Labels box if you included data labels in your data range (see

point 3), so that Excel knows to exclude these from the calculations
and only use them to label the results.

. The Alpha box is used to specify what percentage of probability

you are prepared to accept that the results are a chance happening
(referred to by statisticians as the alpha level). The default is 0.05,
which means that there is a 5 per cent probability that the results are
a chance happening, and consequently a 95 per cent probability that
they are not. The smaller the number in the box, the more confident
we can be that the result is not a consequence of chance (e.g. 0.01
means 99 per cent confidence that the results are telling us about a
real difference between the two datasets). We left the value at the
0.05 default.

. Tick New Worksheet Ply so that the t-test results will appear in a

new worksheet within the same workbook (you can specify a name
for the worksheet in the field to the right of the toggle switch in the
dialogue box).

. Click OK.
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A B | C D

1 |t-Test: Two-Sample Assuming Unequal Variances

2

3 Dickens DCC HUM

4 |Mean 43.05666176 434444473
5 |Variance 289805462 6.9833316T
6 |Observations 24 99
T |Hypothesized Mean Difference 0

g [df 53

9 |t Stat -0 886633947

10 |P(T==t) one-tail 0.18964081

11 |t Critical one-tail 3.251267953

12 |P(T==t) two-tail 0.37928162

13 |t Critical two-tail 3483777273

14 |

15|

16

Figure 5.1 Results of the t-test of STTRs in DCC and HUM

We can see the results of the t-test calculation in Figure 5.1. This is
the t-stat, which is —=0.886633947. It does not matter that it is negative;
that just means that the DCC average is less than the HUM average,
and does not affect the interpretation of the statistic.

The t-stat is a measure of the size of the difference between the two
datasets in relation to the variance within the datasets. The higher the
t-stat, the greater the evidence of a difference between the two datasets.
When the number is small, as with our result, it is evidence that there is
no significant difference. In order to be sure, though, we need to look
up our t-stat value in what is known as a table of critical values (see,
for instance, the t-distribution table in Butler 1985: 172). To use these
tables we need to know three pieces of information: degrees of freedom
(or df; Figure 5.1 shows 53 for our test), alpha level (we used 0.05),
and whether the test was one-tailed or two-tailed. Before considering
what the results of the t-test tell us, we will briefly explain these three
concepts.

Degrees of freedom is a complex concept and notoriously difficult for
non-statisticians to grasp (we return to it in section 5.3.1). It refers to
the number of observations (i.e. bits of information) that are free to vary
when the value of a particular statistic (such as the mean) is known. For
example, if the mean average of three numbers is 10 and two of those
numbers are 2 and 8, then the third number must be 20. That is, only
two of the three numbers are free to vary since together they predeter-
mine what the third number must be. In the case of this example, then,
there are two degrees of freedom. For a single data sample, degrees of
freedom are calculated as 7 — 1 (where # = the number of values in the
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dataset). In a t-test, the number of degrees of freedom relates to sample
size and consequently the inferences you can make about the population
that you drew your sample from. If your sample contains only a couple
of observations, then you will have less confidence about any inferences
you might make about the population. However, if your data is based
on a larger sample of the population and contains many more observa-
tions, then the confidence level of any inferences about the population
will increase. The more degrees of freedom we have, the closer we get to
a normal distribution of values within the data. A normal distribution of
data is one which, if plotted on a graph, results in a bell curve (also known
as a Gauss curve). We need to know the degrees of freedom in order to
identify the t-value that matches best our data profile from a significance
table. We stated earlier that the higher the t-stat value, the more significant
the difference. However, the higher the number of degrees of freedom we
have, the lower the t-stat needs to be to be significant at whatever cut-off
has been chosen (i.e. the alpha value — see below).

The alpha level is more straightforward to understand. As we have
already explained, it indicates the percentage probability we are willing
to accept that our result is due to chance. The 0.05 level indicates a 5
per cent probability of this. Another way to think of it is that the alpha
level indicates the probability of making a wrong decision and rejecting
the null hypothesis when it is actually true. This is known in statistics
as a Type I error.® To reduce the chance of a Type I error, we can lower
the alpha level.

Finally, a two-tailed test assesses whether the difference between
datasets is significantly bigger and significantly smaller, that is, it works
in both directions. A one-tailed test assesses difference in only one
direction, that is, whether a mean is significantly bigger or signifi-
cantly smaller but not both. With our comparison of vocabulary, we
are testing differences in both directions. Recall that our experimental
hypothesis is as follows:

H, There is a difference between the two corpora in terms of vocab-
ulary size.

That means that we are not hypothesising that Dickens’s STTR is
bigger than the comparator, or that Dickens’s STTR is smaller than the
comparator; we are being non-specific and simply hypothesising that
there will be a difference. A possible one-tailed hypothesis would be:

H, Dickens’s vocabulary size is bigger than that of nineteenth-
century writers generally (as represented by the HUM Corpus).
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Once we know our alpha level, degrees of freedom and whether the
test is one-tailed or two-tailed, we can then consult a table of critical
values for a t-test. We look down the significance table to find the
t-score that corresponds with our df and alpha level. If the t-score
for our data is less than the value in the significance table, then this
indicates that there is no significant difference between the two data-
sets we have compared. Excel does all this work for us and presents
two ‘t Critical’ values for one-tailed and two-tailed results. As we can
see, —0.886633947 is less than either of these values. This tells us we
can be confident that the difference between the means of DCC and
HUM is not significant.

Excel also provides both one-tailed and two-tailed p-values. Our null
hypothesis was that the mean STTR of Dickens’s writing is the same as
our corpus of other writers. We compare these p-values with the alpha
level that we set for the t-test, which was 0.05. If the p-values are less
than 0.05, then we can reject the null hypothesis, which states that
the datasets are the same. However, as we can see in Figure 5.1, the
p-values are both higher than 0.05, so the null hypothesis stands.

At the start of this section we also mentioned effect size, which
answers the question: ‘what is the scale of the difference between the
two datasets?’ In this situation, the t-test has already told us that there
is not a significant difference, and intuitively the datasets seem quite
similar. However, we can double check with a fairly straightforward
effect size statistic called Cohen’s d (we introduce another effect size
measure later in this chapter). Cohen’s d is determined by first calculat-
ing the difference of the means of two groups (M, and M,). This is done
by subtracting one mean from the other, and dividing the results by the
mean of the standard deviations of the two groups:

(M 1_M 2)

Cohen’sd = ———=—
onens SD average

The SD average is also known as the pooled standard deviation, or

5D ooted> and is calculated as follows:
2 2
_— (sp7 +5sD2)
pooled 2

The reason why the SDs are first squared before being added together
and then divided by 2 is to stop negative values cancelling out positive
values. For our data, Cohen’s d is as follows:
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(43.0571-43.4445)  _0.3874

\/(1.70292 6] 2222793
2

Cohens’s d = -0.17429

The convention for interpreting Cohen’s d is as follows:

e d=0.21s a small effect size
e d =0.5is a medium effect size
e d=0.8is a large effect size.

We can therefore see that our result of —0.17429 (we can ignore the
minus sign) is a very small effect size. Consequently, we can see that in
Chapter 4 we were right not to reject the null hypothesis that Dickens’s
vocabulary was the equivalent of that of nineteenth-century novels gen-
erally. To put it simply, there is no statistical basis for saying that Dickens
had a larger vocabulary than of other nineteenth-century novelists.

5.3 Keyness

Essentially, what we were doing in section 5.2 was comparing two
datasets. The comparison of corpora is also at the heart of tests of
keyness. We have introduced the concept of keyness already, in the case
study in Chapter 4, though without explaining the statistical method
that underpins it. Recall that an item which is key in a corpus is one
which is significantly more or significantly less frequent than it is in a
reference corpus. For example, in the case study in Chapter 4, we were
able to observe that adjectives in Hemingway’s writing are significantly
under-represented when compared with their frequency in BLOB-LOB.
One of the most common measures of keyness is the log-likelihood test
and since most corpus linguistic software (e.g. AntConc and Wmatrix)
uses log-likelihood as a measure of keyness, we will begin by explaining
what the test does.

5.3.1 Log-likelihood

In corpus linguistics, log-likelihood is often preferred over the similar
chi-square (y?) test because, unlike y?, log-likelihood does not assume
a normal distribution of data (Dunning 1993: 62; see also Kilgarriff
1996 for further problems with y?). Recall that a normal distribution
results in a bell curve when plotted on a graph. And what a bell curve
indicates is that most of the data clusters around the mean average.
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But consider the frequency of words in a corpus. If we presuppose a
normal distribution, then what we are assuming is that the frequency of
most words in the corpus will be somewhere around the mean average
frequency. However, word frequency doesn’t follow a normal distribu-
tion. Instead, if we look in a corpus, we are much more likely to see a
few high frequency words and many more low frequency ones. For this
reason, it is more reliable to calculate keyness using log-likelihood than
x* (for more details, see Dunning 1993; Rayson and Garside 2000).”

To carry out a log-likelihood test, we need to construct a contingency
table. This is a table in which one variable (in our case, words) is
distributed in rows, while another variable (in our case, corpora) is
distributed in columns. Table 5.3 is an example.

The best way to explain how the contingency table works is to con-
sider an example. Imagine we want to know if the word politics is key
in our target corpus. First we would generate a frequency list for our
target corpus. Then we would insert the frequency of the word politics
into the ‘Frequency of word’ cell in the “Target corpus’ column. We
refer to this as the observed frequency, since it indicates the number of
times we have observed the word politics to appear in our corpus. The
next step is to insert the total number of tokens in the target corpus into
the cell marked ‘Total’ (still in the ‘Target corpus’ column). Then we
subtract the frequency of politics from the total number of tokens and
insert this figure into the ‘Frequency of other words’ cell (again, in the
‘Target corpus’ column). We then repeat the same steps for the refer-
ence corpus and insert the figures into the ‘Reference corpus’ column.

Having filled in the cells in the contingency table, what we then
need to do is calculate the expected frequencies for our corpora. An
expected frequency is simply the frequency we would expect to see if
chance alone was responsible for the observed frequency, that is, if no
other variable was responsible for the observed frequency. Consider,
for example, the possibility that the observed frequency is the result of
the genre of the constituent texts in the corpus. For instance, maybe it
is the fact that our imagined target corpus is composed of politicians’
autobiographies that causes the observed frequency to be what it is, or

Table 5.3 Contingency table for calculating the keyness of a word using
log-likelihood (Rayson and Garside 2000: 3)

Target corpus  Reference corpus  Total

Frequency of word a b a+b
Frequency of other words c¢—-a d-b c+d-a-b
Total c d c+d
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perhaps it is the case that our sample is skewed. In effect, the expected
frequency is derived from the frequency of our target word (or item)
in the reference corpus. To calculate the expected frequency for our
target corpus (E1), we multiply the total from the ‘Frequency of word’
row (i.e. @ + b) by the total from the ‘“Target corpus’ column (i.e. ¢) and
divide the result by the grand total (i.e. ¢ + d). This description can be
represented by the following equation:

El=cx(a+b)l(c+d)
(Rayson and Garside 2000: 3)

Similarly, E2 (the expected frequency for the reference corpus) =
d x (a + b)/(c + d) (Rayson and Garside 2000: 3). The closer the
expected frequency is to the observed frequency, the more likely it is
that the observed frequency is a result of chance alone (or, as McEnery
and Wilson 2001: 81 put it, ‘simply a fluke of the sampling process’).
On the other hand, the greater the difference between the expected
frequency and the observed frequency, the more likely it is that the
observed frequency is key.

If all of this is beginning to sound daunting, rest assured that if we
are using corpus software to calculate keyness, we don’t need to fill in
the contingency table or do any of these calculations ourselves. The
software does it for us and we don’t see the table at all. The above
description is simply an attempt to explain in as clear terms as possible
what is going on behind the scenes in such calculations.

There is one more step in the calculation of keyness and this is to
determine how close the expected frequency is to the observed fre-
quency. To do this, we calculate a log-likelihood value (again, this
is done automatically if calculating keyness using corpus linguistic
software). We will not describe the formula by which this is done,
since this involves a complex calculation that requires a considera-
ble understanding of statistics to follow (the process is described by
Rayson and Garside 2000: 3). The output from this calculation is what
is important. This is called a log-likelibood value. The log-likelihood
value tells us whether the word (or item) whose potential keyness we
have been calculating is indeed key, thereby avoiding the need for us
to rely on subjective judgements about such matters. To interpret the
log-likelihood value, we need to consult a table of critical values, just
as we did for the t-test in section 5.2. Critical values are in essence the
log-likelihood values associated with particular levels of confidence.
For instance, a log-likelihood value above a particular level will allow
us to be, say, 95 per cent confident that what we have is a significant

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

result and not one that is simply down to chance. One further piece of
information is needed to interpret a list of critical values and this is the
number of degrees of freedom associated with the data under analysis.
We have already encountered degrees of freedom in our discussion of
the t-test in section 5.2. If the statistical explanation there was difficult
to grasp, consider an analogy. Imagine you are driving to a particular
destination. If you know the speed at which you’re travelling and how
long your journey will take you, then you can also calculate the distance
you’ll cover. By the same token, if you know the distance you’ll cover
and the speed at which you’re travelling, then you can calculate how
long your journey will take you. And if you know how long your
journey will take you and the distance you’ll cover, then you can work
out the speed at which you’re travelling. There are, then, three observa-
tions here: values for speed, time and distance. If we know two of these
values, we can calculate the third. And most importantly, not only can
we calculate that third value, it has no freedom to vary. That is, once
we know, say, values for speed and time, the value for distance is fixed.
In the case of this example, then, there are 2 degrees of freedom, that is,
two of these values determine the third.

If we apply this concept to the contingency table needed to calculate
log-likelihood, we can see that we have four values: (1) frequency of
word in the target corpus; (2) total number of words in the target
corpus (minus frequency of target word); (3) frequency in the reference
corpus; and (4) total number of words in the reference corpus (minus
frequency of target word). And given the constraints of the row and
column totals, only one of these values is free to vary. That is, if we
enter a value for, say, b, then the row and column totals will predeter-
mine what the values for the other cells must be. The number of degrees
of freedom in this case, then, is 1.

As with the formula for calculating log-likelihood, there is no need
for a full understanding of degrees of freedom in order to carry out
a keyness analysis, though for those interested, Field (2000: 253-4)
offers one of the most accessible explanations of the basic principle.
Moreover, determining degrees of freedom in a keyness test is a rel-
atively straightforward task. This is done by multiplying the number
of rows in the contingency table minus one by the number of columns
minus one. For the contingency table we have been working with, this
is: (2-1) x (2-1), thatis, 1 x 1 = 1. Hence, the number of degrees of
freedom for our data is 1. Armed with this final piece of information,
we can consult a table of critical values and determine whether our
result is significant or not. For example, the critical values table (Oakes
1998: 266) indicates that for 1 degree of freedom a log-likelihood value
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of 3.84 is associated with a p-value of 0.05 (which indicates a 5 per cent
likelihood of the result being down to chance alone). In other words, if
the log-likelihood value resulting from our keyness test is 3.84 (i.e. the
critical value) or higher, we can be 95 per cent confident that we are
seeing a significant result.

In the social sciences, a p-value of 0.05 is generally considered the
minimum necessary for confidence of a significant result. Other typi-
cally used p-values in corpus studies are: p < 0.01 (i.e. 1 per cent like-
lihood of the observed frequency being a result of chance rather than
significant) and p < 0.001 (a 0.1 per cent likelihood of a chance result).
These equate to there being, respectively, a 99 per cent and 99.9 per
cent probability that the results are significant and not due to chance.
Higher test values can be used if we want to increase our confidence
even further and reduce the chance of a Type I error (and, as we will
see, this can be a useful strategy for reducing a keyness list in order
to make it manageable for qualitative analysis). The critical values
associated with particular p-values are detailed in Table 5.4, which also
indicates the respective levels of confidence that each conveys.

To summarise, for the result of a log-likelihood test to be considered
significant it needs to be at least above the minimum log-likelihood
critical value of 3.84. And the closer a p-value is to zero, the more
significant the result.

Table 5.4 Log-likelihood critical values and associated p-values for 1 degree
of freedom (based on Rayson et al. 2004)

Log-likelihood p-value Percentage level Percentage probability
critical value of confidence in a that result is due to
significant result chance
3.84 0.05 95 S
6.63 0.01 99 1
10.82 0.001 99.9 0.1
15.13 0.0001 99.99 0.01

5.3.2 Log ratio

Having explained how keyness works in principle, let us now consider
an example, since this will raise an issue with the use of log-likelihood
statistics alone. So far, we have been discussing keyness in relation to
keywords. In the case study in Chapter 4 we saw how keyness can
also be calculated for parts-of-speech. In addition, Wmatrix offers a
third option, which is to calculate key semantic domains (also known
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as key concepts). This is done using the same principles as described
in Box 4.2 in Chapter 4. The only difference is that when it comes to
making a comparison, we select Key concepts rather than Key POS. If
we compare the Hemingway corpus against the BLOB-LOB corpus,
what we find is that there are 125 semantic domains that are over-
represented in Hemingway (i.e. 125 results that are over the critical
value of 3.84). Here we encounter a problem. If we are not examining
a keyness list with a specific aim (as we did in Chapter 4 when we
identified subordinating conjunctions, for example), then we are faced
with an overwhelming amount of data. It would, for instance, be a
potentially huge task to examine concordance lines for each of the 125
key domains. One mechanistic solution to this problem is simply to
reduce the probability of chance that we are willing to tolerate when
we sift our results; that is, we can choose only to consider those results
that exceed a particular log-likelihood value. For example, if we decide
only to look at those results with a log-likelihood value of 15.13 or
over, then this reduces the number of items in the key semantic domains
list to 95. This still leaves us with a lot of data to analyse and we will
consider this problem in greater detail in Chapter 6. For the moment,
we will make a pragmatic decision and simply consider the top ten
items in the list. These are shown in Table 5.5.

The codes in the “Tag’ column denote particular semantic domains.
These are defined in the ‘Domain’ column. ‘O1’ is frequency in the
target corpus and ‘O2’ frequency in the reference corpus. ‘%1’ is the
frequency of the key item expressed as a percentage of the target corpus
(i.e. the semantic domain of pronouns makes up 15.96 per cent of the
Hemingway corpus). ‘%2’ conveys the equivalent information for the
reference corpus. ‘LL’ is the log-likelihood value. The only one of these
concepts which we have not yet discussed is ‘Log ratio’.

Like Cohen’s d (section 5.2), log ratio (Hardie 2014) is a measure
of effect size rather than significance. To understand what a log ratio
value means, we need first to be clear about what the results of a
log-likelihood test convey. In essence, what a log-likelihood test tells us
is how much evidence there is for a linguistic item (word, part-of-speech
or semantic domain) being used more (or less) in the target corpus than
it is in the reference corpus. Therefore, at the top of a keyness list is
the item for which we have most evidence of there being a frequency
difference between target and reference corpus. This, however, is not
the same as saying that it is the item whose frequency differs most from
the reference corpus. This is because while log-likelihood tells us how
much evidence there is for there being a difference between the two
corpora, it says nothing about the size of that difference (it may be, for
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example, that that we obtain a significant result as a consequence of
having a large corpus). This is where log ratio comes in. To summarise:
keyness indicates the degree of confidence with which we can reject the
null hypothesis of there being no difference between the frequency of
an item in the target and reference corpora. It does not indicate that
there is necessarily a big difference in frequency between the target and
reference corpora. For this we need to consider effect size. Wmatrix
offers a number of effect size measures, including %DIFF (Gabrielatos
and Marchi 2012), ELL (Effect Size for Log Likelihood; Johnston et
al. 2006) and log ratio (Hardie 2014). We will concentrate here on log
ratio.

To illustrate log ratio, let us consider how it would be calculated for
a single word. As with the description of log-likelihood and Mutual
Information, the process is automatic if using software that utilises log
ratio statistics (this description is based on Hardie 2014):

e First, relative frequencies are calculated for our chosen word.
This means working out how many times it occurs per thou-
sand (or per million, etc.) words in both the target and reference
corpora. This is done by dividing the raw frequency of the word
by the total number of tokens in the corpus and multiplying by
1,000 (or whatever multiplier we choose). For example, the
word said occurs 10,012 times in the Hemingway corpus. To
determine its relative frequency, we divide 10,012 by the total
number of tokens in the corpus (783,551) and multiply this by
1,000. This gives us a relative frequency of 12.78 per thousand
(%o). The relative frequency of said in BLOB-LOB is (3,329 /
1,995,791) x 1,000 = 1.67%o.

® We then need to determine how many times bigger the relative
frequency for the target corpus is than the relative frequency for
the reference corpus. To do this, we divide the relative frequency
for the target corpus by the relative frequency for the reference
corpus. For the example of said in Hemingway and BLOB-LOB,
this is: 12.78 / 1.67 = 7.65. This tells us that said occurs 7.65
times more in Hemingway than it does in BLOB-LOB. The 7.65
figure is known as the ratio of relative frequencies.

e The ratio of relative frequencies is then converted to a base 2
logarithm (log,). A logarithm is the power to which a number
must be raised (i.e. the number of times it must be multiplied
by itself) in order to get some other number. Hence, a base 2
logarithm is the number of times that the number 2 must be
multiplied by itself in order to get some specific number N (in
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Table 5.6 Size of frequency difference between target and reference corpora
based on log, of the ratio of relative frequencies (based on Hardie 2014)

Frequency in target (T) and reference (R) corpora Log, of the ratio of
relative frequencies

Frequency in T and R is the same 0

2 times more frequent in T than in R 1

4 times more frequent in T than in R 2

8 times more frequent in T than in R 3

12 times more frequent in T than in R 4

16 times more frequent in T than in R 5

32 times more frequent in T than in R 6

64 times more frequent in T than in R 7

128 times more frequent in T than in R 8

256 times more frequent in T than in R 9

512 times more frequent in T than in R 10

this case, N = the ratio of relative frequencies, or 7.65). The log,
of 7.65is 2.03.8

* To interpret the log, of N, consider Table 5.6. What this shows
is that every time the log, of the ratio increases by 1, this rep-
resents a doubling in size of the frequency difference between
the target and reference corpus. Calculating the log, of the ratio
helps us to see the scale of the difference in size between the
two corpora. Without doing this, we would have no way of
comparing the ratio of relative frequencies of different words.

Effect size measures such as log ratio and Cohen’s d are important
because relying on p-values alone is problematic, as Cohen (1994)
himself has explained. This is because null hypotheses can only be
rejected on a probabilistic rather than absolute basis (see Cohen 1994
for a detailed discussion of how the misapplication of deductive syl-
logistic reasoning leads to problems with null hypothesis significance
testing). The reporting of effect sizes is part of Cohen’s proposed solu-
tion to this difficulty.

5.3.3 Log ratio as a mechanism for reducing keyness lists

Now let us return to Table 5.5 which details the top ten key semantic
domains in the Hemingway corpus. Based on log-likelihood alone, the
temptation is to say that the semantic domain PRONOUNS is worthy of
more detailed investigation since its keyness value is so high (p < 0.0001).
If we look at the contents of this category, there are 102,604 items. Of
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these, 23,322 are masculine pronouns while 5,729 are feminine. This
is a substantial difference and we might want to use it as a starting
point for developing research questions related to the representation
and discursive construction of gender in Hemingway’s writing (indeed,
as Rayson 2003: ii points out, one of the particular values of Wmatrix
is its capacity for generating candidate research questions). However,
bearing in mind that log-likelihood only indicates the strength of evi-
dence for a difference between two corpora (i.e. it doesn’t take into
account the size of that difference), we would do better to consider log
ratio too. To this end, Table 5.7 shows those semantic domains whose
log-likelihood value exceeds 15.13 and whose log ratio score is 2 or
above (this indicates that all the key items in the table occur at least four
times more in the target corpus than in the reference corpus; we could,
of course, choose a higher log ratio).

The advantage of taking account of log ratio is twofold. First, it
allows us to be confident that what we have is a list of those key items
for which there is a substantial difference in frequency between the
target and reference corpora. Second, using log ratio offers an objective
means of further reducing the amount of data for qualitative analysis,
while avoiding the need for arbitrary measures such as only viewing,
say, the top ten items in a keyness list. The original keyness semantic
domains list for the Hemingway corpus ran to 125 items. Using log
ratio in conjunction with log-likelihood, we have been able to reduce
this to five, a much more manageable amount of data for qualitative
analysis.

What is noteworthy in Table 5.7 is that three of the key domains
are related to drinking and alcohol. (N.B. In relation to category F2,
++ marks comparative forms while +++ indicates superlative forms;

Table 5.7 Key items (p < 0.0001) in Hemingway corpus (compared with
BLOB-LOB) arranged by log ratio (> 2)

Semantic O1 %1 02 %2 LL Log ratio Domain

tag

F2+++ 91 0.01 3 0.00 225.07 6.48 EXCESSIVE
DRINKING

F2++ 171 0.03 48 0.00 267.28 3.39 EXCESSIVE
DRINKING

Q2.1- 96 0.01 39 0.00 124.09 2.86 SPEECH: NOT
COMMUNICATING

F2 2,625 0.41 1600 0.08 2,537.23 2.27 DRINKS AND
ALCOHOL

X3.5 247 0.04 171 0.01 212.60 2.09 SENSORY: SMELL
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see Piao et al. 2005 for more information on the sub-categorisation
of domains.) Consequently, we may wish to claim ‘drinking’ as an
interpretatively significant theme in Hemingway’s work. Of course,
non-linguistically inclined literary critics may well say that this tells us
nothing we did not already know about Hemingway’s novels. There are
two responses to this. The first is to repeat Spitzer’s point that ‘to make
our way to an old truth is not only to enrich our own understanding;:
it produces new evidence of objective value for this truth — which is
thereby renewed’ (1948: 38). The second and related response is to note
that if the statistical test confirms what we already know to be the case,
then this demonstrates the reliability of the method. This enables us to
have confidence in the test’s ability to reveal textual functions that may
not be discoverable simply by reading the work in question.

That said, it is important to note that while statistical significance
and effect size are indicators of what Baker (2006) terms saliency, they
are not necessarily indicators of foregrounding (Mukafovsky [1932]
1964; Shklovsky [1917] 1965; van Peer 1986; see also Mclntyre and
Price 2018a for a summary). That is, statistical significance does not
necessarily equate to interpretative significance, which may be judged
instead on the basis of the extent to which an item deviates from a
perceived linguistic norm. Salience is important as a marker of likely
candidates for qualitative analysis, and (in the case of semantic domains
particularly) as a potential marker of thematic issues. But identifying
keyness is not a shortcut to the identification of foregrounding. We
explore this issue in more detail in the case study in section 5.5. Before
we do this, however, we turn from keyness to collocation, and focus
on the role of statistical tests in the interpretation of collocational
information.

5.4 Collocation

As we saw in the discussion of semantic prosody in Chapter 2, colloca-
tion can be assessed relatively subjectively, simply by reading concord-
ance lines. This approach can yield valuable insights, as in, for example,
Hoey’s (2007) collocational study of Philip Larkin’s poem ‘First Sight’,
Mahlberg’s (2007b) analysis of the local textual functions of the phrase
sustainable development, and Sinclair’s (2004: 24-48) detailed explora-
tion of units of meaning. Nonetheless, taking a purely manual approach
to the analysis of collocation can also be problematic. The problem
centres on the issue of frequency. If we look in our target corpus and
observe, for example, that the word police has a tendency to co-occur
with the word car, then we may intuitively feel that we have discovered
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a collocational relationship between the two words. However, to be
sure of the importance of this collocation, we would need to know how
often police collocates with other words too. If it is the case that police
co-occurs with lots of other words in our corpus, then its relationship
with car becomes potentially less noteworthy as a result. It is also the
case, of course, that a word will collocate with high frequency words
much more often than it will with low frequency ones.

Manual analysis of collocation does not allow us to determine the
seriousness of these problems, and for this reason many corpus linguists
advocate using statistical tests in collocation analysis. Statistical analy-
ses of collocation allow us to be more confident about the nature of the
relationship between particular words, in much the same way that tests
of keyness offer more reliable insights into the salience of particular
words than simple frequency profiling. Using statistical tests to analyse
collocates is not a panacea, however, and statistical tests come with
their own problems, as we will discuss. First, though, we will explain
how a statistical test of collocation works. We focus here on one par-
ticular approach, the Mutual Information test, in order to explain the
principle behind collocation. A wide range of other tests are available,
some of which we will refer to later on (for a detailed discussion of the
statistics of collocation, see Evert 2005).

5.4.1 Mutual Information

As is the case for the analysis of keyness, collocational significance
can be measured using a variety of statistical tests. And providing that
the corpus software you are using has a collocates function, you will
not need to carry out such tests yourself; as with keyness analysis, the
software will do this for you. As ever, though, it helps to understand the
basis of the calculation that the software carries out. To this end, we will
consider one of the most commonly used tests of collocational signifi-
cance, the Mutual Information test. The process for calculating Mutual
Information is as follows (this description is based on Barnbrook et al.
2013: 55-68; see also Barnbrook 1996: 87-106):

e First of all, we need to establish a span, sometimes referred to
as a window of collocation. This is a predefined distance from
the node word. Any word that falls within this span counts as a
collocate. A 9 word window is a commonly used span (Sinclair
1991: 175; Sinclair et al. 2004) and equates to four words
either side of the node, though as we explained in Chapter 2,
other spans may be used.
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® Once a span has been determined, we can generate a concord-

ance of our node word to ascertain its collocates.

We then need to establish the observed frequency of each collo-
cate of the node word. This involves counting how many times
each collocate appears within the window of collocation for
each of the concordance lines we have generated.

In order to determine the strength of the collocations we have
identified, we next need to compare the observed frequency of
each collocate with its expected frequency, that is, the number
of times we would expect to see it in the window of collocation
if its frequency of occurrence in the span were proportionate
to its frequency of occurrence in the corpus as a whole. (N.B.
Barnbrook 1996: 93 notes that we can also derive an expected
frequency by considering the frequency of occurrence of the
collocate in question in a large reference corpus.)

To determine the expected frequency of a collocate, we first
need to know how frequent it is in the corpus as a whole (i.e.
not just in the span). We then need to calculate its relative
frequency. This is done by dividing its overall frequency by the
size of the corpus as a whole. The resulting figure tells us what
proportion of the corpus is made up of the collocate in question.
Next we multiply this figure by what is known as the envi-
ronment size. This is the number of concordance lines for our
original node word, multiplied by the span (including the node;
for example, if our node word car generates 500 concordance
lines, and we are using a 9 word window, then the environment
size is 500 x 9 = 4,500). The result of multiplying relative
frequency by environment size gives us the expected frequency,
which is essentially an estimation of the number of times the
collocate would appear in proximity to the node word if it were
distributed evenly throughout the corpus.

We have now obtained the observed and expected frequencies
for each of our collocates. The expected frequency for each
collocate then needs to be compared with its observed frequency.
To do this, we calculate a Mutual Information score by dividing
the observed frequency by the expected frequency and determin-
ing the base 2 logarithm of the result. The formula for this is:

o
E
(Barnbrook 1996: 98; see also Oakes 1998: 63 and Fujimura
and Aoki 2015: 275)

MI =log,
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What this equation means is that the Mutual Information score
is calculated by determining the number of times that the base
number 2 needs to be multiplied by itself in order to arrive
at whatever the observed frequency divided by the expected
frequency happens to be.

¢ The number resulting from this calculation is the MI score.
Conventionally, if this is higher than 3, then this can be taken as
indicative of strong collocation (Barnbrook 1996: 99; Hunston
2002: 71).

5.4.2 T-score

Mutual Information is not the only test of collocation available. Other
measures of collocational significance are often used, since different
tests take account of different factors. For instance, any word will
collocate more often with high frequency words in a language than it
will with low frequency ones. One problem with the MI test is that it
does not work well with words of low frequency, which can end up
with deceptively high MI scores. This is because the MI test primarily
takes account of collocational strength. For example, a node word
might appear in a corpus very rarely but if in each instance it collocates
with the same other word, then it will receive a high MI score. Another
measure of collocation, however, is not just how strong the collocation
is but how frequently it occurs in a corpus. This can be determined
using a t-score (see Barnbrook 1996: 97-8 for details of how this differs
from an MI test). Under this measure, a collocation may score much
lower than it does in an MI test. Conventionally, t-scores of 2 or above
are considered to be noteworthy. (N.B. We have deliberately avoided
the term significant here as Barnbrook 1996: 98 notes that absolute
statistical significance is difficult to assess using a t-score.)

In addition to MI and t-score, there is a range of other tests available,
such as z-score (Berry-Roghe 1973), log-likelihood (Dunning 1993),
MI3 (Oakes 1998) and log-log (Kilgarrif and Tugwell 2001). And as
Baker (2006: 102) points out, each test favours particular categories
of word. Log-likelihood and MI3 tend to favour grammatical words,
for instance, while log-log favours lexical words but does not attach as
much importance to low frequency items as MI does (see Baker 2006:
102 for a comparison of collocates derived using six different statistical
tests).

To summarise, then, MI measures the strength of cohesion, inter-
dependence or association between words (see Manning and Schiitze
1999: 182; Clear 1993: 280), while t-score measures ‘the confidence
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with which we can claim that there is an association’ (Clear 1993: 281).
MI can overestimate the attraction between low frequency collocates
and therefore the importance of potentially chance co-occurrences,
while t-score tends to favour items which co-occur very frequently
because this offers a means of being confident that such collocates are
not co-occurring by chance. Because of this, Church et al. (1991) suggest
using MI first to identify collocates, and then t-score to check the prob-
ability that the association is not a chance happening. If you are relying
on a particular piece of corpus linguistic software, of course, then your
choice of test may be determined by what is available to you. AntConc,
for instance, offers a choice of MI or t-score, while WordSmith Tools
offers a range of others, including MI3 and z-score. GraphColl, a tool
specifically for collocation analysis and a component of the #LancsBox
software package (Brezina et al. 2015), offers 14 collocation measures.
It is, then, worth being clear about the advantages and disadvantages
of the various tests. In the next section, we implement keyness and
collocation in a case study of David Peace’s novel 1974.

5.5 Case study: salience and foregrounding in David Peace’s 1974

One of the inherent problems with analysing prose fiction is summed up
by Leech and Short as follows:

the sheer bulk of prose writing is intimidating; [...] In prose,
the problem of how to select — what sample passages, what fea-
tures to study — is more acute, and the incompleteness of even
the most detailed analysis more apparent. (Leech and Short
2007:2)

There are, in fact, two issues here. One is the simple fact that it is
impossible to analyse a whole novel qualitatively at the level of detail
required by stylistics. The second is that, because of this, it may be nec-
essary to select one or more short extracts from the novel in question to
subject to qualitative analysis. In this case study we show how keyness
can be used to select an extract for analysis. This is of particular value
in cases where the research is not driven by a specific hypothesis (cf.
the case study in Chapter 4). We then analyse this extract qualitatively,
using the concept of foregrounding as an analytical framework. In so
doing, we demonstrate the difference between statistical salience and
linguistic foregrounding, arguing that keyness does not in and of itself
equate to interpretative significance.
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55.1 1974

1974 (Peace 1999) is the first book in the British writer David Peace’s
Red Riding Quartet, which focuses on police corruption set against a
fictionalised account of the Yorkshire Ripper murders that were carried
out in Leeds, Bradford, Manchester and Huddersfield, in the UK,
between 1975 and 1980. 1974 is narrated in the first-person by Eddie
Dunford, Crime Correspondent for a local newspaper, The Yorkshire
Post. The story takes place in West Yorkshire and begins with the dis-
covery of the body of a girl who has been brutally murdered. As Eddie
investigates the crime, he discovers potential connections between the
young girl’s murder and a series of other child murders in the recent
past. However, his investigation is hampered by the utter corruption of
the police force.

The story is bleak, realistic and powerfully told. Peace is widely
acknowledged to be a distinctive writer stylistically (Shaw 2010, 2011)
and our aim here is to show how a corpus-based analysis of an extract
from the novel can be of value in identifying the source of particu-
lar literary effects in Peace’s writing. In particular, we discuss what
a corpus-driven stylistic analysis of the novel, in conjunction with a
qualitative analysis of an extract from it, can reveal about atmosphere
and character.

5.5.2 Keyness for text selection

We used Wmatrix to generate a list of keywords for 1974, using the
BNC Written Imaginative Sampler as a reference corpus.” We decided
on 15.13 as a threshold for significance and required a log ratio of at
least 4 (i.e. the keyword occurs at least 12 times more frequently in
1974 than in the reference corpus). We made a decision to ignore proper
nouns on the basis that character names will always be key in a target
text.!9 We also decided to select for the purpose of concordancing the
first lexical word to appear in the keyword list that met the criteria for
log-likelihood value and log ratio score, which produced the list shown
in Table 5.8. (N.B. We show only the top ten items, since our selection
criteria for concordancing is met within this frame.)

The first keyword to meet our selection criteria is fucking. It is also
noteworthy that the related form fuck is the next lexical word in the
list. With regard to the other items in the list whose meanings are
perhaps not transparent, s is a possessive form and ¢, d, m, re and I/
are contractions of not, would, am, you’re and I’ll. There is perhaps an
indication here that the narrative style is more akin to spoken language
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Table 5.8 Keywords in 1974 compared with BNC Written Imaginative
Sampler

Word 0O1 %1 02 %2 LL Log ratio
s 814 1.00 2 0 2,113.59 10.11
t 550 0.67 8 0 1,367.40 7.55
fucking 312 0.38 16 0.01 702.54 5.73
don 204 0.25 3 0 506.93 7.53
d 201 0.25 3 0 499.13 7.51
m 186 0.23 0 0 489.08 9.98
i 2,929 3.58 4,734 2.13 468.55 0.75
fuck 196 0.24 8 0 452.88 6.06
re 147 0.18 0 0 386.53 9.65
11 132 0.16 0 0 347.09 9.49

and this would form the basis of an interesting research question for
another project (again, what is demonstrated here is the capacity of
corpus-driven stylistics for identifying potential research questions).

Having decided to examine the first lexical word, though, the next
issue was to determine (1) which sections of the novel contain instances
of that keyword, and (2) which of the sections where the keyword is
found are candidates for qualitative analysis. The concordance plot
function in AntConc can be used to help narrow down this search.
Concordance plots (sometimes called dispersal plots) indicate the posi-
tion of a chosen search word in the corpus file. For example, the
concordance plot for fucking in a file comprising the whole novel (see
Figure 5.2) shows that the keyword is spread fairly evenly across the
whole text (single black lines indicate the presence of the keyword;
thicker lines indicate conglomerations of keywords).

Figure 5.2 clearly shows the keyword is not concentrated in a particu-
lar part of the novel but is instead fairly evenly dispersed. This in itself
is an interesting result but is not particularly helpful for determining an
area to focus on for qualitative analysis.

To this end, we then separated the novel into chapter files in order to
generate concordance plots for each chapter. We decided to focus on
the first instance of a clustering of our chosen keyword. This occurs in
chapter 2. The plots for the first two chapters are shown in Figure 5.3.

HIT FILE: T FILE: 1974 txt

Mo, of Hitz = 315
File Length [in chars] = 453973

Figure 5.2 Concordance plot of fucking in 1974 (single file)
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HIT FILE: 2 FILE: Chapter 007, kst
L | 1 N 1 I I - et
File Length [in charz) = 33336

HIT FILE: 3 FILE: Chapter 002, kst
L [l [T | IRt
File Length [in charz) = 36055

Figure 5.3 Concordance plot of fucking in chapters 1 and 2 of 1974

Examining concordance plots for single chapters is similar to zooming
in on a particular area of a street map. The result is a clearer picture
of what a particular area looks like. Figure 5.3 shows that fucking is
present in both chapters 1 and 2 and that there is a particular clustering
of keywords towards the end of the second chapter (indicated by the
thicker black lines).

The question of why the keyword should cluster at this point in the
chapter is an interesting starting point for a stylistic analysis. For this
reason, we decided to focus on the end of chapter 2 for qualitative anal-
ysis. Clicking on the thick black line in AntConc takes you to the second
paragraph in the extract below. To contextualise this, we have included
the preceding and subsequent paragraphs in the selection (instances of
the keyword are marked in bold and sentences are numbered for ease
of reference):

If it bleeds, it leads. (1)

‘How’d it go with Hadden?’ Kathryn was standing over my
desk. (2)

‘How do you fucking think,’ I spat, rubbing my eyes, looking
for someone easy. (3)

Kathryn fought back tears. (4) ‘Barry says to tell you he’ll
pick you up at ten tomorrow. At your mother’s.” (5)

‘Tomorrow’s bloody Sunday.’ (6)

‘Well why don’t you go and ask Barry. I’'m not your bloody
secretary. I'm a fucking journalist too.” (7)

I stood up and left the office, afraid someone would come
in. (8)

In the front room, my father’s Beethoven as loud as I dared. (9)
My mother in the back room, the TV louder still: ballroom
dancing and show jumping. (10)
Fucking horses. (11)
Next door’s barking through the Fifth. (12)
Fucking dogs. (13)
I poured the rest of the Scotch into the glass and remembered
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the time when I’d actually wanted to be a fucking policeman,
but was too scared shitless to even try. (14)

Fucking pigs. (15)

I drank half the glass and remembered all the novels I wanted
to write, but was too scared shitless to even try. (16)

Fucking bookworm. (17)

I flicked a cat hair off my trousers, trousers my father had
made, trousers that would outlast us all. I picked off another
hair. (18)

Fucking cats. (19)

I swallowed the last of the Scotch from my glass, unlaced my
shoes and stood up. (20) I took off my trousers and then my
shirt. (21) I screwed the clothes up into a ball and threw them
across the room at fucking Ludwig. (22)

I sat back down in my white underpants and vest and
closed my eyes, too scared shitless to face Jack fucking
Whitehead. (23)

Too scared shitless to fight for my own story. (24)

Too scared shitless to even try. (25)

Fucking chicken. (26)

I didn’t hear my mother come in. (27)

‘There’s someone on the phone for you love,” she said,
drawing the front room curtains. (28)

‘Edward Dunford speaking,’ I said into the hall phone, doing up
my trousers and looking at my father’s watch:

11.35 p.m. (29)

A man: ‘Saturday night all right for fighting?’ (30)

“Who’s this?’ (31)

Silence. (32)

“Who is it?’ (33)

A stifled laugh and then, ‘You don’t need to know.” (34)

“What do you want?’ (35)

“You interested in the Romany Way?’ (36)

“What?’ (37)

“White vans and gyppos?’ (38)

“Where?’ (39)

‘Hunslet Beeston exit of the M1.” (40)

“When?’ (41)

“You’re late.” (42)

The line went dead. (43)

(Peace 1999: 43-4)

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

The above example demonstrates how the combination of keyword
analysis and concordance plots can be a useful means of determining
a short section of a text to subject to qualitative analysis. In the next
section, we provide a qualitative analysis focused on uncovering ele-
ments of foregrounding in the passage.

5.5.3 Foregrounding in 1974

As we discussed in Chapter 4, an alternative approach to hypothesis
testing in stylistic analysis is to follow Spitzer’s (1948) technique of
beginning with an intuitive response to the text in question and then
attempting to validate (or invalidate) this impression through linguistic
analysis. As part of an initial response to 1974 we might note an over-
whelmingly negative atmosphere described by a narrator who appears
to be volatile and almost irrationally angry. As a character he gives
the impression of being instinctive rather than contemplative, with
a tendency towards plain speaking, the latter quality perhaps being
indicative of a fairly basic level of education. And given the method we
used for selecting this extract, we might also ask: what is the function
of the keyword fucking in this extract?

First of all, we can observe that the nine instances of fucking from
the concordance plot occur in the second paragraph and are part of the
first-person narration of Eddie Dunford. The other two examples in
the selection above occur in direct speech in the preceding paragraph.
Furthermore, seven of the examples from the second paragraph occur
in instances of free direct thought presentation, in which Eddie appar-
ently addresses himself (for details of a stylistic model of speech and
thought presentation, see Leech and Short 2007: ch. 10; we discuss
speech and thought presentation and the investigation of this through
corpus methods in more detail in Chapter 8). These instances constitute
a stylistically interesting pattern. Each instance of fucking is followed
by reference to an animal:

Fucking horses. (11)
Fucking dogs. (13)
Fucking pigs. (15)
Fucking bookworm. (17)
Fucking cats. (19)
Fucking chicken. (26)

The first two examples of this (horses and dogs) express Eddie’s annoy-
ance at, respectively, the show jumping programme which he can hear
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on the television in the next room and the barking of the dog in the
adjoining house. There is something comic in the fact that Eddie’s
annoyance is directed at the animals generally rather than the noise
which is the actual locus of his irritation. Following this, the next refer-
ence is to ‘fucking pigs’, which deviates from the previous two structures
in that the animal reference is metaphorical, pigs being a slang term for
police. The lexical and syntactic parallelism of the three examples,
with the semantic deviation in the third example, generates the effect
of Eddie viewing the police as being on the same level as animals
which cause him annoyance. The next phrase in the series, ‘fucking
bookworm’, is an instance of Eddie turning his ire against himself by
referring scornfully to his literary ambitions. This metaphorical use of
an animal term has the further effect of characterising Eddie as small
and insignificant, especially when contrasted against the ‘pigs’ of the
police force. There is a return to a literal animal term in the next phrase,
and the switch from introspective self-loathing to general irritation at
cats seems blackly comic. The final phrase in the sequence again consti-
tutes self-assessment, with chicken being a common colloquialism for
coward. The general function of this sequence is to convey the emotions
of irritation, self-loathing and anger that Eddie feels, thereby aiding the
characterisation process. The repeated use of fucking, appended equally
to referents which generate both mild irritation (e.g. cats) and extreme
loathing (e.g. pigs) characterises Eddie as extremely tense, angered as
he is by both serious and minor issues. This anxiety is reinforced by
the parallelism of the sentences that intersperse the free direct thought
presentation (14, 16, 18, 20). Dynamic verbs indicate a series of small-
scale actions (‘I poured ...”, ‘I drank ..., ‘I flicked ...’, ‘I swallowed . . .")
which may be seen as suggestive of restlessness and nervous tension.
The nature of the Spitzerian (1948) approach to stylistic analysis is
that one analytical insight leads to another. In the case of 1974, the fact
that the keyword fucking occurs primarily in short bursts of free direct
thought presentation leads naturally to a consideration of the general
functions and effects of discourse presentation in the extract. What is
clear is that all speech presentation is either direct speech or free direct
speech (for the model of discourse presentation employed here, see
Leech and Short 2007: 256-8 and ch. 10 generally). That is, speech is
presented using the maximal presentation option; there is no narrator
interference. Thought, on the other hand, is presented in a variety
of forms: free direct thought (e.g. ‘Fucking cats’), the presentation of
thought acts (akin to speech acts; e.g. ‘remembered all the novels 1
wanted to write’) and the presentation of internal states (e.g. “Too
scared shitless to even try’; see Short 2007 for more on this category).
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The distinction between speech presentation and introspective thought
is emphasised by the lack of narrator interference in the former. There
is consequently a distinct change in atmosphere between the first and
second paragraphs of the extract, as Eddie moves from an external
presentation of speech with no narrator interference to a highly intro-
spective presentation of thought.

What is also interesting in relation to speech and thought presentation
in the extract is the presentation of narration (the Narrator’s Report of
Action, as Short 1996a terms it in relation to discourse presentation).
While the narration in paragraph one is conveyed in full sentences, par-
agraph two has some marked differences. Sentences (9), (10) and (12)
are all minor sentences, lacking a main verb. In this respect, they have
more in common with dramatic stage directions than conventional past
tense prose narration. This sparse narration has a tendency to occur
when Eddie is alone (see McIntyre 2011 for further commentary on this
issue) and appears to belie a lack of concern on the part of the narrator
for descriptive minutiae. The effect that this generates is the suggestion
that Eddie has little regard for anything beyond his immediate concerns;
the narration is the bare minimum needed to establish the sense of time,
place and action that Eddie needs in order to relate what he considers
to be the important elements of the story. Further evidence of this can
be seen in the minimal use of reporting clauses for direct speech and
the preponderance of free direct forms. This also creates something of a
cinematic effect, in the sense that the emphasis here is on mimesis rather
than diegesis (see Mclntyre 2006: 33).

With regard to the narrator’s lexical choice, we can observe a tendency
towards direct and concrete expression. Of the 64 nouns (excluding
proper nouns), just five are abstract (story, silence, laugh, tomorrow,
time). The dominance of concrete nouns seems appropriate for a direct
and plain-speaking narrator. Similarly, of the 29 adjectives there are
just ten types, four of which relate to fear (shitless, scared, afraid) and
anger (fucking), and three of which are strongly negative in connotation
(stifled, dead, bloody). The lack of adjectival variation is also indicative
of a limited vocabulary on the part of the narrator, which functions as a
characterisation device. Of the 18 past tense verbs in the passage whose
subject is Eddie (via the first-person pronoun I), we can observe that
the majority are transitive verbs, all of which relate to minor actions
(e.g. ‘I flicked a cat hair off my trousers’, ‘I swallowed the last of the
Scotch’). Eddie is purposeful but his actions are small-scale. This is
perhaps emblematic of a wider theme in the novel which might be sum-
marised by noting that Eddie’s capacity to effect major change is limited
by his lack of personal and institutional power. Adverbs in the extract
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are primarily emphatic (still, actually, even, too), which, in combination
with the other lexical and grammatical features discussed, further con-
tributes to the characterisation of Eddie as volatile and highly strung.

Our analysis so far begins to explain the source of some of our impres-
sionistic responses to the 1974 extract. For example, the impression of
volatility on the part of the narrator arises in some measure from his
tendency to express the same level of anger towards minor and major
issues. His plain-speaking nature is conveyed via his limited vocabulary,
by the predominance of concrete rather than abstract nouns, and by the
lack of concern for descriptive detail in narrative sentences. Maximal
speech presentation forms and a lack of reporting clauses also contrib-
ute to this straightforward and sparse narrative style.

Having established all of this through qualitative analysis, we might
now return to keyness analysis to seek further support for some of
the claims being made. Table 5.9 shows key semantic domains in the
novel.

The two highest ranked domains, LIGHT and DARKNESS, are conven-
tional opposites, and the connotational significance of these domains
may well seem appropriate thematically for a novel that is about uncov-
ering corruption. However, this opposition is undermined somewhat
when we examine the contents of the LIGHT domain. Of the 146 items
in the LIGHT category, 60 of these are the word light. Table 5.10 shows
those collocates of light in the novel which are generated by both MI
and t-score.

Light as a collocate of light refers to a traffic light, as does red.
Neither of these collocates conveys the thematic and metaphorical
notion of light as a force for good (i.e. light in opposition to darkness).
This is also the case when we examine many of the other collocates.
Figure 5.4, for example, shows a concordance of the collocate through,
and what we can observe here is that the wider context for through
incorporates lexical items with negative connotations (e.g. unlit, grey,
little, low, tears, disgusting).

Table 5.9 Key semantic domains in 1974 compared with BNC Written
Imaginative Sampler (log-likelihood > 15.13; log ratio > 4; arranged by log
ratio score)

Tag o1 %1 02 %2 LL Log ratio  Semantic domain
W2 146 0.18 0 0 383.9 9.64 LIGHT

W2- 52 006 O 0 136.73  8.15 DARKNESS

Al13 25 0.03 0 0 65.74 7.09 DEGREE

T1.1 32 0.04 4 0 61.53 4.45 TIME: GENERAL
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Table 5.10 Collocates of light in 1974
determined by both MI and t-score
(9 word window; minimum frequency = 3;

MI > 3; t-score > 2)

Collocate MI t-score

light 7.07337 2.43130
red 5.89559 2.19851
through 5.38352 2.18250
from 4.86456 2.55493
on 4.69765 3.96422
into 4.56117 2.14135
the 3.87591 7.03559
in 3.66961 2.91377
a 3.66872 3.56844
and 3.40960 4.05129
up 3.37039 2.01985

car procession crawled down the Dewsbury Cutting,  through
I rubbed my eyes free and drove off  through

the same as Mrs Sheard’s. A little light coming  through

if they were. ‘Kathryn’s eyes were shining  through

burning yellow in the windows. I was walking  through

. Why did they think you did it, Jimmy? ¢ Through

Rover’s engine went dead as I approached  through

hem both. Disgusting, that’s what they are.” Through

the unlit Christmas lights in the centre o
the grey light, everywhere the browns and
the glass front door at the

the low light, on the verge of tears.

the wood, light snow underfoot, heading ho
the Christmas lights of Leeds City Centre,
the grey light. I tapped on the glass

the Christmas lights and the first spits o

Figure 5.4 Concordance of the collocate through in 1974

cold on the floor. Each time the moon light seeping  into
religious rite and not something to be entered  into

be back. Sorry,” smiled Scotch Clare, squinting  into
stone shaft with a metal ladder leading down  into
mouth of the hole. I pulled myself up into

the blanket of feathers towards him. He turned into

up and walked out of the living room, into

the room, shadows making the

lightly. This film creates a totally false im
the light. “No she’s not back yet,

a faint light some fifty odd feet below.
the light and crawled on to the shelf.

the light, his eyes holes, his mouth open
a cold and light expensive kitchen. A tap

Figure 5.5 Concordance of the collocate into in 1974

The same can be seen in concordances of the other collocates too.

Figure 5.5, for instance, shows a concordance for the collocate into.

As with through, we can observe in the surrounding context a number
of lexical items with conventionally negative connotations. These
include seeping, false, squinting, faint, crawled and cold. In effect, what
we are seeing here is a collocational network (Baker 2006: 116) that
functions to associate light with negativity. This undermines the stereo-
typical thematic opposition of good and evil connoted by the semantic
domains L1GHT and DARK. This, then, would begin to account for the
sense of bleakness that pervades the story as a whole; in both literal and

metaphorical terms, even light does not illuminate the darkness.
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There is, of course, more that could be said about the other semantic
domains in Table 5.9 and the collocates in Table 5.10. In addition,
there are other noteworthy stylistic features in the extract which we
selected for qualitative analysis (see McIntyre 2013b for a discussion
of the interpretative significance of sentence length and n-grams, for
example). Nonetheless, the above analysis reveals at least some of the
sources of our intuitive response to the text, such as the atmosphere of
desolation in the novel and the sense of the narrator as tense, nervous
and hopeless. What the case study as a whole also demonstrates is the
value of using keyness for text selection, as well as how keyness and
collocation can facilitate a Spitzerian analysis that takes us from corpus
to text and back again.

5.6 Conclusion

Our aim in this chapter has been to explain the principles that under-
pin some of the most common inferential statistical tests used in off-
the-shelf corpus software such as WordSmith Tools, AntConc and
Wmatrix. In particular, we discussed the calculations that underlie
log-likelihood tests of keyness (as well as the log ratio measure of effect
size), and the various statistical tests used in the calculation of colloca-
tional frequency and strength. It is important to understand at least the
principles of such statistical tests if we are to make sensible interpreta-
tions of the results arising from them. In addition, an understanding of
the principles behind common statistical tests is important for making
an informed choice about which test to use in any given analysis. The
results of a collocational analysis, for instance, will be dependent on
whether a Mutual Information test is used in preference to, say, t-score
or log-log.

Having introduced various tests of keyness and collocation, we then
demonstrated how such tests can be used (a) in the selection of an
extract from a larger corpus for qualitative analysis and (b) to reduce
keyness and collocation lists to a manageable size for manual analysis.
We illustrated this through an analysis of David Peace’s novel 1974.
What the case study of 1974 also aimed to show is that statistical
significance does not necessarily equate to foregrounding in the sty-
listic sense of the term. A lexical item may be salient as a result of its
frequency in a corpus, but salience is primarily a quantitative concept
whereas foregrounding is primarily a qualitative concept. To ascertain
whether or not a linguistic item is foregrounded in stylistic terms, we
need to identify deviation or parallelism in relation to a predefined
linguistic norm. Salience, by contrast, is determined only by comparing
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an observed frequency against what we might take to be a frequency
norm. Of course, a salient item might also turn out to be foregrounded
in functional terms, though this will not always be the case.

Finally, while inferential statistical tests are essentially used to deter-
mine whether or not to reject a null hypothesis, what we also aim to
have demonstrated in this chapter is that tests of keyness can also be
used to support corpus-driven stylistic analysis, that is, stylistic analysis
which is not primarily aimed at hypothesis testing. For example, we
have shown how keyness analysis can be used to generate candidate
research questions, as well as how keyness and collocation analysis can
be used to facilitate a Spitzerian approach to stylistics. The next chapter
builds on this by discussing how insights from cognitive stylistics might
be integrated into corpus stylistic studies.

Notes

1. Of course, it is important to be clear about potential issues with
comparing texts. Here we compare Dickens’s prose against nine-
teenth-century fiction generally. This kind of comparison is common
in corpus linguistics and, indeed, in corpus stylistics (see, for example,
McEnery’s 2009 comparison of the writings of Mary Whitehouse
against the LOB and FLOB corpora, and Mahlberg’s 2013b study
of Dickens’s novels in comparison with nineteenth-century novels
generally). However, in the case of vocabulary comparison, we
might wish to argue that this is not a fair comparison to make, on
the grounds that the combined vocabularies of multiple authors are
likely to outclass the vocabulary of a single author in terms of size.

2. ‘Student’ was the pseudonym of William Sealy Gosset, who
invented the t-test. The ‘t” in t-test doesn’t actually stand for any-
thing. Rather, it was introduced by Fisher (1924) as a short way of
referring to Gosset’s method for testing hypotheses based on the
mean of the normal distribution (see Student 1908).

3. Welch’s t-test does assume a normal distribution of data, however,
which in itself can be problematic for reasons discussed in section
5.3.1.

4. Excel will need to have the Analysis ToolPak loaded and acti-
vated. Instructions on how to do this are available on the Microsoft
Support website at <https:/bit.ly/2EEdE47> (last accessed 20
August 2018).

5. SPSS stands for Statistical Package for the Social Sciences and is
available at <https://www.ibm.com/products/spss-statistics> (last
accessed 20 August 2018).
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6. A Type Il error occurs when you fail to reject a null hypothesis that

is actually false. Increasing sample size reduces the chance of a Type
II error occurring.

. Even then, some corpus linguists argue that neither x> nor log-like-

lihood are appropriate tests. For example, Bestgen (2017) points
out that for such tests to be valid, the unit of analysis must be the
same as the sampling unit; but in corpus linguistics this is often
not the case, as the unit of analysis is the word while the sampling
unit is a text. Bestgen (2017) points out how this problem can lead
to skewed results, such as a word being identified as key even if it
appears in only one of the constituent texts of a corpus (see also
Paquot and Bestgen 2009 for a comparison of different statistical
tests). Kilgarriff (2005) identifies a different problem with keyness
tests. He points out that language is never random (i.e. we do
not produce words or sentences randomly but for some specific
purpose) and so, because of this, the null hypothesis that there is no
difference between two corpora can never be true (see Gries 2005
for a response). It will be clear from these arguments that there are
complex issues surrounding the use of inferential statistical tests.
This is not a reason for dispensing with them, however. Rather, it
is important to be aware of the potential limitations of particular
tests and to consider (and report) the impact that these might have
on your results.

. To convert N to log, using a scientific calculator, first find the In

(= natural logarithm) of N. Do this by typing N, pressing the In
key and saving the result. Now find the /n of 2 by typing Iz 2. Save
the result. Now divide the [z of N by the [z of 2. For the example
of said in Hemingway, N = 7.65, In = 2.03 and the In of 2 = 0.69.
Hence, the log, of 7.65 = 2.93. Numerous log base calculators can
be found online.

. This consists of 222,541 words of twentieth-century prose fiction.
. N.B. This is not to suggest that ignoring proper nouns is always rec-

ommended; research questions pertaining to address and reference
forms, for example, would require proper nouns to be considered.
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Cognition, character and corpus stylistics

6.1 Introduction

In Chapters 2 to 5 we outlined the methodological principles and
primary analytical methods of corpus linguistics, explaining how these
can be applied in the service of stylistic analysis. The next four chapters
illustrate how corpus methods can be employed in particular areas
and sub-fields of stylistics. To this end, this chapter considers how
corpus-based stylistics can be used to support the cognitive stylistic
analysis of characterisation in TV and film drama. In particular, we
explore how corpus methods can be used to investigate the impact on
characterisation of intralingual subtitling. Intralingual subtitling refers
to the practice of providing subtitles in the same language as the orig-
inal dialogue in a film or TV programme (cf. interlingual subtitling,
which is the process of translating dialogue into a different language).
Since the primary purpose of intralingual subtitling is to make TV and
film accessible for deaf and hard-of-hearing viewers, it is important to
ensure that the viewing experience for subtitle users is as close to that
of hearing viewers as possible. And since characterisation is partly a lin-
guistic process, this inevitably necessitates some consideration of how
linguistic indicators of characterisation in dialogue are transferred to
the corresponding subtitles. The case study in this chapter shows how
corpus methods can be used to study the extent to which this happens.
We argue that using corpus stylistic techniques for this purpose has a
potential practical value, in that insights arising from such analyses can
be used to inform the improvement of subtitling practices. We illustrate
this through a case study of characterisation triggers in the 1979 BBC
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TV series Tinker Tailor Soldier Spy (Hopcraft 1979; our reasons behind
this choice of text are explained in full in section 6.4). In particular,
we discuss how to deal with low frequency items in a corpus analy-
sis, stressing the importance of qualitative stylistic analyses of samples
from the corpus. Consequently, our analysis combines quantitative and
qualitative methods and is informed by an influential cognitive stylistic
model of the characterisation process.

What this chapter also does is demonstrate a different analytical
approach to null hypothesis significance testing. In the case of Tinker
Tailor Soldier Spy, we know from the outset that there are differences
between the dialogue and the subtitles. And we know that these dif-
ferences are the result of decisions made by the subtitler. What we
concentrate on in our case study is effect size, in order to determine the
scale of such differences. Our case study demonstrates one aspect in
particular of corpus stylistic research, namely the application of stylistic
frameworks in the qualitative analysis of corpus-derived data.

We begin by outlining the cognitive stylistic model of characterisation
that we utilise in our case study. We then discuss the subtitling process
in general terms and explain the constraints on subtitling that necessi-
tate modifications being made to the original dialogue. These include
reading speed, software restrictions and pragmatic issues. In particular
we consider the stylistic effects of any such changes on characterisation.
Having done this, we then move on to our case study, explaining first
the reasons behind our choice of data before summarising some of the
literary critical commentary on character in the TV version of Tinker
Tailor Soldier Spy. We then explain the process of data preparation and
the analytical method we employ to compare subtitles with dialogue.
Ultimately, we argue that corpus stylistic analysis is a useful supplement
in the design of subtitles, offering as it does a means of evaluating the
likely impact of particular subtitling decisions.

6.2 A cognitive stylistic approach to characterisation

The prevailing view within stylistics is that characterisation (the process
by which we comprehend and conceptualise characters as we read)
is best explained by reference to how we perceive real people. This
assumption is at the heart of all cognitive stylistic theories of character-
isation (e.g. Culpeper 2001; Schneider 2001; Stockwell and Mahlberg
2015). We will focus here on Culpeper’s (2001) model of characterisa-
tion, since in our view the nature of its composition makes it particu-
larly open to being used in conjunction with corpus methods. (In fact,
Schneider 2001 offers a very similar model, developed independently of
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Culpeper’s.) We will describe the model first before considering some of
the criticisms that have been levelled against it.

Culpeper (2001) argues that characterisation is a result of both top-
down and bottom-up processing. Top-down processing in this case
refers to the practice of using schematic knowledge to formulate an
impression of character. The concept of a schema originates in the
work of Bartlett (1932), which was later developed by, among others,
Minsky (1975), Schank and Abelson (1977) and Rumelhart (1984).
Essentially, a schema is a structured element of world knowledge,
derived from experience and stored initially as episodic memory before
being abstracted into semantic memory. Schemas can pertain to places,
events, actions and, crucially for characterisation, people (see Eysenck
and Keane 2010 for a general summary of schema theory, and Jeffries
and Mclntyre 2010 for stylistic applications). Culpeper explains that
our ‘knowledge of real life people is our primary source of knowledge
used in understanding characters’ (2001: 87) and that, consequently, the
schematic information on which we draw to comprehend characters has
often been gained through real-life experiences. For example, important
social knowledge in the creation of impressions of characters includes
(1) the social categories to which people belong, such as their social role
and social group (sex, class, age), and (2) the social schemata associated
with membership of social categories (Culpeper 2001: 75-9). Though
it is true that much characterisation is based on our encounters with
real people, it is important to note that not all schemas are based on
direct personal experience or on real-life encounters. Indeed, our prior
experience of fiction is key to the formulation of schematic knowledge
about character types. For example, Tinker Tailor Soldier Spy (Le Carré
1974) is, as the title suggests, a spy novel. Anyone sitting down to read
the novel for the first time will be aware of this and, as a consequence
of the back cover blurb, will know that the central character, Smiley,
is himself a spy. Most readers, then, will draw on their existing schema
for a spy as they begin to read, in order to formulate an impression
of the character of Smiley. However, as most readers are unlikely to
have had personal encounters with spies, these schemas will most likely
have been developed as a consequence of reading books and watching
films. Depending on what this fictional experience has been, a reader’s
schema for a spy may constitute anything from the chauvinistic alpha
male of Ian Fleming’s James Bond stories to the down-at-heel deadbeat
protagonist of Le Carré’s The Spy Who Came in from the Cold (1963).
The reader who expects a spy in the mould of Bond, however, will
quickly realise that Smiley’s character is entirely at odds with that of
Fleming’s suave secret agent. At this point, the reader’s schema for a
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spy will need to be adapted (‘tuned’, in Rumelhart and Norman’s 1976
term). This tuning happens as a result of bottom-up processing.

Bottom-up processing refers to the procedure of taking information
about character from linguistic cues in the text itself. These cues may
come from the author or the character and, in the case of the latter,
may be explicit or implicit. Authorial cues are found most obviously in
character names (and, in the case of scripts, in stage/screen directions
that describe characters). For example, we might observe an aptro-
nymic element to the surname Bland (Roy Bland is one of Smiley’s
ex-colleagues in Tinker Tailor Soldier Spy). Conversely, we might note
that the surname Smiley is at odds with Smiley’s quiet and studious
character, and that consequently there is a degree of irony attached to
the name which functions as a further characterising device.

Character cues, on the other hand, are linguistic triggers of charac-
terisation that appear to come from the characters themselves. Such
characterisation information may be explicit and self-directed, as when
a character explains something intrinsic to their personality in a direct
fashion. Alternatively, it may be explicit and directed at other char-
acters, as when Smiley mutters to himself of one of his compatriots,
‘Roddy’s such a windbag’ (Le Carré 1974: 24). Of course, as Culpeper
notes, ‘the validity of presentation may be affected by strategic con-
siderations’ (2001: 168). That is to say, characters might have ulterior
motives for saying what they say about themselves or other characters
in certain situations, and this might well lead the reader to interpret such
cues with a degree of scepticism or even to discount them altogether.
Culpeper explains, though, that in the case of other-presentation, we
have a tendency to ‘underestimate the impact of contextual factors’
(2001: 171), preferring to take at face value what is said about others.
This is known as the fundamental attribution error (Ross 1977, cited in
Culpeper 2001: 171).

Unlike explicit cues, implicit characterisation triggers convey char-
acter information by a combination of association, connotation and
implicature. Culpeper (2001) provides the following list of linguistic,
paralinguistic and non-linguistic features which can serve as character-
ising devices:

e conversational structure

* conversational implicature

e (im)politeness

e lexis (e.g. Germanic vs Latinate; lexical richness; surge features;
social markers; keywords)

e gsyntactic features

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

e accent and dialect

e verse and prose

e paralinguistic features

e visual features (kinesics, appearance)
® context.

Conversational structure takes into account phenomena such as
turn-taking, the distribution of turns in a conversation, and topic
control, and can be indicative of power and status. Conversational
implicature (Grice 1975) refers to the conveying of implied meaning by
flouts of the maxims of quality, quantity, relation and manner. A char-
acter who constantly flouts the maxim of manner may, for instance,
be seen as pompous and self-important, in contrast to characters who
observe this maxim (though there is no straightforward fit between
breaking conversational maxims and particular characterising effects;
rather, such effects arise as a consequence of a complex interplay of
behaviours). How characters deal with face-threatening acts (Brown
and Levinson 1987) through linguistic (im)politeness can also have
clear ramifications for characterisation.

Features of accent and dialect may be conveyed through voice quality
in performance or orthography in the case of texts, with consequent
importance for the portrayal of particular identities. The same is true
of verse and prose (consider, for example, how verse is often associated
with upper-class characters in Shakespearean drama, while prose is
spoken by the lower-class characters). Paralinguistic elements, such as
non-fluency features, loudness and voice quality (which can be indicated
textually via stage directions, for example), can lead to impressions
about emotional states and personality, as can visual features. And
context shapes the particular impression of a character that may be
gained from the manipulation of any or all of the above features.

Of the above list of characterising features, perhaps the most applica-
ble to a corpus study is lexis. The characterising effects of lexical choice
arise from a range of sources, including etymology (e.g. whether a word-
form is Germanic or Latinate, the latter perhaps seen as more complex
and therefore evocative of a particular educational level), lexical rich-
ness (which can be indicated by, for example, type-token ratio), and
terms of address (which can be indicative of power and status). Also
considered by Culpeper are lexical items that relate to emotions, feel-
ings and moods (and that are indicators of what Culpeper terms per-
sonal affect). These are what Taavitsainen (1999: 219-20) calls ‘surge
features’, which she glosses as ‘outbursts of emotions’. These include
‘exclamations, swearing, and pragmatic particles’ (Taavitsainen 1999:
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219-20). Exclamations might signal emotions such as regret, disdain or
surprise, while swearing may signal anger or frustration. Pragmatic par-
ticles (also known as pragmatic markers, discourse markers, or implicit
modifiers) include such word-forms as well, why and what (Culpeper
2001: 192) and may express, for example, surprise or indignation.

Culpeper’s (2001) model of the characterisation process suggests that
it is a cyclical combination of top-down and bottom-up processing.
Schematic knowledge and textual cues (drawn from both the surface
structure of the text and the textbase, i.e. the text’s propositional
content) are combined to form a situation model, in which is located
our impressions of character. This is a necessarily brief summary of the
model; see McIntyre (2014) for a more detailed outline, and Culpeper
and Mclntyre (2010) and McIntyre and Culpeper (2010) for stylistic
applications of it.

While Culpeper’s model of characterisation has been influential within
stylistics, it has not been without its critics. Stockwell and Mahlberg
(2015: 131), for example, note that it idealises the reading process by
presuming some kind of model reader. We would argue against this
view on the grounds that the cyclical nature of the model is such that
it is adaptable to a broad range of readers and reading experiences.
Nonetheless, we would agree with Stockwell and Mahlberg’s (2015:
131) point that the top-down element of the model suffers from the same
problems associated with schema theory itself, including definitional
vagueness and a lack of empirical evidence to support the concept as it
currently stands (see Sadoski et al. 1991 for a summary of these issues).
Additionally, we have ourselves noted elsewhere (McIntyre 2014) that
Culpeper’s (2001) distinction between authorial and character cues
skews the model towards a humanising approach to characterisation,
despite the fact that Culpeper’s intention is to avoid the worst excesses
of both the humanising and de-humanising approaches to character
(Culpeper 2001: 9). Despite these problems, the value of the model for
our purposes is that the list of textual indicators of characterisation
essentially works as a checklist of characterising devices. We explain
how this is useful to the study of characterisation via subtitles in the
next section.

6.3 Constraints on subtitles

In recent years, intralingual subtitling for the deaf and hard of hearing
has increased exponentially (Diaz-Cintas and Remael 2007: 15).
Subtitles for the deaf and hard of hearing (SDH), or closed captions
as they are also known, are now particularly common in the television
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industry. This increase in popularity is in many cases the result of
legislative requirements. In the UK, for example, the BBC is required to
subtitle 100 per cent of its programme content, with other commercial
channels having only a slightly lower target (90 per cent for ITV1 and
Channel 4, and 80 per cent for Five; Ofcom 2015: 11).

One of the difficulties with subtitles of all kinds (i.e. intralingual and
interlingual) is that in translating from one medium into another (i.e.
from speech into writing), certain elements of the original dialogue
inevitably have to be altered. The restrictions of the written form, not
to mention technical limitations, thus have the potential to affect both
pragmatic and semantic meaning as speech is rendered into subtitles.
Pérez-Gonzalez summarises the difficulties associated with what is, in
effect, multimodal translation:

Commercial subtitling conventions do not allow mediators
to spatialize, localize or give depth to diegetic voice. Speech
is subtitled uniformly throughout a whole film or television
drama, with translators making no attempt to recreate in their
subtitles the occasional changes in the volume of utterances or
in the physical distance between the speaking character and
fellow diegetic characters or viewers — as realized through the
use of close-up or long shots. Although ‘[sJound-based prosodic
features such as variations in tone of voice, pitch (intonation),
loudness (stress), rhythm and speed, will modulate words and
in certain cases even change their meaning to degrees that might
imply irony and contradiction’ (Neves 2005: 221), they are
routinely ignored by commercial subtitlers, on the grounds that
viewers have direct access to the relevant prosodic features in
the original soundtrack (Diaz-Cintas and Remael 2007). By
contrast, when subtitling for Deaf [sic] viewers, mediating these
para-verbal means of speech is crucial. The semiotic contribu-
tion of prosodic features, conveyed exclusively along the acous-
tic channel, must then be acknowledged through the insertion
of bracketed annotations in the subtitles — which amounts to
an inter-modal transfer of acoustic information into visual cues
assisting Deaf [sic| viewers to successfully interpret audiovisual
texts. (Pérez-Gonzalez 2014: 202-3)

While some advances have been made in the area of creative subtitling
(McClarty 2014), it is indeed the case that most subtitlers disregard the
multimodal elements of communication. Undoubtedly, the key reasons
for this are the time pressures that subtitlers work under and the limited
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financial remuneration they receive. As Pérez-Gonzalez (2014) points
out, though, the problem of multimodal translation is particularly acute
in SDH, where it is not only the dialogue that has to be subtitled but
other meaningful acoustic features too, including sound effects. Aside
from the linguistic difficulties associated with this task, what exacer-
bates these problems is a series of practical issues that act as constraints
on what can feasibly be handled in a subtitle. In essence, these are
spatial restrictions and temporal restrictions.

While spatial restrictions were originally a consequence of software
limitations, nowadays most subtitling software allows for subtitles of
any length and font size (notwithstanding practical constraints such
as screen width). Spatial restrictions, then, are no longer primarily
a consequence of technical constraints but are instead tied closely to
temporal restrictions. Here, the primary issue is reading speed. The
average for adults is generally taken to be somewhere between 150
and 180 words per minute (wpm; Wallot et al. 2014 report an average
of 174.3 wpm with a standard deviation of 34.3 for silent reading).
According to de Linde and Kay (1999: 11), this is approximately 66
per cent of the average speaking speed, meaning that each subtitle
must be reduced by around one third compared with its counterpart
dialogue. In practice, it is difficult to determine a precise number
of characters per line for subtitles since, as Diaz-Cintas and Remael
(2007: 23-4) point out, some letters take up more space on a line
than others (compare, for instance, / and w). Nonetheless, taking into
account reading speed, common practice in subtitling is to use around
35-40 characters per line. These spatio-temporal constraints necessi-
tate some reduction in the original dialogue, especially in the case of
SDH where it is also necessary to incorporate non-linguistic elements
of sound. The question, then, is what elements of the original dialogue
can be dispensed with.

Advice in the literature on audiovisual translation is relatively
sparse, and that which does exist is often not supported by empirical
evidence, as Diaz-Cintas and Remael (2007: 149) admit (see Mclntyre
and Lugea 2015 for a critique of such advice). What has been observed
in numerous studies, however, is that linguistic elements that convey
what Halliday and Matthiessen (2004) term ideational meaning have
a tendency to be preserved at the expense of those linguistic features
which convey interpersonal and textual meaning (de Linde 1995;
Gottlieb 1992). The problem here is that it is interpersonal meaning
that is often key to character development, and if these elements of
dialogue are deleted, then their associated characterising effects are
likely to be lost. This is a problem that has not received a great deal
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of attention in the literature on subtitling. Indicative of this is the fact
that Pérez-Gonzalez’s (2014: 202-3) lengthy critique of the failings of
commercial subtitling makes no mention of the issue of translating sty-
listic features of dialogue into corresponding subtitles. Luyken (1991),
however, is clear that methodological techniques from linguistics are
needed in order to assess the effects on plot and characterisation of
cuts in the dialogue.

Perhaps in response to this, in recent years the use of corpora in
audiovisual translation studies has become more popular. Nonetheless,
such corpus linguistic studies have tended to be focused primarily on
interlingual translation (e.g. Balirano 2013; Freddi 2013; Calzada Pérez
2018), with particular attention paid to dubbed dialogue rather than
subtitling. Where subtitle corpora have been constructed, this is often
in pursuit of the development of training data for machine translation
(e.g. Bywood et al. 2013). Corpus studies that aim to tackle primarily
stylistic issues in intralingual subtitling are rare. It is this lack that is the
impetus for the case study in the next section.

6.4 Case study: subtitling and characterisation in Tinker Tailor
Soldier Spy

Tinker Tailor Soldier Spy began life as a novel by the British author
John Le Carré. Published in 1974, the book was critically acclaimed
(see, for example, the review by Locke 1974), leading in 1979 to a
seven-part BBC television adaptation by the well-known British screen-
writer, Arthur Hopcraft. Our analysis is of the dialogue from Hopcraft’s
scripts and the associated subtitles found on the DVD of the BBC series
(Tinker Tailor Soldier Spy 2003). Our choice of this series as an object
of study stems in part from its critical acclaim, specifically the recogni-
tion by critics of the importance of character to the drama. Given that
characterisation has been acknowledged as a significant element of the
success of the series, we wanted to see to what extent characterisation
triggers were also present in the subtitles. Our analysis focuses in par-
ticular on the central character, the retired spymaster George Smiley.
We begin with a plot synopsis and summary of Smiley as a character.
We then consider critical commentary on the performance of Alec
Guinness, the celebrated British actor who portrayed Smiley in the BBC
series. Following this, we explain how we created corpora of dialogue
and subtitles, before going on to demonstrate what a corpus stylistic
analysis reveals about differences in characterisation between the two
datasets. Finally, we consider what our case study suggests about the
potential for integrating cognitive and corpus stylistics.
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6.4.1 Plot, character and critical plaudits

The British secret service, known informally as ‘the Circus’, has a
Russian mole — a double agent — right at the heart of its operations.
The head of the Circus (known as Control) is sure of this but does not
know who the mole is. However, he has narrowed his search down to
five suspects: Percy Alleline, Bill Haydon, Roy Bland, Toby Esterhase
and George Smiley. Control gives these suspects the codenames Tinker,
Tailor, Soldier, Poorman and Beggarman respectively. Control believes
that Stevcek, a Czech artillery general (codename Testify), is ready to
reveal the identity of the mole (codename Gerald). Consequently, he
dispatches his most trusted operative, Jim Prideaux, to Czechoslovakia
to meet Stevcek. However, the meeting is a trap and Prideaux is shot
and captured by the Russians. Within a few months of the opera-
tion, Control is dead from natural causes, having been forcibly retired;
Smiley and others have also been ‘retired’, and Percy Alleline is the new
head of the service.

At this point, Ricki Tarr, a British agent thought by the service to
have vanished, makes contact with his handler, Peter Guillam, a protégé
of Smiley’s. Tarr claims to have evidence of a double agent currently
operating within the Circus. Guillam informs Oliver Lacon, govern-
ment under-secretary with responsibility for intelligence, of Tarr’s claim.
Lacon, who had previously dismissed Control’s fear of a mole, now
comes to believe that Control was right all along. Smiley, having retired,
is now above suspicion, and so Lacon tasks him with identifying the
double agent. Smiley carries out his operation in secret and after a pains-
taking investigation is finally able to uncover the identity of the mole.

Like its source novel, the 1979 BBC adaptation of Tinker Tailor
Soldier Spy attracted considerable acclaim. It was nominated for ten
BAFTA (British Academy of Film and Television Arts) awards, winning
two.! One of these was for Alec Guinness, who was awarded the 1980
Best Actor BAFTA for his role as George Smiley. Guinness’s perfor-
mance is widely acknowledged to be a masterclass in screen acting.
Denby (2012), for example, notes that ‘[h]is performance is one of the
great literary-cinematic creations of the post-war era, an actor’s mas-
terpiece’, while Le Carré himself said, ‘we could not have had a better
Smiley’.? What Denby and other critics have pointed to in particular is
Guinness’s capacity for conveying the defining characteristics of Smiley.
Commenting on this, Denby says:

Guinness’s Smiley is circumspect yet fearless. As Guinness plays
him, shading his rounded, musical baritone into infinite tonal
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varieties, Smiley is bland and quizzical, except when he has
to be direct and masterful; silent, except when he absolutely
needs to speak; vague about what he believes, except when he’s
roused by some expression of cynicism to defend patriotism and
loyalty. (Denby 2012)

Further summarising Guinness’s portrayal of Smiley’s character, Denby
explains that ‘[h]le seems the ultimate in equanimity, purpose, and
effectiveness [...] He’s so mild and polite — never getting excited, never
rushing — that it takes even us, his intimates, quite a while to realize
how driving and single-minded he is’ (Denby 2012). In our analysis in
section 6.4.3, we explore the extent to which these characteristics are
realised linguistically in both the dialogue and the subtitles.

6.4.2 Data preparation

Our data comprises the seven episodes of the original BBC series of
Tinker Tailor Soldier Spy in DVD format. To convert these into a
corpus we first extracted the subtitles from the DVDs using the freeware
package SubRip.> We then converted the subtitles into .txt files. Next,
we compared the subtitles with the actual dialogue, by closely watching
each of the seven episodes and manually recording the differences (in
.doc files) between the subtitles and the words spoken by the actors.
We created three files for each episode: file #1 was a .txt file containing
the ripped subtitles; file #2 was a .doc file recording the additions and
deletions using Word formatting; and file #3 was a .txt file containing
the final version of the dialogue.

In addition to analysing the dialogue and subtitles for the whole series,
we also wanted to be able to examine Smiley’s dialogue in particular.
To extract this from the files we had prepared, we inserted mark-up to
indicate character identity into both the subtitle and dialogue files, as in
the example in Figure 6.1.

We consulted the original scripts for the series in order to speed up
the process of identifying Smiley’s lines of dialogue.* Figure 6.2 shows
a page from the original script. It will be clear from the formatting,
the handwritten additions, and the poor type quality why ripping the
subtitles and revising these to reconstruct the spoken dialogue was a
preferable option to OCR-scanning.

<Smiley> Pll slip out that way, if you don’t mind. </Smiley>

Figure 6.1 Example mark-up of character names in the subtitle and dialogue
files for Tinker Tailor Soldier Spy
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Figure 6.2 Page from Arthur Hopcraft’s draft script for Tinker Tailor
Soldier Spy

Having inserted character mark-up, we then used Multilingual Corpus
Toolkit (Piao et al. 2002), a freeware package for corpus analysis, to
extract Smiley’s dialogue into a separate .txt file, from which we then
removed the mark-up (see Box 6.1).

Ultimately, we produced four corpora in total:

EBSCChost - printed on 2/10/2023 6:55 AMvia . All use subject to https://ww.ebsco.coniterns-of -use



. TTSS-Di (original dialogue for the whole series).
. TTSS-Sub (subtitles for the whole series).

. TTSS-Di-Smiley (original dialogue for Smiley).

. TTSS-Sub-Smiley (subtitles for Smiley).

S WIN -

We then used Wmatrix to analyse the corpora, paying particularly
attention to those features that are present in the dialogue but absent
from the subtitles.

Box 6.1 Using Multilingual Corpus Toolkit to
manipulate annotated data

Multilingual Corpus Toolkit (MLCT) can be downloaded from <https://
sites.google.com/site/scottpiaosite/software/mict>.  MLCT  provides
similar analytical functions to most other off-the-shelf corpus analysis
software but in addition offers useful mechanisms for compiling corpora
(e.g. web scraping) and for text manipulation (which we used to extract
Smiley’'s dialogue and subtitles from our whole corpora). The software
requires some knowledge of regular expressions (see Friedl 2006), which
are essentially complex wildcards for defining specific search patterns.
While we cannot make our Tinker Tailor Soldier Spy corpora publicly
available, here are the steps we took to extract Smiley's dialogue from
the TTSS-Di corpus as a whole.

|. Open MLCT and upload the TTSS-Di corpus by clicking File and
Open in Left Window.

[ : e e =
Fle View Tods LexTools Concordance  Help
o[~ rmes tewRoman [Fel~] [ <]

N [@]&] [@ ]

(COUGHS) é
(DISTANT TELEPIIONE RINGS)
[Right... we shall start

[Has he called yet?
No. Six mimtes to go et. Control

(PHONE RINGS)
(INSERTS MONEY)
(MAN) Will you speak up, please?

(City Removers here. | believe you wanted an
lestimate.

Youse always welcome. L

Status Bar

2. Insert <Smiley>*?</Smiley> into the search bar above the left window.
The characters between the tags constitute a regular expression that
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essentially tells MLCT to extract every character that occurs between
the angle bracket mark-up.

3. Click the anchor icon to the left of the search bar. MLCT will extract
all the text between the predetermined tags to the right window, from
which they can be copied and saved as a separate .txt file.

G oo = Gl EpeoteT ey L g wndom S Uncted 7= o
Fie View Tools LexTodls Concordance Help

[ascn | [rimes New Roman [~]s]~] [ [engisn [+
i s (B8] =N
(COUGHS) |<Smiley>Barabbas was a bookseller.</Smiley> |
1

0D

y>T1 sip out that way, i you don't mind </Smilley>
ello, Roddy. Nice to see you </Smilley>
ddy. I've retired </Smiley>

(DISTANT TELEPHONE RINGS)

[Right . we shall start

[Has he called yet?

No. Six minutes to go yet, Control
> If you insist <Smiley>
o' know. That's the point about secrets.</Smiley>
(PHONE RINGS)

Al long llness, tsough most of which be continued 1o work. Besides, He hated
Ground </Smiley>
ly as a...</Smiley>

(INSERTS MONEY) ISor

v>1 cannot help you</Smiley>
y>Roddy, Please stop this!</Smiley>

u'ze ot of my depth, trly. </Smiley>

y>No, thank you. 1.1 think We've finished now.</Smiley>

y>You featherhead, Martindale! You pompous, bogus, gossiping old featherhead! Roy Bland is not redbrick. He was at St Antony's College, Oxford </Smiley>
ot mine, thank you </Smiley>

(MAN) Will you speak up, please?

(City Removers here. I believe you wanted an
lestimate.

Jajom] e ]

Vou'se always welcome. L

Biccla]

6.4.3 Quantitative and qualitative corpus stylistic analysis

The first stage of our analysis was to work out how much difference there
is between the subtitles and the actual dialogue. Using Microsoft Word,
we counted the number of alphanumeric characters in the corpus con-
taining just the subtitles (TTSS-Sub), and in the corpus containing the
actual dialogue (TTSS-Di). Comparisons at the character level (rather
than the word level) were made between these two corpora. We opted
to count characters in order to account for all the changes we made.
That is to say that counting characters captures changes in situations
where, for example, the subtitles show a character saying Czech, but
the character actually says Czechoslovakian. If word counts were used,
this sort of difference would not be captured. Furthermore, changes to

Table 6.1 Character counts for subtitles and actual dialogue in Tinker Tailor
Soldier Spy

Part1 Part2 Part3 Part4 Part5 Parté6 Part7

Subtitles 14,368 16,487 17,910 14,548 14,406 14,004 12,291
Actual dialogue 15,502 17,974 18,987 15,728 15,424 14,841 12,504
Difference 1,134 1,487 1,077 1,180 1,018 837 213
% change 7.89  9.02 601 811 7.07 598 1.73
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punctuation are also captured using character counts. Table 6.1 shows
the numbers of characters in the subtitle files, and the numbers of
characters in the files containing the actual dialogue. It also shows the
difference in character counts between the two files.

As per the constraints on subtitling discussed in section 6.3, it is no
surprise that the character counts for dialogue are higher than those for
subtitles. It is also fairly clear from the figures in Table 6.1 that Part 7 of
the drama is unusual when compared with the other episodes because
there are very few differences between the subtitles and the actual
dialogue. Possible reasons for this include the fact that this episode has
substantially less dialogue than the others.

The character counts make clear that there is, as expected, a differ-
ence between the dialogue and subtitle corpora. Our next step was to
carry out a keyness analysis to ascertain which lexical items were being
used less in Smiley’s subtitles than in his actual dialogue. To do this we
used Wmatrix to compare the subtitle file against the dialogue file and
generate a list of negative keywords. However, contrary to the conven-
tional way of using a keyness list, here we are not primarily concerned
with log-likelihood values. The reasons for this are (1) the number
of items for comparison is very small and therefore a log-likelihood
test is potentially unreliable, and (2) we are chiefly concerned with
the interpretative significance of characterising cues. That is, what we
wanted to know at this stage was whether those lexical features in the
dialogue corpus deemed by Culpeper (2001) to have a characterising
function are present or absent in the subtitle corpus. In order to limit
the amount of data for analysis, we used log ratio to sift our results.
We required a frequency in the subtitle corpus of more than 1 and a log
ratio (LR) score of 1. This generated two results, shown in Table 6.2.

Figure 6.3 shows a concordance for obh in TTSS-Di (the dialogue
corpus) while Figure 6.4 shows a concordance for obh in TTSS-Sub (the
subtitle corpus).

What we can observe from Table 6.2 is that oh is used twice as much
in the dialogue corpus as it is in the subtitle corpus. The next step is to
consider the functional effects of ob in order to determine the potential
impact of its lower level of use in the subtitles.

Table 6.2 Negative keywords in TTSS-Sub (frequency in subtitle file >1;
log ratio >1)

Item 01 %1 02 %2 LL LR

oh 7 0.11 14 0.22 2.31 -0.99
1_suppose 2 0.03 4 0.06 0.66 -0.99
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not mine, thank you. Goodnight, Roddy. Goodnight.
thank you. Goodnight, Roddy. Goodnight. Oh, damn!
r. Does Lacon have any particular title nowadays?

I do. And you? All goes well with you?

and, Toby Esterhase. Three of them. And Alleline.

of people who’ve been cleared in that way?

Got all you need? Yes. Well, why not, Peter?

? And That’s why they sacked you? For fibbing?

he say how he came by it? Anything else?

Esterhase. It wasn’t. Thank you, Jerry. But good.
senior men walks in. We’ll call him Gerald.

month into a Swiss bank, according to the file.

magic circle. There are two of them and Alleline.

be a matter of a day or two now.

Oh, damn! Oh... damn! Peter? Well, you’re not me,
Oh... damn! Peter? Well, you’re not me, Peter. And
Oh, I think I manage very well, thank you. Yes,

Oh, very good. Very bonny, thank you. Of course |
Oh I quite understand your dilemma. With Bill Hayd
Oh, Are you off? You won’t forget Prideaux, will
Oh, yes. I told you he’d been clever. A

Oh, I couldn’t convince them I wasn’t involved.

Oh Come on, Jim, I'm not going to weaken

oh Come on, Jerry, out with it. Did Toby say

oh It’s just a name. Gerald says, ?Percy, I’

Oh Yes, Tobys, this is official. There came the day
Oh, yes. Karla really did bring off the perfect fi

Oh... Why? When? How? What medals? Quite a lot to

Figure 6.3 Concordance of ob in TTSS-Di

not mine, thank you. Goodnight, Roddy. Goodnight.
thank you. Goodnight, Roddy. Goodnight. Oh, damn!
r. Does Lacon have any particular title nowadays?

I do. And you? All goes well with you?

Got all you need? Yes. Well, why not, Peter?

magic circle. There are two of them and Alleline.

be a matter of a day or two now.

Oh, damn! Oh... damn! Peter? Well, you’re not me,
Oh... damn! Peter? Well, you’re not me, Peter. And
Oh, I think I manage very well, thank you. Yes,

Oh, very good. Very bonny, thank you. Of course |
Oh, yes. I told you he’d been clever. A

Oh, yes. Karla really did bring off the perfect fi

Oh... Why? When? How? What medals? Quite a lot to

Figure 6.4 Concordance of ob in TTSS-Sub

The first point to note is that ob is a discourse marker and therefore
constitutes what Culpeper (2001) terms a surge feature. It is, then, a
potential characterising element of language. Schiffrin (1987) defines
discourse markers as indicating sequentially dependent units of dis-
course. Fraser explains that ‘they signal a relationship between the
interpretation of the segment they introduce [...] and the prior segment’
and goes on to note that they have ‘a core meaning, which is procedural,
not conceptual, and their more specific interpretation is “negotiated”
by the context, both linguistic and conceptual’ (1999: 931). In this
respect, discourse markers have an interpersonal metafunction which,
as Mclntyre and Lugea (2015) point out, makes them potentially signif-
icant as characterising devices.

Corpus studies of oh have shown it to have a wide range of mean-
ings. For example, Aijmer’s (1987) study of the London-Lund Corpus
of Spoken British English identifies the following as just some of the
functions associated with ob:

To signal surprise.

® To indicate that what the speaker has just heard is new informa-
tion to them.

To express disappointment, annoyance and frustration.

To indicate the speaker’s doubt in something they have just

heard.
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e To introduce a vague or partial answer.

e To indicate that the speaker disputes something they have just
heard.

e To acknowledge a correction issued by an interlocutor.

® To indicate that no importance should be attached to the
speaker’s answer.

e To signal evaluation.

e To signal acceptance.

e To signal endorsement.

e To signal a qualification.

e To convey politeness.

The concordance of oh in Figure 6.3 suggests Smiley’s use of the discourse
marker to fulfil a range of these functions. For example, in response to
his colleague Peter Guillam’s incredulous question, ‘And that’s why
they sacked you? For fibbing?’, Smiley replies, ‘Oh, I couldn’t convince
them I wasn’t involved.” The function of o in this example would seem
to be to indicate an unwillingness to give a full explanation, that is, to
introduce a deliberately vague answer (note how this is consistent with
Smiley’s status as a spymaster). And in response to a barbed question
about whether he is enjoying retirement (from someone instrumental in
forcing him out of a job), Smiley says, ‘Oh, I think I manage very well,
thank you.” The ob in this case would seem to be a politeness marker,
demonstrating a refusal to be needled by the question.

Despite the value of corpus studies such as Aijmer’s (see also Erman
1987; Jucker 1993), they are inherently descriptive in nature. Tests of
how listeners actually interpret discourse markers are, as Fox Tree and
Schrock (1999) point out, rare. Furthermore, the problem with enu-
merating the potential functions of discourse markers through corpus
studies is that it becomes difficult to determine an underlying pattern
to their usage. For this reason, Fox Tree and Schrock (1999) adopt
Heritage’s (1984) suggestion that what binds the above list of func-
tions together is that ob indicates that the communicative exchange is
undergoing a change of state. For example, using ob to acknowledge
a correction made by your interlocutor indicates that you have regis-
tered and understood that the situation is in fact different from what
they initially suggested. Fox Tree and Schrock (1999) use Heritage’s
(1984) proposal as a hypothesis which they test through a series of
experiments. One such experiment involves playing participants a
series of recordings of naturally occurring conversation in which the
discourse marker obh occurs numerous times. One such example was
the following;:
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And they started talking about — 0h he asks her about um her
having bought a house. (Fox Tree and Schrock 1999: 285)

For each conversation, one of the ohs was preselected by the researchers
for study. However, some of the recordings were then edited to remove
the ob in question. Prior to hearing a recording, participants were given
a target word to listen out for in the recorded conversation. This was
the first content word appearing after the selected discourse marker
which did not also appear before the ob. Participants then listened to
the recording and were asked to press a response button if and when
they heard the target word. The results of the experiment showed that
participants were roughly 62 ms faster at identifying a target word
when it followed a discourse marker than when it didn’t. Fox Tree
and Schrock (1999: 288) argue that the results of this and their other
experiments confirm the claims in the literature that the use of ohb
reduces the capacity for confusion with regard to the following dis-
course. Additionally, they claim that this faster response time supports
the notion that listeners recognise oh as an indicator of a change of state
and therefore listen more carefully to what comes after it.

If we now consider the use of ob in the corpus of Smiley’s subtitles,
what we can observe is that its absence from some of the subtitles is
potentially problematic. Here, for instance, is an example of how the
omission of oh affects the pragmatic effect of Smiley’s reply (in the
examples that follow, square brackets indicate omissions in the subti-
tles while underlining indicates additions):

(Context: Oliver Lacon is explaining the circumstances that led
ultimately to Smiley’s forced retirement.)

Lacon My Minister and I felt there had been [gross]
incompetence on the part of Control. [We wanted a
new broom.] A view which the Foreign Office shared|,
to put it mildly].

Smiley [Oh] I quite understand your dilemma.

(Tinker Tailor Soldier Spy, Episode 2)

In the dialogue, Smiley’s oh functions to indicate acceptance. In this
respect, it also functions as a politeness marker, since this is a response
to someone who had previously forced Smiley out of his job, therefore
there are plenty of contextual reasons for Smiley not to respond so
politely. Smiley gives the impression of being a rather mild character,
though this outward appearance belies the tenacity that has enabled
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him to be so effective as a spymaster. The use of oh works to convey
Smiley’s meek exterior, which is in contrast to his shrewd and persis-
tent actions. Omitting it from the subtitles results in this aspect of his
character no longer being conveyed. This is also an example of a case
where there are no spatio-temporal constraints that require the line of
dialogue to be shortened.

We can see similar effects in the use of ob in the other concordance
lines in Figure 6.3. Fox Tree and Schrock’s (1999) study also points
to the fact that oh indicates a disjunct between the information that
precedes the oh and that which comes after it. This again is in accord-
ance with the notion of ob as signalling a change of state. In the fol-
lowing example, for instance, Smiley is talking to another ex-colleague,
Jerry Westerby.

Westerby You won’t forget to give my love to Annl[, will you]?
One of the great marriages, always said so.
Smiley  [Oh] come on, Jerry, out with it. Did Toby say
something about Ann?
(Tinker Tailor Soldier Spy, Episode 5)

Smiley’s wife is widely known to have had a series of extramarital
affairs, suggesting that Westerby’s comment has an implicature of insin-
cerity. Smiley’s use of ob signals to Westerby that Smiley has changed
direction in the conversation and is no longer content to exchange social
niceties. Following Fox Tree and Schrock’s (1999) findings, without the
discourse marker, this meaning would be less likely to be picked up on
by Smiley’s interlocutor (and possibly, then, by the viewing audience).
The same effects can be observed in the lines {Oh] Come on.[, Jim, I'm
not going to weaken] I'll not buckle just because a Russian hood’s made
a joke about me’ and ‘[Oh] Yes, Toby, this is official.’

Our analysis so far has centred on the interpretative significance
of oh in Smiley’s dialogue, and the likely effects of its omission on
audience perceptions of his character. What we have shown is that the
omission of oh from the subtitles, while seemingly insignificant in prop-
ositional terms, is likely to be highly significant in terms of its effect on
the conveyance of interpersonal characterisation. There is an additional
consideration to be made, though, of the significance of oh, and this is
its effect on the comprehensibility of Smiley’s subtitles to the viewing
audience. What Fox Tree and Schrock’s (1999) findings also suggest is
that the use of oh serves to assist hearers in interpreting the discourse in
question. What we need also to consider, then, is that omitting oh from
the subtitles might well make the subtitles harder to interpret than if the
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discourse marker were included. Given that spatio-temporal constraints
on subtitling would still allow for the inclusion of oh in most instances,
it would seem that a better course of action would be to include it in
the subtitles.

The second item identified in Table 6.2 as underused (though not to
a statistically significant level) in the subtitle corpus is I suppose. Given
the cumulative effect of characterisation triggers, we might observe that
this example is of lesser significance than ob, since it occurs only four
times in the dialogue corpus. Omitting two of these instances in the
subtitles may not, then, seem particularly important. And given that
there are so few instances, we will not consider them here, particularly
since I suppose is not obviously a characterisation trigger according to
Culpeper’s checklist of bottom-up cues. However, this does raise the
question for corpus stylistic analysis of how to handle low frequency
items. It is, of course, important to remember that corpus stylistic anal-
ysis is not a purely quantitative pursuit. Statistical significance can point
to interpretative significance though there is no necessary correlation
between these two elements. Moreover, the results of a corpus search
should in most cases be used to motivate a qualitative analysis of a
sample of the corpus in question. In the case of low frequency items in
particular, it is important to look at their functions in context in order
to determine their potential stylistic significance. What we can observe
about I suppose is that it functions as a hedge and a possible polite-
ness marker. And while the difference in frequency of this utterance
between the dialogue and subtitle corpora is small, it points towards
the interpretative significance of hedges as characterising devices. To
investigate this, we will consider a low frequency item from Episode 1
of Tinker Tailor Soldier Spy that has a similar function to I suppose
but whose log ratio score indicates a larger effect size. A keyness com-
parison of the dialogue and subtitle files for Episode 1 reveals think to
be comparatively underused in the latter. As with ob, this difference is
not statistically significant though there is an associated log ratio value
of 1.47, indicating that think is used more than twice as often in the
dialogue as in the subtitles. Figures 6.5 and 6.6 show the concordances
for think in both files.

While there are only a few instances of think in the dialogue, and even
fewer in the subtitles, we cannot assume that this is therefore indicative
of a lack of interpretative significance. Certain elements of character
may indeed be fleeting as opposed to long-term, but this does not mean
that low frequency items are necessarily indicative only of transitory fea-
tures. Nor does it mean they are unimportant in characterisation terms.
To illustrate this, we will now consider the wider context surrounding
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h, truly . No, thank you .I...I think We ‘ve finished now . You featherhead
tal millionaire . Which He seems to  think explains everything . I ‘m so out of
particular title nowadays ? Oh,1 think I manage very well , thank you . Yes
at the day I sell it back to you .1 think after all We could trust this to th
t of my sopping shoes . And , alsoI think , make a pot of coffee . Me , Peter
buy a cottage , in the Cotswolds , I think. Steeple Aston sounds about right

Figure 6.5 Concordance of think in TTSS-Di

particular title nowadays ? Oh,I think I manage very well , thank you.
buy a cottage , in the Cotswolds , I  think . Steeple Aston sounds about right

Figure 6.6 Concordance of think in TTSS-Sub

just one of the instances of think, providing a qualitative stylistic analy-
sis of the impact on characterisation of omissions in the subtitles. While
think is not key statistically, it functions as a politeness marker and, as
a result, as a potential trigger for characterisation. Furthermore, its use
is in the context of a number of other potential characterising devices.
We have chosen an extract from Episode 1 because we can assume that,
this being the first episode of the drama, it has a particularly important
function in conveying the key characteristics of the principal characters.
The extract is also the first introduction to Smiley:

(Context: Smiley is in an antiquarian bookshop, in the process
of purchasing a book, when he notices an ex-colleague, Peter
Guillam, loitering outside.)

1. Smiley Barabbas was a bookseller.
2. Bookseller Mr Smiley, please. You’re making an
investment.

3. Smiley [T hope you’ll] [r]Remember that when [the
day] I sell it back to you.

4. Bookseller [Always] [a]A pleasure to do business with you,
sir. You always have a joke for me.

5. Smiley [I think after all] [w]We could trust this to the

Post Office.
6. Bookseller [Yes sir,] I'll send it on.
7. Smiley I’ll slip out that way, if you don’t mind.

8. Bookseller Not at all, sir.
(Tinker Tailor Soldier Spy, Episode 1)

In this scene, the viewer meets Smiley for the first time in what seems
to be an antiquarian bookshop, where he is writing a cheque. Turn
1 contains the first words uttered by Smiley in the drama, and even
though the extract begins in medias res they appear to flout Grice’s
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(1975) maxim of relation. The implicature generated by the biblical
reference to Barabbas (the thief freed instead of Jesus before his cruci-
fixion) is that Smiley thinks the bookseller is a thief, that is, that he is
charging too much for the book. This is a face-threatening act (FTA;
Brown and Levinson 1987) towards the bookseller’s positive face, but
is mitigated by the accusation being off-record and made via biblical
allusion. Smiley goes on to threaten the bookseller’s negative face in
turn 3. Here, however, there is a difference between the subtitles and
what Smiley actually says. In the subtitles, the FTA is not mitigated but
is issued in the form of an imperative. In the dialogue, Smiley mitigates
this negative face threat by saying that he hopes that the bookseller will
remember. In the dialogue, then, Smiley’s utterance does not have the
speech act force of a command. In turn §, Smiley asks the bookseller
to post the book to him, which is another threat to the bookseller’s
negative face, albeit relatively minor. In both the subtitles and the
dialogue the face threat is mitigated by the request being made off-re-
cord. In the dialogue, however, Smiley’s use of ‘I think’ mitigates the
threat further by increasing the indirectness of the request. Moreover,
‘after all” implies that the bookseller has already offered this service to
Smiley, prior to the point at which the scene begins. This implication
is lost in the subtitles as a result of the dialogue reduction. What
we can observe in this short extract, then, is that Smiley’s dialogue
presents him as being more polite and attentive to his interlocutor’s
face than the subtitles do. And as Culpeper (2001: 261) notes, (im)
politeness demonstrates the dynamics of the social relationship that
exists between characters. This in itself is indicative of character traits.
Consequently, the omission of politeness features in subtitles can be
deleterious to the viewer’s experience of character, even if the omitted
linguistic cues are not particularly frequent across the course of the
drama.

After slipping out of the back door of the bookshop to avoid Peter
Guillam, Smiley is almost immediately noticed and accosted by his old
acquaintance, Roddy Martindale. Smiley initially pretends not to notice
him. When he does acknowledge his presence, he pretends to be happy
to see him. That Smiley is not pleased to see Roddy is shown in his
facial expressions and general demeanour: he attempts to hide himself
from Roddy by raising his shoulders and burying his chin in his chest.
However, this apparent displeasure is not obvious from his greeting.

1. Smiley Hello, Roddy. [Nice to see you.]
2. Roddy How marvellous to run into you.
(Tinker Tailor Soldier Spy, Episode 1)
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‘Nice to see you’ is not included in the subtitles and, consequently,
neither Smiley’s continued social politeness nor his disingenuousness is
apparent. Smiley’s behaviour in this particular scene is thus distorted.
This is significant because part of what makes Smiley engaging as a
character is the extent to which his mild-mannered linguistic behaviour
contrasts with the callous streak that enables him to operate so effectively
as a spymaster. Moreover, this contrast is important to the generation of
dramatic tension across the series as a whole, therefore its absence from
the subtitles has a damaging effect that goes beyond characterisation.

After saying hello, Smiley attempts to take his leave. However, Roddy
does not allow this and persuades the reluctant Smiley to go to dinner
with him. The scene then changes to a gentlemen’s club where Smiley
and Roddy have reached the final course of their meal. Throughout
this scene, Roddy bombards Smiley with questions about the current
state of the secret service they are both no longer a part of. Smiley does
not answer most of the questions; indeed, Roddy often provides his
own answers. Many of the mismatches between the subtitles and the
dialogue lie in what Roddy Martindale says. For the hearing viewer, he
is persistent and annoying. However, some of the features that make
him annoying (e.g. the tag questions and the repeated use of Smiley’s
first name) are not present in the subtitles:

(a) Place him in the batting order[, George].

(b) [Of course] [i]It wasn’t a secret to youl[, was it George?]
(c) but we know his REAL name[, don’t we?]

(d) but power sits poorly on those we’ve grown up with],

doesn’t it?]
(e) What’s his knack[, George]? Living off the wits of his
subordinates[, am I right]?
(f) So who’s doing the business for him? [Eh George?]
(g) draws them like bees to a honey pot[, doesn’t he, our
Bill?]
The tag questions make the over-dinner chat seem even more like an
interrogation, and are markers of Roddy’s persistence. Some of this
persistence is lost in the subtitles. Eventually Smiley implores Roddy to
stop:

Smiley [Roddy,] [p]|Please stop this!
(Tinker Tailor Soldier Spy, Episode 1)

What is apparent in this turn is that even when driven to distraction by
Roddy’s incessant questioning, Smiley still avoids marked impoliteness
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by mitigating his face threat with a conventional politeness marker.
This, we would argue, is suggestive of a persistent character trait: that
of maintaining politeness even when provoked. But because the sub-
titles fail to communicate the annoying tenacity of Roddy, Smiley’s
outburst could potentially be interpreted as an over-reaction, thereby
further distorting his character. And since this is the only time that
Smiley seems to temporarily lose control of his emotions in the whole
drama, it is important to convey the cause of this behaviour.

The analysis above also highlights another potential area for inves-
tigation: terms of address. While these are not revealed in our keyness
analysis, the qualitative analysis which that provoked has shown them
to be potentially important in interpretative terms. Culpeper notes
that ‘[tlerms of address, including vocatives and pronouns, can be an
important means of signalling social information’ since they enable
characters to be ‘rapidly placed within particular social groups, and
their social relations with other characters [...] indicated” (2001: 193).
Smiley’s superiors (Lacon and Control) and his close colleagues (Peter
Guillam, Roy Bland and Bill Haydon) address him as George, whereas
more junior members of the service (Ricki Tarr and Fawn) address him
as Mr Smiley or sir. Indeed, when Guillam introduces Smiley to Ricki
Tarr, he refers to him as Mr Smiley, thereby taking account of Tarr’s
hierarchical position relative to Smiley. Ricki Tarr continues to use this
mode of address, perhaps to excess, leading to the impression that he is
being sardonic and gently mocking Smiley’s authority. This can be seen
in the following extract:

(Context: Ricki Tarr, one of the Circus’s ‘scalphunters’ [Circus
terminology for field agents] is holed up in a safe house, having
acquired potentially explosive information about the presence
of a mole at the very top of the service hierarchy.)

1. Guillam I think you know Mr Smiley, don’t you?

2. Tarr [Yes] ’Course I do. You once gave me a job],
Mr. Smiley]. [Don’t] [y]You remember? Tarr, sir.
Ricki Tarr. The lawyer’s boy from Marseilles.
You changed my first nappies[, as we used to say].
They were very tough interviews you [used to
give] gave us tender young recruits. Of course, 12
years ago. It’s that long[, Mr Smiley]. You don’t
look any different to me, sir. No, 12 years ago
nobody, but nobody, got taken on unless we got
past you. Not even scalphunters, who aren’t quite
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your type. We all had to get the nod from Mr
Smiley.

3. Guillam Tarr.

4. Smiley  Of course I remember you. Your father was
an Australian, I recall. A solicitor and a
Nonconformist lay preacher. Altogether a most
unusual chap to pop up in Marseilles. Just such
odd circumstances do seem to provide us with ...
suitable personnel.

5. Tarr Bad boys like Ricki. Daddy thought he could beat
the sin out of me, but you knew better[, didn’t
you Mr. Smiley]. He only beat it further in ... and
that’s what scalphunters are made of. Isn’t that
right, Mr Guillam?

6. Guillam We’re waiting [for you], Tarr.

(Tinker Tailor Soldier Spy, Episode 2)

The importance of vocatives and address terms is that they trigger
schematic information about social hierarchies (i.e. they cue top-down
processing of character by activating social category schemas). The
importance of this to characterisation in Tinker Tailor Soldier Spy is
that the range of terms by which Smiley is addressed indicates where
particular characters fit in relation to Smiley with the social hierarchy of
the Circus. In a drama whose plot has considerable complexities, being
able to ascertain how characters relate to each other is particularly
important. The fact that many of these vocative and address terms
are omitted from the subtitles could well mean that hard-of-hearing
viewers place Smiley within the social hierarchy of the service less
rapidly, thereby missing key information about the social relations that
exist within the Circus.

6.5 Conclusion

In this chapter we have argued that corpus stylistics can be used to
supplement the cognitive stylistic analysis of character. While our
analysis has been of a corpus of TV scripts, the underlying analytical
principles are equally applicable to other text-types such as prose fiction
(e.g. Mahlberg and MclIntyre 2011) and poetry, as well as non-fiction
texts (note that the concept of a character is still applicable to non-fic-
tion representations of real people, though sometimes a difference in
terminology is used to overcome the association of characters with
fictionality; Emmott 1992, for instance, introduces the term enactor). In
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particular, we have aimed to show how corpus stylistic analysis of dia-
logue and subtitles can shed light on the potential interpretative effects
of subtitling decisions. To this end, the case study in this chapter has
demonstrated the stylistic impact of particular characterisation triggers,
using Culpeper’s (2001) cognitive model of characterisation to support
a quantitative and qualitative analysis of the seven episodes of Tinker
Tailor Soldier Spy (BBC 1979). We have shown how the omission
of particular linguistic elements from the subtitles has a potentially
serious impact on the process of characterisation. By so doing, we have
demonstrated the importance to characterisation of the interpersonal
metafunction of language, information that we argue has the potential
to improve subtitling practice. We should be clear that we are not
arguing that all linguistic markers of interpersonal relationships should
be retained in subtitles (in some cases, spatio-temporal constraints will
mean this is not practical), only that in those cases where such con-
straints are not in operation, greater consideration should be given to
the effects of deleting potential character cues (see McIntyre and Lugea
2015 for a purely qualitative case study examining the effects of sub-
titling decisions on characterisation, as well as a critique of subtitling
guidance that advises on the removal of markers of personal affect).

What the case study in this chapter has also demonstrated is that it
is important not to ignore low frequency items in a keyness analysis.
As we noted in Chapter 3, statistical significance does not necessarily
equate to interpretative significance, and concentrating only on items
that are statistically key is likely to mean that some items of interpreta-
tive importance will be missed. Our way of dealing with this dilemma in
this chapter has been to use a keyness analysis as a means of identifying
potentially important items for qualitative analysis, and then to use that
qualitative analysis to determine other important items. In this respect,
our practice has been one of analytical diffusion, moving from keyness
results to a text sample for qualitative analysis, and from there to
further text samples and further qualitative analysis. For example, the
concordance of think led us to the first scene in which Smiley appears,
which then highlighted additional characterising devices that were also
missing from the subtitles. Our process then was to use Culpeper’s
(2001) model of characterisation to inform a stylistic analysis of our
chosen samples, paying particular attention to those linguistic items
in the surface structure of the text identified by Culpeper as having
the potential to act as character cues. Additionally, we considered the
possibility that the lack of such cues could lead to particular schemas
not being activated for the viewer, and the potential effects on the
characterisation process that this might then lead to.
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What we aim to have shown here is the importance of qualitative

stylistic analysis to the corpus stylistics enterprise. An over-reliance on
numerical data at the expense of qualitative insight will only ever result
in an impoverished analysis. Corpus stylistics at its optimum should be
a blend of quantitative and qualitative analysis, informed by stylistic
theories, models and frameworks, and guided by Spitzerian principles
(see Chapter 4). In the next chapter we illustrate this further through an
exploration of the concept of historical corpus stylistics.

Notes

1.

2.

See <http://awards.bafta.org/keyword-search?keywords=Tinker+Ta
ilor+Soldier+Spy+> (last accessed 20 August 2018).

Letter from David Cornwell (a.k.a. John Le Carré) to Arthur
Hopcraft, 31 July 1979 (AHP/1/18, Arthur Hopcraft Papers,
University of Salford Archives and Special Collections).

See <https://sourceforge.net/projects/subrip/> (last accessed 20
August 2018).

The original BBC scripts can be found in the Arthur Hopcraft Papers
(AHP/1/18), part of the University of Salford’s Archives and Special
Collections. Included are Hopcraft’s original drafts, rehearsal and
shooting scripts, and ephemera concerning critical reaction to the
series.
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Pedagogical corpus stylistics

7.1 Introduction

In this chapter we turn our attention to what has become known as
pedagogical stylistics (Burke 2010; Clark and Zyngier 2003), which
involves the application of stylistic techniques in teaching generally, but
in particular in second language English language teaching. Mclntyre
(2011, 2012) differentiates between pedagogical stylistics and the
pedagogy of stylistics, where the latter investigates best practices for
teaching stylistics (see, for example, Alderson and Mclntyre 2006;
Bellard-Thomson 2010; Crisp 2006; McIntyre 2003; Plummer and
Busse 2006; Poole 2006; Short 2006), though in this chapter our focus
is on the former. Drawing on research into first language (L1) and
second language (L2) or foreign language (FL) teaching contexts, we
consider what stylistics can offer pedagogically to both students and
teachers, before going on to examine how corpus techniques can be
used in corpus-based language teaching activities. We also consider the
teaching of English stylistics in countries where English is not a first
language, which is something that is not addressed as often as it ought
to be by stylisticians, especially considering the popularity of stylistics
outside the UK (see Shen 2012 and Teranishi et al. 2012 for discussions
of Chinese and Japanese contexts respectively). We conclude the chapter
with an illustrative case study investigating how a corpus-informed
stylistic analysis of Adrian Henri’s poem “Tonight at Noon’ can be used
to explore language norms in Standard English. The case study suggests
how corpus linguistic methods used for language teaching and stylistics
can be combined in a pedagogical corpus stylistic approach.
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7.2 Stylistics in the L2/FL classroom

According to Clark and Zyngier (2003), the roots of pedagogical
stylistics can be traced back to the language teaching classrooms of
the 1950s, where stylistic methods were applied in particular to the
teaching of literature to ESL/EFL language students.! They go on to say
that stylistics is used extensively in the language teaching context, and
state that ‘the principal aim of stylistics in the classroom is to sensitize
students to language use within the texts chosen for study’ (Clark and
Zyngier 2003: 241). They explain that while there is an assumption
that this can lead to an improvement in certain language skills, any
improvements are a ‘by-product’ and not ‘the main aim or reason
for teaching stylistics’ (Clark and Zyngier 2003: 241). According to
Clark and Zyngier’s view, therefore, stylistics is a tool to raise language
awareness in L2 students and aid engagement with difficult texts, but
not by or in itself a tool for facilitating language acquisition. However,
without the assumption of the ‘by-product’ of increased language pro-
ficiency, the benefits of stylistics in L2 teaching become doubtful. This
point is taken up by Hall who questions ‘whether awareness raising
stylistic activities [...] can be shown to translate into enhanced ability
for learners’, arguing that even where benefits can be identified, there
is ‘little empirical evidence that they result from stylistic approaches’
(2007: 4-5). Similarly, Paran states that ‘the usefulness of stylistics [for
pedagogical purposes] has still to be demonstrated’, adding that ‘what
we now need is research that will back up the intuitive endorsement
of these techniques for language learning’ (2008: 487). Fogal’s (2015)
review of publications that concern pedagogical stylistics found that,
since 1997, just 13 reported findings concerning ‘stylistics as a lan-
guage learning tool in L2 contexts based on some form of observation’
(2015: 58). Fogal concludes from his review that pedagogical stylistics
is lacking ‘a more rigorous research agenda aimed at demonstrating
via verifiable conclusions the benefits of stylistics in classroom-based
L2 learning contexts’ (2015: 67). Fogal points out, however, that some
studies do hint at ‘the potential usefulness of stylistics for developing 1.2
linguistic competency’ (2015: 62; he cites, for example, Paesani 2006;
Timucin 2001; Yanez Prieto 2010), while others demonstrate that
‘using stylistics in L2 contexts encouraged learning that went beyond L2
acquisition, such as analytical skills’ (as exemplars, Fogal cites Al-Jarf
2007; Badran 2012; Saugera 2011; Warner 2012). Regardless of these
glimmers of empirical support for using stylistics in language teaching,
Paran, in an extensive review of existing research on using literature
in the language teaching classroom, suggests that stylisticians need to
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‘engage less in conversation among themselves, and more with language
teachers’ (2008: 487). This comment fails to acknowledge, however,
that many stylisticians are themselves language teachers and are actively
engaged in language teaching in the classroom, and use stylistics as part
of that enterprise. For example, based on her own language teaching
experiences, Zerkowitz notes that pedagogical stylistics provides ‘a
practical way of bridging meaning and form’ (2012: 208) and offers
a framework for the systematic study of texts. Furthermore, Teranishi
et al., in their report on the importance of stylistics in Japan, both in
L1 and L2 contexts, note that stylistics has an ‘undeniable’ effect on
learners’ reading skills, and ‘makes English texts accessible to Japanese
readers’ (2012: 232). Shen (2012: 100) also reports the extensive use
of stylistics in a language teaching context in China, particularly in
intensive reading courses which focus on close reading of texts. Shen
notes that stylistics helps students to understand the effects of language
choices, and can be beneficial in improving listening awareness and the
ability to process pragmatic information.

Pedagogical stylistics is often discussed in connection with the practice
of using literary texts (i.e. prose fiction, poetry and plays) in the L2 class-
room (see, for example, Hall 2005, 2007). Using literary texts allows
students to interact with authentic texts, where authentic is taken to
mean examples of language produced for/by L1 speakers (Breen 1985;
Tomlinson 2001: 67; Harmer 2001: 204-5).> The use of authentic texts
requires great care since language learners can easily become demoti-
vated if presented with texts that are beyond their capabilities (Harmer
2001: 205). While this is a particular danger with literary texts, since
their inherent creativity might easily pose too much of a challenge to L2
learners, their use is ‘often advocated as a means to enhance proficiency
in reading, vocabulary growth and cultural knowledge’ (Hall 2007: 4).
Indeed, numerous language teaching practitioners have stressed the
importance of literary texts in language teaching (see, for example,
Teranishi et al. 2012). On this matter, though, Edmondson, in his
often cited assessment and discussion of the use of literary texts in
language learning, dismisses their use on the grounds that arguments
in support of literary texts ‘are either false, dishonest, invalid, or they
merely establish that literary texts can be used as can other types of
text’ (1997: 52-3). Edmondson therefore concludes that ‘there are no
valid arguments whatever for the special status of literature’, and that
the ‘educational rationale’ for using literary texts in language teaching
is merely ‘tied up with an historical tradition’ (1997: 53). While we
tend to agree that no one genre should necessarily have ‘special status’
in language teaching, and that other genres might be equally as useful,
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in his review of the use of literature in language teaching, Paran notes
that ‘principled evidence is emerging showing the benefits of using
literature’ (2008: 489). However, empirical evidence as to the impact
on L2 acquisition of using literary texts is still thin on the ground and,
as Paran (2008) points out, more research is needed that focuses on
particular aspects of using literary texts to improve L2 language skills,
including the role of the teacher, the type and aim of the task, and the
role of the student.

Pedagogical stylistics, therefore, seems to have rather an uncertain
status and track record of empirical success. Nevertheless, as we have
noted, there are numerous stylisticians operating in language teaching
environments for whom stylistics is part of their language teaching rep-
ertoire. And, there is continued developing interest and research in this
sub-category of stylistics (see, for example, Viana and Zyngier 2017).
Stylistics by its nature pays close attention to linguistic forms and their
function. The benefits of such activities would, as Hall notes, ‘seem
self-evident’ (2007: 5). This is especially true if we see stylistics fitting
in to established teaching methods and frameworks. For example, sty-
listics can be seen as a way of operationalising inductive approaches to
language learning such as consciousness raising/developing language
awareness, which is defined by Rutherford and Sharwood Smith as
the ‘deliberate attempt to draw the learner’s attention to the formal
properties of the target language’ (1985: 274, cited in Johnson 2008:
251), something that stylistics seems eminently suitable for. Another
possibility is that stylistic analysis can be part of a Task Based
Teaching/Learning (TBT/L) approach, which was first introduced in
the 1970s by Prabhu (Johnson 2008: 181) and has undergone several
reworkings (see, for example, Willis 1996). Within such an approach
stylistic analysis becomes part of a task cycle that specifically aims to
improve a particular aspect of learner language competence. In our
case study in this chapter, we present ideas for incorporating stylistics
into consciousness-raising exercises using a number of tasks which
utilise a highly linguistically deviant poem. Our case study guides stu-
dents and teachers through a corpus-informed analysis of the poem,
thereby taking a corpus stylistic approach to a learning task. Before
that, though, we assess the uses of corpora and corpus linguistics in the
language teaching classroom.

7.3 Using corpora in the classroom

It is widely recognised that corpus linguistics has had an important
impact on English language teaching (ELT) (see Aarts and Smith-Dennis
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2018 for further discussion). Corpora are being used increasingly in
language teaching classrooms (Warren 2016), either indirectly (Leech
1997), via corpus-derived dictionaries and learning materials such
as the Collin COBUILD series, or directly (Leech 1997) through the
‘hands-on’ use of corpora by students and teachers. It is the latter
approach that we will focus on for the rest of this section.

A key approach in the direct, classroom usage of corpora is what is
usually referred to as data-driven learning (DDL), which stems from
the ground-breaking work of Tim Johns (see, for example, Johns 1991,
1994). DDL is where students use corpus outputs, such as concordance
lines, provided by corpus tools or web-based interfaces, to interact
with corpora. The corpus data might be in the form of paper hand-outs
(Johns 1991) or now, more usually, accessed using corpus tools and
web interfaces. The general idea with DDL is that students interact
with real examples of language to make discoveries or answer questions
about language. Johns summarises the approach thus:

What distinguishes the DDL approach is the attempt to cut out
the middleman as far as possible and to give direct access to the
data so that the learner can take part in building up his or her
own profiles of meaning and uses. The assumption that under-
lines this approach is that effective language learning is itself a
form of linguistic research, and that the concordance printout
offers a unique resource for the stimulation of inductive learning
strategies — in particular, the strategies of perceiving similarities
and differences and of hypothesis formation and testing. (Johns
1994: 297)

With DDL, then, language learners become language researchers, and
use authentic language data to discover rules about language. DDL is
therefore an inductive (as opposed to deductive) type of learning, where
the corpus data raises awareness/consciousness of language patterns
that can be generalised to rules. As we mentioned in the previous
section, consciousness-raising is an established approach in language
teaching, and DDL offers a practical route to achieve this.

Johns (1991: 4) suggests that DDL involves a three-stage process,
which he summarises as identification, classification, generalisation,
which refers to identifying and classifying differences in patterns in
concordances, and then generalising the findings into a rule. Carter and
McCarthy (1995), following Johns, propose illustration, interaction,
induction, which in a similar way involves first looking at examples
from the data, then discussing the examples with other students and
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then coming up with a rule. Flowerdew (2009: 407), however, observes
that some students have difficulties making the inductive leap, and pro-
poses an optional fourth stage of intervention, which allows for extra
teacher guidance when needed. Through these three (or four) stages,
DDL incorporates (and students encounter) a number of different types
of learning (Baker et al. 1997), which can be summarised as follows:

e Discovery learning — where students make their own discover-
ies about language.

e Divergent learning — where different students take different
routes through the corpus outputs.

® Mediated learning — where interaction with the corpus facili-
tates language learning.

e Directed learning — where teachers direct rather than lead the
learning, and the students work more independently.

(Summarised from Baker et al. 1997)

Boulton and Cobb (2017: 350) suggest that the stages involved with
DDL of identifying and classifying patterns and then making generalisa-
tions, stimulate cognitive skills and encourage student autonomy. They
go on to say that DDL reflects current thinking in psycholinguistic and
learning theory, both of which suggest that detecting patterns comes
naturally to humans. Boulton and Cobb also note that many learners
already use computing technology (such as internet search engines) to
search for answers to various questions (some concerning language),
and DDL activities draw on these ‘existing behaviours’.

According to Gilquin and Granger (2010: 359), there is some agree-
ment about the advantages of DDL. This conclusion is, in general,
supported by Boulton and Cobb (2017) who completed a survey of
64 publications from between 1989 and 2014 that provided empirical
research into DDL. Boulton and Cobb came to the ‘surprising and
possibly encouraging conclusion that DDL works pretty well in almost
any context where it has been extensively tried” (2017: 386). More
specifically, they found that, overall, DDL provided good results for
first year undergraduate intermediate level students, with medium to
large effect sizes for vocabulary and lexico-grammar learning. As for
the use of concordances and other CL tools, they found that, overall,
the studies they assessed showed DDL works best when students get
to use a concordance hands-on rather than using printed materials
and worksheets, and that students are able to use the concordances
effectively to perceive language patterns (even though the concordance
lines are necessarily limited).
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DDL has not been without some criticism, however, and as Flowerdew
(2009) points out, inductive learning might not be for everyone, with
some teachers, in particular, reporting that the processes involved in
DDL were too time-consuming to be practical in a class (see Flowerdew
20009 for a fuller discussion of some of the issues that have been raised
concerning DDL). Additionally, many students (and teachers) are
simply not comfortable using computer tools, and Gotz (2012, cited in
Timmis 2015: 141) found that, in general, learners did better when the
tasks were guided by the teacher. Boulton and Cobb (2017) also point
out that for some the concordance lines can be off-putting, and provide
too much data and/or difficult examples that learners are unable to
cope with. Furthermore, some concordances might include examples
that are confusing and contain errors, which may be counterproduc-
tive in the learning process. Clearly, no learning strategy will suit all
learners. If classroom activities are to include direct use of corpora,
then the chances of these activities being successful will be improved
with careful management and judicious consideration of the students
who will be involved, with the role of the teacher and the learner being
clearly defined and explained (Timmis 2015: 141).

In the next section we discuss some of the ways in which corpora
have been and can be directly integrated into language teaching.

7.4 Corpus activities in the classroom

Incorporating corpus activities into the language learning classroom
requires not only careful planning, but also access to resources, such as
ready-made corpora and corpus tools. Some corpora are freely avail-
able, and can be accessed via web front-ends (see, for example, the
range of corpora available on Andrew Hardie’s CQPWeb website,?
and Mark Davies’s BYU corpora website*). Corpus interfaces and tools
will provide concordances as well as frequency lists and collocates.
Additionally, if the corpora are encoded grammatically, as is the British
National Corpus (BNC), then they can also be used to show grammat-
ical patterns. There are numerous methodological possibilities and an
associated meta-language, which can be off-putting for some teachers
and learners. This perhaps helps to explain an apparent ‘resistance’ to
using corpora (Romer 2006: 124) that has resulted in comparatively
few language teachers using DDL in the classroom (Frankenberg-Garcia
2012). DDL, therefore, also requires both students and teachers to be
trained to use corpus tools, and associated corpus linguistic concepts
such as collocation. As Gavioli comments, ‘introducing students to
corpus methodology [...] also involves, in many sense, introducing
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them to corpus theory’ (2005: 35). Language learners are therefore
presented with the same learning objectives as an L1 learner of corpus
linguistics, but with the added challenge of being in an L2 context,
and they must look to their teacher for guidance. Frankenberg-Garcia
(2010) explains, therefore, that a crucial first step in bringing corpus
activities into the classroom is for language teachers to learn how to
use corpus tools and interfaces in order to exploit corpora for language
teaching. This echoes Leech (1997), who points out that ‘exploiting’
corpora in order ‘to teach’ language ‘implies teaching’” how ‘to exploit’
corpora, in the first place. Frankenberg-Garcia (2010) suggests three
topics that language teachers should be instructed on:

1. Knowing about the different corpora available and the type of
language (spoken/written), language variety (e.g. British English;
American English) and the genre(s) (e.g. academic writing) they
contain.

2. Querying the corpus using single word, multiple word and wild-
card search terms.

3. Interpreting corpus output.

For each of these topics Frankenberg-Garcia (2010) proposes a set of
consciousness-raising exercises that aim to demonstrate in general terms
the possibilities and consequences of different choices. For example,
choosing a general corpus (such as the BNC) to search for technical
terms specific to a particular domain is unlikely to provide enough, if
any, results to discern a pattern. Similarly, searching for phrases rather
than single words will drastically reduce the number of results from any
corpus and make identifying patterns more difficult.

Students could also be trained on how to exploit corpora using
the corpus awareness exercises Frankenberg-Garcia proposes for
teachers, and one way to achieve this would be to incorporate the
training into a lesson that has both language and corpus learning
objectives. In this way, through addressing the task of learning about
corpora, students also learn about language. Another option for teach-
ing students about corpus linguistics and associated tools is to invite
them to build their own mini corpora of whatever language variety they
choose. This approach is advocated by Cheng et al. (2003) and Charles
(2017), who also introduces the students to AntConc (Anthony 2018)
so that they can interrogate their corpora. An additional advantage
of a corpus building task is that students have the opportunity to
create a resource that they can use for their own research outside the
class.
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Once students and teachers are able to explore corpora confidently,
then such resources can be used for a variety of purposes. By and
large, DDL involves interacting with concordance lines of a corpus
for some specific learning purpose. Concordance lines retrieved from
corpora using the interfaces provided can supply students with multiple
examples of words and phrases with sufficient surrounding co-text
for them to be able to discern patterns. Such patterns can be used to
explore word meanings. Johns (1991), for example, uses concordances
to help students discover for themselves the difference between the
near synonyms convince and persuade, and different uses of the modal
verb should. Johns explains that the choice of synonyms to investigate
was prompted by student enquiries, and so represented a real problem
faced by language learners. The lesson proceeded along Johns’s three
stages, identify, classify, generalise, where the task was clearly defined
(i.e. the question: ‘what is the difference between ...?° was asked),
introduced and guided by the teacher, and students were able to work
independently on completing the task in class. In this way, students
were able to answer questions about the target language.

An example of a more open-ended, out-of-class task is described by
Gilmore (2008), in which he instructs his students on using concord-
ances so that they can self-correct lexical and grammatical problems
in their own essays. Gilmore found that 90 minutes of training on a
front-end to the BNC provided his second year undergraduate Japanese
English Language students with sufficient skill to be able to use concord-
ance data to correct problems highlighted in first drafts of their essays.
Here, students were working independently and at their own pace.
Gilmore (2008: 369) reports that around 61 per cent of changes made
by students resulted in more natural language, suggesting that students
are able to make corrections based on corpus data when prompted
towards a particular language issue. Frankenberg-Garcia also uses DDL
to enable students to make their own corrections in written work, and
found that ‘multiple concordances helped [...] as much as dictionary
definitions’, with the additional advantage that concordances ‘made a
big difference when it came to helping them [the students] to correct the
use of words that they understood but frequently misused’ (2012: 289).

Whatever corpus activity is used, it makes sense for it to be part of a
wider teaching strategy that involves a number of approaches in order,
at the very least, to cater for the different learning needs of students.
Doing this addresses one of the problems highlighted by Flowerdew
(2009) that corpus approaches are not for everyone (reported above).
Corpus activities could also be incorporated into established teach-
ing frameworks/methodologies, especially those that have an ‘explicit
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focus on language structure and use’ and ‘reserve a role for noticing
or awareness/consciousness-raising’ (Gabrielatos 2005: 18), such as,
for example presentation-practice-production (PPP) and Task Based
Teaching/Learning (TBT/L) frameworks.

In our case study in the next section, we demonstrate the use of DDL
in a task that asks students to focus on deviant language in a poem in
order to help them reach conclusions about the meaning of the poem, as
well as to understand better the notion of linguistic norms in Standard
British English. Through the case study, we explore the possibilities of
combining pedagogical stylistics and data-driven learning.

7.5 Case study: from internal deviation to external norms via
Adrian Henri’s ‘Tonight at Noon’

In this section we illustrate some of the possibilities of incorporat-
ing corpus-based stylistics (which we introduced in Chapter 2) in an
English teaching classroom via a corpus assisted analysis of a poem.
Poems can be useful in the language teaching classroom because, as
Hanauer notes, they ‘involve language input which is foregrounded,
unusual, and likely to draw attention to itself’ (2001: 298), and this
can potentially direct students to focus on particular forms, from which
they then have to derive meaning. Our case study therefore uses a
poem to focus students’ attention on particular foregrounded forms.
Importantly, it then demonstrates how meanings can be investigated
through a series of directed corpus-based tasks aimed at encouraging
discovery learning. Our case study therefore combines pedagogical sty-
listics with data-driven learning and in doing so offers a practical way
to raise language awareness.

7.5.1 Stylistics inside out

In 1988, Mick Short and Mike Breen published two articles (Breen and
Short 1988; Short and Breen 1988) which detailed the construction
of a (then) new course on stylistics that Short and Breen had devised
together. The course, which became known as Language and Style, was
subsequently taught by Short at Lancaster University for many years.
What made Language and Style different from other courses that had
gone before it was the fact that it turned on its head the traditional
way of teaching stylistics. Instead of beginning by teaching linguistic
theory (grammar, phonology, semantics, etc.) and then applying this to
literature, Short and Breen made literary texts the focus of their course
and drip-fed requisite elements of linguistic theory to students as and
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when they needed it to supplement their analyses of the texts they were
studying. This proved to be a very successful way of teaching stylistics,
as evidenced by the continued success of the original course (Mclntyre
2003) and the electronic developments of it in later years (for details
of which, see Alderson and Mclntyre 2006; Crisp 2006; Plummer and
Busse 2006; Poole 2006; Short 2006; Short and Archer 2003).

In addition to the structural changes that were implemented in the
Language and Style course, a philosophical change was also ushered
in with regard to what stylistics is actually for. Short describes this as
follows:

stylistic analysis, which until now has largely been thought of
as an analytical tool to support or test interpretative hypotheses
already arrived at by sophisticated interpreters of literary texts,
can also be used by less sophisticated readers who happen to
have been trained in the methodology to help them puzzle out
meaning when they get stuck. (Short 1996b: 41)

Short (1996b) describes this practice of teaching stylistics as stylistics
‘upside down’, that is, stylistics used to help students interpret texts
rather than stylistics used to test interpretative hypotheses.

In this case study, we suggest that if stylistics can be taught upside
down, as proposed by Short and Breen, it can also be taught ‘inside
out’. By this we mean that it is possible to move outwards from the
analysis of a highly deviant text in linguistic terms to an understanding
of what constitute linguistic norms in Standard English. That is, rather
than beginning by teaching students what counts as normal in English
and then examining texts that deviate from such norms, it is possible to
do this the other way round and use an abnormal text to help students
discover for themselves the norms from which linguistic creativity devi-
ates. The deviant text drives the direction that the lesson takes and the
forms that the students investigate (using a large reference corpus) but
the lesson is nevertheless constrained and focused by the stylistic theory
of foregrounding.

We propose, therefore, that corpus-based stylistics can be used as
a means to teach English as a foreign language in a way that reduces
the need for didactic information transfer and empowers students to
discover the norms of Standard English (or, at least, naturally occurring
English) for themselves. In addition, we contend that such language
learning can be used to introduce cultural knowledge. In support of our
argument, in this case study we analyse the poem ‘Tonight at Noon’ by
Adrian Henri. Following this we discuss how the poem could be taught
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to non-native speakers of English in order to bring out the issues of
norms, deviation and specific cultural knowledge that are necessary for
a reasonable interpretation. Before that, we introduce the poet and the
poem.

7.5.2 “Tonight at Noon’ by Adrian Henri

Adrian Henri was born in Liverpool, England, in 1932 and is widely
associated with a loose grouping of writers known as the Liverpool poets.
Like his fellow Liverpool poets Roger McGough and Brian Patten, Henri
was influenced by the American Beat poets of the 1950s: writers such
as Allen Ginsberg, Lawrence Ferlinghetti and Gary Snyder. The work
of the Liverpool poets was concerned with expressing the everyday in
language that was accessible to ordinary people who might not normally
think of poetry as being for them. Henri’s poem, “Tonight at Noon’, is
a prime example of his work and appears in the anthology, The Mersey
Sound (Henri et al. 1967), a collection of poems by the Liverpool poets:

Tonight at Noon
Tonight at noon [1]
Supermarkets will advertise 3d extra on everything
Tonight at noon
Children from happy families will be sent to live in a
home
Elephants will tell each other human jokes [5]
America will declare peace on Russia
World War I generals will sell poppies on the street on
November 11th
The first daffodils of autumn will appear
When the leaves fall upwards to the trees

Tonight at noon [10]
Pigeons will hunt cats through city backyards
Hitler will tell us to fight on the beaches and on the
landing fields
A tunnel full of water will be built under Liverpool
Pigs will be sighted flying in formation over Woolton
And Nelson will not only get his eye back but his
arm as well [15]
White Americans will demonstrate for equal rights
In front of the Black house
And the monster has just created Dr. Frankenstein
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Girls in bikinis are moonbathing
Folksongs are being sung by real folk [20]
Art galleries are closed to people over 21
Poets get their poems in the Top 20
There’s jobs for everybody and nobody wants them
In back alleys everywhere teenage lovers are kissing
in broad daylight
In forgotten graveyards everywhere the dead will
quietly bury the living [25]
and
You will tell me you love me

Tonight at noon
(Adrian Henri 1967°)

In the next section we present a brief stylistic analysis of the poem
before going on to consider how best to use the poem in a language
teaching classroom.

7.5.3 A stylistic analysis of “Tonight at Noon’

‘Tonight at Noon’ is a love poem. When we discuss this poem with
our own students we always start by asking them the question: ‘is the
addressee of the poem in love with the speaker of the poem?” Without
exception, students always answer ‘no’. This is because we as readers
do not take at face value the statement in line 27 (‘You will tell me
you love me’) due to the effects of a pattern of semantic deviation that
runs throughout the poem. Interpreting “Tonight at Noon’, therefore,
relies on understanding the significance of a large number of semantic
deviations, of which the most prominent is the title itself.

As a phrase, “Tonight at Noon’ is, of course, paradoxical because
noon is a point of time during the day, so ‘tonight’ can never occur at
noon. In stylistic terms, this is a semantic deviation. The title is further
foregrounded as a result of “Tonight at Noon’ occurring at the beginning
of the first two stanzas of the poem, each of which is nine lines long.
This sets up a pattern which is then broken through internal deviation
in the final stanza, where the title phrase occurs as the last line. This
final line is itself further foregrounded as a result of it occurring in a
stanza that is one line longer than the other two and being the second
part of a couplet that occurs after the graphological foregrounding (via
its positioning on a separate line) of and in line 26. Such ‘congruence of
foregrounding’ (Leech 2008: 65) is likely to focus our attention on the
title phrase as being the key to understanding the meaning of the poem.
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As well as the repetition of the phrase ‘tonight at noon’, stanzas 1 and
2 follow a pattern whereby each line describes a future situation that
is impossible, unlikely or which is in some sense incongruous to our
expectations. Some of the impossible situations include the following;:
elephants do not have the ability to tell jokes (5), the laws of physics
prevent leaves from falling upwards (9) and pigeons do not hunt cats
(11). Unlikely situations include: supermarkets do not tend to advertise
the fact that prices have gone up (2), children from happy families are
not usually taken away from their parents (4) and countries do not
usually declare peace on another country, since peace is the default
situation which we assume to exist (6).

Stanza 3, as we have already mentioned, does not repeat the phrase
‘tonight at noon’ but it does continue the pattern of describing situa-
tions that are obviously incongruous. At line 27, though, this pattern
is broken because at this point in the poem a situation is described
that is not in and of itself unlikely or impossible. A lack of incon-
gruity therefore makes this line internally deviant and consequently
foregrounded because it is the only line in the poem that does not depict
a situation that by any normal standards is impossible or unlikely.
However, the semantic parallelism throughout the rest of the poem
leads us to interpret the hypothetical speech event depicted in this line
as being as nonsensical as all the others described in the poem. This is
compounded in the final line which repeats once more the paradoxical
title. Ultimately then, we interpret line 27 as meaning that the addressee
is likely to say that he/she does not love the speaker of the poem. This
leads to a general interpretation of the poem as being an introspective
acceptance of unrequited love.

7.5.4 Teaching the poem to learners of English as a foreign language

The students with whom we have discussed this poem are primarily
from the UK and most speak English as their first language. Without
exception, their general interpretation of the poem matches that which
we described in the previous section (even if they are unable to articulate
in stylistic terms where this interpretation stems from). However, there
are a number of lines in the poem that are likely to be interpretatively
difficult for non-native speakers of English. This is because some rely on
cultural knowledge while some rely on an understanding of the norms
of Standard English or naturally occurring spoken English. These may
well get in the way of such students being able to interpret the poem
as a whole. In this section, we discuss some possibilities for teaching
the poem to non-native speakers of English and, in so doing, how such
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students might be introduced to both aspects of British culture and
some of the norms of Standard English.

The difficulties of interpreting “Tonight at Noon’ are exacerbated by
the fact that not all of the semantic deviations in the poem work in the
same way. For example, ‘When the leaves fall upwards to the trees’ is
a straightforward reversal of the normal state of affairs, since leaves
(and things generally) fall downwards to the ground. Indeed, ‘fall’
semantically encodes downwards movement. However, the statement
in line 12 that ‘Hitler will tell us to fight on the beaches and on the
landing fields’ has no conventional opposite. Instead, with enough
cultural knowledge we are likely to interpret this line as positioning
Hitler as the constructed opposite (see Davies 2012; Jeffries 2010a:
ch. 4; Jeffries 2010b) of Churchill (whose famous wartime speech
included the declaration that “We will fight on the beaches and on the
landing grounds’). The statement also potentially constructs a histori-
cally opposite scenario whereby Germany stood ready to defend itself
from invasion by Britain.

We suggest that unravelling these semantic deviations would be a
profitable task for language learners since it would mean discovering
rules concerning the norms of English, as well as finding out about
British (historical) culture. Because of the complexities of the semantic
deviations in the poem, we suggest that a practical way forwards is
for teachers to guide students through the least difficult of these and,
following this, for students to attempt to apply the analytical principles
they have learned to make sense of the more complex deviations for
themselves. We suggest the following stages offer one way of guiding
students through an analysis of the poem.

7.5.5 Guided analysis

Our guided analysis uses the stylistic principle of foregrounding as its
basis and focuses on graphological deviation within the text in the first
instance before moving on to semantic deviation. At this stage we invite
students to use the BNC to assess language norms in standard British
English, thus adopting DDL methods to encourage discovery learning.
The lesson, in general, follows the stylistic analysis in the section above,
but it will depend largely on the ability and needs of the students
whether meta-language associated with language components and fore-
grounding theory is introduced or not, or rephrased less technically
(e.g. graphology = visual aspects of the text; semantics = lexical/phrasal
meanings and meaning relations).
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Identifying graphological parallelism

First of all, before considering the complex semantics of the poem, we
suggest asking students to look for patterns in the poem’s appearance
on the page. To start with, ask students to identify the title of the poem,
count the number of stanzas and establish how many lines there are in
each stanza. Then ask students to decide whether all the stanzas are the
same graphologically and to explain what makes one of the stanzas dif-
ferent from the other two in this respect. Students should then be asked
to look more closely at the title and to establish where the title phrase
appears in the poem. A discussion could then follow about whether
or not the graphological differences that have been identified and the
positioning of the title phrase are important, and about the effects they
might have on how readers treat the final stanza.

Identifying simple semantic deviation

Moving on from graphological to semantic deviation, we propose that
the next directed task should be for the teacher to establish with the
students the paradoxical nature of the title phrase, because this is key
to interpreting the poem. Students could look at dictionary definitions
of the word noon if they are unsure as to its meaning. Once they have
done that, they should find it easier to see that ‘tonight at noon’ is par-
adoxical and therefore whatever follows cannot logically happen. This
point can be made by asking students to consider whether the situations
described in the following lines are likely:

When the leaves fall upwards to the trees [9]

Pigeons will hunt cats through city backyards [11]

In forgotten graveyards everywhere the dead will quietly bury
the living [25]

The deviations in the lines above relate to globally recognised laws of
physics or nature: the Earth’s gravitational pull makes falling upwards
impossible; the dead cannot do anything; pigeons do not have a hunting
instinct, and are not physically equipped to hunt (and kill) cats. At this
point, the term semantic deviation could be introduced.

Exploring complex semantic deviation through corpus analysis

Having established that the poem, starting from the title, describes
paradoxical or illogical situations, more complex semantic deviation
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can be explored, and it is at this point in the lesson that a corpus of
British English, and therefore DDL, would come into play. We suggest
using the BYU interface® (developed by Mark Davies) to the British
National Corpus (BNC) of 100 million words of British English from
the 1990s, since this offers a fairly uncomplicated way to perform
searches within the BNC corpus. Before logging into the interface, users
need to register, which is a straightforward procedure that takes very
little time (see Box 7.1).

Once students have registered and logged into BYU-BNC, they
should return to stanza 1 of the poem and consider line 6: ‘America
will declare peace on Russia’. Their focus here should be directed to
the word form declare and the fact that it is followed by peace. The
goal here is for students to understand more about the meaning of
declare.

As we saw in Chapter 2, concordances of words are one way in
which we can use corpora to examine word meanings, so students
could be directed to search for declare in the BNC to see how it is
used normally. Students can scroll through the resulting concordance
lines and will be able to make some observations about how the
word declare is used in the BNC data, and whether, for example, it
has obviously positive or negative meanings. While the teacher might
support this activity, students could be left to work as independently
as possible.

Box 7.1 Registering and logging on to BYU-BNC
I. Go to <http://corpus.byu.edu/bnc/>.

| © https://corpus. byu.edu/bnc/ o |

British National Corpus (BYU-BNC) (®) @ s RoO®

SEARCH FREQUENCY CONTEXT

LOGIN

EMAIL O HeLP
PASSWORD 5]

REGISTER
RESET PASSWORD

2. Click on the LOG IN tab and then either sign in or click on REGISTER
to register to use the BYU corpora.
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Box 7.2 Generating a concordance of the word declare

Generate a concordance of the word declare by typing the word into the
search box and then clicking Find matching strings.

British National Corpus (BYU-BNC) (%) @3 L RONG)
FREQUENCY CONTEXT ACCOUNT
@ Chart Collocates Compare KWIC @ T
ST disply
Find matching st Reset
patterns like #break#, phrases like more * than or rough NOUN. You can also
© Sections Texts/Virtual Sort/Limit Options search by synonyms (e.g. gorgeous), and customized wordlists like clothes. In

each case, you see each individual matching string.

More information: basic syntax. part of speach, lemmas (forms of words),
synonyms, customized word lists, and combining words

|. Click the SEARCH tab.

2. Type the word declare into the search box.
3. Click on Find matching strings.

4. The following screen should be returned:

British National Corpus (BYU-BNC) () @ s naoeE

SEARCH CONTEXT ACCOUNT

SEE CONTEXT: CLICK ON WORD OR SELECT WORDS + [CONTEXT] [HELP...] COMPARE

| IENEEEl  ALL FORMS (SAMPLE): 100 200 500
|

5. Click on DECLARE to view the concordance lines.

Simply reading concordance lines is just one way of investigating
word meaning. As we discussed in Chapter 2, we can also improve
our understanding of the meaning of the word declare by examining
a list of its collocates. The procedure for generating collocates can be
found in Box 7.3. The results that should be obtained can be found in
Table 7.1.

Box 7.3 Generating a list of collocates for declare

I. Click on the Collocates tab.

2. Type declare into the Word/phrase box.

3. Click in the POS box to the right of the word Collocates and from the
dropdown menu select noun.ALL. The code _nn* will appear in the
box to the left of the word Collocates.
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British National Corpus (BYU-BNC) (&) Ko

FREQUENCY

List Chart |Collocates| Compare KWIC

Collocates |noun.ALL H

|+‘4|3‘2|1‘0.0|1|2|nsertPoS

adj.ALL
adv.ALL

O Sections Texts/Virtual Son—— ns

noun.ALL+
noun.5G
noun.PL
noun.CMN
noun.+PROP
noun.-PROP +

British National Corpus (BYU-BNC) (&) Ko

List Chart [Collocates| Compare KWIC

nn* Collocates [ﬂ

[+[4[3[2[1]o M o[1]2[3]4[]

0 Sections Texts/Virtual Sort/Limit Options

4. Click on both 4s to set the window size to 9 words (4 words to the
left and to the right, plus the search word).
5. Click on Find collocates.

What is apparent from Table 7.1 is that peace is not a strong collo-
cate of declare. As a result, using it in the poem deviates from the norms
of everyday English as represented by the BNC. This unusualness can
be related to foregrounding, a concept that can be introduced to stu-
dents at this point. Students can then be asked about the likelihood
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Table 7.1 Strong noun collocates of declare (using a 9 word window and
[n*])

No. Collocate Frequency All % MI
1 interest 38 26,773 0.14 4.22
2 war 34 26,881 0.13 4.06
3 state 27 37,764 0.07 3.23
4 law 24 26,256 0.09 3.59
5 dividend 15 1,438 1.04 7.10
6 resolution 14 3,534 0.40 5.70
7 emergency 14 3,785 0.37 S.61
8 independence 11 4,262 0.26 5.09
9 intention 9 4,607 0.20 4.68

10 income 8 11,862 0.07 3.15

of what is described in line 6 actually happening. This exploration of
line 6 might also include students constructing more usual phrases that
include declare based on their corpus findings. It might also help for the
instructor to introduce the global historical context of the Cold War
and to provide students with some contextual information about when
the poem was written.

We turn now to line 4: ‘Children from happy families will be sent to
live in a home’. This is a more complex line interpretatively since EFL
learners may well be unaware of the possible connotations of a home
to a native speaker. Home has many meanings, and students could use
a dictionary to explore them. Perhaps the primary meaning is that of
a dwelling, or place of residence, that can sometimes go beyond the
structure of the building (as in the phrase turn a house into a home).
The students might also be made aware of home relating to a sense of
belonging (as in the phrase feeling at home). These (rather positive)
meanings could be discussed before returning to the use of home in
the poem, and students could be asked whether the positive meanings
they have so far discussed are reflected in the poem. At this point, the
semantic importance of home being preceded by the indefinite article
should be introduced. To help them explore this, students should gen-
erate collocates of the phrase in a home, using a 9 word window (see
Box 7.4). The results that should be obtained are shown in Table 7.2.
From this table it becomes clear that particular types of people (chil-
dren, the elderly, the handicapped) are associated with the word home,
particularly when it is preceded by the indefinite article (although not
always); in this sense, home would appear to be a shortened term for
care home.
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Table 7.2 Strong collocates of in a home (using a 9 word window)

No. Collocates Frequency All % MI
1 put 13 57,050 0.02 4.38
2 children 6 45,334 0.01 3.59
3 elderly 5 4,877 0.10 6.55
4 live 5 16,595 0.03 4.78
N handicapped 4 1,541 0.26 7.89
6 residents 4 3,365 0.12 6.76
7 living 4 15,414 0.03 4.56
8 care 4 24,178 0.02 3.91
9 mentally 3 1,938 0.15 7.14

10 lives 3 10,092 0.03 4.76

Box 7.4 Searching for in a home in the fiction section

of the BNC

British National Corpus (BYU-BNC) () [ @&
F FREQUENCY

List Chart |Collocates| Compare KWIC

Collocates
(+[a]3[2[1]o [ o]1]2]3]a]]

Find collocates

O Sections Texts/Virtual Sort/Limit Options

I. Click on the Collocates tab.
2. In the Word/phrase box, type in a home.

3. In the Collocates box type in an asterisk (this is the automatic default

for this box and means that no part of speech has been specified).

4. Click on both 4s to set the window size to 9 words.
5. Click on Find collocates.

The semantic paradox in line 6 can be explored further by asking
students to generate a concordance of the phrase be sent to. In order
to limit the number of results and to increase the coherence of the con-
cordances, we suggest using the fiction section of the BNC. Instructors
will need to explain that the BNC is constructed of both spoken and
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written texts from a number of different genres, including prose fiction.
The concordance that should be obtained can be found in Figure 7.1.
What becomes apparent from the concordance is that the phrase be sent
to tends to co-occur with events and occurrences that have unpleasant
connotations; collocates include, for example, prison, forgotten, war
and punishment. We can reasonably assume that no child (whether
from a happy family or otherwise) likes to be on the receiving end of
bad things, hence being sent to live in a home is something that most
children would be upset by.

The class could discuss the kinds of circumstances that might lead to
children being sent to live in a home, and the kinds of families that such
children might come from. What ought to become apparent from this
discussion is that these are not necessarily the conventional opposite of
happy families. From this, students can be made aware that not all of
the lines in the poem describe straightforwardly oppositional situations,
and that, consequently, students should bear this in mind when inter-
preting other lines.

Investigating culturally specific references

By now, students are likely to have picked up on the fact that most lines
in the poem describe situations that are in some sense the opposite to
the norm. However, the cultural specificity of some of the lines means
that students may well struggle to determine exactly which aspects
of a particular line are semantically deviant. For example, in line 7
(‘World War I generals will sell poppies on the street on November
11th’) it may well be unclear whether it is “World War I’, ‘generals’,
‘poppies’, ‘on the street’ or ‘on November 11th’ that is the unusual
element of the line. Ask students to carry out an internet search for the
significance of November 11th in British culture. From this it should
become clear that the only possible candidate for deviation is ‘generals’,
since Remembrance Day originated from the World War I armistice
and poppies are sold on the street to raise money for ex-servicemen
and women. Students can then be asked what the possibilities are for
a constructed opposite to ‘generals’, that is, who would normally sell
poppies and why is it incongruous for generals to sell them?

Initially, this activity of actively seeking out cultural information
would seem to run counter to Toolan’s (2011) argument that, in many
cases, students do not need the amount of cultural knowledge they
might imagine they do in order to understand what appear to be specific
cultural references. Toolan analyses the opening paragraphs of George
Eliot’s Middlemarch to demonstrate that knowledge of allusions and
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inter-textual references are often secondary in importance to a grasp
of the relations between participants, processes and circumstances in
a sentence. However, what is different with regard to the analysis of
‘Tonight at Noon’ is that students are using a key piece of cultural
information to determine the constructed oppositional element of the
line; that cultural knowledge does not, in and of itself, allow them to
make sense of the line without applying the stylistic patterns they have
identified in their analysis up to this point.

7.5.6 Round-up of the analysis so far

At this point in the lesson, the students could be asked to report back on
what they have discovered so far about the poem. The discussion could
be focused by the students being asked first about the graphological
structure of the poem and any patterns they have noticed, and then
about the semantic deviations in stanza 1. Based on this, the teacher
could then ask the students what they expect to see in stanzas 2 and 3.
The students are likely to expect the same pattern of semantic devia-
tions, but regardless of their answers they can now be asked to carry on
their investigation of the other stanzas for themselves independently of
the teacher in order to find out what happens semantically. In the next
section we outline how that investigation might proceed and provide a
list of lines from the poem to be investigated along with a set of study
questions.

Independent analysis: stanzas 2 and 3

Stanzas 2 and 3 have a number of cultural references that students will
need to make sense of (e.g. reference to “Woolton’, ‘Nelson’, the “Top
20°). As with the example of line 7, cultural knowledge is essential
to determine the element of each line that is in some way deviant. In
making sense of stanzas 2 and 3, students are moving towards an inter-
pretation of the poem (doing stylistics ‘upside down’, as Short 1996b
puts it). They are also adding to their knowledge of British (perhaps
specifically English) culture. This is in addition to the knowledge of
norms of Standard English determined through their analysis of stanza
1 (stylistics ‘inside out’, as we term it). The following is a list of semanti-
cally deviant lines from the poem, which warrant further investigation,
along with study questions aimed at guiding student enquiry:

1. Line 5: ‘Elephants will tell each other human jokes’
What is an elephant joke? Look this up on the internet.
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2. Line 2: ‘Supermarkets will advertise 3d extra on everything’
What kind of advertisements do you usually see in supermarkets?
What does 3d refer to? (Hint: what was the currency in Britain

at the time the poem was written?)

3. Line 11: ‘Pigeons will hunt cats through city backyards’
Pigeons don’t hunt and they certainly don’t hunt cats. Test the
unusualness of line 11 by using BYU-BNC to look for verb
forms that collocate with pigeons. In the Word/phrase box,
type pigeons; in the Collocates box select verb.ALL.

The results should include (in order of frequency):
racing, homing, fly, kept, shown, fed, flying, roosting,
shooting.
Using these findings, discuss what actions pigeons normally
perform.
Rewrite line 11 using one of these actions.

4. Line 14: ‘Pigs will be sighted flying in formation over Woolton’
In BYU-BNC, search for pigs * fly. The concordance that should
be obtained can be found in Figure 7.2. Can you identify a
phrasal pattern(s)? Discuss the meaning of any such pattern(s).

Making sense of internal deviation in stanza 3

Finally, students can be asked to discuss their independent analyses of
stanzas 2 and 3, and could be asked whether they found similar patterns
to those they discovered in stanza 1. At this stage, even if they have been
unable to fully interpret some of the specific cultural references, they
are likely to have a sense that the pattern from stanza 1 is continued in
stanza 2 and the first part of stanza 3. The focus should now be on what
is different about stanza 3 compared with their expectations. Students
can be guided towards this by returning to their initial comments about
graphological deviation, that is, the positioning on a separate line of
and in line 26 draws attention to line 27, which is further foregrounded
by virtue of being the only line in the poem that is not unusual at the
surface level. Students can then be asked whether they think this line
describes a likely situation.

7.5.7 Analysis: case study summary and conclusions

In this case study we have shown how using a highly deviant poem
in the language classroom can introduce English language learners to
certain language norms in English as well as to specific aspects of British
(English) culture. In doing so we have introduced the potential of
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stylistics to be taught ‘inside out’; that is, we have shown how the stylis-
tic analysis of unusual texts can be carried out to uncover more general
language phenomena. The idea we have described with this approach
to language learning is that students start to discover language patterns
for themselves using different methods including corpus searches. After
initial guidance from the teacher the lesson would develop into a series
of independent discovery tasks for the student, which could fit into
a Task Based Teaching framework such as that proposed by Willis
(1996). The tasks involve dictionary searches, web investigations using
a search engine, and a series of corpus enquiries using a web front-end
to the BNC. Each of these tasks alone requires the student to think very
carefully about language, moving from a focus on form to a focus on
meaning. Consequently, simply completing these tasks (preferably in
pairs or small groups) tests their knowledge and helps to develop their
understanding of English. Clearly, this sort of lesson would be unsuita-
ble for beginner learners. However, as a lesson for upper intermediate or
advanced level learners it introduces sophisticated concepts relating to
semantics and helps to demonstrate that not attending to minor details
in language can have major consequences for meaning. The lesson
also has the potential to encourage the development of understanding
of complex semantic meanings in texts, which is achieved in part by
students discovering and making sense of language patterns in a corpus
of British English, thus incorporating inductive methods from DDL.

7.6 Conclusion

Pedagogical stylistics is still very much a developing sub-discipline of
stylistics. Despite criticisms of pedagogical stylistics that question its
contribution to language learning there is, nevertheless, a growing body
of work in the field demonstrating some of its benefits. Part of the
issue is that stylistics is not in and of itself a teaching framework or
theory, and therefore pedagogical stylistics should be seen and used
within the context of established approaches to language teaching.
Our case study demonstrates that pedagogical stylistics can be part
of a consciousness-raising exercise whereby students are encouraged
to notice language and draw conclusions about meaning. The case
study also demonstrated some of the possibilities of combining DDL
with stylistics. DDL has been criticised for only addressing bottom-up
processing and not top-down (Flowerdew 2009). The combination of
stylistics and DDL in our case study offers a way to address this issue.
The poem we used in the task presents a number of language conun-
drums which students could solve using patterns from a corpus, and in
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doing so notice different language features. The combination of task,
stylistics and DDL encourages top-down processing by asking students
to consider an overall meaning of the poem, and bottom-up processing
by asking students to focus on individual forms that will help them to
draw conclusions about the meaning. Additionally, the use of a poem
offers a window onto language and English culture that might not have
emerged from other texts or teaching materials.

Notes

1.

B

ESL stands for English as a Second Language. ESL teaching describes
English language teaching in countries where English is the dominant
language. EFL stands for English as a Foreign Language. EFL teach-
ing refers to English language teaching in countries where English is
not the dominant language.

. The notion of authenticity is not uncontroversial; see Widdowson

(1990: 45-7) for further discussion.
See <https://cqpweb.lancs.ac.uk/> (last accessed 20 August 2018).
See <https://corpus.byu.edu/> (last accessed 30 August 2018).

. We are grateful to the author’s estate for granting permission for us

to use the poem in this chapter.

. The BNCweb interface developed at Lancaster University could also

be used for this exercise and is available at <http://corpora.lancs.
ac.uk/BNCweb/> (last accessed 20 August 2018). User registration
is straightforward and quick, and details can be found at <http://
bncweb.lancs.ac.uk/bnewebSignup/user/login.php> (last accessed 20
August 2018). Note that the search tools of Lancaster BNCweb are
different from the BYU interface.
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Historical corpus stylistics

8.1 Introduction

At the beginning of Chapter 2 we pointed out the extent to which corpus
linguistic methodologies have revolutionised historical linguistics (see,
for example, Herce 2017; Jenset and McGillivray 2017; Viola 2017).
But beyond the investigation of formal elements of language such as
syntax and morphology, corpus methods also open up the possibility
of studying the diachronic development of aspects of style (see, for
example, Adamson 1994; Rissanen et al. 1997; Studer 2008; Evans
2013). Indeed, investigating functional as well as formal elements of
language is essential if we are to record what Watts and Trudgill (2001)
term ‘alternative’ (i.e. non-formal) histories of English (Watts and
Trudgill’s focus is on English specifically, though what they advocate is
applicable to all languages). Stylistics is, of course, well placed to make
a contribution to such an endeavour, and over recent years there has
been an ongoing and steadily growing interest in the corpus stylistic
study of texts from earlier historical periods. This chapter demonstrates
how the concepts discussed in Chapters 2—-5 can be used to explore
diachronic developments in style. We discuss such practical matters
as how to choose appropriate corpora for historical stylistic analysis,
the extent to which representativeness is an issue in historical corpora,
and how to deal with issues particular to historical language varieties,
such as spelling variation. In so doing, we discuss the particular diffi-
culties of researching style and meaning-making in historical texts and
corpora. We use two case studies to illustrate the possibilities of this
kind of analysis. The first examines discourse presentation techniques
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in Early Modern English texts. The second examines the stylistic effects
of modality in Early Modern English journalistic writing. In both these
case studies we move our focus away from text style (discussed in
Chapter 4) and turn our attention to style developments within genres.
We begin by considering the principles that underpin the diachronic
and synchronic study of style.

8.2 Studying style diachronically and synchronically

A primary concern of historical stylistics is diachronic variation in style,
that is, the study of how language features that relate to style may vary
over time. For example, we might investigate how markers of genre
style change over a 100-year period. Also essential, as Wales (2011:
112) points out, is examining style synchronically if we are to gain a
historical perspective on language and style. This means being clear
about how particular linguistic features function at any given moment
in time, and how these functions might be influenced by such non-lin-
guistic variables as geographical region, genre or author, to name but a
few. According to Bray (2014; see also Busse 2015), a further important
aspect of historical stylistics is contextualising (or situating) any analysis
within the time period in which the text was written, so that diachronic/
synchronic variation is seen (and perhaps explained) through a histor-
ical perspective, as well as connected to social, economic and political
events and change. It is important that interpretations or explanations
of how historical texts make meaning are made in the light of those
historical contexts (see Auer et al. 2016: 1).

Rather obviously, historical stylistics focuses on historical texts, which
in the case of most published research in the field means those written
in older varieties of English — though, of course, there is no reason why
other languages should not also be studied from a historical stylistic per-
spective. With regard to English specifically, there are generally agreed
to be three main stages in its development prior to the advent of con-
temporary English: Old English (OE; approximately 450-1100), Middle
English (ME; approximately 1100-1500) and Early Modern English
(EModE; approximately 1500-1750), and it is easy to see how notions
of what counts as historical can be mapped onto these stages. English
as it developed beyond the Early Modern period and into the nineteenth
century (usually referred to as Late Modern English [LModE]; approx-
imately 1750-1900) has also been studied from a historical perspective
and has recently received renewed attention (see, for example, Tieken-
Boon van Ostade 2009). In a special issue of English Language and
Linguistics (2012) devoted to LModE, Beal et al. (2012: 201) suggest
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that one reason why interest in this particular variety of English has
increased is that, since the start of the new millennium, the temporal
distance between contemporary English and LModE is perceived to be
sufficient to enable the identification of linguistic change. Beal et al.’s
reasoning suggests that what counts as enough temporal space, and
therefore what counts as historical, is debatable and that, arguably,
diachronic change within Present Day English (PDE) can be seen from a
historical perspective (see, for example, Leech 2003, 2004).! If we take
this view, then the diachronic comparison of a comic strip from 1977
and 2003 we presented in Chapter 3 might also be seen as a historical
corpus stylistic study, since time is the central variable in the data and
there is enough temporal space between the data sets for the text-type
to potentially evolve. Also, in order to make sense of some of the results
of that study, we need to appreciate the socio-cultural and technological
differences between 1970s and new millennium Britain.

Regardless of the time period being researched, it is important in
historical linguistic studies to be clear about whether the investigation
concerns writing or speech. While this may sound an obvious point
to make, because of the paucity of data from some earlier periods of
history it is important to be clear about the extent of the claims that
can be made on the basis of the data studied. For example, a historical
corpus stylistic study of Old English will tell us nothing about speech
in the Anglo-Saxon period because the only data we have is textual
in nature. Any claims about the nature of Old English, then, need
to be qualified as being about Old English writing specifically.? Also
important is distinguishing which changes in linguistic features relate to
changes in genre and which relate more generally to changes in the lan-
guage code associated with that time period. That is, any claims about
language change need to come with caveats that consider whether the
claims are about writing or speech or both, and whether the change is
one that has affected all domains or just one.

8.3 Historical corpora and tools

Historical corpus stylistic research that deals with archaic language
varieties, particularly those from earlier periods of English, is made fea-
sible by the considerable online resources now available for the study
of historical data. These include online digital archives and ready-made
corpora, some of which are free to use while others require subscription
or a one off-payment. These electronic resources and corpora represent
an enormous amount of effort from various groups of people who
scanned and copy-typed data from archives of old texts. Some of the
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most well-known corpora and collections are listed in Appendix 1,
while the list of corpus software in Appendix 2 includes tools specifi-
cally for historical analysis. While two case studies in this chapter each
make use of specially constructed corpora, in both cases we drew in
part on material already available in other collections.

Two notable corpora of historical English are the Zurich English
Newspaper (ZEN) Corpus (Fries et al. 2004) and the Helsinki Corpus
(HC),? both of which have been the subject of considerable research
into diachronic variation across past varieties of English.

The HC contains 1.5 million words from 400 samples of texts,
ranging from 2,000 to around 20,000 words, dating from the eighth
to the eighteenth centuries. The corpus is thus a diachronic corpus that
spans 1,000 years of English language development from Old English to
the beginning of Modern English (early 1700s). Although the HC aims
to represent 1,000 years with just 1.5 million words of data, it lends
itself to certain types of study. As Rissanen explains, ‘it gives reliable
and useful diagnostic information on structural and lexical develop-
ments, particularly of high-frequency items’ (2000: 8). Emerging from
this corpus is a large body of work that explores numerous aspects of
diachronic variation, some of which relate to style (see, for example,
Meurman-Solin 1999; Taavitsainen 1994).

The ZEN Corpus is more narrowly constrained in terms of both time
period and genre, containing 1.6 million words from 349 complete
newspaper editions published between 1661 and 1791 (see Lehmann
et al. 2006). Approximately half the corpus is made up of issues of The
London Gazette, with the rest being made up of other major news-
papers from the seventeenth and eighteenth centuries, including The
London Post, The English Post, The Post Man and The Daily Courant.
The corpus was built by manually copy-typing facsimiles of newspapers
obtained from the Burney Collection (of early English newspapers)
held at the British Library in London, and is marked-up using TEI con-
formant XML to encode year of publication, newspaper issue and an
indication of the type of text within each edition of the newspaper (e.g.
foreign news, home news, advertisement). There have been numerous
publications based on analyses of the data in the ZEN Corpus, includ-
ing Fries and Lehmann (2006) and Studer’s (2008) book-length study
of style in newspapers.

Building and analysing historical corpora that contain archaic lan-
guage varieties can involve overcoming a number of problems. For
example, we noted in Chapter 3 that a corpus is a sample of a language
population and that part of the process of constructing a corpus involves
identifying a sampling frame from which to sample texts. In effect, the
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sampling frame indicates the reality of what can possibly be sampled.
With historical varieties, the number of texts that are available to be
sampled can be small, since in some circumstances very few texts have
survived. This is the case with Old English, where the number of texts
from this historical period amounts to just 3,124. The Old English
Corpus (OEC) at the University of Toronto contains at least one copy
of every known surviving OE text, and this amounts to just over three
million words of Old English. The OEC therefore contains all that
survives of an unknown population of written texts, and can thus
only represent written OE as it is presented in those texts. However,
given that there are no more texts that can be sampled, researchers are
forced to formulate hypotheses about OE based on the available data.
While there are considerably more surviving examples of the language
varieties that immediately followed OE (i.e. Middle English and Early
Modern English), we still cannot be sure how representative these texts
are of the actual population. So here too representativeness is less easy
to realise. Instead, corpora can only contain texts sampled from what is
known to remain and what is accessible (through, for example, publicly
available collections). As Studer notes:

While research is ideally guided by historical and stylistic con-
siderations, it is the hard-copy version that finally determines
the viability of a project idea. [...] historical research is deter-
mined by a body of texts that has been preserved and handed
down to us. (Studer 2008: 27)

Another problem with historical texts, which we noted in Chapter 3, is
that in order to create machine readable versions they must be manually
typed in. This, of course, can be a time-consuming exercise. There might
also be difficulties with reading degraded (copies or scans of) originals.

A further difficulty with historical data is that archaic texts that
were written before a standard system of spelling was in place contain
spelling variants of the same word (we will see examples of this in our
second case study). Such variation in spelling can be a problem for
corpus analyses that use, for example, keywords and concordances,
since variants of the same lemma will not be collected and assessed
together. This problem can be alleviated by using software that corrects
spelling variants in a corpus to standard forms, before proceeding with
any further analysis. For example, Variation Detector (VARD) 2 (Baron
2013) is software designed to normalise spelling in texts where there is
variation. The program was designed initially for Early Modern English
but has also been used to normalise spelling in texts in other English
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language varieties (including text messaging language). The idea is that
texts are processed first by VARD2, which normalises spelling varia-
tion, before being processed by other corpus tools such as AntConc
(Anthony 2018) or Wordsmith (Scott 2016). The preprocessing and
spelling standardisation means that any results from other tools are
more accurate (see Baron et al. 2009).

There are, therefore, a number of obstacles to negotiate when design-
ing and building corpora that aim to represent in some way archaic
varieties of languages. Despite the difficulties with carrying out histori-
cal corpus stylistic research, it is a growing area of study with increasing
numbers of resources becoming available. In the case studies that follow
we explore the potential for using corpus approaches when analysing
historical data, and put into practice some of the methods that we have
discussed in previous chapters.

8.4 Case study: discourse presentation in Early Modern English

Our first case study in this chapter is a diachronic investigation of dis-
course presentation (DP). Our aim is to compare discourse presentation
in Early Modern English (EModE) writing with equivalent phenomena
in Present Day English (PDE) writing. To do that, we compiled a small
corpus of EModE texts, annotated it for categories of DP using a model
set out in Semino and Short (2004) and later modified by Short (2007),
and then used the annotation to quantify the different types of DP in
our data. We then compared our quantitative results with those from
Semino and Short’s (2004) study of DP in PDE writing. By doing this,
we were also able to test whether a discourse presentation model that
was developed through work on PDE writing can be applied to an older
variety of English. We decided that if we found instances of DP in the
EModE data that was not described by the model, then a secondary
objective would be to propose amendments to the model in light of
such difficulties. These aims can be summarised as a series of research
questions:

RQ1 Can we apply a model of discourse presentation designed for
PDE to EModE? (By this we mean, can the Semino and Short
2004/Short 2007 model of discourse presentation adequately
account for all speech, writing and thought presentation in a
corpus of EModE texts?)

RQ1.1 If we can’t, then what modifications/additions do we need to
make to the model in order for it to account for the EModE
data?
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RQ2 Based on the results from a small corpus of EModE texts
and the results reported by Semino and Short (2004), do the
proportional frequencies of DP in a corpus of EModE writing
match equivalent frequencies reported by Semino and Short
(2004) for a corpus of PDE?

RQ2.1 Are any differences in frequencies statistically significant?

We chose the early modern period because at this stage in the develop-
ment of English a standard form of the language was becoming more
prevalent and there was an increase in printed texts and literacy (van
Gelderen 2014). The Early Modern period was therefore an era of con-
siderable linguistic development, and we hypothesised that discourse
presentation as a stylistic technique might operate differently from how
it does in PDE. As a first step towards investigating this, a general
working hypothesis for this study is that DP in EModE is found in the
same quantities as in PDE. In effect, this is a null hypothesis of there
being no difference between the quantities of DP found in EModE and
PDE. To summarise:

H, DP in EModE = DP in PDE
H, DP in EModE = DP in PDE

Of course, the simple observation of quantities will not tell us about
the functions of DP in our corpus. Qualitative analysis is necessary to
ascertain these. Nonetheless, as we have seen throughout this book,
quantitative analysis can offer an objective method of determining
results that are potentially of interest in qualitative terms and offer a
focus for further analysis.

8.4.1 Discourse presentation

Prototypically, discourse presentation (DP), also known as speech,
writing and thought presentation (SW&TP), refers to the presentation
of speech, writing or thought from an anterior discourse in a posterior
discourse. Discourse can be presented using a variety of different forms.
The framework we use for this study is based on that described by Short
(2007), which is a development of a framework first proposed by Leech
and Short (1981) and later expanded by Semino and Short (2004). The
categories of discourse presentation in the framework are summarised
in Table 8.1.

The discourse presentation framework presents a cline of presenta-
tional forms that range from (apparent) verbatim renderings of the
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Table 8.1 Speech, writing and thought presentation categories (based on
Short 2007)

Speech presentation Writing presentation Thought presentation

(F)DS (Free) Direct (F)DW  Free Direct (F)DT Free Direct
Speech Writing Thought

FIS Free Indirect FIW Free Indirect FIT Free Indirect
Speech Writing Thought

IS Indirect Speech TW Indirect Writing IT Indirect Thought

NPSA Narrator’s NPWA Narrator’s NPTA Narrator’s
Presentation of Presentation of Presentation of a
a Speech Act a Writing Act Thought Act

NPV  Narrator’s NPW  Narrator’s NPT  Narrator’s
Presentation of Presentation of Presentation of
Voice Writing Thought

original discourse, to minimal forms that indicate merely that speech,
writing or thought occurred. As one moves down the categories set out
in Table 8.1 there is an increase in what Leech and Short (1981, 2007)
call narrator interference, and a consequent decrease in claims that can
be made about faithfulness to the purported original discourse. Direct
forms (DS/DW/DT) express the exact words of the original discourse
enclosed in quotation marks and include a reporting clause. Free Direct
forms express the same but exclude reporting clauses and/or other
indicators of a narrator’s presence (such as quotation marks). Indirect
forms (IS/IW/IT) present the propositional content of the original but
with (1) the original words subjected to a backshift in tense, and con-
tained within a subordinate clause, and (2) any pronouns changed to
be appropriate to the presenter rather than the original speaker/writer/
thinker. Free Indirect forms (FIS/FIW/FIT) typically blend aspects of the
indirect form (e.g. backshift in tense; changed pronouns) with a flavour
of the original words (e.g. sequencing of information; lexis; punctua-
tion). The Narrator’s Presentation of a Speech/Writing/Thought Act
(NPSA/NPWA/NPTA) category presents the illocutionary force of the
original and optionally an indication of the topic, but none of the
propositional content, so that typically the anterior discourse cannot
be reconstructed. Finally, the Narrator’s Presentation of Voice/Writing/
Thought (NPV/NPW/NPT) indicates only that speech, writing or
thought occurred; that is, it gives no indication of propositional content
or original form.

While there has been some work on DP from a historical perspective
(see Busse 2010; Jucker 2006; Moore 2002; Wiodarcyzk 2007), only
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Busse’s (2010) study of nineteenth-century narrative fiction uses the
analytical framework we employ here. Busse (2010) found that direct
speech presentation is the most frequent type of discourse presenta-
tion in her corpus (which matches Semino and Short’s 2004 findings
for twentieth-century fiction) but also discovered differences in how
characters’ mental states and thought processes are presented. Jucker
(2006) also adopts a corpus-based approach to investigate DP in news
discourse, though he uses an unannotated corpus, which means that his
findings are limited to the structural forms of DP that it is possible to
search for. For example, Jucker does not analyse free indirect discourse
because this is only apparent by its context, not by its linguistic form. Our
technique of first annotating our data means that we are able to retrieve
all instances of all the categories of discourse presentation outlined in
Table 8.1.

8.4.2 Building the corpus

When building our corpus of EModE texts, our first concern was to
decide the time frame from which to collect data. The date boundaries
between earlier language varieties cannot be fixed absolutely, and are not
agreed. For example, Burchfield ([1985] 2006) decides on 1476-1776,
while Johnson (2016) uses a similar starting point but draws a line
at 1700. We opted for a 250-year frame from 1500 to 1750, these
dates being roughly synonymous with, respectively, Caxton’s printing
press revolution taking effect and the publication of Samuel Johnson’s
dictionary. This is not to suggest that these two events had an equal
impact on all varieties of English, only that they are important mile-
stones in the development of English and are likely to have had at least
some effect on the written standard. They mark convenient points (and
events) where (1) English started to become more standardised, and (2)
standardisation was well on its way.

Our second concern was which texts to put into our corpus. Because
our aim was to eventually compare the results from our research with
those from Semino and Short’s (2004) project, the data profile for
our corpus needed to match that of Semino and Short’s corpus. The
Lancaster SW&TP Written Corpus, as it is known, contains a total
of 260,000 words made up of equal numbers of 2,000-word samples
of serious and popular prose fiction (broadly akin to ‘high’ and ‘low’
literature), tabloid and broadsheet news journalism, and biography and
autobiography. Due to time constraints and the labour-intensive nature
of SW&TP annotation, we were unable to construct a corpus of equiv-
alent size and scope. We restricted our corpus to just prose fiction and
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news reports and we did not distinguish between serious and popular
fiction or broadsheet and tabloid news, since these distinctions did not
exist in the Early Modern period in quite the same way. Furthermore,
because our corpus was already rather small, sub-dividing our data in
this way would have generated raw figures too small to draw reliable
conclusions from.

In order to collect a selection of texts spread across our chosen period,
we divided the 250-year frame into 50-year segments and collected four
texts (two prose fiction and two news) for each segment. In a similar
way to the compilation of the Lancaster Corpus, we collected 2,000-
word samples of each text-type, giving us ten samples, and around
20,000 words of each text-type (prose fiction and news).

Tables 8.2 and 8.3 outline the content of the fiction and news sec-
tions of our corpus. It is worth noting that our earliest examples of
news journalism are somewhat different from PDE newspapers. The
newspaper (as we would recognise it today) did not exist at the begin-
ning of our time frame, and news was often in the form of letters con-
taining personal accounts (Brownlees 2014: 13 uses the term ‘epistolary
news’), which were printed and distributed on a fairly limited basis.
Our earliest samples of news journalism are therefore of the contents of
letters describing newsworthy events (e.g. J1.2 ‘Hevy newes of an earth-
quake’). While our data is not absolutely equivalent to the Lancaster

Table 8.2 The composition of the fiction section of the EModE corpus

EModE Corpus — Prose Fiction sub-section

Extract Time Title Word  Author Pubn

no. period count date

PF1.1 1500-49 The Noble History 2,072 Henry Watson 1511
of King Ponthus

PF1.2 The Mad Men of 2,002 William Tyndale 1547
Gotham

PF2.1 1550-99 The Carde of Fancie 2,154 Robert Greene 1584

PF2.2 Arcadia 2,022 Philip Sydney 1590

PF3.1 1600-49 The Blacke Booke 2,057 attr. Thomas 1604

Middleton

PF3.2 Cloria and Narcissus 2,047 attr. Percy Herbert 1653

PF4.1 1650-99 The blazing-world 2,097 Margaret Cavendish 1668

PF4.2 Oroonoko 2,073 Aphra Behn 1688

PF5.1 1700-50 Moll Flanders 1,993 Daniel Defoe 1722

PF5.2 Tom Jones 2,079 Henry Fielding 1751

Total words 20,596
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Table 8.3 The composition of the news section of the EModE corpus

EModE Corpus — News Report sub-section

Extract Time Title Word Author Pubn

no. period count date

J1.1 1500-49 An account of the Battle of 2,200 Not Known 1513
Flodden

J1.2 Hevy newes of an earthquake 825 Not Known 1542

J1.3 A copy of a letter containing 1,017 Not Known 1549
certayne newes

J2.1 1550-99 The Spoyle of Antwerpe 2,122 George 1576

Gascoigne

J2.2 The English Mercurie 1,391 Not Known 1588

J3.1 1600-49 The weekely Newes 1,079 Not Known 1606

J3.2 The courant of newes 1,386 Not Known 1620

J3.3 The marchings of Two 2,101 Henry Foster 1643
Regiments

J4.1 1650-99 Every Day’s Intelligence 1 1,019 1653

J4.2 Every Day’s Intelligence 2 1,013 Heneage 1653

Finch

J4.3 A true designe of the Late 2,170 1669
Eruption of Mt Etna

J5.1 1700-50 The Flying Post 1,107 Not Known 1700

J5.2 London Post 1,184 Not Known 1700

J5.3 Country Journal 1,876 Not Known 1736

Total words 20,490

news data, it does afford an opportunity to gain an insight into how the
genre develops across the period.

We collected texts for our corpus from a variety of data sources,
including: Early English Books Online (EEBO); the Oxford Text
Archive (OTA); Renascence Editions (University of Oregon); Project
Gutenberg; the Lampeter Corpus; the Lancaster Newsbook Corpus;
the Corpus of Early English Dialogues 1560-1760; and the Burney
Collection. In order to save time, where possible we avoided manually
typing in texts from digital facsimiles and collected data that were
already in machine readable format.

8.4.3 Annotating the corpus

We manually annotated the corpus using XML-style tags made up of
an element, dptag, and an attribute, cat. The cat attribute is where we
specified the category of discourse presentation using predesignated
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Element Attribute Attribute Value
<dptag cat ="XXXXXXXXXX">

fields 1-10

Figure 8.1 Annotation scheme used to tag the EModE corpus for speech,
writing and thought presentation categories

alpha-numeric codes, which are based on those described by MclIntyre
et al. (2004). We entered the codes into the cat attribute using a strategy
whereby we divided the attribute into ten (imaginary) fields or place-
holders (see Figure 8.1).

Each field could contain one of a small number of predesignated
constituent codes that provided details about the type of discourse pres-
entation. We used x as a placeholder for empty field positions in the cat
attribute but did not mark empty positions following the final attribute
value. So, in practice, NT is marked <dptag cat=“NxT”> rather than
<dptag cat=“NxTxxxxxxx”>.

This tagging strategy meant that the same codes would always be
in the same position within the attribute throughout the corpus. This
makes subsequent searches for types of discourse presentation using
corpus tools more straightforward. The codes and their positions within
the cat attribute are set out in Table 8.4.

The possible constituents designated to the first four fields relate
to the major DP categories (outlined in Table 8.1) and are always
upper-case letters. The constituents designated to the remaining
fields relate to DP sub-categories and provide further details about
the DP. These are generally lower-case letters, but numbers and the
hash symbol (#) are also possible in fields 9 and 10 respectively.
The following example shows how the annotation scheme works in
practice:

Table 8.4 Constituents of the fields of the car attribute in the EModE Corpus

Field Possible constituents Definition of constituent

1 x N F Narrator’s; Free
2 xPID Presentation; Indirect; Direct
3 xSTWVI Speech; Thought; Writing; Voice; Internal state
4 x A Act
S XPp Topic
6 xh hypothetical
7 X1 inferred
8 Xy discourse summary
9 x1234 DP split into sections
10 x # # = odd/interesting cases
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<dptag cat=“N”"> But though that general has taken the crown
from a head that was not worthy to wear it, and placed it
on his own for good of the publick, and the honour of that
mighty empire, </dptag>

<dptag cat=“xIWxxxxx1”> he has, </dptag>

<dptag cat=“NRW”> as they write from Vienna, </dptag>

<dptag cat=“xIWxxxxx2”> settled the succession </dptag>

<dptag cat=“N"> so, that after his death the crown shall return
to the family again in the person of the young prince and
deposed Sophi’s son, of whose education he takes particular
care. </dptag>

Notice that an instance of DP can be split into more than one part by,
for example, a reporting clause. This situation is indicated in attribute
9 of a tag. We also mark all instances of narration and the clausal
and non-clausal structures that introduce (or ‘signal’ [Thompson 1996:
524]) discourse presentation. In this way all text is enclosed in tags
which mark function.

Once we had annotated the corpus, we calculated the numbers of
occurrences of each DP category using Multilingual Corpus Toolkit
(MLCT) (Piao et al. 2002), which we introduced in Chapter 6. We did
that using regular expressions (see Friedl 2006) to search for individual
DP categories using our tagging format (see Box 8.1). Using MLCT, it is
also possible to extract the words in-between particular tags into sepa-
rate files (see Box 8.2). In this way we were able to extract all instances
of, say, IT into a file for further analysis using, for example, AntConc
(Anthony 2018). Furthermore, by creating files for every DP category
we were able to check that the sum of the words in the individual files
matched the sum of the words in the whole corpus, which assured us
that all our data had been accounted for.

8.4.4 Quantitative results

Figure 8.2 shows the overall distribution of speech, writing and thought
presentation in both the EModE and PDE data.

From Figure 8.2 we can see that the overall patterns of distribution
of discourse presentation in the EModE data and the PDE corpus are
similar, with speech presentation being the dominant category, followed
by thought and writing presentation. While the bar chart indicates that
there is more thought and writing presentation in the EModE data
than in PDE, log-likelihood tests show that these differences are not
significant. Initially then, on the basis that the distribution of SW&TP
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Box 8.1 Using Multilingual Corpus Toolkit to count
DP tags

The software requires some knowledge of regular expressions, which are
essentially complex wildcards for defining specific search pattems. In this
box we will assume that we are interested in searching for tags that mark
indirect thought (IT) in the EModE corpus.

|. Start MLCT and open the corpus under investigation by clicking File >
Open in left window.

Fle| View Tools LexTools Concordance Help

New left window Ihoman |v|16 |v| ||Eng|is|| |v|

Open in left window

Save left window as || | @ |
New right window

Open in right window
Save right window as

Extract text from webpage
Exit

2. In the search bar next to the anchor symbol, type in the following
search pattem:
<dptag cat=" xIT*?">

File View Tools LexTools Concordance Help
|ASCII |V|Times New Roman |V|16 |v| "English |v|
| bl |<optag cat=nir o> | | @ |

3. The characters describe a search pattern that tells MLCT to look for
a dptag that contains XIT (so a tag for indirect thought) followed by
any number of characters that fall within the rest of the tag. This is to
capture IT tags that include any of the sub-category codes that might
occur in any of the tag placeholders, for example, an h for hypothetical.
The search pattern contains the following meta-characters, which are
characters with special meaning:

. (full stop) any character except a line break

* (asterisk) zero or more times
! (question mark) once or none
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Essentially, the special characters tell MLCT to find any number
(including zero) of any characters (except a line break) occurring
within the dptag after IT and before the closing quotation mark and
angle bracket. The question mark instructs MLCT to stop searching
once the pattern is satisfied for the first time (this is known as a non-
greedy search). Without a question mark, the search would match
as much data as possible, stopping only when the first line break was
encountered.

4. Click the anchor icon to the left of the search bar. MLCT will extract
all tags to the right window.

File View Tools LexTools Concordance Help
[ascn [ [rimes hew Roman [~]t6]~] [E[Engisn [+]

B |<thagcat=‘x\T‘7'> H | H |

[<News>

mD

<File id="T1.1">
<Header>
<Title> A CONTEMPORARY ACCOUNT OF THE BATTLE OF FLODDON, th SEPTEMBER 1513
[Title>
<Author> Anon </Author>
<PubDate> 1513 </PubDate>
<Source> AHDS </Source>
<URL> http:/ads.ahds.ac uk/catalogue/adsdataPSAS_2002/pdfivol 007/7_141_152.pdf
/URL>
<Words> 2200 </Words>
<Comment>first 2 thirds </Comment>
</Header>
<Text>
<dptag cat="N"> Hereafter ensue the trewe encountre of Batayle lately don betwene Englade and
[Scotlande: In whiche batayle the Scottsshe Kynge was slayne.
(The manner of thaduauncesynge of my lord of Surrey tresourier and Marshall of Englande And
llenetemunte generall of the north parties of the same with xxvi M. men towardes the kynge of
[Scottes and his armye vewed and nombred to an hundred thousande men at the leest
[Firste, my sayd Lorde at his beynge at Awnewik in the iifj. daye of.
fthe v. yere of the Reygne of Kynge Henry the viij.. </dptag>
<dptag cat="Nxvooy"> <note desc="SI'WI"> herynge </note> that the Kynge of Soottes thenne
as remoued from Norhame and dyd lye at Forde Castel and in those partyes dyd moche hurte in
spoylyng robynge and brennynge, </dptag>
<dptag cat="N"> sent to the sayde Kynge of Scottes Ruge Cros pursenante at Armes </dptag>
<dntag cat="Nxxoow"> <note desc="ST"> to shewe unto hvm </note>> that for so mache as he the

5. Click on Tools > Count Lines, and right window, and this will count
the number of instances of the [T tag extract from the corpus.

File View LexTools C Help
T
3T ™ ' [B15]
Copy between Windows 3 =
ewss Sort Lines » [=|[<dptag cat="xITxoooooomon ] ">
Left Window dptag cat="xITxxxxxxxxxxx2">
<File id=" cat="xIT">
Count Tokens ) dptag
<H_“dﬁ> Filter Duplicated Lines 3 dptag cat="xIT">
<Tie> A Compare ListA toB THE BATTLE OF FLODDON, % SEPTEMBER 1513 dptag cat="sIT">
i . | Count Sentence-Length Frequency dptag cat="xIT">
<Ay T
@:;E Select Lines Containing Tok/Pattern dptag cat="sIT">
<5 Clear Lines Containing Tok/Pattern dptag cat="xIT">
= : dptag cat="xTrooooh™>
<URL> h Are Left and Right Texts Identical? AS_2002/pdfivel_007/7_141_152.pdf dptag cat="xIT">
File Name Format 3
/URL> dptag cat="<IT">
“Wor List Files under A Directory » dptag cat="+IT">
<Coom I RegExp Match Frequency Table dptag car="IT">
</Header: Convert Codes dptag cat="xT">
<Text> Convert Encoding » dptag cat="xIT">
<dptag cat='N'> Hereafter ensue the trewe encountre of Batayle lately don betwene Englade and dptag cat="xIT">
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Box 8.2 Using Multilingual Corpus Toolkit to extract
words in-between tags

In this box, we will again use indirect thought (IT) as our example to
demonstrate the procedure for extracting text that occurs in-between
tags.

|. Start MLCT and open the corpus under investigation by clicking File >
Open in left window.

2. In the search bar next to the anchor symbol, type in the following
search pattem:

<dptag cat="' xIT.*?">*</dptag>

The search pattern tells MLCT to look for any characters that fall
between start and end tags for IT. As in Box 8.1, the opening tag in
the search specifies that the tag contains xIT followed by any number
of characters that fall within the rest of the tag in order to capture tags
that contain sub-category codes.

3. Click the anchor icon to the left of the search bar. MLCT will extract
all tags to the right window. Notice that this time, the right window
contains tags, and text in-between tags.

File View Tools lexTools Concordance Help

st [ [rmes tew roman e 2] (B 7]

J_|<cptag cat=o 7> <aptag> [(B]&a] @ |
<News> [2]|<dptag cat="xIT"> that the King wolde have removed dounwarde to the said grounde to have.
[ leyven hym battell, </dptag>
<Fileid="T1.1"> [<dptag cat="xIT"> he wolde have fled away i the night, </dptag>
<Header> [<dptag cat="xIT" cai2="FISxuooooooc2> that my said Lorde and the Army of Englande wolde
<Tifle> A CONTEMPORARY ACCOUNT OF THE BATTLE OF FLODDON, 9th SEPTEMBER 1513 e gon in to Scotlande, </dptag>
Tie> I<dptag cat="xIT"> i shulde hane bene to thair great daunger and jeoperdy. </dptag>
<Author> Anon </Author> [<dptag cat="xIT"> that | had been in a shyp: </cptag>
<PubDate> 1513 <PubDate> [<dptag cat="xIT"> to have proceded but of <eldptag cat="xxI"> some wyldenes of theyz braynes,
<Source> AHDS </Source> [<reldptag>
<URL> hitp:/ads.ahds.ac ukicatalogue/adsdata/PSAS_2002/pdtvol 007/7_141_152.pdf lorof some ignorance lackynge teachynge.
</URL> <eldptag cat="xRTAp"> I thought wolde sone have bynne tamed with instruction,
<Words> 2200 </Words> [</e1dptag>
<Comment> first 2 thirds </Comment> </dptag>

|<dptag cat="xITxouooodi"> to have increased hys power, </dptag>

Fdptag cal—"sTTaxxnsisnna 1% that all ey </dptag>
lately don betwene Tnglade and. [<dipt
artes of the Realme, for ph
:d Marshall of Englandc And |<dptag cat="xI oo
M. men towardes the kynge of

Theyr first botye </dptag>

shoulde be the cytye of exceter, the next, the spoyle of theyr own
> herynge </nofes> that the Kynge of Sooftes thenne. e wyll spare to punish this theyr onfragions crielie. when his good wyl
was remoted from Norhame and dyd lye at Forde Castel and in those partyes dyd moche hurte in land pleasure shall be to doo the same: </dptag>

Ispoylyng robynge and brennynge. </dptag> |<dptag cat="xIT"> that his Highnesse will finde itimpossible to put to sea, </dptag>
<dptag cat="N"> sent to the sayde Kynge of Scottes Ruge Cros purseuante at Armes </dptag> |<dptag cat="xITxcooosh"> that so many monsters n nature should carry the shapes of men
<dptag cat="Nxxooxy"> <note desc="SI"> to shewe unto hym </note> that for so moche as he the | |[</dptag>

4. If we want just text with no tags, then we need to carry out a further
stage of processing using MLCT. First, copy the results from the first
search (in the right window) across to the left window by clicking
on Tools > Copy between Windows > Copy right window to left
window.
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s et (el
M i  [s[B]
Copy left window to right window =
e Sort Lines »| Copy right window to left window = dptag cat="xIT"> tt
m 4
L e Count Lines 3 feyven hym b“aﬂe!HL 51
sHile k=] Count Tokens » dptag czF"xITH> T
<Header>|  pyer pupiicated Lines v Aptag ca i ca
<Title> A Compats =iA T [THE BATTLE OF FLODDON. 9th SEPTEMBER 1513 lhaue gon in to Scotla
A Count Sentence-Length Frequency dptag cat="xIT"> it
<Authg dptag cat="xIT"> tk
<PubDl Select Lines Containing Tok/Pattern dptag ca="sT"> tc
Clear Lines Containing Tok/Pattern
<8 - - feldptag>
<URL> byt Are Leftand Right Texts Wentical? ;5 g 2002 pdfivel 007/7_141 152.pdf lor of some ignorance
URL> File Name Format 4 <eldptag cat="xRT,
“Wor List Files under A Directory » fel dptag>
<(omm ' RegExp Match Frequency Table </dptag>
</Header Convert Codes dptag cat="xITxxxx
<Text> Convert Encoding > dptag cat="xITxxxx
<dptag cat="N">> Hereafter ensue the rewe encountre of Batayle lately don betwene Englade and dptag cat="xITxox

5. Now type in the following pattern in the search box

< K>

This pattemn looks for any number of any characters that occur in-
between angle brackets (i.e. tags) and stops once the pattern has been
found (because the question mark makes it non-greedy).

6. Now click on the pie-chart icon to the right of the search box.
The results of the search will appear in the right window, and will
contain all the text that was tagged as indirect thought, but without
the tags.

File View Tools LexTools Concordance Help
[asci = rmes Now Roman [<]ts [+] [Elfenoisn [~]
3 oo =R [= ]

|*]| that the King wolde have removed dounwarde to the said grounde to have

<eldptag cat="xxI">» had no more Interest in Imoinda, </eldptag> ey
fand had resign'd her wilingly to the Pleasure of the King: that he diverted himself with his g’h "‘l;':‘ a"ﬂed e
IMathematicians, his Fortifications, his Officers, and his Hunting. </dptag> e ol e fled avay jn the ight,

g e TER i e W L O T, s that my said Lorde and the Amy of England wolde
T lhane gon in to Scotlande,
el it shulde haue bene to thair great daunger and je
<eldptag cat="sRTA"> she resented his Coldness, </eldptag> e ger and jeoperdy.
that T had been in a shyp:

<eldptag cat="xRSA"> and bemoan'd her own miserable Captivity. </eldptag>

to have proceded but of some wyldenes of theyz braynes,
</dptag>

P : of some ignorance lackynge teachynge,
dptag cat="xIT"> that I was very rich, </dptag> R
dptag cat="xIT"> I was undone, as surely as he was undone if he took me; </dptag> I thought wolde sone have bynne tamed with instruction.
dptag cat="xIT"> whether
<eldptag car="sxTxxxg"> he believed el
<,dpe Vig S bl to have increased hys power.
s that al they

dptag cat="xITxxexg"> that he did not. </dptag>
dptag cat="xI Txooodh’> 1 was inclined to go on with him, </dptag>
dptag cat="xIT"> how doubly criminal it was to deceive such a man; </dptag>

(whyche gathered them scives together in other
lpartes of the Realme, for plickynge down enclosures, + enlarging of commens)
would have entered in to hys service and taken hys quarrel

dptag cat="xIT"> that
<eldptag cat="xxDxuoohi"> he would better take the disappointment </e1dptag> than
| ) : ; Theyr fist botye
lsome fery-tempered wretch, who might d him but those pas: 5 e - N o
i o 5 Gl ks s cnann ssesable ol Bt e s “‘:’3 cithe Ctye of excetier, the gt (e Spoyie of eyt owm.
P,

dptag cat="xITxxoond™> that I either had the more money or the more judgment, and would not H
venture at all </dptag>
dptag cat="xIT"> he would have had me in my worst circumstances; </dptag>

that he wyll spare to punish this theyr outragious crucltie, when his good wyl
land pleasure shall be to doo the same:

7. Notice that if you click on the anchor icon, this will extract all the tags,
and ignore the text.
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8. To save the results of the search (in the right window) as a plain text
file, click on File > Save right window as. A dialogue box will open,
within which you must select a location to save the file, and specify a
name. When you type in the file name, remember to include the .txt
suffix. If you miss this off, then MLCT will save the file in a format that
may not be recognised by some software.
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70.00

63.59

60.00 -

50.00 -

%  40.00 - PDE

29.92
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10.00 A PDE

0.00
Speech Writing Thought

Figure 8.2 Overall distribution of speech, writing and thought presentation
in the EModE and PDE corpora

in EModE is the same as for PDE, our alternative hypothesis (H,: DP
in EModE = DP in PDE) is rejected and our null hypothesis (H,: DP in
EModE = DP in PDE) is upheld.

However, when we consider the frequencies of individual categories
on the speech, writing and thought presentation clines (see Tables 8.5,
8.6 and 8.7) we find that some of differences between EModE and PDE
are statistically significant. Tables 8.5, 8.6 and 8.7 show, respectively,
the frequency of categories of speech, writing and thought presentation
in the EModE corpus compared against the PDE data. The totals and
percentages are based on the number of tags. We used log-likelihood
to test the significance of differences, and figures in bold indicate those
which are statistically significant.
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Table 8.5 Frequencies of speech presentation categories
Category PDE EModE LL

Tag % of % of Tag % of % of
freq. allDP  cline freq. allDP  cline

(F)DS 2,339 40.38 5345 275 27.89 43.87 37.12
FIS 90 1.55 2.06 11 1.12 1.75 1.17
IS 784  13.53 1792 120 12.17 19.14 1.20
NPSA 918  15.85 20.98 109 11.05 17.38  13.89
NPV 245 4.23 5.60 112 11.36 17.86  64.73

Totals 4,376  75.54 100.00 627  63.59 100.00 5.79

Table 8.6 Frequencies of writing presentation categories
Category PDE EModE Corpus LL

Tag % of % of Tag % of % of
freq. allDP  cline freq. allDP  cline

(F)DW 43 0.74 23.89 17 1.72 26.56 6.96
FIW 12 0.21 6.67 0 0.00 0.00 6.96
w 30 0.52 16.67 36 2.64 40.63  19.68
NPWA 82 1.42 45.56 10 1.01 15.63 10.38
NPW 13 0.22 722 11 1.12 17.19 5.26

Totals 180 3.11 100.00 74 6.49 100.00 0.59

Table 8.7 Frequencies of thought presentation categories
Category PDE EModE Corpus LL

No.of % of % of Tag % of % of
tags allDP  cline freq. allDP  cline

(F)DT 84 1.45 6.79 S 0.51 1.70  15.00
FIT 230 3.97 18.59 1 0.10 0.34 51.08
IT 119 2.05 9.62 66 6.69 22.37 4513
NPTA 71 1.23 5.74 39 3.96 13.22  28.39
NPT 11 1.12 3.73 4.38
NI 733 12.65 59.26 173 17.55 58.64 1.69

Totals 1,237  21.35 100.00 295 2992 100.00 12.34

8.4.5 Discussion

In this section we use the results from our quantitative analysis to guide
a qualitative examination of our data.

Starting with speech presentation, Table 8.5 shows that NPV, the most
minimal speech presentation option for a writer, is over-represented in

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

EModE writing when compared with PDE. Conversely, the table shows
that (F)DS, the category that apparently presents the original discourse
verbatim, is over-represented in the PDE data. That the opposite ends
of the cline are used proportionally more in the two corpora suggest
that a stylistic feature of EModE writing is that it is more diegetic
than PDE writing, which in turn is more mimetic by comparison. In
the fiction section of the corpus, this suggests that we hear more from
narrators and less from characters. This reflects the early development
of the then new literary form (John Lyly’s Euphues published in 1578
is regarded as the first novel), wherein writers were uncertain about
‘what prose should be’ (Baker 1936: 13). Initially, fiction was a means
of lecturing or discussing morals which contained ‘blundering mixtures
of narration and reflection’ (Baker 1936: 1).

The over-representation of NPV in EModE news can be related to
the practice of news gathering in the early days of newspapers. This
was done by word-of-mouth, via rumours and gossip, or by collect-
ing stories told by people returning from overseas (Clarke 2004: 42).
Certainly, recording (by transcription) what people were saying was
difficult, and getting an audience with a high-ranking dignitary in order
to conduct an interview was hardly likely. NPV therefore reflects the
socio-historical context, and allows the news writer to be vague or
to make generalisations about the information received (as well as to
censor speech deemed to be politically sensitive).

Looking now at writing presentation in EModE, Table 8.6 shows
that Indirect Writing is statistically over-used in the EModE data when
compared with the PDE data. The majority of the Indirect Writing
presentation in the EModE corpus (34 out of 36 examples) occurs
in the news journalism data. In each case, there are reporting clauses
that introduce the indirect writing. For example: as ‘it is written’, ‘the
port-letters say’, ‘they tell us from Stetin’, ‘we have advice from Lubeck’
and ‘they write from Lynn’. Considerable emphasis is placed on identi-
fying the source of the report that follows. It appears, then, that there is
a concern among EModE writers of news reports to make clear that the
report of news is taken from an identifiable source, rather than being,
say, conjecture on the part of the writer. The indirect category makes
it clear that the news report is a re-presentation of an original source,
as opposed to, say, a summary report. This choice of presentational
mode might have been adopted in order to raise the standing of the
news. Alternatively, it might be a consequence of the news writer/
editor deciding against the interjection of personal opinion in favour
of letting the news speak for itself. This would accord with the relative
absence of press freedom in the period, and the necessity of avoiding
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overtly critical comment in news writing. Taking care to indicate that
a report is based on information from another source, and presenting
that source in such a way that the original discourse is recoverable, is
one way of implicitly claiming no responsibility for the content of the
report. We can also note that, in contrast, the quantitative norm of
NPWA (Narrator’s Presentation of Writing) for PDE news report has
the function of summarising more than reporting. Indirect Writing, on
the other hand, is the closest we can get to the original discourse while
still allowing the reporting of this from a different viewpoint. This, we
suggest, may be indicative of the developing nature of the news report
genre from report to summary; in effect, a move towards the narrator
end of the discourse presentation cline.

Finally, the statistically significant results from the thought presenta-
tion cline given in Table 8.7 highlight an over-representation of IT and
NPTA in the EModE data, and an under-representation of FIT. The rel-
ative proportional prevalence of these two types of thought presentation
in the fiction section of the corpus, along with an under-representation of
FIT (we found only one instance), suggests that the presentation options
for character thoughts were still developing and that IT in particular was
the default option. However, this requires further careful investigation
using more data, especially from the earlier part of the period. As for
the news section, some of the thought presentation was due to earlier
forms of news being personal accounts which contained the thought
presentation of the person recalling the newsworthy incident (or even, in
one story, the presentation of the thoughts of the devil!). Other instances
of IT occur later in the time period and relate to an apparent process of
summarising generalised or collected opinion (see Short 2012 for a dis-
cussion of speech and writing summary). So, unlike IW, which provides
a re-presentation of news, I'T provides non-verifiable summary (for more
insight into discourse presentation in EModE, see McIntyre and Walker
2011; Walker and McIntyre 2015).

8.4.6 Summary remarks

In this case study we used a corpus to represent a single historical
variety of written English from a particular time period (EModE). This
corpus was built to match a corpus containing texts from a different
period of time (PDE). We analysed the data in our EModE corpus
for discourse presentation using the same model used to analyse the
PDE corpus. The results of our analysis were recorded in the data
in our corpus using XML tags, and using these tags we calculated
frequencies for different types of discourse presentation. Therefore,
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unlike the keyword comparisons we have made in previous chapters,
our comparison here was between frequencies that resulted from a
stylistic analysis of the data. We tested any differences resulting from
these comparisons using the log-likelihood test (which we introduced
in detail in Chapter 5) to determine statistical significance. We then
used the results of the significance testing to provide a focus for further
analysis of the tagged data via concordances. This more detailed anal-
ysis suggested possibilities for further data collection, amendments to
tagging, and further analysis. Indeed, Walker and MclIntyre (2015), in
one particular line of enquiry stemming from this initial research, used
patterns identified in the annotated data to search a larger, untagged
corpus of EModE. Our investigation, therefore, proceeded in cycles of
qualitative and quantitative analysis, which was guided to some extent
by the use of relevant statistical testing.

8.5 Case study: Frequencies and functions of modal auxiliary
verbs in Early Modern English journalism

For our second case study, we stay in the Early Modern period and focus
on print news media in an effort to determine some of the linguistic fea-
tures of this evolving genre. However, rather than making comparisons
between the past and the present, as we did in section 8.4, here we aim
to track changes across a 100-year time period. We focus on the Early
Modern period because during this time there were significant develop-
ments in the evolution of the newspaper as a text-type which are widely
acknowledged (Raymond 1996, 1999; Brownlees 2006a; Jucker 2009).
Our investigation concentrates on just one linguistic feature in news
journalism — modal auxiliary verbs — and we plot the frequencies of this
finite set of linguistic forms between 1620 and 1719.* One reason we
look at modal auxiliary verbs is because, as McEnery and Hardie note,
grammatical features such as modal auxiliary verbs ‘may be respon-
sive to relatively short-term sociohistorical pressures’ (2012: 103). We
hypothesised that modal auxiliary verb usage would change over this
period in response to developments in laws concerning press freedom.
Specifically, at those points in the period when journalists were allowed
free expression, we expected to see a rise in the use of those modal
auxiliary verbs whose function is to indicate the likelihood of the truth
of a proposition, effectively acting as indicators of journalistic opinion,
attitude and stance.

To investigate this, we constructed a corpus of EModE news texts
drawn from the period 1620-1719. We chose this 100-year time period
on the basis that 1620 is generally recognised as the beginning of
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regular publishing of news sheets and pamphlets (Brownlees 2015: 6),
and by 1720 news publishing was firmly established with daily news-
papers in circulation. Over two million copies of newspapers were
being published annually (Goff 2007) and press freedom was becoming
recognised.

Our research question for this case study asks whether frequencies of
modal auxiliary verbs, in terms of both their forms and their function,
change significantly over the 100-year period. We also wanted to know
if any changes coincided with important historical events, such as the
relaxing of restrictions on the press.

8.5.1 Building a corpus of Early Modern English news texts

To answer our research questions, we constructed a corpus of approxi-
mately 500,000 words of EModE news journalism spanning 100 years
(1620-1719). We manually transcribed facsimiles of news publications
drawn from the online Burney Collection of English newspapers and
also reused files from other news corpora such as ZEN (see Appendix
1 for details). We divided our 100-year period into decades (1620-9,
1630-9, and so on), within which we collected approximately 50,000
words of newspaper text (around 5,000 words per year). We acknowl-
edge that these ten-year divisions and associated data boundaries are
artificial but they are necessary given the size of our corpus and the
amount of data. As Millar points out, ‘changes in the frequency of
language features over time cannot be assumed a priori to be smooth’
and, as a result, ‘data from multiple chronological points appear to
be essential to obtain a clear overview of any trend and to allow for
accurate statistical modelling’ (2009: 208).

To help make our corpus as representative as possible of EModE
news journalism generally, we sampled from a wide spread of newspa-
pers. We restricted the sample size to between 1,000 and 2,000 words
per text. We chose this range to ensure our texts were long enough
to give an indication of the style of a particular newspaper (see Biber
1993: 248-52) but not so long that a single text might skew the corpus
and any results we obtained from it. Whenever possible we collected
complete texts (i.e. complete articles/new stories). We included data
from at least three and at most five newspapers for each year, although
there are some years for which this was not possible due to a lack
of available data. Advertisements were not included in our data; we
collected only news reports.

In his study of diachronic changes in modal auxiliaries in the twen-
tieth century, Millar (2009) criticises Leech’s (2003) study of this topic
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for using small corpora (Leech uses the Brown family of one million
word corpora; see Appendix 2). Compared with the corpora used by
both Leech (2003) and Millar (2009), our corpus is relatively small.
This is a result of (1) a relative scarcity of textual material, and (2) the
labour-intensive nature of turning our data into machine-readable text
and then annotating it. Since many of our texts were considerably
degraded, OCR scanning was not practical and texts therefore had
to be typed by hand. Nonetheless, our corpus contains a broad range
of news publications in order to be representative of EModE news
journalism generally and it has the requisite multiple chronological
points to allow reasonable statistical measurements. As we shall see,
though, our corpus presents us with issues that are not just related to
size.

8.5.2 Annotating the corpus

We identified and marked-up, using XML tags, all the modal auxiliary
forms and their functions in our corpus. We achieved the formal anno-
tation by first compiling a list of possible modal auxiliary forms and
variants using descriptions of PDE and EModE grammar. According
to Depraetere and Reed (2006: 272), a distinction is commonly made
between central and peripheral (or marginal) modal auxiliary verbs.
For PDE the central modals are can, could, may, might, shall, should,
will, would and must, while the peripheral modals are dare, need and
ought. For EModE, Barber (1976: 177) suggests that at the start of the
Early Modern period (which for Barber spans 1500-1700) there were
12 central modal auxiliaries (can, couth, dare, durst, may, might, mote,
must, shall, should, will and would) and two peripheral modals (ought
and need). Barber notes that there were numerous variant spelling of the
forms; for example, couth could be spelled coud or coude, with could
appearing part way through the sixteenth century. Additionally, the
auxiliary might had the alternative form mought, and will also occurred
as woll and wull. All these PDE and EModE forms and variants above
were included in our list, along with (1) all regular contracted forms,
such as ’ll and ’d; (2) variant contracted forms, such as cu’d, cou’d,
shou’d, wou’d; (3) irregular forms that occur with markers of nega-
tion, such as cannot, shan’t, won’t; (4) regular negated forms, such
as wouldn’t; and (5) other variants identified during the transcription
process, such as heel, shal, wil.

We created a Visual Basic (VB) macro that contained a series of find
and replace routines for every modal form in our list.’ For example, the
set of commands shown in Figure 8.3 uses the find and replacement VB
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Selection.Find.Replacement.ClearFormatting
With Selection.Find
Text = "can"
.Replacement.Text = "<mod type=
.Forward = True
.Wrap = wdFindContinue
.Format = False
.MatchCase = False
.MatchWholeWord = True
MatchWildcards = False
.MatchSoundsLike = False
MatchAllWordForms = False
End With
Selection.Find.Execute Replace:=wdReplaceAll

wn_nn "
€

>can</mod> '

Figure 8.3 An example of the Visual Basic commands used to place XML
tags round modal verbs in the EModE corpus

objects to find the modal form can and replace it with can plus some
XML annotation.

The macro, which contained a similar set of commands for every
modal form in our list, searched through the whole corpus and placed
tags around each instance that it found. The tags are in the format:

<mod type=“e”> mmmm </mod>

where mmmm represents the modal auxiliary verb form found by the
macro. The type attribute, which has a default setting of e, encodes
the function of the modal auxiliary, which is explained below. It is
worth mentioning here that not all variants reported by Barber (1976)
occurred in our data (the forms coude, couth, couthe, mote, mought,
woll and wull did not appear in our data) but we found a number of
additional spelling variants that were #not reported by Barber (1976) —
for example, shal and cu’d. This serves as a reminder that the process
of annotating a corpus is itself a form of analysis and can bring to light
revealing insights.

The model of modal function we applied to our data is based on
Quirk et al. (1985) and Biber et al. (1999), who divide modality into
two types: extrinsic and intrinsic. According to Biber et al., extrinsic
modality refers to the ‘logical status of events or states, usually relat-
ing to assessments of likelihood: possibility, necessity, or prediction’
(1999: 485). This type of modality combines what other grammars
(e.g. Depraetere and Reed 2006) refer to as epistemic modality, which
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Table 8.8 Modal functional categories, meanings and prototypical forms

Intrinsic Extrinsic Prototypical modal forms
permission possibility and ability can, could, may, might
obligation necessity must, should

volition (intention) prediction will, would, shall

relates to ‘the necessity or possibility of the truth [...] of proposi-
tions [...]" (Depraetere and Reed 2006: 274), and root modality, which
relates to ‘the necessity or possibility of the actualization of situations’
(Depraetere and Reed 2006: 274). Intrinsic modality relates to ‘actions
and events that humans (or other agents) directly control [...]” (Biber et
al. 1999: 485) and includes meanings relating to permission, obligation
and volition (or intention). The former two meanings are often classi-
fied as deontic modality (see Huddleston 1976; Lyons 1978; Palmer
2001), while the latter is classed by some linguists as a type of dynamic
modality (see Palmer 2001). With regard to ability, Quirk et al. suggest
that it ‘is best considered a special case of possibility [...]" (1985: 221)
and is therefore extrinsic.

Table 8.8 shows the PDE modal forms prototypically associated with
particular modal function. For example, it is possible for can to be used
to grant permission (intrinsic), suggest possibility (extrinsic), or state
someone’s ability (also extrinsic in the model used for this study).

We manually analysed each instance of the tagged modal forms to
ascertain their function using the above framework. If the function was
intrinsic, the type attribute in the tag was changed from the default
setting of e to i. If the modality was epistemic, then the type indicator
remained unchanged. It was during this process that we disambig-
uated the tagged modal forms. That is to say, instances of tagged
forms that were not used as modal verbs (e.g. when may denoted
the fifth month, or will denoted a legal document) were untagged,
and therefore not included in our quantification. We also untagged
any instances of need, dare and ought that were not used as modal
auxiliaries. The modal auxiliary verbs were initially analysed (and the
type attributes changed accordingly) by one of us and then checked
by the other. Where we disagreed, revisions were made in light of our
discussions.

8.5.3 Quantification and results

Once the corpus was tagged, making accurate counts of different modal
verb forms and functions was a straightforward process. Table 8.9
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shows the raw totals (with per thousand totals in brackets) for the
modal verbs forms for each decade represented by our corpus.

The modal forms in column one of the table (under the heading
Modal) represent groupings which include all negated, contracted and
irregular variants of the form. So, for example, the numbers shown
for courLp include totals for could, couth, couthe, coud, coude,
cu’d, cou’d and coulde (we use small caps to indicate these grouped
forms). The bottom row of Table 8.9 shows the raw totals (and per
thousand totals in brackets) for all modal auxiliary verbs for a whole
decade. In 1620-9, for example, there are 394 instances of modal
verbs, which equates to 8.49 words per thousand in that section of the
corpus. Figure 8.4 presents the per thousand totals for each decade
in the form of a graph, and this shows that there is a distinctive
peak in the total number of modals in 1640-9 and a minor peak in
1690-9.

An additional result observable from this data is that there is a slight
rise in per thousand frequency when the start of the period is compared
with the end of the period represented by our corpus (8.49 versus
9.17). To some extent, this result seems to match the findings from
Biber’s (2004) work using the ARCHER Corpus (see Appendix 1),
which plots modal frequencies from 1650 to 1990. Biber (2004: 200)
shows, albeit via a line graph only, what looks to be a slight rise
in modal frequencies across three sample points: 1650-99, 1700-99
and 1800-99. These comparable findings from different datasets and
sample points begin to provide a body of evidence that suggests an

increased tendency towards modal usage in news discourse between
the 1600s and the 1800s.
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Figure 8.4 Per thousand totals of modal forms for each decade
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8.5.4 Statistical analysis

We wanted to assess whether the peaks and troughs that can be seen in
Figure 8.3 were unusually high or low compared with the rest of our
data. One option for checking this is to use standard deviation, which
we briefly mentioned in Chapter 5. Standard deviation measures the
variance from the mean value of a set of numbers, and is calculated
using the formula shown in Figure 8.5.

We calculated the mean of the decade totals of all modal verb usage
using per thousand frequencies (these are shown in the Total rows of
Tables 8.8 and 8.9). The mean value, which came to 9.65, was sub-
tracted from each of the decade totals (referred to as the observed fre-
quencies in the formula) and the product of each subtraction squared.
The sum of all these values is then divided by the number of values in
the set minus one (i.e. 10 — 1) and the standard deviation is the square
root of this value, which for our data was 1.21. We assessed whether a
decade total was unusually high if it was more than one standard devia-
tion (i.e. 1.21) above the mean frequency of 9.65 (i.e. above 10.86), and
unusually low if it was less than one standard deviation below the mean
frequency (i.e. below 8.44). From this we were able to see which totals
were higher and lower than a normal distribution. Using this method,
the only unusually high value in our data is for the 1640s with a value
of 12.03, which we can show more clearly by plotting the figures shown
in Figure 8.3 again, but this time with trend lines indicating the mean,
SD high and SD low (see Figure 8.6).

One of the other statistical tests we discussed in Chapter 5 is log
likelihood (LL), and we used it here as a further check of whether
differences observed in decade totals were real as opposed to chance
happenings. We did this by comparing individual decade totals against
the sum of the remaining decade totals. So, for example, the total
number of modal verbs found in the 1620-9 section of the corpus was
assessed against the total number of modal verbs found in the rest of the
corpus (1630-1719). Likewise, the modal usage in 1630-9 was assessed
against the combined modal usage in 1620-9 and 1640-1719. We refer
to the ten-year portion of the corpus being assessed as the target and

|z (observed frequency —mean)2
- (number of observed values — 1)

Figure 8.5 Formula for standard deviation (where o = standard deviation and
Y = the sum of)
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Figure 8.6 Per thousand totals of modal forms for each decade with standard
deviation trend lines

the remaining portion of the corpus as the comparator. Therefore, in
the latter example, 1630-9 is the target, and (1620-9) + (1640-1719)
is the comparator. The size of the target and the comparator changes
with each comparison. We calculated the log-likelihood using an online
tool,® and the resulting figures are shown in Table 8.10.

The final column of the table is the log-likelihood value, which rep-
resents a rating of the confidence that the difference between the target
and comparator totals is not occurring by chance. These values suggest
whether modal verbs are under-represented (indicated by minus signs)

Table 8.10 Log-likelihood figures for total modal usage within each ten-year
period compared with the rest of the corpus

Decade  Target: Target: Comparator: Comparator: LL

total no. of total no.of totalno.of  total no. of

words modal forms words modal forms
1620-9 46,418 394 428,504 4,191 -7.52
1630-9 29,155 300 445,767 4,285 +1.27
1640-9 47,613 573 427,309 4,012 +29.03
1650-9 47,922 510 427,000 4,075 +5.23
1660-9 51,526 436 423,396 4,149 -8.84
1670-9 41,509 362 433,413 4,223 -4.23
1680-9 45,124 424 429,798 4,161 -0.35
1690-9 66,115 707 408,807 3,878 +8.35
1700-9 56,007 480 418,915 4,105 -7.99
1710-19 43,533 399 431,389 4,186 -1.20
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or over-represented (indicated by plus signs’) within a particular ten-
year period when compared with the rest of the corpus. The higher
the log-likelihood score, the more likely it is that the difference is not
the result of chance. The highest value is 29.03 for the 1640-9 decade,
which suggests that there is a less than 0.01 per cent probability that
this over-representation is by chance.

Both the tests applied to our data indicate that, on a statistical basis,
the 1640-9 data is worth further investigation. Nonetheless, as we have
made clear before, statistical significance does not equate to interpretive
significance, and further qualitative analysis is required to investigate the
implications of these results. One fairly obvious observation, though, is
that the dataset reflects part of the time period during which the English
Civil War (1642-51) took place. This unsettled period in English history
is important with regard to English news reporting, not least because
of the abolishment in July 1641 of the Star Chamber and the High
Commission, the two most powerful courts in England, which during
the reign of Charles I became instruments of oppression. As Clarke
notes, ‘[w]ithout the authority of the Star Chamber [...] the press was
free’ (2004: 17). Brownlees (2006a: 9) suggests that during the years of
the Civil War (1642-8) newspapers took on a ‘highly personalized’ style
before reverting to a less fanatical form of reporting in response to gov-
ernmental wishes after the conflict. Our data suggests that one possible
linguistic manifestation of that changing style is an increase in the use of
modal auxiliary verbs. We explore this further in the following sections.

8.5.5 Further analysis and discussion

We turn our attention now to the function of the modal verbs, which were
classified as either extrinsic (possibility, ability, prediction) or intrinsic
(volition, obligation, permission). Table 8.11 shows the frequencies per
thousand of extrinsic and intrinsic modals across our corpus. These
figures are also shown in the form of a graph in Figure 8.7. The dashed
line in Figure 8.7 represents total modal verbs in the period, so this line
is exactly the same as that in Figures 8.3 and 8.5. The separate lines for
extrinsic modality (i.e. that associated with probability and ability) and
intrinsic modality (i.e. that associated with obligation and permission)
plot the changes in the function of modality over the period and show
that, generally, there is more extrinsic modality in our corpus than
intrinsic. The solid grey line indicates that there is a dip in extrinsic
modality in the 1640-9 portion of the corpus, while the dashed-dotted
line indicates an opposite trend for intrinsic modality, which rises in the
1640-9 period.
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Figure 8.7 Modal function in the EModE News Corpus

Using standard deviation again, and plotting it on the chart that shows
intrinsic and extrinsic totals (Figure 8.8), we can see which totals are
higher or lower than average across the 100-year period and that intrin-
sic modality in the 1640-9 portion of the corpus is unusually frequent.

We calculated the log likelihood for the difference between the totals
for intrinsic modality in the 1640-9 portion of the corpus and the rest
of the corpus, and obtained a score of 65.27, showing that we could be
confident that the difference was not a chance happening (p = 0.0001).
The effect size for the difference was calculated, using log ratio, to be
1.07, which shows (in line with our standard deviation calculations)
that intrinsic modality is about twice as common in the 1640s as it is in
the rest of the corpus. So, while this shows that there is a difference, it
is classed as small. Nevertheless, the result offers an obvious focus for
further analysis.

Turning our attention, then, to the 1640-9 portion of our corpus,
we again used standard deviation to assess which particular modal
auxiliary verbs had an unusually high usage during this period. In this
way, we were able to find a focus for further, more detailed analysis of
may, should and might. The individual graphs for the frequencies of
these verb-forms, for the whole period, are shown in Figure 8.9.

We looked more closely at the functional distributions of these modal
verbs and noted an increase in intrinsic usage for each of them. In particu-
lar, as Figure 8.10 shows, for should the frequency of intrinsic modality
exceeds that of extrinsic modality, which, in fact, decreases. This seemed
a noteworthy difference, so we investigated should in more detail.

In the 1640s there are 30 instances of should used extrinsically and
59 instances of intrinsic usage. We analysed the concordance lines for
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Figure 8.8 Extrinsic and intrinsic modality in the EModE News Corpus
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Figure 8.9 Frequencies of may, should and might in the EModE
News Corpus

the intrinsic uses (i.e. those associated with obligation and permis-
sion) and found that none of the instances expressed editorial opinion,
but instead they reported speech or writing relating to parliamentary
proceedings (see Figure 8.11). The abolition of the Star Chamber was
an important event for freedom of the press in this period because,
amongst other things, it allowed the press to report parliamentary
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s near the King (as Privy Counsellors, &c.) should be placed without consent of Parliament, so a
without consent of Parliament, so also none should be displaced without like consent. We appoint
It was ordered that Captaine Legge should bee sent for up to the Commons house, and a
a Conference, wherein the foresaid letters  should  be read, purporting that the Earle of Ne
mittee of the Comments ordered that the same  should be reported on Monday to the Commons house.
ven against Captaine Hide , that he  should say, himselfe was the man who drew a swords a
reed that eight companies of the Traine Band  should  be raised for the safety of the King and Par
xt day, and that Captaine Skipwith  should be appointed Sarjant Major for the City of
hat none besides his Majestie and the Lords  should passe through the Court of guard to the house
nd that after that they had so searched they should appoint a watch that none shou
should appoint a watch that none  should enter thereinto that night. The Lievetenant r
an Order to the Lieutenant that the Bishops should have no more then two men a peece to attend t
th the Lords, and it was agreed that letters  should  be sent into all parts of the Kingdome, to p
ds, and that a list of all the Lievetenants  should  be brought in, and that all criminall persons
brought in, and that all criminall persons  should  be put out of office &c. Ma4ter Speaker
was found there, and it was decreed that it  should  be brought to the City of London . S
ason. And it was ordered that a Declaration ~ should  be publisht of his Majesties severall breach
upon it was ordered, that the Lord Admirall  should be desired to be carefull to take the said s
uth; and it was ordered that others of them  should  be sent to Windsor Castle, and other prisons
n order that no shipping going to New-Castle should carry any Corne thither, nor bring any Coale
they agreed that an ordinance of Parliament  should be drawne up to that purpose. It was also ag
ns that the Collectors of the Custome-house  should  be removed from their places for some complain

Figure 8.11 Sample concordance lines of intrinsic should in the EModE
News Corpus

proceedings. This change is reflected in our data since it contains
reports from Parliament.

The sharp increase in intrinsic should is therefore attributable to an
incursion of language features from one genre or register (parliamentary
proclamations) into another (news report). While this is not evidence of
a change in reporting language or style in the way that we envisaged, it
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is nevertheless a distinct way of reporting. That is to say, the increase
in should suggests that news writers are reporting fairly faithfully what
happened in Parliament by re-presenting the proclamations. This is of
interest when we consider the alternative ways in which happenings in
Parliament could have been reported. Faithful representation could be
seen as a style of report, marked by inter-discursivity and indicative, to
some extent, of a lack of personal style in this type of news reporting.
So while the abolition of the Star Chamber meant that news from
Parliament was allowed, the evidence from our corpus suggests that it
was reported in a neutral, non-inflammatory way. Of course, given the
size of our corpus, these results are to be viewed with caution, but offer
working hypotheses for future research.

One issue, of course, is that our results represent only the data in
our corpus. During the latter stages of the Civil War period a number
of newspapers were published that contained more biased reports. As
Clarke notes:

So far the newsbooks purported to give strictly factual accounts
of events, albeit one-sided. They avoided comment. Even the
London parliamentary presses had refrained from being too
critical of the other side in case a reconciliation between King
and Parliament took place leaving them isolated and vulnerable
to the accusation of alienating Parliament from the Crown.
Neutrality ended with the advent of the mercuries. The mercu-
ries added another factor to the development of English jour-
nalism — the attempt to influence public opinion by providing a
partisan commentary on the news. (Clarke 2004: 20)

Issues of some of these newspapers are in our corpus (Mercurius
Aulicus, which was first published in 1643, supported the King, while
Mercurius Britanicus, which was also published from 1643, supported
Parliament) but these do not appear to affect our results. This is, of
course, what we should want from a balanced corpus, that is, no single
publication skewing results. But it does raise questions concerning how
these mercuries attempted to influence opinion linguistically. It could be
that our corpus is not as balanced as we thought it was, and so revisit-
ing its design in the light of this initial study is a possible next step. This
reminds us again of the Spitzerian principles that should guide corpus
stylistics (see Chapter 4). Additionally, if the mercuries were an unusual
type of newspaper, then a comparative study wherein a corpus of mer-
curies is compared against other contemporary newspapers would help
to expose any linguistic differences in their news writing. Our historical
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perspective would shift in this case from being diachronic to synchronic.
Nevertheless, this would continue to build a picture of the development
of print news media and how external social/economic/political events
were triggers for linguistic variation within the genre.

8.6 Conclusion

Our aim in this chapter has been to demonstrate the value of corpora
for the study of the diachronic development of aspects of style. As we
have shown in the case studies in this chapter, corpus stylistics offers
a means of gaining a perspective on the diachronic development of
text-types and genres, as well as on particular literacy practices. Indeed,
it is only through a corpus stylistic approach that such insights can be
gained. The importance of this for stylistics is that corpus techniques
allow for generalisable claims about the nature of long-term stylistic
development. And for historical linguistics more broadly, stylistic tech-
niques of analysis offer a means of exploring the alternative histories
of English advocated by Watts and Trudgill (2001). There is, then, a
mutually beneficial element to the combination of corpora and stylistics.

What this chapter has also shown is the capacity of corpus techniques
for expanding the range of texts and periods amenable to stylistic
analysis. In the next chapter, we develop these analytical practices
further through an exploration of how corpus stylistics can be used in
the solution of real-world problems.

Notes

1. Present Day English (PDE) relies on a shared temporal perspective
as well as some mutual understanding of the variety of English being
discussed, since there are, of course, numerous present day Englishes
(see Mclntyre 2009: 113) — for example, Australian English (AuE)
and American English (AmE). For this reason, the variety of PDE
being discussed should be made clear. However, it is also worth
bearing in mind that labelling international varieties of English in
this way propagates a view of languages as belonging to nation
states. Needless to say, this view is no longer tenable — if, indeed, it
ever was.

2. In some cases, it may be possible to make inferences about the nature
of speech in earlier historical periods on the basis of the presentation
of direct speech in texts (see Culpeper and Kyt 2010).

3. The Helsinki Corpus of English Texts (1991). Department of
Modern Languages, University of Helsinki. Compiled by Matti
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Rissanen (Project leader), Merja Kyto (Project secretary); Leena
Kahlas-Tarkka, Matti Kilpio (Old English); Saara Nevanlinna,
Irma Taavitsainen (Middle English); Terttu Nevalainen, Helena
Raumolin-Brunberg (Early Modern English).

4. See Studer (2008: 194-230) for an alternative approach to studying
modality in EModE news.

5. Another possibility is to use Notepad++ which allows for complex
find and replace searches across many texts simultaneously.

6. See <http://ucrel.lancs.ac.uk/llwizard.html> (last accessed 20 August
2018).

7. The minus signs indicate under-representation, not a negative number.
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Real-world applications for corpus
stylistics

9.1 Introduction

This chapter looks outwards to examine the possibility of using corpus
stylistic techniques to examine and potentially solve real-world prob-
lems. This will be of particular interest to students looking for the prac-
tical value of stylistics and for academics interested in demonstrating
the impact of research in corpus stylistics. Demonstrating the impact of
academic research generally is currently a significant topic in academia,
particularly in the UK, although other countries such as Australia and
the Netherlands are also experimenting with using impact as a measure
of value in the distribution of research funding (see McIntyre and Price
2018b for a critique of this approach). In our final chapter of this book
we therefore concentrate on the analysis of contemporary non-literary
texts, a practice which is seeing a resurgence of popularity within stylis-
tics, and explore the possibilities of using corpus stylistics for practical
purposes. In so doing, we discuss the language consultancy that we
operate at the University of Huddersfield (Language Unlocked) and,
in our final case study, which is the main part of this chapter, describe
some of the consultancy work we have done for the UK Green Party.
The case study begins with a more detailed introduction to Wmatrix
(Rayson 2009), a corpus tool we have referred to throughout this book,
and puts into practice some of the statistical testing we introduced in
Chapter 5. Whereas the case study in that chapter used the results from
significance and effect size tests as a way to select sections of a novel to
analyse in more detail, in this chapter we use the output from Wmatrix,
along with the concordance function provided by AntConc (Anthony
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2018; see Appendix 2), to identify salient patterns in a collection of
texts that relate to style.

9.2 The impact of applied stylistics

Throughout this book we have examined how stylistics can be com-
bined with corpus linguistic approaches, methods and tools in order to
investigate style and meaning-making in texts and collections of texts.
Some of our focus has been on fictional prose and authors, though
we have also examined non-fiction (early news texts) and looked at
how social events can influence language use in texts (which in turn
might have influenced the opinions or point of view of the people
reading those texts). We also examined the ways in which corpus sty-
listics can be used as a tool for classroom teaching of English. These
different applications of corpus stylistics, and the focus on different
text-types, begin to demonstrate how corpus stylistics is not just an
insular academic activity, the results of which are intended only for
other academics. Rather, it can be applied in a variety of ‘real-world’
situations in ways that are beneficial to practitioners, institutions and
organisations (see, for example, Jeffries et al. 2018 for a discussion
of the role of applied critical stylistics in conflict resolution). In such
cases, the language insights offered by corpus stylistic research might
inform and improve professional practice (see, for example, Mclntyre
and Lugea 2015 for a discussion of the stylistics of subtitling, and Bruti
and Zanotti forthcoming for a review of the impact of linguistics in
audiovisual translation more generally; for a critical appraisal of the
concept of the real world in relation to academia, see Price 2018). This
might be to do with understanding more about language output from
a particular organisation, language use directed towards or about an
organisation, or methodologies for data handling and research within
an organisation (such as listener/viewer responses to TV programmes).
All such work falls within the remit of applied linguistics (Bex 1999;
Widdowson 1984), which has long since developed beyond its initial
focus on the use of linguistics for pedagogical purposes. Nowadays,
applied linguistics may be understood more widely as encompassing
the identification and solution of problems in society generally using
linguistic theories and methods.

The idea that academic research should have wider implications is
now a more commonplace notion within academia, certainly within
the UK. Since 2014 and the advent of the UK’s Research Excellence
Framework (REF), what was previously a sometimes desirable pos-
sibility has now become a necessary requirement. The REF now asks

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

academics to demonstrate the impact of their research on society in
general. So while linguistics has made a substantial impact on various
areas of society (for exemplars, see McIntyre and Price 2018: 8), there is
now increased pressure to show impact that matches the requirements
of the REF more closely. Consequently, in those countries where impact
is high on government agendas, the impact of linguistic research now
has to be spelled out in the language of the REF and its counterpart
assessment exercises, and research shown to have direct impact on
end-users.

A direct consequence of the REF and similar schemes is that linguists
are increasingly seeking research partners from areas outside academia
to work with on projects where linguistics can help to identify problems
and offer recommendations to resolve them. In our final case study in
this book, we present some research resulting from one such research
partnership. We use the case study in this chapter to show the possi-
bilities for applying corpus stylistics to answering research questions
developed in collaboration with non-academic partners, as well as to
demonstrate further some of the tools and techniques we have used
throughout this book.

9.3 Language Unlocked

Language Unlocked is a consultancy based in the Institute for Applied
Linguistics at the University of Huddersfield that uses the combined
methods and frameworks offered by corpus linguistics and stylistics
to produce objective analyses of how organisations are represented in
texts. The aim of such analyses is to reveal textual meanings which may
not be immediately obvious but which influence how people perceive
and respond to organisations and their concerns. The purpose of pro-
viding such analytical insights to organisations is to improve the focus
and effectiveness of their communication, to understand how their
enterprise is perceived by stakeholders, and to enable them to respond
effectively to exterior representations of their organisation’s concerns.
In the following sections we describe a study carried out for (and with)
the UK Green Party. Before that, though, we discuss Wmatrix, the
corpus tool which we used for this project, drawing particularly on its
capacity to automatically tag corpus data.

9.4 Wmatrix

We introduced Wmatrix (Rayson 2009) in Chapter 4, and drew on
it again in the case studies in Chapters 5 and 6. What we focus on in
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this section, then, is providing more detail about its development and
operation.

Wmatrix, unlike many other off-the-shelf software packages, is able
to automatically add grammatical and semantic tags to the words
in a corpus. The grammatical tagging is carried out by CLAWS (the
Constituent Likelihood Automatic Word-tagging System, introduced
in Chapter 3), which assigns every word in a text (or corpus) a tag
denoting its grammatical category or part-of-speech (POS; see Garside
1987; Leech et al. 1994; Garside 1996; Garside and Smith 1997). The
system uses a predefined set of tags, with each tag denoting a particu-
lar grammatical category. Over the years there have been a number
of different tagsets, each offering different amounts of grammatical
distinction within broad grammatical categories (noun, pronoun, verb,
adjective, and so on). So, for the broad grammatical category of noun,
several tags are possible. For example, a non-count noun would receive
the tag NN, whereas a singular count noun would be tagged NN1,
and a plural noun NN2. Wmatrix currently uses what is called the C7
tagset, made up of 137 tags. Information about the different tagsets can
be found on the CLAWS website.!

The semantic tagging is carried out by the UCREL Semantic Analysis
System (USAS; also described briefly in Chapter 3), which assigns seman-
tic tags to each word in the text or corpus based on a scheme developed
from McArthur’s (1981) Longman Lexicon of Contemporary English.
The semantic tags consist of an upper-case letter, which indicates one
of 21 general semantic fields, which are shown in Table 9.1. So, for
example, W indicates the semantic field of WORLD AND ENVIRONMENT
(we use small capitals for semantic domains throughout this chapter).
The first upper-case letter is followed by a number, which indicates the
first (and in some cases only) sub-division of that field. For example,
WORLD AND ENVIRONMENT has five sub-divisions: W1 (THE UNIVERSE);
w2 (LIGHT); W3 (GEOGRAPHICAL TERMS); W4 (WEATHER); and w3
(GREEN ISSUES). Some fields have more than one sub-division, which is
indicated by a decimal point and another number. For example, cov-
ERNMENT & PUBLIC, which is designated by the letter G (see Table 9.1),
is first divided into: GI (GOVERNMENT, POLITICS AND ELECTIONS);
G2 (CRIME LAW AND ORDER); and G3 (WARFARE, DEFENCE AND THE
ARMY). The first sub-field GI (GOVERNMENT, POLITICS AND ELECTIONS)
is further divided into: GOVERNMENT ETC., which has the tag G1.1; and
roLITICS, which has the tag G1.2. Some tags can also include either a
plus or a minus sign to indicate positive or negative positioning within
the semantic field. For example, G.2.2 (GENERAL ETHICS) is divided
into G2.2+ (ETHICAL) and G2.2- (UNETHICAL). Through these types of
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sub-division, 21 major semantic fields expand to 232 finer semantic
categories.

Wmatrix is a web-based tool, hence electronic versions of texts (in
plain, unformatted .txt files) are uploaded, via the internet and using
a web interface, to a server at Lancaster University. During the upload
process, the words in the text are tagged, quantified and organised
lexically, grammatically and semantically, and frequency lists based on
all the words in a text and their grammatical and semantic groupings
are generated. This process involves Wmatrix creating multiple versions
of whatever text or corpus is being analysed, in order to accommodate
the different tags and to preserve the original data.

The tagging abilities of Wmatrix mean that it can perform keyness
comparisons not only at the word level, but also on a grammatical and
semantic basis, a capability we have already demonstrated in Chapters
4 and 5. Wmatrix is therefore able to identify keywords, key grammat-
ical categories (key POS) and key semantic domains (key concepts).
Nonetheless, the grammatical and semantic quantifications performed
by Wmatrix are still essentially word-based because the software counts
the word-forms within each grammatical or semantic grouping based
on the tags it automatically assigns. It is therefore the number of words
within a group that decides the group’s ranking.

9.4.1 Checking key concepts and key POS categories

It is worth pointing out that the CLAWS and USAS taggers are 96-7
per cent and 91 per cent accurate respectively (Rayson 2008: 529), so
some errors do occur, mostly (as the percentages suggest) in the allo-
cation of semantic categories. An important first step, therefore, when
investigating key POS or key concepts, is making sure that Wmatrix
has correctly tagged individual lexical items. This can be done using
the ‘list’ function to check that all the words have been assigned cor-
rectly. If an error is detected, the totals need to be adjusted and the
log-likelihoods recalculated. When doing this, both the target text
or corpus and the comparison text or corpus need to be considered.
It is also important to consider the category that the erroneous tags
could be assigned to and whether doing this would affect the catego-
ry’s significance levels. Recalculations can be performed with the help
of the log-likelihood calculator available at <http://ucrel.lancs.ac.uk/
llwizard.html>. This is an online utility which returns log-likelihood
values once the relevant (adjusted) word frequencies and corpus sizes
have been entered.
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9.5 Case study: the self-presentational style of the UK
Green Party

In 2013 we were tasked by the UK Green Party to investigate the likely
impact of its policy documents on voters and explore how the party was
represented in the press more widely. In the remaining sections of this
chapter we describe our investigation and show how we used Wmatrix
to help us carry out a corpus stylistic analysis of Green Party policy
documents. Through our discussion of the results we will demonstrate
how corpus stylistic techniques can be used to assess the likely impact
of particular stylistic choices.

9.5.1 Establishing research questions

As we saw in Chapter 4, a crucial first step in any research is develop-
ing research questions, and this applies equally when research extends
beyond academia. Research questions become particularly important
when working with other organisations because they help to set out
precisely the scope of the work that is to be carried out. It is there-
fore important that research questions are developed and agreed upon
through discussion with the external partner about their particular
needs.

The research questions that framed our consultancy work with the
UK Green Party developed from dialogue with representatives from the
organisation. The general frame for the research suggested by the party
was to investigate how it was represented in the UK press and how it
presented itself in its own publicity texts. Looking towards the general
election in 2015, the Green Party wanted to know how to position itself
in its literature as an alternative to the Labour and Conservative parties,
the two main political parties in the UK. The Green Party was working
with an advertising agency, and part of the aim of our research was to
help support these advertising consultants by providing evidence-based
language insights as they planned their campaign. From these discus-
sions we designed a series of research objectives. In this chapter we
focus on just the following general research question:

RQ1 Does the UK Green Party use language in any way that might
undermine its self-representation and policy messages in its

2010 policy documents and manifesto?

RQ1 relates to the notion of style in that we were not so much interested
in what the Green Party said in its policy documents as in how it said it.
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That is, we were interested in (patterns of) lexical choices that together
represent the Green Party and whether these choices might somehow be
unappealing to the electorate.

9.5.2 Methods and data

To answer our research question we constructed two corpora of policy
documents and manifestos drawn from the various party websites.
There were noticeable differences in the amounts of policy information
available from the different parties, with the Green Party (henceforth
GP) offering the most policy material, much of which was in download-
able PDF format,? and the Conservatives offering the least. These dif-
ferences are reflected in the corpus sizes, which are shown in Table 9.2.
The GP corpus (GP-POL-2010) contains around 187,000 words, while
the Labour and Conservative party corpus (LAB-CON-POL-2010)
contains around 173,000 words, with just over 62,000 words (around
35 per cent) coming from the Conservative Party website. The Labour
Party was similar to the GP in that it made available several download-
able PDF documents detailing its stance in various areas (e.g. defence,
education, health).

The two corpora represent everything that we could collect for each
party that was either a manifesto or policy document. As far as we
could ascertain at the time, they are complete datasets within the spec-
ification and scope of the data to be collected. That is we defined our
language population by political party, genre (policy documents and
manifestos) and location of the data (party political websites), and
collected everything we could find relating to that definition. Therefore,
in this situation we did not sample from the population; instead, we
aimed to collect the whole population as we had defined it. Clearly, our
definition of the language population could have included other written
outputs, such as paper pamphlets and leaflets, but this presented con-
siderable practical issues.

The difference in size between the two corpora, and hence the written
outputs stored on political party websites, is inevitable, since it would
be highly unlikely to find exactly the same amount of data for each

Table 9.2 Word totals for the Green Party and Labour/Conservative policy
document corpora

GP-POL-2010 LAB-CON-POL-2010
Tokens 187,718 173,580
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party. It was, however, unexpected that the GP should have more than
both the Labour and Conservative parties combined.®> The differences
might suggest different approaches to informing the electorate, with the
Conservatives apparently adopting a less-is-more style.

We compared GP-POL-2010 with LAB-CON-POL-2010 using
Wmatrix, and made keyword and key semantic domain comparisons to
determine which words and semantic domains were over- or under-rep-
resented in our target corpus. In this comparison neither of the corpora
represents a norm; rather, they aim to represent the written style of
the GP, and the Labour and Conservative parties combined, based on
their use of language in policy documents and manifestos. We used
Wmatrix to identify differences at the word and semantic level, which
we investigated further in order to identify qualitative variances in the
way different parties use language which related to style, and thereby
answer our research question.

9.5.3 Positive key semantic domains in GP-POL-2010

Using Wmatrix, we investigated the key semantic domains in GP policy
documents by comparing the policy documents of the Green Party
with the policy documents of the Labour and Conservative parties
combined. We decided on an alpha level of 0.0001 for our significance
threshold, which equates to a log-likelihood (LL) critical value of
15.13, and the log ratio threshold of 1. The comparison process pro-
duced 34 key semantic categories, or key concepts, which are shown
in Table 9.3.

The semantic analysis provided by Wmatrix shows which seman-
tic domains are used more often in the GP texts when compared
with the Labour and Conservative party texts. Each key item can
be considered a potential starting point for further, more detailed
analysis. However, even with the statistical cut-offs applied, there are
still 34 key concepts, which is a considerable amount of data to analyse
qualitatively. Therefore, a crucial next step when dealing with lists of
key items (keywords, key grammatical categories or key concepts) is
working out which ones, if any, help most to answer your research
questions. In order to be rigorous, every key item needs to be consid-
ered systematically.

These semantic groupings, especially those with descriptors that
seem self-explanatory and which appear to straightforwardly connect
with discourse topics in the text, readily invite general observations
about the data. Some, however, are more opaque. In order to show
more clearly what each key item relates to in both corpora, Table 9.4
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Table 9.3 Positive key concepts in the Green Party manifesto and policy

documents

Semantic domain GP LAB-CON LL Log

(USAS code) frequency frequency ratio

(%) (%)

SUBSTANCES AND MATERIALS: 244 (0.14) 6 (0.01) 192.38 4.67
GAS (01.3)

LIFE ANd LIVING THINGS (I1) 145 (0.08) 5(0) 106.86 4.18

ANTI-WAR (g3-) 24 (0.01) 1(0) 16.87 3.91

SUBSTANCES AND MATERIALS: 284 (0.16) 13 (0.01) 194.51 3.78
LIQUID (01.2)

SMOKING AND NON-MEDICAL 67 (0.04) 5(0) 38.45 3.07
DRUGS (f3)

FARMING & HORTICULTURE 835(0.47) 71 (0.06) 450.44 2.88
(f4)

GREEN ISSUES (W)5) 1,043 (0.59) 94 (0.08) 546 2.8

MONEY: LACK (il.1--) 42 (0.02) 4 (0) 21.34 2.72

SUBSTANCES AND MATERIALS 396 (0.22) 44 (0.04) 183.36 2.5
GENERALLY (01)

LIKE (e2++) 69 (0.04) 9(0.01) 28.55 2.27

GENERAL ETHICS (g2.2) 115 (0.06) 16 (0.01) 45.22 2.17

GEOGRAPHICAL TERMS (W3) 978 (0.55) 137 (0.12) 382.47 2.16

SUITABLE (al.2+) 340 (0.19) 2(0.05) 123.31 2.04

LIVING CREATURES: ANIMALS, 409 (0.23) 0(0.06) 133.19 1.87
BIRDS, ETC. (12)

NOT ALLOWED (s7.4-) 140 (0.08) 25(0.02) 43.61 1.81

TIME PERIOD: SHORT (t1.3-) 95 (0.05) 17(0.02) 29.53 1.81

TEMPERATURE: HOT/ON FIRE 93 (0.05) 18 (0.02) 26.47 1.7
(04.6+)

DISTANCE: FAR (n3.3+) 83 (0.05) 16(0.01) 23.73 1.7

USING (al.5.1) 1,042 (0.59) 203 (0.18) 294.26 1.69

RELIGION AND THE 96 (0.05) 20(0.02) 24.95 1.59
SUPERNATURAL (s9)

COMPARING: VARIED (26.3+) 200 (0.11) 43 (0.04) 49.87 1.54

FLYING AND AIRCRAFT (mJ5) 163 (0.09) 38 (0.03) 36.24 1.43

VEHICLES AND TRANSPORT ON 1,072 (0.6) 255(0.23) 231.2 1.4
LAND (m3)

SCIENCE AND TECHNOLOGY IN 349 (0.2) 85(0.08) 72.55 1.36
GENERAL (y1)

CALM (e3+) 4 (0.05) 1(0.02) 16.74 1.33

SAILING, SWIMMING, ETC. (m4) 223 (0.13) 7(0.05) 42.82 1.29

SENSORY: SIGHT (x3.4) 503 (0.28) 130 (0.12) 94.78 1.28

MEDICINES AND MEDICAL 644 (0.36) 167 (0.15) 120.64 1.27
TREATMENT (b3)

INDUSTRY (14) 283 (0.16) 74 (0.07) 52.25 1.26

PLANTS (13) 150 (0.08) 44 (0.04) 2221 1.1
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Table 9.3 Continued

Semantic domain GP LAB-CON LL Log
(USAS code) frequency frequency ratio
(%) (%)

SUBSTANCES AND MATERIALS: 281 (0.16) 84 (0.08) 39.96 1.07
soLID (01.1)

OTHER PROPER NAMES (23) 1,931 (1.09) 586 (0.53) 265.67 1.05

COMPARING: SIMILAR 148 (0.08) 46 (0.04) 19.29 1.01
(a6.1+++)

DECIDED (x6+) 290 (0.16) 91 (0.08) 36.96 1

shows the key semantic domains again, but this time along with up to
the five most frequent lexical items in the semantic domain (fewer if
the category contains fewer than five items). This table helps to show
what these key domains relate to in terms of their textual content.
We can see from the table that many of the key domains equate
to key political issues, such as the environment (SUBSTANCES AND
MATERIALS: GAS; LIFE AND LIVING THINGS; GREEN ISSUES; SUBSTANCES
AND MATERIALS: SOLID), rural affairs including farming (FARMING
& HORTICULTURE), people on lower incomes and poverty (MONEY:
LACK), the health service (MEDICINES AND MEDICAL TREATMENT),
transport (VEHICLES AND TRANSPORT ON LAND; SAILING, SWIMMING,
ETC.; FLYING AND AIRCRAFT) and industry (INDUSTRY), all of which
we would expect to see in a political party’s policy documents and
manifesto. We can see that both corpora talk about these issues, and
often use the same terms, but the GP talks about them more. Some of
the semantic categories less obviously relate to political issues, such as
DECIDED, which reflects the discussion of different types of decisions
(economic, planning, financial) and where they are taken (locally,
nationally, internationally).

These results are not surprising; they are no doubt what most people
would expect of GP texts. In this respect, they indicate at least that
the software is working. Moreover, these domains help us to ascertain
what the GP policy documents cover in what might be described as
topics. The domains equate to important political issues and from this
we can say that the GP covers these issues so it is not (as some maintain)
a one-policy party. However, although these key concepts help us to
see what the GP discusses more than the Labour and Conservative
parties, most are not especially helpful as regards our research question
since they relate mainly to the content of the policy documents, which,
by and large, is as expected. Only two offer any sort of help with our
research question. These are SUITABLE and LIKE.
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The key concept SUITABLE suggests a possible linguistic trait in
the GP policy documents that indicates an over-reliance on the word
appropriate, which is used 205 times across the GP-POL-2010 corpus.
Some examples of usage of appropriate are shown below:

(1) Policies to promote reduced consumption and assist in
appropriate consumer choices include ensuring openness in
the workings of all ...

(2) Issues currently decided at the EU level should be dealt with
at a more appropriate level for effective action, which might
be local, national or global ...

The word has limited meaning unless what counts as appropriate is
explained. In (1) one wonders what ‘appropriate consumer choices’ are,
and whether these are the same for all consumers. In (2) there is some
attempt to clarify what appropriate refers to, but the force is weakened
by the modal might, and the options are so diverse that they offer no
real clue as to what would be appropriate.

The key concept LIKE highlights the use of favour, as shown in the
following examples:

(3) We favour a Robin Hood Tax

(4) In the long run we favour moving to a system of Land Value
Tax

(5) we favour electoral systems with a regional basis

The minor issue suggested by the examples above is that favouring
something does not equate to action, or promise of action, so this
seems an odd way to state political preferences in documents that can
potentially be read by the electorate.

So far, our investigation of key semantic domains in GP-POL-2010 has
offered us limited but nonetheless useful information about Green Party
style that would have been difficult to find without corpus methods.
In the next section, where we discuss the key concepts that are under-
represented in the GP data (negative key concepts), we find differ-
ences in the way that the Labour and the Conservative parties present
ideas and discuss topics that could be related to the persuasive power of
their policy documents and manifestos. These findings also assist in our
understanding of the Green Party’s linguistic style.
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9.5.4 Negative key semantic domains in GP-POL-2010

We also looked at the negative key concepts generated by the
comparison described above. These are the key concepts that are
under-represented in Green policy documents when compared with
the Labour and Conservative policy documents combined. These are,
in effect, the key concepts that are over-represented in the Labour
and Conservative documents in comparison with the Green docu-
ments. The 27 negative key concepts with a log-likelihood of 15.13
or more and a log ratio of at least 1 are shown in Table 9.5. Where
these key concepts relate to important political issues within the
data, they indicate which issues are discussed more by the Labour
and Conservative parties in the policy documents, compared with
the GP.

We worked through each negative key concept in much the same
way as we did with the positive key concepts. That is, we looked
at the lexical content of each domain, and the associated concord-
ances, in order to understand more clearly what the concept related
to in the data, as well as to establish whether it could be connected
to differences in style. Table 9.6 shows the list of negative key con-
cepts again but with the top five most frequent lexical items for
each category (or as many items as the category contains if fewer
than five) for both corpora. This is to indicate more precisely what
was being discussed, although in some cases, which we examine
in due course, this strategy is not completely successful since some
categories relate (sometimes rather obliquely) to more than one issue
or topic.

There are a small number of issues that, from the evidence in
Tables 9.5 and 9.6, are discussed more by the Labour and Conservative
parties in comparison with the GP, which we will summarise. The
PEOPLE: FEMALE semantic domain relates to discussion of women in
relation to equality, sexual harassment and domestic violence. These
issues also account in part for the prominence of VIOLENT/ANGRY, NO
KNOWLEDGE, RELATIONSHIP: INTIMACY AND SEX and SENSORY: TOUCH.
Other lexical items in the latter category refer to ‘sleeping rough’ and
relate to the bigger issue of homelessness, which also largely accounts
for NON-RESIDENT. The category PEOPLE: MALE is connected to PEOPLE:
FEMALE and is prominent largely because men are discussed in com-
parison with women across various issues. The categories THE MEDIA:
BOOKS and TEMPERATURE: COLD relate to spending cuts (libraries are
often an emotive theme in such discussions) and council tax freezes.
The issues of refugees and safe havens are captured by the domain SAFE,
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Table 9.5 Key concepts in Labour and Conservative party policy

documents
Semantic domain GP frequency LAB-CON LL Log
(%) frequency (%) ratio
PEOPLE: FEMALE 75 (0.04) 729 (0.65) 964.62 -3.95
SENSORY: TOUCH 3(0) 3(0.02) 28.18 -3.61
NO KNOWLEDGE 2 (0) 4 (0.01) 16.59 -3.48
PEOPLE: MALE 15 (0.01) 2 (0.07) 87.43 -3.12
THE MEDIA: BOOKS 35(0.02) 158 (0.14) 152.63 -2.85
TEMPERATURE: COLD 5(0) 9(0.02) 16.54 -2.6
PARTICIPATION 9 (0.01) 0(0.03) 23.84 -2.41
DECIDING 0 (0.01) 5(0.02) 15.53 -2
VIOLENT/ANGRY 273 (0.15) 662 (0.59) 398.88 -1.95
KNOWLEDGE 26 (0.01) 7 (0.05) 30.81 -1.81
NON-RESIDENT 34 (0.02) 3(0.06) 27.57 -1.56
PERSONAL NAMES 168 (0.09) 308 (0.28) 132.82 -1.55
TIME: EARLY 30 (0.02) 3(0.05) 21.67 -1.49
EVALUATION: TRUE 126 (0.07) 213 (0.19) 81.48 -1.43
THE MEDIA: 39 (0.02) 5(0.06) 2432 -1.41
NEWSPAPERS ETC.
TIME: MOMENTARY 45 (0.03) 73 (0.07) 26.14 -1.37
SIZE: BIG 40 (0.02) 61 (0.05) 19.65 -1.28
TIME: OLD, NEW AND 110 (0.06) 157 (0.14) 44.66 -1.19
YOUNG; AGE
RELATIONSHIP: 91 (0.05) 130 (0.12) 37.05 -1.19
INTIMACY AND SEX
INFORMATION 80 (0.05) 114 (0.1) 32.33 -1.18
TECHNOLOGY AND
COMPUTING
SAFE 130 (0.07) 184 (0.17) 51.48 -1.17
KIN 253 (0.14) 349 (0.31) 92.67 -1.14
TIME: PERIOD 536 (0.3) 713 (0.64) 175.19 -1.09
TIME: NEW AND YOUNG 544 (0.31) 722 (0.65) 176.51 -1.08
SPEECH: 320 (0.18) 413 (0.37) 94.8 -1.04
COMMUNICATIVE
ATTENTIVE 82 (0.05) 106 (0.1) 2442 -1.04
WORRY 139 (0.08) 178 (0.16) 40.12  -1.03

and the discussion of issues surrounding families and children and the
elderly accounts for the semantic domains KIN and TIME: OLD, NEW AND
YOUNG; AGE.

The remaining negative key concepts are less indicative of the issues
that appear more in the LAB-CON-POL-2010 corpus. Instead, some of
them highlight differences in rhetorical style between the Labour and
Conservative parties and the GP. For example, s1zE: B1G indicates that
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the Labour and Conservative texts contain more hyperbole than those
of the GP. For example:

(6) We have set up the biggest welfare to work scheme
(7) That is why we have delivered the biggest ever rise in the
basic state pension
(8) We are delivering the biggest expansion in railways in over
150 years
(9) Although we inherited the biggest deficit in our peacetime
history
(10) Britain faces huge problems that demand radical change
(11) This will allow a huge increase in renewable power

Also of interest are PARTICIPATION, WORRY and SPEECH: COMMUNICA-
TIVE, all of which indicate a particular strategy used more in the Labour
and Conservative data. The most frequent lexical items in PARTICIPA-
TION in the LAB-CON-POL-2010 corpus are participant (frequency
17) and participants (frequency 12) and each occurrence is part of
reporting what participants have said in focus groups and meetings.
This semantic domain indicates the inclusion of other public voices in
the political documents. For example:

(12) One participant suggested that when the percentage of
women rose beyond 30% ‘men would say there were a lot
of women’

Similarly, wORRY relates to the reporting of concerns of the public. For
example:

(13) Concerns have been raised about the high number of young
people between the ages of 16 and 19 who gain little or no
value from the education system.

(14) Some organisations in the Midlands, expressed concerns
that there should be a review of how domestic violence
work is funded,

(15) We understand people’s concerns about immigration —
about whether it will undermine their wages or job
prospects,

These examples show that the noun concerns reifies people’s worries.

In examples (13) and (14) these worries might have been expressed
either by spoken or written discourse; it is not altogether clear. In (13)
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the use of a passive construction makes a general claim about some
form of discourse that happened without any hint of the source. In
the case of (14) the concerns appear to exist just as a state of mind in
people.

This rhetorical strategy of bringing other people’s voices (real or
otherwise) into the discussion of political topics is also highlighted by
SPEECH: COMMUNICATIVE (which includes the word-forms told, said,
consultation and argued). The semantic domain reflects the inclusion
of voices of others through different forms of speech presentation.
We can illustrate this by looking at the most frequent lexical item in
the semantics grouping, which is told with a frequency of 50. Using
AntConc (Anthony 2018) to provide a sorted concordance of fold (see
Box 9.1), because Wmatrix does not have a sorting facility, we assessed
the patterns (if any) that the word is involved in. We found that the
majority of the occurrences are part of the following phrases (frequen-
cies are shown in brackets):

(1) we were told that (17)
(i) we were told (1)
(iii) X told us that (22; X is a group or organisation)
(iv) X told us (3; X is a group or organisation)
(v) who told us (2)

The phrases in (ii) and (iv) introduce direct speech (of which there
are four instances), and the rest introduce indirect speech (IS). The
beginning sections of the four occurrences of direct speech (DS)
are shown below (word counts for the quoted speech are in square
brackets):

(16) For instance, Platform 51 (formerly YWCA), who we
were pleased to have at several of our events, told us:
“Increasing numbers of women we deal with are reoffend-
ing because ... .” [41]

(17) Eaves Housing told us: “In the past it was rare that we
could not find a refuge or hostel place for women calling
us —...”7. [197]

(18) Describing the crisis in funding they are facing, staff
working for domestic abuse organisations told us: “We
have already had to make redundancies ...” [28]

(19) We found a similar message in Coventry where we were
told: “there are many contracts to fill but Commissioners
don’t know much about this sector.” [14]
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These quotations bring other voices into the manifestos and policy doc-
uments that make up the LAB-CON-POL-2010 corpus, and present the
‘real-life’ views and experiences of people. It is noticeable in the exam-
ples above that some of the quotations are quite long, and one wonders
to what extent the words quoted present summaries of conversations
(see Short 2012). The summary nature of the speech presentation is
probably more pronounced with the indirect speech, especially since the
reporting verb is part of a passive construction. For example:

(20) In Northumbria, we were told that cuts to the SDVC mean
there is low attendance at oversight meetings on opera-
tional issues.

(21) For example, we were told that between September 2009
and 2010, 267 people were referred by police to Ashram
Housing,

Nevertheless, the presence of the speech presentation in the data demon-
strates that dialogue occurs between politicians and people/groups, and
that what people/groups say is noted, which suggests that they have
been listened to. There are no such occurrences in the GP-POL-2010
corpus, although the fact that they are in dialogue with voters might be
communicated in different ways not reflected in the key concepts.

These differences suggest ways in which the GP might want to engage
with voters and present different ideas. Of course, that is not to say that
one way of presenting policies is right and one is wrong, but it is useful
to observe the differences since they offer one possible starting point
for attending to the business of persuading the electorate to rethink
the status quo and consider voting differently. In the next section,
we turn our attention to keywords in the GP-POL-2010 corpus and
notice further linguistic tendencies in the GP documents that might
have important effects on their readers.

Box 9.1 Using the concordance facility in AntConc

In this box we demonstrate the AntConc concordance facility using the
LAB-CON-POL-2010 corpus. You can follow the same steps using any
corpus data that you might have.

|. Navigate to the AntConc webpage at <http://www.laurenceanthony.
net/software/antconc/> and download the latest version of AntConc
(versions are available for Windows, Mac OS and Linux).
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2. Start up AntConc on your computer, and open the corpus under
investigation by clicking File > Open File(s). A dialogue box will open;
use that to locate your file. If you need to open more than one file,
then simply repeat this procedure, or select multiple files.

3. Select the concordance utility by clicking the concordance tab.

| JLCUFOTULIPOC), JUN———, -

File Global Settings Tool Preferences Help
Xnleptet oo Concordance | Concordance Plot | File View | Clusters/N-Grams | Collocates | Word List | keyword List |
i

[conmanpolaL Lt T
‘LabuurMaﬂPu\ALL‘txt it KWIC
A

4. Type in the required search term in the search box at the bottom of
the screen. Click start. A concordance will appear on your screen for
the search term.

[Search Term [V] Words [ Case [] Regex Search Window Size

told Advanced 50

Sor ] (] sowvrnion T E

Kwic Sort

Levell IR [ Level2 2R F5[@] Level3 3R [ Clone Results

5. By default, concordance will be sorted alphabetically by the words that
occur to the right of the search term. There are three levels of alpha-
betical sorting, with the default being that the concordances are first
sorted by the first word to the right of the search term, followed by
the second word to the right, followed by the third word to the right.
These levels of sorting are colour coded on the concordance red, green
and purple, respectively. The different levels of sorting force the con-
cordances into groups, which can be useful to show patterns of usage.

be in their area. Women's organisations told us that a further issue is that
the heart of the Spedialist Court process, told us that few courts are now able
agrim picture. All the refuge providers told us that financial pressure had already forced
to have represented at our evidence session, told us that in research last year on
across two local authorities. But its CEC told us that she was fearful for the
women who gave evidence to the commission told us that socialising at home with friends
in Bristol which supports street sex workers told us that "sofa surfing” was a very
legal aid for social welfare law. They told us that the telephone gateway, which is
income than men. Yet, women in London told us that the cost of travelling by
Refugee Council, along with WAST in Manchester, told us that the same was the case
work with women street sex workers and told us that the benefidial effects of giving
h particular needs are already closing. Mumsnet told us that their website was inundated when
in the last four years.36 Women also told us that their use of public transport
sed sparingly, AVA ( Against Violence and Abuse) told us that they are used by the
was a concern: women across the country told us that they often preferred to park
heard evidence from the One25 Project, who told us that they had been forced because
one evidence session, a women's organisation told us the a London local authority had
the victims of domestic violence. Some centres told us they were set to lose half
exual Assault Referral Centre in Manchester, who told us they were being asked to divide

6. The way in which the concordances are sorted can be changed by
altering the sorting levels at the bottom of the screen using the clicka-
ble up and down arrows.
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lmr e [ I
[Search Term Words [] Case [O] Regex Search Window Size

told 50 |
o Show Every NthRow 1 1=

Kwic Sort
Levell 1L ZH[F] Level2 2L 25 [J] Level3 1R

7. Using our LAB-CON-POL-2010 corpus, if we tell AntConc to sort the
concordances alphabetically by the first word to the left, followed by
the second word to the left, followed by the first word to the right, we
get the following concordance:

to give her an assessment.” We were told at an evidence session in London that

arrangements announced by the Government. \We were told, for example, that an SDVC in Bristol
of such cuts. For instance we were told in Coventry that six of eight such
a "sanctuary "from attack. However, we were told in the West Midlands that cost pressures

expertise and continuity. In Manchester we were told that relatively new Commissioners don't seem

was now regressing. In Durham, we were told that in Cleveland police, officers move on ”

domestic violence perpetrators. Whils were told that ACPO guidance makes clear that cautions

CPS will increase. In Birmingham we were told that cautions were similarly on the increase

pecialist police expertise. For example, we were told that between September 2009 and 2010, 267 people
Coventry and the West Midlands we were told that police are becoming "more offender- orient

e were told that Public Protection Units (PPUs) in particula

were told that police had been ready to be

- and less victim-focussed. Anecdotally,
. By way of further example,

a different framework. In Northumbria, we were told that cuts to the SDVC mean there

rolling training programme and so we were told that the courtis losing staff expertise.

in Bristol and in Manchester we were told that there are many more homeless women

smoothly into education and employment. \We were told that the HPUs (Homeless Person’s Units)

more. In the Birmingham are

/e were told that itis increasingly difficult to get
the cuts on women overall 58 We were told that Bristol City Council is proposing to
similar message in Coventry where we were told: "there are many contracts to fill but

exual Assault Referral Centre in Manchester, who told us they were being asked to divide

Changing the sorting parameters can usefully highlight different patterns
of usage of particular words in the data. Often, this requires some exper-
imentation with the parameter settings.

9.5.5 Keywords in GP-POL-2010

We used Wmatrix to work out which words were key in the GP-POL-
2010 corpus compared with the LAB-CON-POL-2010 corpus. These
are the words whose frequencies we can confidently say are different in
one corpus when compared with another. We limited our results again
by specifying an alpha level of 0.0001, which equates to a log-likelihood
score of 15.13, and a minimum log ratio of 1, which indicates that a
word is twice as frequent in one corpus compared with the other.
Using these criteria we generated 291 positive keywords all with a
log-likelihood of at least 15.13. Recall that positive keywords are those
words that appear more than you would expect by chance in a corpus,
whereas negative keywords are those that appear less than you would
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expect by chance. A list of 291 keywords represents a considerable
amount of data to deal with, and limiting the data further in some
principled way was therefore desirable. One way to achieve this is by
increasing the log ratio cut-off value. Table 9.3 shows how much our
results would be reduced by using various log ratio cut-offs from 1 up
to 10.99 (a range that includes the maximum log ratio in our results).
So, if we chose a cut-off of 10 (which means we would ignore any
keyword with a log ratio below 10, and consider only keywords with
a score of 10 or more), we would have just one keyword to consider:
green_party* which has a log-likelihood score of 898.58 and a log ratio
score of 10.18. This high log ratio cut-off is not especially helpful. On
the basis of the information in Table 9.3, a possible optimum effect size
cut-off would be 5 since this would result in 25 keywords, whereas a
log ratio of 4 increases the number of keywords to 119. These figures
can be found in the ‘running total’ column in Table 9.7.

A total of 25 keywords is a more manageable amount of data for
further analysis. The list of 25 keywords with a log-likelihood of above
15.13 and a log ratio of 5 or more can be found in Table 9.8, sorted by
log ratio. Looking at the 25 keywords, we can see that the correspond-
ing frequencies in the LAB-CON-POL-2010 corpus are all either zero
or 1. So, the most statistically significant keywords in the GP-POL-
2010 corpus with the largest effect size are either not present or hardly
present in the LAB-CON-POL-2010 corpus. On the one hand, this
is a potential issue because keywords that have very low observed
frequencies in either corpus are generally less useful for comparative
analysis (although in Chapter 6 we saw an exception to this), which

Table 9.7 Log ratio ranges with associated numbers of keywords, and
running totals of accumulated keywords

Log ratio Number of keywords ~ Running total of keywords
10.00-10.99 1 1

9.00-9.99 0 1

8.00-8.99 0 1

7.00-7.99 2 3

6.00-6.99 1 4

5.00-5.99 21 25

4.00-4.99 94 119

3.00-3.99 46 165

2.00-2.99 69 234

1.00-1.99 57 291
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usually involves using concordances in the first instance. Certainly,
low frequencies make the notion of patterns in the data either less
convincing or null and void. On the other hand, however, this is a result
that might offer some analytical purchase because it informs us about
the lexical items that the Labour and Conservative parties do not use
in their policy documents and manifestos. For example, shall, which is
the third keyword in Table 9.8, is not used at all in the Conservative
and Labour policy documents but is used 121 times in the Green Party
corpus. This result has a bearing on style since the modal shall sounds
archaic and has legal or biblical connotations (Williams 2007: 182).
The research carried out by Leech (2003, 2004) on modal auxiliary
verbs indicates that this particular modal is in decline. However, in the
Green Party corpus, it is used comparatively frequently. So regardless
of the frequency in the LAB-CON-POL-2010 corpus, shall marks some
of the GP-POL-2010 data as having a particular formal, legal or archaic
style. In fact, it could be argued that the complete lack of use in the
comparison data makes the GP’s usage more noteworthy.

Another unusual word that is not used at all by the Labour or
Conservative parties is peoples, which appears to be used by the Green
Party as a shorthand for groups of people. For example:

(22) Raging local conflicts have risen up the international
agenda and attempts to address the conflict between
peoples have varied in efficacy and moral justification

(23) providing creative alternatives to IMF austerity meas-
ures imposed on the world’s already most impoverished
peoples;

The possible issue with this word is that it could be seen as an in-group
marker, which could alienate readers of the GP documents who are
not acquainted with that plural use of people. These keywords bring
into question the intended audience of the documents. If they are for
GP members, then they are essentially preaching to the converted. As
these documents are publicly available, there might be a problem with
how some of the language that marks a particular overly formal style is
received by readers.

If we look at the rest of the keywords shown in Table 9.8, a number
of them suggest the topical preoccupations of the Green Party policy
documents. Such keywords indicate what Scott and Tribble (2006; see
also Scott 2000, 2010) refer to as ‘aboutness’ (after Phillips 1989 and
as opposed to those keywords that relate to style or are proper nouns).
‘Aboutness’ keywords tend to be content-words, while style keywords
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Table 9.8 The first 25 keywords in the GP-POL-2010 corpus

Keyword GP-POL-2010 LAB-CON- LL Log ratio
frequency (%) POL-2010
frequency (%)

green_party 923 (0.52) 0 (0) 898.58 10.18
pollution 130 (0.07) 0 (0) 126.56 7.35
shall 121 (0.07) 0 (0) 117.8 725
oil 107 (0.06) 1(0) 94.72 6.07
waterlow_road 48 (0.03) 0 (0) 46.73 5.91
co-operation 47 (0.03) 0 (0) 45.76 5.88
species 45 (0.03) 0 (0) 43.81 5.82
ecological 84 (0.05) 1(0) 72.81 5.72
nationality 38 (0.02) 0 (0) 36.99 5.57
sea 37(0.02) 0 (0) 36.02 5.54
self-reliance 35(0.02) 0 (0) 34.07 5.46
peak 33(0.02) 0 (0) 32.13 5.37
buildings 65 (0.04) 1(0) 54.82 5.35
cycling 32 (0.02) 0 (0) 31.15 5.33
quotas 31 (0.02) 0 (0) 30.18 5.28
peoples 31 (0.02) 0 (0) 30.18 5.28
greens 30 (0.02) 0 (0) 29.21 5.23
co2 30 (0.02) 0 (0) 29.21 5.23
tncs 29 (0.02) 0 (0) 28.23 5.18
ecologically 28 (0.02) 0 (0) 27.26 513
freight 54 (0.03) 1(0) 44.48 5.08
small-scale 27 (0.02) 0 (0) 26.29 5.08
carbon_dioxide 27 (0.02) 0 (0) 26.29 5.08
air 53(0.03) 1(0) 43.55 5.05
currency 26 (0.01) 0 (0) 25.31 5.03

are those with less semantic content.’ In the context of political policy
documents, the aboutness of the keywords relates to political topics of
discussion and political issues. So, for example, we can see that pollu-
tion, oil, CO, and carbon dioxide are all mentioned in the GP-POL-2010
corpus. The keyword oil reflects extended discussions of our current
over-reliance on that substance and of the notion of ‘peak oil’ (peak is
another keyword), which is when oil production reaches its peak and
then goes into decline due to dwindling recoverable reserves. Similarly,
pollution reflects discussion of various types of pollution (suggested by
collocates such as plastic, marine, air) and ways to reduce or eliminate
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it. Occurrences of both CO, and carbon dioxide relate to discussion
of levels of the gas in the atmosphere, with 9 instances of CO, and
11 of carbon dioxide co-occurring with emissions. That these word-
forms occur in the Green Party data is probably unsurprising, since
they reference concepts that are of environmental importance and are
usually associated with the Green Party. Perhaps more surprising is that,
aside from one use of oil, these words do not occur in the LAB-CON-
POL-2010 data. Given that these keywords relate to what are not just
Green Party issues but global issues that are discussed at an international
level, we might have expected some mention of them in pre-election
policy documents, especially in an election manifesto. However, the
point here is that while these and other keywords (such as sea, freight,
air and currency) tell us about the content of the policy documents,
they are not as helpful when it comes to discerning style (which can be
indicated by what Enkvist 1964, 1973 refers to as style markers).

An alternative possibility for constraining our original list of 291
keywords that we have not yet discussed is to simply specify a raw fre-
quency cut-off in Wmatrix. This eliminates keywords from the list that
have an observed frequency below a predesignated amount in either
one of the corpora, and can be used to avoid keywords that have a low
frequency in either corpus. Specifying a cut-off of 1, for example, would
remove all the keywords from the list that have a frequency of zero in
the comparison corpus. The effects that various frequency cut-offs have
on the number of keywords, when combined with log-likelihood and
log ratio cut-offs of 15.13 and 1 respectively, are shown in Table 9.9.
So, with no observed frequency restriction (i.e. a cut-off of zero) but a
minimum log-likelihood of 15.13 and a log ratio of at least 1, we have
291 keywords. If we impose a frequency cut-off of 50, then we are left
with just 11 keywords.

Table 9.9 Frequency cut-offs with associated numbers of keywords
(log-likelihood = 15.13; log ratio = 1 or more)

Observed frequency Number of keywords
50 or more 11
40 or more 20
30 or more 25
20 or more 42
10 or more 78
1 or more 209

0 or more 291
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If we opt for a cut-off of an observed frequency of 30 or more, we are
left with 25 keywords, which are shown in Table 9.10. The keywords
are arranged in order of effect size.

This selection of keywords, constrained by various quantitative meas-
ures, provides what appears to be an optimal selection of words, some
of which appear potentially to constitute style markers. What counts
as optimal is highly dependent on the project and the research needs,
as any selection, however principled, reduces the number of keywords,

Table 9.10 Keywords in the GP-POL-2010 corpus (log-likelihood = 15.13;
log ratio at least 1; minimum frequency = 30)

Keyword GP-POL-2010  LAB-CON- LL Log ratio
frequency (%)  POL-2010
frequency (%)

see 443 (0.25) 8 (0.04) 208.45 2.53
would 1,047 (0.59) 115 (0.1) 488.4 2.51
sustainable 272 (0.15) 4 (0.03) 116.16 2.33
international 273 (0.15) 8 (0.03) 107.32 217
rights 248 (0.14) 0 (0.04) 85.62 1.96
use 505 (0.28) 2 (0.07) 173.24 1.95
food 348 (0.2) 2 (0.06) 108.67 1.82
within 234 (0.13) 2 (0.04) 72.5 1.8

should 1,139 (0.64) 207 (0.19) 348.14 1.79
countries 293 (0.16) 4 (0.05) 88.19 1.77
include 169 (0.1) 1(0.03) 51.13 1.77
encourage 246 (0.14) 7 (0.04) 71.08 1.71
and_other 164 (0.09) 2 (0.03) 46.23 1.68
eu 247 (0.14) 2 (0.05) 63.33 1.57
existing 157 (0.09) 5(0.03) 37.25 1.49
global 198 (0.11) 5(0.04) 45.7 1.46
environment 196 (0.11) 5(0.04) 44.58 1.45
be 3,075 (1.73) 740 (0.66) 651.39 1.38
must 374 (0.21) 5(0.09) 72.58 1.3

levels 166 (0.09) 3 (0.04) 31.16 1.28
workers 153 (0.09) 0 (0.04) 28.26 1.26
all 861 (0.48) 241 (0.22) 140.16 1.16
such_as 250 (0.14) 0 (0.06) 40.67 1.16
given 142 (0.08) 1 (0.04) 21.73 1.12
areas 235 (0.13) 2 (0.06) 31.65 1.03
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and might mean that we miss some that are important. For instance,
we noticed above the use of shall and peoples, which we would have
missed if we had opted only to look at the keywords presented in Table
9.10. This suggests that we need to exercise caution when reducing
numbers of keywords. However, the alternative to applying frequency
and effect size cut-offs is to go back to our list of 291 (or more if we
lower the LL cut-off to 10.83, or 6.63) and work through them all. In
most cases, this will not be practical. As with other lists of key items,
each keyword in Table 9.10 needs to be assessed for its usefulness in
answering our research question, which relates to style. A number of
the keywords fall into this category; for example, include, and other
and such as mark the start and ends of short lists indicating a particular
way in which the Green Party introduces examples, and suggestive
of a particular (potentially academic) style. Additionally, the modal
auxiliaries would, must and should present potentially fruitful avenues
for further analysis. By way of illustration of the kind of analysis that is
possible (and for reasons of space), for the remainder of this section we
focus on just one of those keywords: should.

The modal auxiliary should is over-represented in the GP-POL-2010
corpus when compared with the LAB-CON-POL-2010 corpus. Given
that should is typically associated with strong obligation (deontic
modality), we hypothesised that this might be due to the GP making
statements about what the other political parties should have done
or should be doing but are not. We further hypothesised that this
language choice would represent the GP as a strong voice of opposi-
tion. To test out our hypothesis, we used AntConc (Anthony 2018)
to look more closely at how should is used in both corpora. Unlike
Wmatrix, AntConc is able to provide sorted concordances, which are
extremely useful for discerning patterns in the data. We first looked
at the sorted concordances of should in GP-POL-2010, and found a
frequent pattern was should + be. The pattern suggests the textual
construction of alternative possibilities (or worlds) through statements
of desire rather than of intent, and raises the possibility of an alternative
outcome (Ninan 2005 notes that deontic should can be cancelled: ‘we
should, but ...”). In such cases, should presents an ideal that is unlikely
to happen. In order to quantify this pattern and determine whether the
GP uses should be more frequently, we exported the sorted concord-
ance to a .txt file, which we then opened in Excel. From there, we were
able to manually separate out the concordances that contained should +
be by cutting and pasting from one worksheet into another.

We found that in the GP-POL-2010 corpus the should + be pattern
made up 65 per cent of the total occurrences of should. We followed
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the same process for the LAB-CON-POL-2010 corpus, and found
that should + be made up 45 per cent of the occurrences of should
in the LAB-CON-POL-2010 corpus. The results indicate, therefore,
that the GP engages in more hypothesising about ‘what should be’
than the Labour and Conservative parties combined. The Labour
and Conservative parties use these constructions considerably less in
the data, indicating that they hypothesise less about possible ideal
situations.

Looking in more detail at should + be, we noticed that many instances
were followed by a past tense verb (i.e. were passive constructions).
We again exported the concordances to Excel to help carry out our
analysis, and we found that of the 1,137 occurrences of should in the
GP-POL-2010 corpus, 46 per cent were part of passive constructions,
while in the LAB-CON-POL-201 corpus we found that the figure was
less than half that, at 19 per cent. As the following examples from
GP-POL-2010 demonstrate, passive constructions can remove, hide or
not acknowledge agency:

(24) An import ban should also be imposed on products linked,
directly or indirectly to deforestation

(25) Permission should also be required to increase the power
of existing masts.

(26) WTO, International Monetary Fund, World Bank and
similar bodies should also be reformed, democratised, or
replaced.

This is a potential issue for the Green Party because it means that on
numerous occasions when it talks about policy it is not making itself
the agent of the action. For example, (24) could be rephrased as ‘we/
the Green Party would impose a ban ..., which would make the party’s
position clearer and make the GP an active participant in that process
and policy. In example (25) the agent of the verb process is not the
GP but the owners of ‘existing masts’. Here the action that the GP
seems to be proposing is introducing legislation to require owners of
masts to apply for permission to increase power. This could have been
stated more clearly by making the GP an active participant in the text.
Similarly, in (26) it is highly unlikely the GP would be able to reform
the institutions mentioned, but if the GP’s intention is to press for
these reforms, this too could be stated more clearly. While this pattern
also exists in the LAB-CON-POL-2010 corpus, it is considerably less
frequent, which means that not being active participants in clauses is
less of an issue for the Labour and Conservative parties.
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As for the rest of the occurrences of should be, in both corpora a
minority are followed by an -ing participle (five occurrences in GP-POL-
2010; six in LAB-CON-POL-2010), while the majority are modalised
relational processes (in Hallidayan terms) with the pattern of NP +
should + be + complement. For example, here are two instances of
should be followed by -ing participles:

(27) Under Labour, our aid funding is not used in a focused
way, and is sometimes spent in countries that should be
looking after their own poor citizens.

(28) Hazardous waste production should be reaching zero
levels by 2020.

Example (27) shows the modal use of should to be more clearly deontic
since it imposes or suggests an obligation for other countries. In (28)
the modality relates to probability and certainty, or obligation based on
desire; it is more ambiguous. It may come as no surprise, based on our
discussion of should so far in the GP data, that example (27) is from
the LAB-CON-POL-2010 corpus, while (28) is from the GP-POL-2010
corpus.

The following examples are all from the GP data and show should +
be + complement:

(29) The supply of fossil fuels is already tightly controlled
for the purposes of collecting tax so there should be no
insurmountable problems in ensuring that carbon units
are paid.

(30) Fares should be cheaper, including subsidies where
necessary,

(31) Information on the allocation of quotas should be open
and transparent.

(32) There should be no restriction on an asylum seeker taking
work.

In example (29) mentioning problems raises the spectre of difficulties,
which could cause doubts in a reader’s mind. The statement could be
paraphrased as ‘we don’t foresee any problems’, which sounds rather
uncertain because that does not mean that there are 7o problems. The
statement could, instead, be rewritten along the lines of ‘carbon units
will be paid using the existing tax payment mechanism’. Using will
instead of should suggests a greater degree of certainty, that a viable
mechanism for collecting carbon units is already in place, and avoids
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the mention of problems.

While the modal auxiliary should can suggest strong obligation,
in the GP data we analysed this is not the case. Our findings and
discussion of should be show that it is used to encode the wishes or
desires of the Green Party (i.e. it conveys boulomaic modality; see
Simpson 1993) or the writer’s certainty about states of affairs (epis-
temic modality).

9.6 Implications of the research

The analysis of the policy documents that we present here suggests that
the rhetoric used by the Labour and Conservative parties is different to
that used by the Green Party. While our aim was not to tell the Green
Party how to write political documents, this information could help it
to appreciate the different ways in which to communicate ideas to the
electorate, and suggest discourse strategies for it to explore. An impor-
tant finding was the use of should in the Green Party documents, which
highlighted that should does not always encode strong obligation but
can sometimes create ambiguity and weaken ideas. Highlighting this to
the Green Party made it aware of a particular language trait in its docu-
ments that presented it in an unfavourable way to the electorate. Again,
it was not our intention to prescribe but simply to raise awareness so
that the Green Party could make informed decisions about the use of
modality and the use of categorical statements.

An important part of our research was to report back our findings
to the Green Party and provide answers to our research questions.
We did this through a written report and via a presentation and lan-
guage awareness training session at the Green Party headquarters
in London. The idea behind the training was to raise awareness of
key language issues, using our findings as a focus, to Green Party
Members responsible for producing publicity materials. This stage
in the project was useful because we were able to assess what the
Green Party representatives knew about their party’s language use
and whether our results told them something that they already knew
or not. From the responses we received during the training session it
appeared that the representatives were unaware of the language traits
we reported to them from the policy document data, meaning that a
corpus stylistic approach was able to expose patterns in their language
use that they would have otherwise not noticed. These insights subse-
quently found their way into the party political broadcast that the GP
commissioned.
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9.7 Conclusion

This chapter discussed the use of stylistics in the solution of a real-world
problem, before going on to present a case study that demonstrated
some of the possibilities for engaging in projects with non-academic
research partners in order to help them address language-related issues.
Our case study also provided a further demonstration of the use of
keywords and key semantic domains in a stylistic analysis where we
used the corpus outputs to assess patterns of usage across a range of
texts (rather than one text, as in Chapter §). We also explored differ-
ent ways of organising and restricting keyword lists using different
statistical measures including effect size, and showed the quantitative
consequences of applying different statistical thresholds. This demon-
strated that different thresholds can highlight different key items, which
may have consequences for the focus of qualitative strands of analysis.
We suggested that no one approach for restricting results statistically
is suitable for all research projects and that if key items need to be
constrained, then decisions about cut-off points should be informed by
the aims of the research. We also showed that while there are various
ways of producing a list of keywords, in the end, once a list has been
established, each keyword needs to be analysed in more detail using,
in the first instance, concordance lines. Such analyses are helped by
using sorted concordances, since these can help to identify patterns.
Once patterns have been established, then a further phase of analysis is
required that quantifies the patterns and then establishes their interpre-
tative significance through further analysis that is itself informed by a
stylistic framework.® Key items therefore offer ways in to the data that
may then go on to reveal further interpretatively useful patterns.

Notes

1. See <http://ucrel.lancs.ac.uk/claws/> (last accessed 20 August 2018).

2. PDFs needed to be converted to plain text format. Laurence
Anthony’s AntFileConverter (Anthony 2018) is one possible way to
do this. The resulting .txt files might need further editing before they
are used in a corpus.

3. Since collecting the data, the websites for these three parties have
changed considerably. In particular, the Green Party no longer seems
to be offering any downloadable policy documents.

4. Note that Wmatrix sometimes groups words into multi-word units
(MWUs). Such groupings represent one lexical item in the word lists
it generates. In the GP corpus there are 923 instances where ‘green’
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and ‘party’ co-occur. There are a further 203 instances of ‘green’
when it does not co-occur with ‘party’.

5. A potential problem with ‘aboutness’ is determining precisely what
it relates to. Part of the issue is that aboutness is a complex notion
that is concerned with the macrostructure of texts, determined via
collocational associations and distributions (Phillips 1989); it is not
simply a synonym for topic.

6. For an extended example of this kind of keyword analysis, see
Jeffries and Walker (2018).
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The scope of corpus stylistics

10.1 Introduction

We began this book by noting that the term corpus stylistics is relatively
new. While this is certainly true, work that has taken a computational
approach to the analysis of literary texts has been around for almost
as long as corpus linguistics itself. The corpus analysis of literature,
of course, does not necessarily equate to stylistics. Corpus stylistic
research, according to the argument we have made throughout this
book, necessitates a focus on linguistic style and the use of stylistic
theories and analytical frameworks. Moreover, the object of study
for stylistics is style in all text types, not just literature. Nonetheless,
we can see in some of the early corpus analysis of literature the begin-
nings of the kind of work that now underpins contemporary corpus
stylistics. Wisbey (1971), for example, is an edited volume of papers
from a symposium held at the University of Cambridge on 23 March
1970, entitled The Computer in Literary and Linguistic Research.
What is perhaps surprising in Wisbey’s introduction to the book is his
claim that ‘there can be few readers today for whom this concatena-
tion [i.e. computers in literary research] will evoke quite the frisson
of surprise (and possibly mortification) which would have been their
reaction only ten years ago’ (Wisbey 1971: vii). Given Wisbey’s claim
in 1971 of a positive change in attitude towards using computational
methods in stylistics, we might have expected the number of stylisti-
cians using computational techniques to have increased exponentially
over the past decades, and for corpus-based stylistics to be much
more central to the discipline of stylistics than it currently is. It has,
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however, taken a long time for stylisticians to adopt corpus linguistic
approaches.

There are, perhaps, a number of reasons for this. Until the advent
of desktop computing, carrying out corpus-based research in stylis-
tics was complex, time-consuming and expensive. The difficulties
involved in generating even a simple concordance are likely to have
been off-putting to most literary scholars (see, for example, Porter’s
1971 description of the labour-intensive process of developing a pro-
gramming language for concordancing, and Leighton’s 1971 account
of the difficulties involved in using punched cards to count clause types
in sonnets'). The introduction of personal computers made such tech-
niques easier, though it was not until the development of user-friendly
software packages such as WordSmith Tools, AntConc and Wmatrix
that the computational analysis of aspects of style was made relatively
easy. Even then, corpus stylistics remained the niche interest of a
relatively small number of stylisticians. The two most likely reasons for
this are (1) that stylisticians could not see the value of using corpora
in stylistic analysis, and (2) that doing corpus stylistics appeared to
be difficult, and the knowledge and skills needed for such analysis
time-consuming to acquire. This book has aimed to address both of
these views by (1) demonstrating the worth of corpora in stylistic
analysis and (2) explaining how to go about doing corpus stylistics. We
hope that this book will encourage greater numbers of stylisticians to
adopt corpus methods in their own research, and that by so doing the
discipline of stylistics will be enriched and pushed forwards into new
and interesting areas.

In this final chapter we reflect on the insights arising from the corpus
stylistic analyses we have presented in this book. We argue that it is no
longer tenable for stylisticians to view the use of corpus methods as a
niche practice on the fringes of stylistics. So easy is it to access corpus
analytical software nowadays that there is no longer any reason for
viewing corpus stylistics as a specialist sub-field of stylistics practised
only by those who are particularly interested in it. Rather, where corpus
methods can contribute to a stylistic analysis, it is important that they
be employed. In this respect, corpus stylistics should be seen as intrinsic
to stylistic analysis generally and corpus stylistic methods fully inte-
grated into the mainstream.

We begin this chapter by returning to the issue of a definition of
corpus stylistics. We argue that this goes beyond claims that corpus
stylistics is simply the use of corpus linguistic techniques in the study
of literature. Having discussed existing definitions of corpus stylis-
tics, we then go on to summarise the value of corpus linguistics to
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stylistics. Here we also consider what stylistics has to offer to corpus
linguistics. On the basis of the above discussion, we then offer our own
definition of corpus stylistics, based on the arguments presented in
the previous chapters. Finally, we discuss the scope of corpus stylistics
and consider what the future might hold for this approach to text
analysis.

10.2 The problem of definition

Discussing the relationship between corpus linguistics and stylistics,
Widdowson observes that:

Stylistics claims to provide linguistic substantiation for the inter-
pretation of literary texts. Since corpus analysis is par excellence
a means of revealing textual features in precise detail, it seems
reasonable to suppose that it must be relevant to the stylistic
enterprise. (Widdowson 2008: 293)

While Widdowson’s reasoning cannot be faulted, his observation
includes the erroneous suggestion that stylistics is aimed at the analysis
of literary texts only. While it is true that most stylisticians are primarily
interested in ‘literature’ (the scare quotes are necessary to indicate that
even such a category is contested), the analytical methods of stylistics
are equally applicable to non-literary texts. Indeed, as Carter and Nash
(1990) convincingly explain, literariness is not necessarily a property
of fiction alone but should instead be viewed as a point on a cline on
which all texts feature. It is particularly important that this be acknowl-
edged, as the Russian Formalist school of literary criticism (the direct
forerunner of modern stylistics; see Lemon and Reiss [1917] 1965) very
quickly discovered that the forms of literary language are no different to
those found in non-literary texts. It would seem odd, then, to claim that
literary texts are the sole object of study of stylistics. Moreover, despite
the reputation of stylistics as something of a magpie discipline, taking
analytical approaches from other areas of language studies, it is also
the case that it has developed theories, models and analytical methods
of its own; for example, foregrounding theory (van Peer 1986), models
of speech and thought presentation (Leech and Short 1981) and text
world theory (Werth 1999). In this respect, stylistics has progressed
considerably and can no longer be thought of as simply an eclectic
mix of methods borrowed from other sub-disciplines of linguistics.
Any definition of corpus stylistics, then, needs to take account of these
issues.
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In her own definition of corpus stylistics, Mahlberg acknowledges
that stylistics is not simply about the analysis of literature:

Corpus linguistics + (literary) stylistics = corpus stylistics?
(Mahlberg 2007a: 219)

What is interesting about this definition is the question mark at the
end, which appears to suggest that there is more to the corpus sty-
listic enterprise than the simple use of corpus approaches in stylistic
analysis (pace Fischer-Starcke 2010). Mahlberg (2007a) goes on to
explain that the value of corpus linguistics to stylistics goes beyond
its capacity to generate quantitative findings. She suggests that, in
addition, corpus stylistics can ‘help with the analysis of an individual
text by providing various options for the comparison of one text
with groups of other texts to identify tendencies, intertextual rela-
tionships, or reflections of social and cultural contexts’ (Mahlberg
2007a: 221).

We agree that it is important to acknowledge that statistics form
just one possible aspect of a corpus stylistic analysis. One element
that will always be present to some degree, however, is intuition. We
explained in Chapter 4 the importance of intuition to stylistic analysis.
We also pointed out the value of intuition in corpus linguistics gener-
ally. Stubbs, for instance, acknowledges ‘the essential role of intuition
in formulating hypotheses and analysing data’ (2007: 234). Intuition
also forms part of Carter’s definition of corpus stylistics, which is as
follows:

Corpus stylistic analysis is a relatively objective methodological
procedure that at its best is guided by a relatively subjective
process of interpretation. (Carter 2010: 67)

While we do not disagree with this definition, the problem with this and
all such descriptions is that they are essentially macro-level summaries
of corpus stylistics. They do not themselves offer practical insight into
what corpus stylistics is. By contrast, this is what we have aimed to
do in this book, that is, to demonstrate how the theories, models,
frameworks and analytical insights of stylistics can be employed in the
analysis of linguistic style in corpus data. This forms part of our own
definition of corpus stylistics, which we present in section 10.4. Before
we do this, however, it will be useful to summarise the value of corpus
linguistic methods and theories for stylistics, as well as consider the
reciprocal value of stylistics to corpus linguistics.

printed on 2/10/2023 6:55 AMvia . Al use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

10.3 Corpus linguistics and stylistics: a symbiotic relationship

As we have shown throughout this book, corpus linguistics offers a
wide range of analytical methods and theoretical insights which have
value for stylistics. This is where the significance of our book lies for
stylistics. By the same token, insights from stylistics have substantial
value for corpus linguistics, and this is where the significance of our
book lies for corpus linguists. In Chapter 2, for example, we showed
how it is possible to use the concept of collocation to determine the
locus of irony in a short extract from a theatre script. Our analysis
of ‘Aftermyth of war’ from Beyond the Fringe also showed that a
qualitative analysis of the text, informed by pragmatic insights, was
able to demonstrate that the semantic prosody which is key to an ironic
interpretation is not the sole trigger for irony. Rather, it is the clash of
semantic prosodies that is responsible for the ironic effects. In this way,
we have shown stylistic and corpus linguistic analytical methods to be
mutually beneficial.

This symbiotic relationship between stylistics and corpus linguistics
can be seen throughout the book. In Chapter 3 we showed how tagging
corpus data using a stylistic framework can be used to investigate dia-
chronic changes in text style. Our analysis of the ‘Judge Dredd’ comic
strip revealed an increase in the use of free indirect thought over time,
a finding only accessible through the process of corpus annotation. By
the same token, the model of speech and thought presentation that
we use provides a systematic means of analysing the range of textual
data in our corpora. In Chapter 4, we showed how corpus analytical
methods can be employed to test hypotheses about the linguistic style
of a single author. At the same time, we explained how intuition born
of a familiarity with Hemingway’s writing was necessary to formulate
such hypotheses in the first place. The case study in Chapter 5 focused
on the use of statistics to determine text samples for qualitative sty-
listic analysis. The stylistic concept of foregrounding was then used
to interpret the data and determine the interpretative significance of
particular stylistic patterns in the text. Similarly, Chapter 6 showed
how a cognitive stylistic model of characterisation could be used to
determine interpretatively significant elements of a screenplay that are
likely to have an impact on the characterisation process. In this chapter
we also made the point that a quantitatively focused corpus analysis
is just one aspect of corpus stylistics and that equally important is the
qualitative stylistic analysis of representative samples of the corpus
data. Chapter 7 explained the value of corpus linguistic techniques
for pedagogical stylistics, arguing that corpus analysis can be used to
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teach the linguistic and cultural knowledge that is necessary for the
interpretation of foregrounding in poetry. Here again, however, it is
qualitative stylistic analysis that reveals the interpretative significance
of deviations from such norms. Chapter 8 illustrated the importance of
statistical analysis for the identification of diachronic changes in style.
But the identification of diachronic stylistic change was only made
possible by the application of stylistic frameworks in the annotation
and interpretation of the corpus data. Finally, Chapter 9 showed how
corpus linguistic and stylistic approaches can be combined to address
problems outside of academia, thereby demonstrating the value of a
combined approach in the solution of real-world challenges.

In relation to the above summary, then, what makes corpus ana-
lytical techniques particularly valuable in stylistics is that they can be
used to:

e identify patterns in texts

* determine norms

e validate or invalidate intuitions

e test literary critical claims

e increase the potential for the falsification of claims about style
and its effects

e improve analytical standards and the reporting of results.

In addition, we might note that in cases where copyright law allows
for the distribution of stylistic corpora, the availability of such datasets
(particularly those that are annotated) aids the process of replication
and falsification, as well as increasing the possibilities for collaborative
working. All of this is in line with the move towards open data (see
Kitchin 2014) that is becoming ever more prevalent in the social and
natural sciences. Furthermore, it also seems likely that the practices of
corpus linguistics are having a washback effect on stylistics in general
terms. The manual annotation of data for the analysis of stylistic
function is now much more common than it was, even in non-corpus
stylistic work (see, for example, Tilney 2018). In some cases, we might
even want to term such work corpus-inspired; see, for example, Wang
et al.’s (2016) development of a web-based tool for annotation and
visualisation of data based on text world theory (the annotation scheme
for which is described in Ho et al. forthcoming). We would also claim
(although our evidence for this view is anecdotal only) that greater
attention is currently being paid to data sampling for representativeness
than was previously the case in qualitative stylistics.
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10.4 Conclusion

Having outlined the reciprocal importance of corpus linguistics and sty-
listics to the corpus stylistics enterprise, we can now turn to a summary
definition of corpus stylistics itself. In our view, corpus stylistics is best
used to describe a particular focus of corpus linguistics, one in which the
research questions being investigated and/or the analytical frameworks
used are primarily concerned with issues of style. What this definition
suggests is that corpus stylistics is scalar in nature, with some corpus
stylistic projects including a greater corpus stylistic element than others.
First, we need to acknowledge that in corpus stylistics it is common to
deviate from conventional definitions of what a corpus is. Much corpus
stylistic work focuses on single texts or small corpora that by the terms
of corpus linguistics may not in fact be thought of as corpora at all. We
have argued that this is not a major issue, providing that this is acknowl-
edged in such studies and the analytical ramifications of this made clear.
Second, to clarify the claim that corpus stylistics is a scalar enterprise,
we can note that there are degrees of corpus stylistics. At one end of the
scale, we might use corpus linguistic tools and analytical techniques to
test a literary critical claim. Such an investigation may be deemed stylis-
tic in terms of its overall focus, though the analytical aspect of the work
may owe more to corpus linguistics than stylistics (see, for example,
our discussion of the ‘strolling with intent’ example in section 2.2).
At the opposite end of the scale we can consider research that uses a
stylistic model to inform an annotation scheme and which then analyses
the results of the corpus analysis using a stylistic framework (see, for
example, the case study in section 8.5). While we can make a distinction
between corpus-based and corpus-informed stylistics, this distinction
is not in itself responsible for where a corpus stylistic project may sit
on the cline of corpus stylistics. Finally, we would argue that corpus
stylistics rests on the basis of a symbiotic relationship between stylistics
and corpus linguistics. What corpus linguistics offers to stylistics is a
set of theories and analytical methods for exploring large quantities
of language data. What stylistics offers to corpus linguistics is a set of
theories, models and analytical frameworks that may be deployed in the
interpretation of corpus data and corpus-derived results.

What we hope to have shown in this book is that corpus methods
have a significant contribution to make to stylistics. Moreover, such
is the ubiquity of corpus linguistic software now that in cases where
corpus evidence would be of substantial value to a stylistic analysis,
there is really no excuse not to provide this. While some aspects of
corpus linguistics may seem initially alien to the qualitatively minded
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stylistician, none is beyond the abilities of those willing to put in some
time and effort to acquire the necessary skills to apply them stylistically.
We should also be clear that stylistics should not be viewed as the poor
relation in the corpus stylistics partnership. As Buse writes:

The real problem in, for example, stylistics is not the secondary
one of counting and analysing large masses of data: the primary
difficulty is knowing what to count and what to analyse. Such
knowledge comes only from an intuitive perception of those
features which are stylistically important in a given text, married
to an adequate theory about the nature, structure, and use of
language. (Buse 1974: 274)

What we would add to this is that corpus methods offer the potential
for testing such intuitions, strengthening such insight through the real-
isation of a Spitzerian method of analysis. What we hope to see in the
future, then, is stylistics engaging to a much greater extent with corpus
linguistics, and using the insights it can provide to develop stylistics
in new and exciting areas. There is, for example, much to explore in
relation to how corpus methods might be used to develop cognitive sty-
listics (see, for instance, the pioneering work of Mahlberg et al. 2016).
The current interest in stylistics in multimodality is also amenable to
corpus analysis, and the potential to develop insights into common
patterns in multimodal expression should encourage work in this area.
As stylistics expands the repertoire of text-types that it is interested in,
we would also be keen to see more work on style in naturally occurring
spoken language. In its early days, stylistics was closely aligned with
sociolinguistics (see, for example, Crystal and Davy 1969), and while
there has been some recent work in this area (e.g. Coupland 2007),
there is scope for much more. In all respects, there are encouraging
signs. Since its first appearance in 1992, Language and Literature (the
journal of the Poetics and Linguistics Association, the foremost inter-
national organisation for stylistics) has seen a steady rise in articles
referencing the term corpus. We would like to see this trend continue
and our hope is that this book will encourage such work.

Note

1. Though to some degree at least, Leighton’s difficulties are still shared
by corpus stylisticians today; he notes that ‘[i]t is perhaps worth
mentioning that the collection of material is almost more problem-
atic than the processing of it’ (Leighton 1971: 149).
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Appendix | Corpora for corpus stylistics

The following is a list of corpora likely to be of particular interest for
research in corpus stylistics.

Useful commercially available corpora

ARCHER (A Representative Corpus of Historical English Registers)

A historical corpus of British and American English containing numer-
ous genres from 1600 to 1999. Access, via a web interface, is granted
after filling in a user agreement form.

BNC (British National Corpus)
100m words of written and spoken British English from the 1960s to
the early 1990s.

Freely available with restrictions via BYU Corpora (see Appendix 2 for
details).

Brown

1m words of 1960s written American English.

Available to purchase as part of the ICAME Corpus Collection at:
<http://clu.uni.no/icame/newcd.htm>.

Freely available with restrictions via CQPWeb (see Appendix 2 for
details).
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Burney Collection

A searchable digital archive of nearly 1m pages from around 1,270
different newspapers and pamphlets published between the early seven-
teenth and the early nineteenth centuries.

Available under licence at: <https://www.bl.uk/collection-guides/
burney-collection>.

COCA (Corpus of Contemporary American English)

560m words of written American English from 1990 to 2017.
Freely available via BYU Corpora (see Appendix 2 for details).

COHA (Corpus of Historical American English)

400m words of written American English from 1810 to 2009.
Freely available via BYU Corpora (see Appendix 2 for details).

Corpus of American Soap Operas

100m words from 22,000 transcripts of American soap operas from the
early 2000s.

Freely available via BYU Corpora (see Appendix 2 for details).

Dictionary of Old English Web Corpus
3m words of Old English; contains a copy of every known surviving OE
text (3,124 texts in total).

Freely available at: <https://tapor.library.utoronto.ca/doecorpus/>.

FLOB (Freiburg-LOB)

1m words of 1990s written British English.

Available to purchase as part of the ICAME Corpus Collection at:
<http://clu.uni.no/icame/newcd.htm>.

Freely available with restrictions via CQPWeb (see Appendix 2 for
details).
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FROWN (Freiburg-Brown)

1m words of 1990s written American English.

Available to purchase as part of the ICAME Corpus Collection at:
<http://clu.uni.no/icame/newcd.htm>.

Freely available with restrictions via CQPWeb (see Appendix 2 for
details).

GloWbE (Global Web-Based English)

1.9bn words of textual varieties of English from 20 different countries.

Freely available via BYU Corpora (see Appendix 2 for details).

Helsinki Corpus

1.5m words from 400 samples of English texts dating from the eighth
to the eighteenth centuries (i.e. Old English to Early Modern English).
Freely available via the Oxford Text Archive: <https://ota.ox.ac.uk/>.

Lancaster Speech, Writing and Thought Presentation Spoken Corpus
250k words of twentieth-century spoken British English; annotated for
categories of speech, writing and thought presentation.

Freely available via the Oxford Text Archive: <https://ota.ox.ac.uk/>.

Lancaster Speech, Writing and Thought Presentation Written Corpus

260k words of twentieth-century British English fiction, journalism
and (auto)biography; annotated for categories of speech, writing and
thought presentation.

Freely available via the Oxford Text Archive: <https://ota.ox.ac.uk/>.

LOB (Lancaster-Oslo-Bergen)

1m words of 1960s written British English.

Available to purchase as part of the ICAME Corpus Collection: <http://
clu.uni.no/icame/newcd.htm>.

Freely available with restrictions via CQPWeb (see Appendix 2 for
details) and with no restrictions via the Oxford Text Archive: <https:/
ota.ox.ac.uk/>.
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NOW (News on the Web)

Monitor corpus of 6bn words of web-based newspapers and magazines
from 2010 to the present time; updated daily.

Freely available via BYU Corpora (see Appendix 2 for details).

Spoken BNC2014

10m words of spoken British English, recorded between 2012 and
2016.

Freely available at: <http://corpora.lancs.ac.uk/bnc2014>.

ZEN (Zurich English Newspaper)

1.6m words of Early Modern English from 349 complete newspaper
editions published between 1661 and 1791.

Freely available from: hmlehman@es.uzh.ch.

Specialist corpora used in this book

N.B. Due to copyright restrictions, we are unable to make most of these
corpora publicly available. Those that are copyright-free are marked
with an asterisk and copies may be obtained from the authors.

1974
Full text of the novel 1974 by David Peace.

EModE Modality*

500k words of Early Modern English news texts; annotated for modal
auxiliary verb functions.

EModE SW&TP*

60k words of Early Modern English fiction and news texts; anno-
tated for categories of speech, writing and thought presentation using
the same framework as applied in the Lancaster Speech, Writing and
Thought Presentation Written Corpus.
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GP-POL-2010
187,718 words of UK Green Party policy documents from 2010.

Hemingway

783,551 words comprising eight novels by Ernest Hemingway.

HUM (Huddersfield-Utrecht-Middelburg)*

13m words of nineteenth-century British fiction.

JD77C

11,674 words of ‘Judge Dredd’ comic strips from 1977; taken from
the comic 2000AD and annotated for categories of speech, writing and
thought presentation.

JD02C

11,276 words of ‘Judge Dredd’ comic strips from 2002; taken from
the comic 2000AD and annotated for categories of speech, writing and
thought presentation.

LAB-CON-POL-2010

173,580 words of Labour Party and Conservative Party policy docu-
ments from 2010.

TTSS-Di

26,661 words of dialogue from the 1979 BBC TV series Tinker Tailor
Soldier Spy.

TTSS-Sub

25,247 words of subtitles from the 1979 BBC TV series Tinker Tailor
Soldier Spy.
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AntConc

Widely used software for corpus analysis.

Freely available along with a range of related software at: <http:/www.
laurenceanthony.net/software.html>.

BYU Corpora

Web front-end to a wide variety of corpora, including the BNC, COCA,
COHA and many more.

Freely available at: <https://corpus.byu.edu/>.

CLiC (Corpus Linguistics in Context)

Web-based software for the corpus stylistic analysis of literary texts;
includes various nineteenth-century novels, including the complete
works of Dickens, as well as a reference corpus of nineteenth-century
fiction.

Freely available at: <http://clic.bham.ac.uk/?>.

CQPWeb

Web-based corpus query processor providing access to a wide range of
corpora.

Freely available at: <https://cqpweb.lancs.ac.uk>.
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#LancsBox

Web-based software for the corpus linguistic analysis of commercial
and home-made corpora. Incorporates a POS-tagger and GraphColl for
visualising collocational networks.

Freely available at: <http://corpora.lancs.ac.uk/lancsbox/>.

MLCT (Multilingual Corpus Toolkit)
Useful software package for corpus building and processing; requires
some knowledge of regular expressions.

Freely available at: <https:/sites.google.com/site/scottpiaosite/software/
mlct>.

Sketch Engine

Web-based corpus analysis tool containing 500 large (in some cases,
multibillion-word) corpora in over 90 languages. Can also be used with
your own purpose-built corpora; licence required (free trial available).

Available at: <https://www.sketchengine.eu/#blue>.

VARD 2 (Variant Detector)

Software designed to normalise spelling in (particularly historical) texts
where there is variation. Designed initially for Early Modern English,
but has been used to normalise spelling in texts in other language
varieties (including text messaging).

Freely available at: <http://ucrel.lancs.ac.uk/vard/availability/>.

Wmatrix

Web-based software for corpus analysis, incorporating automatic POS
and semantic tagging; licence required.

Available from: p.rayson@lancaster.ac.uk.

WordSmith Tools

Widely used software for corpus analysis; licence required.

Available at: <http://www.lexically.net/wordsmith/>.
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