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Preface

Imparting intelligence to the machines has always been a challenging thorough-
fare. Over the years, several intelligent tools have been invented or proposed to
deal with the uncertainties encountered by human beings with the advent of the
soft computing paradigm. However, it has been observed that even the soft comput-
ing tools often fall short in offering a reliable and reasonable solution in real time.
Hence, scientists employed hybrid intelligent techniques using the combination of
several soft computing tools to overcome the shortcomings.

Quantum computing has evolved from the studies of Feynman and Deutsche
who evolved efficient searching techniques in the quantum domain. These search-
ing techniques outperform the classical techniques both in terms of time and space.
Inspired by this, researchers are on the spree for conjoining the existing soft com-
puting tools with the quantum computing paradigm to evolve more robust and time
efficient intelligent algorithms. The resultant algorithms are immensely useful for
solving several scientific and engineering problems, which includes data process-
ing and analysis, machine vision, social networks, big data analytics, flow shop
scheduling problems to name a few.

Quantum machine learning is an emerging interdisciplinary research area which
resorts to the principles of quantum physics applied to machine learning. Quantum
machine learning algorithms helps to improve classical methods of machine learning
by taking the advantages offered by quantum computation. Given the inherent paral-
lelism offered due to the features of quantum computing, researchers have evolved
different intelligent tools and techniques which are more robust and efficient in
performance.

Quantum-enhanced machine learning refers to quantum algorithms that solve
tasks in machine learning, thereby improving a classical machine learning method.
Such algorithms typically require one to encode the given classical dataset into a
quantum computer, so as to make it accessible for quantum information processing.
After this, quantum information processing routines can be applied and the result of
the quantum computation is read out by measuring the quantum system. For exam-
ple, the outcome of the measurement of a qubit could reveal the result of a binary
classification task. While many proposals of quantum machine learning algorithms
are still purely theoretical and require a full-scale universal quantum computer to be
tested, others have been implemented on small-scale or special purpose quantum
devices.

This book comprises six well versed chapters from leading quantum machine
learning researchers.

Chapter 1 provides an overview of the basic concepts and principles pertaining to
quantum machine learning. Apart from throwing light on different aspects of quantum
algorithms, the chapter also provides a bird’s eye view on the principles of quantum
reinforcement learning and quantum annealing. The evolution of quantum neural

https://doi.org/10.1515/9783110670707-204
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networks with special mention to the pioneering works in this direction is also touched
upon to enlighten the readers.

One of the most common information representations in the brain is the topo-
graphic or computational map, in which neurons are arranged systematically accord-
ing to the values they represent. By representing quantitative relationships spatially,
computational maps enable the brain to compute complex, nonlinear functions to
the accuracy required. Chapter 2 proposes two approaches to quantum computation
for machine learning by means of topographic representation. It shows how to con-
struct unitary operators, implementable on quantum computers, that implement arbi-
trary (including nonlinear) functions via computational maps.

Training in machine learning techniques often requires solving a difficult optimi-
zation problem, which is the most expensive step in the entire mode-building process
and its applications. One of the possible solutions in near future for reducing execu-
tion time of training process in Machine learning techniques is to implement them on
quantum computers instead of classical computers. Chapter 3 discusses a global opti-
mization technique based on Adiabatic Quantum Computation (AQC) to solve mini-
mization of loss function without any restriction on its structure and the underlying
model, which is being learned. Further, it is also shown that in the proposed frame-
work AQC based approach would be superior to circuit-based approach in solving
global optimization problems.

In Chapter 4, the authors discuss the transition from classical machine learning to
quantum machine learning (QML) and explore the recent progress in this domain.
QML is not only associated with the development of high-performance machine learn-
ing algorithms that can run on a quantum computer with significant performance im-
provements but also has a very diverse meaning in other aspects. The chapter tries to
touch those aspects in brief too, but the main focus is on the advancements in the field
of developing machine learning algorithms that will run on a quantum computer.

Chapter 5 is intended to present two automatic clustering techniques of image
datasets, based on quantum inspired framework with two different meta-heuristic
algorithms, viz., Genetic Algorithm (GA) and Bat Algorithm (BA). This work pro-
vides two novel techniques to automatically identify the optimal number of clusters
present in an image dataset and also provides a comparative study between the
Quantum Inspired Genetic Algorithm (QIGA) and Quantum Inspired Bat Algorithm
(QIBA). A comparison is also presented between this quantum inspired algorithms
with their classical counterparts. During the experiment, it is observed that the
quantum inspired techniques outperform over their classical counterparts. The
comparison is prepared based on the mean values of the fitness, standard devia-
tion, standard error of the computed fitness of the cluster validity index and the
optimal computational time. Finally, the superiority of the algorithms is verified in
terms of the p-value which was computed from the statistical superiority test (t-test)
and ranking of the proposed procedures was produced by the Friedman test.
During the computation, the betterment of the fitness was judge by a well-known

printed on 2/9/2023 5:01 AMvia . All use subject to https://ww. ebsco.conlterns-of-use



EBSCChost -

Preface —— Xl

cluster validity index, named, DB index. The experiments are carried out on four
Berkeley image and two real life grey scale image datasets.

Chapter 6 draws a line of conclusion discussing the achievable from the book.
The chapter also throws light on the future trends of quantum machine learning
involving multilevel quantum systems.

The editors feel that this book would come in good stead to the undergraduate
and postgraduate students of computer science, information science and electron-
ics engineering for a part of their curricula. The editors would also like to take this
opportunity to render their heartfelt gratitude to De Gruyter publishing house for
consenting to publish this book.

Bangalore, Kolkata, New Delhi, Kansas Siddhartha Bhattacharyya
November, 2019 Indrajit Pan
Ashish Mani

Sourav De

Elizabeth Behrman

Susanta Chakrabarti
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Sandip Dey, Sourav De, and Siddhartha Bhattacharyya
1 Introduction to quantum machine learning

Abstract: Quantum Machine Learning (QML) is popularly known to be an integrative
approach to learning of the Quantum Physics (QP) and Machine Learning (ML). In
this chapter, an outline of the fundamental ideas and features related to quantum
machine learning is laid out. The different facets of quantum algorithms are dis-
cussed in this chapter. In addition to this, the basic features of quantum reinforce-
ment learning and quantum annealing are also provided in this chapter. Finally, the
chapter deliberates about the advancement of quantum neural networks to through
light in the direction of QML.

Keywords: machine learning, Grover’s Search Algorithm, reinforcement learning,
quantum annealing, quantum neural networks

1.1 Quantum machine learning

Machine learning has become an emerging discipline in the recent technologies. It
can be used in a variety of fields, such as computational biology, computer vision,
computer security and many others. Data analysis (DA) is an equally important part
in the modern industry. The ML and DA analyze data by applying statistical meth-
ods and they provide computers learning capabilities on the basis of the analysis of
observed data. On the basis of learning style, Machine learning algorithms (MAA)
are basically classified into different groups, viz., supervised learning (SL), unsu-
pervised learning (UL) and semi-supervised learning (SSL). The foremost shortcom-
ings of using ML techniques are generally known to be computational time and
storage, especially which involve bulky amounts of data. In addition to these, when
the current deep learning algorithms are used, the training time can turn out to be
even longer. In the subsequent generation, researchers got a viable alternative by
utilizing the power of quantum computers method which can be smarter enough to
reduce the storage and computational time as mentioned above.

Sandip Dey, Department of Computer Science, Sukanta Mahavidyalaya, Jalpaiguri, West Bengal,
India

Sourav De, Department of Computer Science & Engineering, Cooch Behar Government
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Many ML problems use linear algebra to figure out matrix operations by ex-
pressing the data in matrices. Quantum computing (QC) is able to make several
linear algebra computations more fast, which unreservedly improve classical ML
tasks [1, 2]. Numerical methods for optimization are well admired field of research,
which intend to improve the computations of the said optimization procedures.
Like classical optimization, quantum optimization, a branch of QC, attempts to
improve the said techniques even further. Two renowned methods of this kind are
Quantum Gradient Descent (QGD) [3] and Quantum Approximate Optimization
Algorithm (QAOA) [4]. These methods are efficiently applied in quantum neural
networks (QNN) like Quantum Boltzman Machines [5].

Of late, the quantum machine learning, a very new field of emerging inter-
disciplinary research area, has come out, with the objective of coalescing the the-
ory of machine learning with the properties of quantum computing. Quantum ma-
chine learning (QML) is intended for implementing machine learning algorithms
(MLLs) in quantum atmosphere (systems) [6], by applying quantum features such
as quantum superposition and quantum entanglement for solving different prob-
lems with high efficacy. Basically, QML is known to be a sub-discipline of quantum
research of information processing, with the objective of introducing quantum al-
gorithms that generally learn from data with the aim of improving existing ap-
proaches in ML. Hence, the purpose is to develop quantum applications of various
MLLs, having the influence of quantum computers as well as the flexibility and
learning ability of MLLs.

Several quantum algorithms have been introduced for a variety of machine
learning models which include neural networks (NN), graphical models, support
vector machines (SVM) so on and so forth. QML explores more basic questions
about the thought of learning from the quantum perspective. In some occasions,
the QML is extensively defined by researchers to apply ML to quantum information.

Besides the implicit methodologies used in QML, there exists few quantum ver-
sions of classical ML algorithms. Quantum Support Vector Machines (QSVM) [1],
which is basically applied for linear classification, is a popular example of this type.
In addition to that, Quantum Principle Component Analysis (QPCA) [7], a popular ap-
proach for dimensionality reduction, Quantum Guassian Mixture Models [8], another
renowned approach for estimating clustering and density. An emerging sub-discipline
of ML is called Deep Learning (DL). These days, quantum computers are employed for
DL applications, which involve significant storage and time. Some popular examples
of these applications are Quantum Boltzmann Machines [5], Quantum Generative
Adversarial Networks [9], Quantum Convolutional Neural Networks [10] and Quantum
Variational Autoencoders [11]. Additionally, a more enlightened field inside ML is
known as Reinforcement Learning (RL). RL can be described as learning as time con-
tinues by exploring the environment.
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1.2 Grover search algorithm

Grover’s Search Algorithm (GAA) is a very popular quantum search algorithm [12].
This algorithm finds a group of elements which satisfy a certain condition. For per-
forming this task, a black box, usually known as an oracle, having the capability of
identifying the elements, must satisfy the criteria that are required to find. Let us
suppose that the group has N elements, the oracle is called O(M) times for classical
computations to get all elements that satisfy the above-mentioned criteria. Using
quantum mechanics, this algorithm is able to attain the same result by using
0(\/M) calls to the oracle.

The algorithm has the capability to make several calls to the oracle simultaneously
by exploiting a special feature of quantum computing, called parallel processing. Let
us assume that a search list has N number of elements. GAA uses a Hilbert space of
dimension N to represent them, which can be achieved with n = logM (base 2) qubits.
Each eleN with index y is denoted by an orthonormal vector, called |y) in the qubits’s
state space. The objective is to identify the index z of that particular element satisfying
the given search criteria.

At the outset, the oracle is being employed, in which a unitary operation having
features given by

L if y=zUl)=-y (11a)

2 i y#zUy)=ly) (1.1b)

The egs. (1.1a) and (1.1b) can also be expressed as follows:
U,=1-2|z)(z| (1.2)

where, I denotes the identity operator. The GAA simultaneously uses the last oracle
operator and the Grover diffusion operators, as defined by

Up=2lp){p| -1 (1.3)

where, |p) = LN Ely\’:l y. The eq. (1.2) and (1.3) are utilized as follows.
At initial, the qubits’ state is being initialized to the |p) state. Thereafter, U, and U,
are successively applied iteratively for r(N) number of times. Afterwards, the system is

assessed, which provides the eigenvalue (A,), which may conclude the said index (z).

1.3 Quantum reinforcement learning

Besides supervised and unsupervised learning, reinforcement learning (RL) is also a
popular category of learning method. In contrast to SL and UL, RL employs a scalar
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value called reward to assess the input-output pairs and uses the policy of trial-
and error to interact with the environment for learning a mapping from states to
actions. Since the year of 1980, RL has gradually become a significant approach
to ML [5]. So far, it has been extensively applied in artificial intelligence (AI), par-
ticularly in robotics [13-17]. It is due to the fact that it shows an excellent perfor-
mance in on-line adaptation, and in addition, it has a prevailing learning ability
to any complex nonlinear systems.

There may have some complicated problems while dealing with practical appli-
cations, such as the exploration strategy, slow learning speed; in particular han-
dling complex problems. It can be observed, especially whilst the state-action space
grows to be gigantic and the number of parameters that are to be learned grows up
exponentially with the increase of dimension. So far, several methods have been
introduced in the recent years to combat this situation.

Different learning paradigms are united for optimizing RL. Smith [18] pro-
posed a novel model to represent and generalize in model-less RL on the basis of
self-organizing map (SOM) and benchmark Q-learning. In addition, for the sake of
adaptation of fuzzy inference systems with Watkins’ Q-learning for problems hav-
ing large/continuous state-action spaces is also presented [17, 19, 20]. Different RL
methods have been improved in practice [21-24].

Two significant quantum algorithms, called the Shor algorithm [25, 26] and the
Grover algorithm [27, 28], have been introduced. Rigatos and Tzafestas [29] applied
the theory of quantum computing to get the benefit of parallelization of fuzzy-logic
control algorithm (FCA), whose objective is to speed up the fuzzy inference. Quantum-
inspired evolutionary algorithms (QIEA) have been developed to enhance the perfor-
mance of the existing evolutionary algorithms (EA) [30]. Later, Hogg and Portnov [31]
introduced a quantum algorithm to solve combinatorial optimization problem having
over constrained satisfiability and asymmetric traveling salesman. In recent times, the
quantum search method has been applied to dynamic programming [32]. Taking into
account the spirit of computation, Dong et al. [33] have developed the concept of
Quantum Reinforcement Learning (QRL) inspired by the basic concept of quantum
computing, called state superposition principle and parallelism. QRL was developed
to speed-up learning and attaining a trade-off between exploitation and exploration of
RL in the course of simulated experiments.

1.4 Quantum annealing

In statistical mechanics, quantum annealing (QA) that is applied in the field of
quantum-mechanical fluctuations is the quantum version of the simulated anneal-
ing (SA) [34, 35]. It is also known as Quantum Stochastic Optimization algorithm.
Like the SA, quantum annealing is also successfully applied to solve the hard
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optimization problem. It works on the principal of the quantum adiabatic evolution in
the active field of the quantum computation and it is a profitable hybridization be-
tween classical and quantum technology. QA is applied in different fields as computer
science [36], machine learning [37, 38], graph theory [39], communications [40-42],
finance [43], aeronautics [44] and any others real world problems.

In simulated annealing [45], a temperature dependent random walk of a statisti-
cal-mechanical system is employed as the cost function of a given optimization prob-
lem. This function determines the potential energy profile of the solution space and
thermal fluctuations avoid that the exploration gets stuck in a local minimum [46]. It
is expected that the system will stay close to thermal equilibrium during time evolu-
tion. It can happen if the rate of decrease of temperature is sufficiently slow, and
thus lead in the end to the zero-temperature equilibrium state, the lowest-energy
state [47]. Due to the general applicability, reasonable performance, and relatively
easy implementation in most cases, SA is employed effectively in many real life appli-
cations. When a problem requires an infinitely long time to derive the exact solution
by keeping the system close to thermal equilibrium, SA is applied to obtain the
approximate solution within a measurable computation time. The quantum fluctua-
tions are induced in QA by introducing artificial degrees of quantum nature, non-
commutative operators. The strength of the quantum fluctuations are controlled to
reach the ground state by slowly reducing the temperature.

Like the finding the minimization of a cost function of a optimization problem, it
can be considered as finding the ground state of a classical Ising Hamiltonian HO [48].
Different types of practical problems have cost functions with large number of local
minima. Similarly, Ising Hamiltonians are remindful of classical spin glasses [49, 50].
For these types of characteristics, it is very tough to find the global minima for classi-
cal algorithms. This problem can be overcame with the idea to elevate the classical
Ising Hamiltonian HO to the quantum domain. Based on the adiabatic theorem of
quantum mechanics, the ground state of the classical Ising model can be derived by
formatting the system in the ground state of some initial Hamiltonian H1 [51, 52]. It is
easy to develop both theoretically and experimentally. H1 is selected in such a way it
does not exchange with HO. The Hamiltonian changes gradually from H1 to HO as the
system parameters modified sufficiently slowly.

1.5 Quantum neural networks

Quantum neural networks (QNNs) are incarnations of neural network models en-
tailing the principles of quantum mechanics. From the computational point of
view [53, 54], one class of quantum neural network combine artificial neural net-
work models and embed the features of quantum computing inside to evolve
more robust and efficient models. The basic philosophy behind these efforts is to
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circumvent the limitations of classical neural networks in handling big data by resort-
ing to the features of quantum parallelism, interference and entanglement. However,
most of the QNN models try to replace the classical binary or the McCulloch-Pitts
neurons with qubits (also called “qurons”) manifested with quantum mechanical
principles.

In 1995, Subhash Kak [55] and Ron Chrisley [56] put forward the idea of a
quantum neural model by establishing the similarity of the neural activation
function with the quantum mechanical Eigenvalue equation. Ajit Narayanan and
Tammy Menneer introduced a photonic implementation of a quantum neural net-
work using the many-universe theory which collapses into the desired states on
application of quantum measurement [57]. Since then, a lot of efforts have been
invested to find the quantum version of the perceptron. However, the advances
in this direction was impeded due to the fact that the characteristic neural non-
linear activation functions seldom follow the mathematical structure of quantum
theory due to the inherent linear operations in a quantum system. After much
effort, Schuld, Sinayskiy and Petruccione used the quantum phase estimation al-
gorithm [58] to implement the activation function. Apart from this, lots of quan-
tum-inspired models have come up to implement a fuzzy logic based neural
network [59].

Elizabeth Behrman and Jim Steck [60] proposed a novel quantum computing
setup comprising a number of qubits with tunable mutual interactions. In their
model, the interaction strengths are updated using a training set of desired input-
output relations following the classical back-propagation algorithm thereby en-
abling the quantum network to learn an algorithm.

The quantum associative memory was introduced by Dan Ventura and Tony
Martinez in 1999 [61]. The authors proposed an algorithm to emulate an associative
memory for a circuit-based quantum computer. In this algorithm, the memory
states are envisaged as a superposition of quantum states. A quantum search algo-
rithm is then used to retrieve the memory state closest to a given input. This emula-
tion promises an exponential storage capacity of memory states.

1.6 Conclusion

This chapter provides an overview of the basic concepts and principles pertaining
to quantum machine learning. Apart from throwing light on different aspects of
quantum algorithms, the chapter also provides a bird’s eye view on the principles
of quantum reinforcement learning and quantum annealing. The evolution of quan-
tum neural networks with special mention to the pioneering works in this direction
is also touched upon to enlighten the readers.
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Bruce J. MacLennan
2 Topographic representation for quantum
machine learning

Abstract: One of the most common information representations in the brain is the
topographic or computational map, in which neurons are arranged systematically
according to the values they represent. By representing quantitative relationships
spatially, computational maps enable the brain to compute complex, nonlinear
functions to the accuracy required. This chapter proposes two approaches to
quantum computation for machine learning by means of topographic representa-
tion. It shows how to construct unitary operators, implementable on quantum
computers, that implement arbitrary (including nonlinear) functions via computa-
tional maps.

Keywords: computational map, neural network, quantum computation, quantum
machine learning, quantum neural network, topographic map, topographic
representation

2.1 Introduction

This chapter proposes a brain-inspired approach to quantum machine learning
with the goal of circumventing many of the complications of other approaches.
The fact that quantum processes are unitary presents both opportunities and chal-
lenges. A principal opportunity is that a large number of computations can be car-
ried out in parallel in linear superposition, that is, with quantum parallelism.
There are of course many technical challenges in quantum computing, but the
principal theoretical challenge in quantum machine learning is the fact that quan-
tum processes are linear whereas most approaches to machine learning depend
crucially on nonlinear operations. Artificial neural networks, in particular, require
a nonlinear activation function, such as a logistic sigmoid function, for nontrivial
machine learning. Fortunately, the situation is not hopeless, for we know that
nonlinear processes can be embedded in unitary processes, as is familiar from the
circuit model of quantum computation [1].

Despite the complications of quantum machine learning, it presents a tantalizing
approach to implementing large-scale machine learning in a post-Moore’s law techno-
logical era. However, there are many approaches to machine learning and several
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approaches to quantum computation (e.g., circuit model, annealing), and it is not obvi-
ous which combinations are most likely of success. Schuld, Sinayskiy, and Petruccione
[2, 3] provide useful recent reviews of some approaches to quantum neural networks
and quantum machine learning more generally. They conclude that none of the pro-
posals for quantum neural networks succeed in combining the advantages of artificial
neural networks and quantum computing. They argue that open quantum systems,
which involve dissipative interactions with the environment, are the most promising
approach. Moreover, few of the proposals include an actual theory of quantum ma-
chine learning.

This chapter explores an approach to the quantum implementation of machine
learning involving nonlinear functions operating on information represented topo-
graphically, as is common in neural cortex. However, there are many approaches to
neurocomputing, that is, to brain-inspired computing, some of which may be more
amenable to quantum implementation than others, and so we must say a few words
about the alternatives. For the brain may be modelled at many different levels, and
models at each of these levels may provide a basis for machine learning. For example,
in recent years spiking neural network models have become popular once again,
largely due to their power advantages when implemented in hardware [e.g., 4, 5]. Such
models mimic the “all or none” action potential generation by biological neurons with-
out addressing the detailed dynamics of the action potential. On the other hand, most
contemporary applications of artificial neural networks, including those used in deep
learning, use a higher level, rate-based model. That is, the real values passed between
the units (neuron analogs) represent the rate of neural spiking rather than individual
spikes. It has been argued that this is the appropriate level for modeling neural infor-
mation processing, since there are many stochastic effects on the generation and recep-
tion of action potentials, and because the fundamental units of information processing
are microcolumns comprising about 100 neurons [[6], chapter 2]. Therefore it is most
fruitful to view neural computation as a species of massively parallel analog computa-
tion. Since quantum computation makes essential use of complex—valued probability
amplitudes, it is also fruitful to treat it as a species of analog computation, and so ana-
log information representation provides one point of contact between quantum compu-
tation and artificial neural networks [7].

2.2 Topographic representation in the brain

Another respect in which information processing in the brain differs from most artifi-
cial neural network models is that biological neural networks are spatially organized,
with connectivity dependent on spatial organization. Although artificial neural net-
works are typically organized in layers, there is generally no spatial relationship
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among the neurons in each layer;l the exceptions are convolutional neural networks,
which were in fact inspired by the organization of sensory cortex.

One of the most common spatial information organizations used by the brain is
the topographic representation or computational map. In such representations, distinct
points x in some abstract space X are mapped systematically to physical locations
r = u(x) in a two-dimensional region of cortex; that is, spatial relationships among the
neurons are correlated with topological relationships in the abstract space. These maps
are especially common in motor areas [8] and sensory areas [[6], ch. 6]. For example,
tonotopic maps have the neurons that respond to different pitches arranged in order
by pitch. Retinotopic maps have a spatial organization that mirrors the organization of
the retina and visual field. Neurons in primary visual cortex that respond to edges are
arranged systematically according to the orientation of the edges. There are many
other examples throughout the brain, and this is perhaps the single most common in-
formation representation used by the brain.

In these topographic maps, a particular value x is represented by an activity
peak in the corresponding cortical location u(x). The strength of the activity reflects
the value’s degree of presence, importance, or probability. Moreover, multiple si-
multaneous values, with differing relative strengths or probabilities, are repre-
sented by multiple simultaneous activity peaks of differing amplitudes. Therefore,
such cortical maps can represent superpositions of values, each with its own
amplitude.

Topographic maps provide another point of contact between artificial neural
networks and quantum computation, because the computational maps in the brain
are large and dense enough that they can be usefully treated mathematically as
fields, that is, as continuous distributions of continuous quantity [9]. Such represen-
tations are suggestive of quantum mechanical wave functions, which are also con-
tinuous distributions of continuous quantity (the complex probability amplitude).
In both cases these fields are treated mathematically as continuous functions on a
continuous domain, and Hilbert spaces provide the mathematical framework for de-
scribing them [7]. In this chapter we exploit this analogy to implement brain-
inspired approaches to quantum machine learning.

Because of their spatial representation of values, topographic maps can be
used to implement arbitrary functions in the brain, essentially by a kind of table
lookup. Suppose the brain needs to implement a (possibly nonlinear) transfor-
mation, y=f(x). This can be accomplished by neural connections from locations
r = u(x) in the input map to corresponding locations s = y’(y) = 1’[f (x)] in the output
map that represents the result space. Thus activity representing x in the input map
will cause corresponding activity representing y in the output map. Moreover, a

1 They are numerically indexed, of course, but interchangeable in terms of their pattern of connec-
tions before learning.
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superposition of input values will lead to a corresponding superposition of output
values. Therefore, topographic representations allow the computation of nonlinear
functions in linear superposition [9-13], which suggests their usefulness in quan-
tum computation [7]. On the other hand, topographic maps make relatively ineffi-
cient use of representational resources, because every represented value has to
have a location in the map [although this can be mitigated by means of coarse cod-
ing, by which precise values are represented by a population of broadly tuned neu-
rons with overlapping receptive fields [14, 15]]. Therefore, use of topographic
representations will require a reasonably scalable quantum computing technology.
In this chapter we explore two topographic approaches to quantum computation
with a focus on machine learning.

2.3 Topographic basis maps

In the brain, the state of a topographic map is a real-valued function defined over a
(typically two-dimensional) space Q. To apply these ideas in quantum computation,
we consider a quantum state [i) in which the probability amplitude ¥(r) at location
r € Q represents the amplitude (presence, importance, etc.) of the value x via the
correspondence r = u(x). Here r € Q may be a continuous index representing, for ex-
ample, spatial location, or the index of a discrete quantum state, such as a wave-
length or the state of a qubit register. The states |r) form a discrete basis or
continuous pseudo-basis for the input and output quantum states. In the continuous
case, the input value x is represented by a continuous basis state |u(x)), which is a
Dirac unit impulse at r = u(x), that is, |t) = 6, where 6,(s) = 6(s — r). Similarly an out-
put value y is represented by the continuous basis state |p'(y)) = [1'[f(x)]) = 6,y We
call such a representation (whether discrete or continuous) a topographic basis map.
For such a continuous basis we can define a Hilbert-Schmidt linear operator:

1y~ | 7o) ),

X

where X is the space of input values. (We write T = Tr when f'is clear from context.)
This operator has the desired behavior: T|u(x)) = |[u'[f(x)]) for all x € X. In this man-
ner the linear operator T computes the nonlinear function f via the computational
maps. We call such an operator a graph kernel because it uses the explicit graph of f
[that is, the set of pairs (y'[f(x)], u(x)) for all x € X] to do a kind of table lookup.?
Notice that if the input map is a superposition of input values, [{) =a|u(x)) +
b|u(x')), then the output map will be a superposition of the corresponding results:

2 It is not the same as the graph kernels used in machine learning applied to graph theory.
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T|y) = alp’[f(x)]) + b|u[f(X')]). Therefore, continuous topographic basis maps per-
mit nonlinear functions to be computed in linear superposition (quantum parallel-
ism). This is a step toward quantum computation, but T might not be unitary, and
we have more work to do.

The reader might question the use of a continuous basis. First, note that for sep-
arable Hilbert spaces, the continuous basis can always be replaced by an infinite
discrete basis, for example, by a discrete series of sinusoids or complex exponen-
tials of the appropriate dimension. Second, the infinite discrete basis can be ap-
proximated by a finite discrete basis, for example, by band-limited sinusoids or
complex exponentials. Such an approximation is especially appropriate for neural
network machine learning, which requires only low-precision calculation.

2.3.1 Bijections

We proceed to show several examples of nonlinear computations performed via
quantum computational maps, beginning with a simple case and proceeding to more
complex ones. For simplicity, we will ignore the representation map y and consider
computations from one quantum state to another. We consider both one-dimensional
continuous domains, Q= [x;, x,] and discrete domains, Q={x, ..., x,}. Typically
the values would be evenly spaced, for example, Q = {0, Ax,2Ax, ..., (n—1)Ax}, but
this is not required, and other spacings, such as logarithmic, might be useful.
(Logarithmic maps are found in some sensory regions of the cortex.) In both cases
the vectors {|x)| x€ X'} are an orthonormal basis (composed of unit vectors in C" for
the discrete case and of delta functions in £?(Q) for the continuous case). For exam-
ple, in the discrete case, the values x, ..., X, might be represented by the composite
state of an N-qubit register, where n=2". This might seem to require a large number
of qubits, but even in the absence of coarse coding, seven qubits would be sufficient
to represent values with 1% precision, which is adequate for many machine learning
applications.

We begin with a bijective scalar function f:Q — Q, where Q =[-1,1]. The hyper-
bolic tangent (appropriately restricted),” which is a useful sigmoid function for neu-
ral computation, is an example of such a function. The graph kernel to compute the
function topographically is

T:de\f(x))()d. 21)

Q

Since f'is bijective, the adjoint of T is

3 For example, f(x) = [tanhx/tanh 1] _; ;.
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rt- l[dx|x> (f(x)| = de\f‘l(y)><yl~
Q Q

(2.2)

It is easy then to show that T is unitary and therefore amenable to quantum compu-

tation. In general, we have:

Proposition 1 The graph kernel T of a continuous bijection f:Q — Q’ is unitary.

Proof: Substituting egs. (2.1) and (2.2), observe:

T T= ( L)) )’|d)’) (J |f(X)><X|dX)
Q

|f TIYIF(0) (x| dydx

7 ) YIf (x))dy (x| dx

1l
O —
Qe O

() (x| dx

[
b _

[
Ll
2

The fourth line follows from the “sifting” property of the Dirac delta: j |F(y)
|F(a)). Likewise, o

f(X)><X|dX) (jyf-1<y>><y\dy)
Q,

i
| Jyﬂ D ) ] dxdy
'Q

Il
(SR S— o I S
=
=
—
~
~—
~
—~
=Y
<
—

Therefore T is unitary.

)y|a)dy =

In the discrete basis case, let y; = f (x;), where f is bijective. The unit vectors |x;)
are a basis for C", and the unit vectors |y;) are also a (possibly different) basis for

C". The graph kernel is

T= Z lyi) (x| = Z If (x:)) (xil,
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which is also easily proved to be unitary. More directly, we can observe that T is a
permutation matrix on the basis elements and therefore orthogonal.

If the input is a weighted superposition of values, [1)) = [, dx p(x)|x), then apply-
ing the kernel [eq. (2.1)] will give a corresponding superposition of the outputs:
T|y) = |, dx p(x)|f(x)). The same applies, of course, in the discrete case. Moreover,
since the graph kernel is unitary, its adjoint computes the inverse function. Therefore,
if [¢) = [y dy q(y)ly), then T|) = [, dy q(y)If ~'(y)). That is, applying the adjoint to
a superposition of outputs will compute a corresponding superposition of inputs.

2.3.2 Non-surjective Injections

As a further step towards the quantum computation of arbitrary functions by means
of computational maps, we consider a relatively simple case: non-surjective injec-
tions (that is, one-to-one non-onto functions). We restrict our attention to finite do-
mains and codomains. Therefore, let Q={x;, ...,x,} and Q':{yl, ..»Ym}, Where
n < m, and consider an injection f:Q — Q’. Input maps will be in an n-dimensional
Hilbert space H(Q) and output maps will be in an m-dimensional Hilbert space
H(Q’). Since n < m, ancillary constants will need to be provided from a space Hc,
and so the complete input space will be in H(Q)®H¢. Our implementation will also
generate “garbage” output in a space Hg, and so the complete output space will
bein H (Q') X Hg. The input and output dimensions must be equal, and the simplest
way to accomplish this is to make H m-dimensional and Hg, n-dimensional, so that
our operator is an mn-dimensional Hilbert-space transformation. Let {|wy), ...,
|[wp)} be an orthonormal (ON) basis for H¢ and let {|v1), ...,|vn)} be an ON basis
for Hg. (We could in fact use the H(Q') basis for H¢ and the H(Q) basis for H,
but here we develop a more general result.)

Our goal will be to define a unitary U so that Ulx)|w;) = |[f(x))|y), where |w;) is
an ancillary constant and |y) is garbage. As we will see, U can be implemented by
an appropriate permutation of the input basis into the output basis, which can be
expressed as the sum of several operators:

U T4+S+R+0Q. (2.4)

The work of the function f is accomplished by the T component, which maps |x,-> to

If (x)):
TdéfZ|f(x,.)>|v1><x,-|<wl|. (2.5)

j=1

Note that T|x;)|w:) = |f(x;))|v1) and T is a bijection of the n-dimensional subspace
H(Q) ®H({|w1)}). However, T is not unitary since it is not a surjection. See
Figure 2.1.
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Figure 2.1: Permutation of basis vectors to implement non-surjective injections. After each component
of the kernel, the number of basis vectors that it maps is indicated in parentheses; for example, R
maps (m - 1)(n-1) basis vectors. T maps function inputs to outputs, S maps zero amplitudes to non-
range codomain elements, and R and Q bijectively map the remaining basis elements.

The S component ensures that non-range elements of the codomain have prei-
mages in the domain. Therefore, let m,,; be the number of codomain elements that
are not in the range of f, that is, my, = |Q"\Imf| =m —n. Call these non-range codo-
main elements {zi, ..., Zn, } C Q. Then the S component is defined:

Mnr

SEY_Jz0)vi) (] (Wi - 26)
i-1
Therefore, S is a bijection of an my,-dimensional subspace and each non-range ele-
ment |z;)|v;) has a unique preimage |x;)[W;.1).

Note that T transforms n basis vectors (those for which the second register is
[w1)), and S transforms my, basis vectors (those for which the first register is |x;)
and the second register is one of |w,), ..., |Wmn,, +1)), for a total of n+ my, =m basis
elements, but the input space has a total of mn basis elements, and the remainder
must be bijectively mapped. Therefore, to complete the unitary operator we add the
following additional components:

RED S Iy v gl (wil, @.7)
i=2 j=2
def 2
Q=S ) vy 1) (1| (Wingy 451 (2.8)
j=1

R maps (m-1)(n-1) basis elements: those for i +1 and j # 1, that is, those with nei-
ther |x;) in the first register nor |w;) in the second. Q maps the remaining n -1 basis

printed on 2/9/2023 5:01 AMvia . All use subject to https://ww. ebsco.conlterns-of-use



EBSCChost -

2 Topographic representation for quantum machine learning =—— 19

elements: those which have |x;) in the first register and |Wiy, +1) tO [Wmg+n) in
the second (recall that m = my, + n).

Notice that U maps every input basis vector into exactly one output basis vector
and vice versa (see Figure 2.1). Summing the numbers of basis vector dyads for T, S,
R, Q gives:

n+my+(m-1)(n-1)+(n-1)=m+(m-1)(n-1)+n-1=mn.

Proposition 2 Let Q and Q’ be finite sets with n=|Q|, m=|Q’|, and m>n. Let
f:Q — Q" be a non-surjective injection. Let H¢ and Hg be Hilbert spaces of
dimension m and n, respectively (representing ancillary constant inputs and gar-
bage outputs). Let |w) be a fixed basis vector of H¢ and |v) be a fixed basis vector
of Hg. Then there is a unitary operator U€ £ [H(Q) ® Hc¢, H(Q')® Hg| such that
for all x€ Q,

U(®lw)) = If () ®|v). 2.9

Proof: The proposition follows from the construction preceding the proposition.

If the input to U is a (normalized) superposition, |1) = >, pk|xk), then the output will
be a superposition of the corresponding function results: U|p)|w) = >, pilf (xk)) V).

The dimension of the input and output spaces of this implementation is mn. A
more resource-efficient but also more complicated implementation operates on a
space of dimension LCM(m, n). The principle is the same: a permutation of the
basis vectors.

2.3.3 Non-injective surjections

Next we consider functions f:Q — Q’ that are surjections but not injections; that is,
f maps onto Q" but might not be one-to-one. This includes many useful functions,
such as non-injective squashing functions and Gaussians, but also binary functions
such as addition and multiplication (as explained later).

A non-injective function loses information, and thus for quantum computa-
tion it must be embedded in a larger injective function, which moreover must be
unitary. In particular, if f is non-injective (e.g., f(x)=f (X') for some x+x’), then
the corresponding graph kernel will also be non-injective: T|x)=y)=T|x") for
[x) #|x’). Therefore T(|x) - |x")) = 0, which implies that |x) — |x') is in the null space
of T, which we write A(T). Therefore there is a bijection between the orthogonal
complement of the null space, N (T)L, and the range of the operator, Im T. Hence
we will implement the non-injective operation by decomposing the input |i) into
orthogonal components [p) = [u) +|v), where |[u) € N (T)" and |[v) € N(T). The |u)
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component is sufficient to determine the output, so there is a bijection |u)—T|y),
and the |[v) component preserves the information to differentiate the inputs that
map to this output.

To explain how this separation can be accomplished, we consider the finite-
dimensional case, but it is easily extended. Let Q ={x;, ..., x,} and Q = Voo Ymbs
since fis surjective, m < n.

The desired operator T is in £(H, H'), where H="H(Q) is an n-dimensional
Hilbert space with basis {|x), ..., |x,)}. The output space H’ is also n-dimensional,
and m of its basis vectors {|yi, ..., |ym} are used to represent a topographic map of
the function’s codomain (which is also its range), Im f= Q"= {y1, ...,y }. Therefore
H(Q') is a subspace of 1. Let {[w1), ..., [Wa_m)} be a basis for H(Q")", the orthogo-
nal complement of H (Q') in H'. (This subspace will represent “garbage” with no
computational relevance.)

We will define {|u;), ..., |un)} to be any ON basis for A'(T)" (the row space
of T), where m is the rank of T, and we will define {|v1), ...,|vn,)} to be any ON basis
for N'(T), where n, = n — m is the nullity of T. These bases will determine the orthogo-
nal components |u) € N'(T)" and |v) € N (T) into which any input is separated.

An example will make this clearer. Suppose Q={kAx|-N<k<N} and
Q= {kAx|0 <k <N}. Let abs: Q — Q' be the absolute value function (a noninjective
surjection between these sets). A basis for the nonnull space N (T)" comprises
lup) =0) and the vectors |uy) = (| - kAx) + |kAx))/+/2 (for k=1, ...,N-1). (Note that
| - kAx) and |kAx) are orthogonal vectors for k+0.) These N basis vectors are in a
one-to-one relation with the codomain elements |kAx) (for k=0, ..., N -1). The nul-
lity is n, = (2N —1) - N =N -1 and the basis vectors of the null space are:

Vi) = (JkAx) — | -kAx))/vV2  (for k=1, ...,N-1).

Projection onto this space keeps the information necessary to distinguish the spe-
cific preimage that maps to a given output. In this case, it remembers the sign of
the input: note that (v;|kAx) = +1/v/2 and (vi| - kAx) = —1/+/2. Therefore, for input
|kAx), the orthogonal components are |u) = |u)/+v/2 and |[v) = |vx)/+/2; and for input
| - kAx), they are |u) = |ux)/+/2 and |[v) = — |v;)/+/2. This completes the example and
we return to the construction for an arbitrary non-injective surjection.

For each y;€Q’, let f~'{y;} = {x|f(x) =y;} be the inverse image of y;; these are
disjoint subsets of the domain Q and correspond to orthogonal subspaces of H. Let
n; = |f~{y;}| be the preimage multiplicity of y;, where n=n; + - - - + n,,. Because dif-
ferent y; € Im T have different preimage multiplicities, it will be convenient to sepa-
rate finto m constant functions fi: f~'{y;} — {y;} with corresponding graph kernels:

TS s = > =l (@10)
\/n_ixfef’l{yi} ] \/n_ixfef’l{yi} }
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where we have defined the following normalized basis vectors of N'(T)":

def 1

N

lu;) o), i=1...,m 2.11)

gef~Hy}

The constant maps T; operate independently on orthogonal subspaces of H.

Note that (u]x;) #0 if and only if y;=f(x;), and in this case Tj|x;) =n; "ly,).
(The nlfl/ ? factor is required for normalization of the |u;).) Clearly {|uy), ..., [un)} is
an ON set, since its elements are normalized linear combinations of disjoint sets of
the basis vectors. Therefore there is a one-to-one correspondence between the out-
put vectors |y;) and the basis vectors |u;) of N'(T)*.

Next we characterize N'(T) and NV (T)". Observe that |1) € N(T;) if and only if
0=Ti|y) =|yi) (wi|Y), that is, if and only if (u;|p) =0. Therefore, N'(T;) is the n—1
dimensional subspace orthogonal to |u;) and N/(T;)" is the one-dimensional sub-
space spanned by {|u;)}. Therefore A'(T)" is spanned by {|uy), ..., [un)}.

The operation T is implemented in two parts, one that handles the components
representing the null space and the other that handles the components representing
its orthogonal complement, the nonnull space. The first part generates “garbage,”
but is required for the operation to be invertible and hence unitary; the second part
does the work of computing f.

We have |v;) € H, the basis vectors for the A/(T) subspace of the domain, which has
dimension n, =n-m. Let {|w; )|j=1, ...,n,} be any basis for %(Q")", the orthogonal
complement of (Q") in ', which also has dimension n—m. We define N€ £(H, H')
to map the null space components down to this n,-dimensional subspace:

No
NES ™ jw) - (2.12)
j=1

Since there is a one-one correspondence between basis vectors |u;) and output vec-
tors |y;), we implement the function f by an operator M€ L (H, H') defined:

MY ) (. (2.13)
i=1

This maps the n-dimensional input into an m-dimensional output subspace. As a
result the operator

T=M+N€L(H, H) (2.14)

maps an input |x) to the correct output |f(x)), but with a scale factor and additional
“garbage.” Specifically, for x; € f {y;},

T|x;) = (M+N)|xj) = M|xj) + N|x) =, [ys) + |y;). (2.15)
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nl-—l

where [y;) =N|x;) and |[[|y;)|| = \/YT . Note that the garbage |y;) is superimposed on
the desired output. Subsequent computations operate on the H(Q’) subspace and
ignore the orthogonal subspace, which contains the garbage (which nevertheless
must be retained, since it is entangled with the computational results).

The T operator is just a transformation from the {|x;), ...,|x,)} basis to the

{1)s - > [Ym)> W1), ..., [Wn_m)} basis, and is obviously unitary:

(M+N) (M+N) =M M+ N M+ MIN+NN=T )0 4040+ 1y =L,

T
(M+N)(M+N) =MM*+NM*+MN*+NNT=IH(Q,) #0404+ =1,

Q)
Since the T operator is unitary, it can be approximated arbitrarily closely by a com-
bination of H (Hadamard), CNOT (conditional NOT), and T (71/8) gates [[1], §4.5], or
any other universal set of quantum gates.

Unfortunately, the output vectors |y;) have amplitudes that depend on their pre-
image multiplicities. That is, if y; = f(x;), then T|x;) =n; "*|y;) + ly;), and we get dif-
ferent scale factors n; 12 depending on the preimage multiplicity. For y; =f (xj), we
define s; def n; Y2 to be this scale factor so that T|x;) =sily:) +|y;). We would like to
equalize the differing amplitudes but there does not seem to be a unitary means for
doing so.

It might seem that something like a Grover iteration [16] could be used to rotate
the state vector from s;[y;) +|y;) to |y;), but different s; require different numbers of
iterations. Something like Grover’s algorithm with an unknown number of solutions
could be used, but this would require trying multiple rotations. Therefore, it seems
better to accept the unwanted scale factors and work with them. This means that
any |y;) with positive amplitudes are considered outputs from the computation, and
therefore all positive amplitudes are treated the same.

If we ignore the relative magnitudes of positive amplitudes, then a quantum
state [1h) = >_; pjlx;) (with p;>0) can be interpreted as representing the set of all x;
with positive amplitudes: {x;€Q | p;>0}, where we assume of course that ), p? <1.
Moreover, the sum can be strictly less than one only if there are additional ancillary
states that make up the difference (like |y]-> in the previous example). Applying T to
such a state computes a state representing the image of the input set. That is,
Tl) = >, pssilf (%)), which represents the set {f(x;)) €Q|p;>0}. If S C Q is the set
represented by i), then T [i) represents its image f [S]. Since zero amplitudes will
always map to zero amplitudes and positive amplitudes will map to positive ampli-
tudes, set membership will be appropriately mapped from the domain to the codo-
main. The preceding construction gives us:

Proposition 3 Let Q={x, ...,x,} and Q" ={yi, ...,ym} be finite sets with n>m.
Suppose {|x1), ..., |xn)} is an ON basis for a Hilbert space H and {|y1), ..., |ym)} is
an ON basis for a subspace H(Q') of H. For any surjective function f:Q-~Q’ there is
a unitary operator T € £L(H, H) such that for any xe Q,
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T|x) =

jn_x () + [y (2.16)

y) EH(Q), and [||y)]] = /2

Proof: As previously shown [egs. (2.12)—(2.14)], this operator is given explicitly by

where ny = |[f ~Hf(x)

m n-m
T=">"|yi)(uil + Z [wi){
i=1 k=
where |u1> \/—Z ef-1 y’]}j 1), If ~Y{y:}|, the |v;) are an ON basis for the or-
thogonal complement of the space spanned by the |u;), and the |wy) are an ON

basis for H(Q")".

2.3.4 Arbitrary functions

In the preceding, we have assumed for convenience that the function is either non-
injective or non-surjective, but not both. The solutions are easily extended to arbi-
trary functions, since every function can be factored as a composition of an injec-
tion and a surjection. More directly, we can combine Prop. 3 to implement a
surjection onto its range with Prop. 2 to inject its range into its codomain.

Let the domain Q={x;, ...,x,}, where n=|Q|, and let {|x;), ..., |xn)} be the
standard basis of H(Q). Let xo¢ Q be an additional value and define the extended
domain Q°={xo} u Q. Then H(Q°) has basis {|xo),|x1), ..., |xs)}. (For example,
H(Q°) may be the state space of N qubits, where n + 1 = 2V,) The additional x, input
dimension will carry the null space “garbage” from previous computations.
Similarly, let the codomain Q' ={yi, ...,ym}, where m=|Q’|, and let {|y1), ..., [ym)}
be the standard basis of H(Q’). Let yo¢ Q' be an additional value and define the
extended codomain Q" = {yo} U Q". Then H(Q") has basis {|yo),[y1), .-, |Vm)}. The
yo component carries the garbage in the output state.

Let {n, ...,rmr}dzeflmf and {z, .. zmm}defQ \Imf be the range of f and its
complement, respectively; since every codomain element is either a range element
or not, n=m; + my,. As before, an n-dimensional input |x;) will be projected into or-
thogonal subspaces (the nonnull and null spaces) of dimension m, and n, =n-m;,
with basis vectors |u;), i=1, ...,my, and |vk), k=1, ..., n,, respectively.

An additional input quantum register will be used to provide the constant zero
amplitudes for non-range elements for non-surjective functions. The m+1 dimen-
sional state of this ancillary register will be in, for convenience, H¢ :H(Q*) with
basis {|yo), [¥1) - - -»|Ym) }. There will also be an additional output quantum register
to hold the null space garbage for non-injective functions. Its n+1 dimensional
state is in, for convenience, H¢="H(Q°) with basis {|xo), |x1), ..., |xn)}. Note that
both the input and output spaces have dimension (m+1)(n+1). This is because the
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ancillary input register is in the same space as the regular output register, and the
ancillary output register is in the same space as the regular input register. This can
be confusing because, as will be seen, we use the extra output vector |y,) as a con-
stant in the ancillary input register, and the extra input vector |xo) appears in the
ancillary output register.

Our goal is to define unitary U€ £L[H(Q°) ® Hc, H(Q') ® Hg]| so that

U[(sx) + txo)) @ [yo)] = ('If () + £ lyo)) ® Iy, 217)

for scalars s, s', t, t’ and for ly) € Hg. That is, the input register is initialized to the
input |x,-> with some positive amplitude s, possibly with superimposed garbage with
amplitude ¢; the ancillary input register is initialized to constant |y,). After computa-
tion, the output register will contain the function’s value | f(x;)) with some positive
amplitude s’; and superimposed garbage with amplitude ¢'. The ancillary output reg-
ister may also contain garbage. In other words, the argument to fis in the first input
register [corresponding to H(Q°)], and its result is in the first output register [corre-
sponding to H(Q*)], possibly with garbage in both its input |xo) component and its
output |yo) component. The input ancillary register is initialized to a constant [yo).

The work of computing f is done by the graph kernel M, which will map the
|ui)[yo) vectors into corresponding (m+1)(n+1) dimensional result vectors |r;)|xo)
in the output space H(Q") ® He. (The ancillary |xo) € H¢ output is required so that
the input and output spaces have the same dimension.) To accomplish this map-
ping, define M as follows:

my
M = i xo) (i, Yol. (2.18)
i-1
It maps m, of the basis vectors of H(Q")® H¢ into m, of the basis vectors of
H(Q) ® Hg (see Figure 2.2). Specifically it is a bijection between the nonnull sub-
space of H(Q°) ® H({[yo)}) and the output subspace of H(Q") ® H({|xo)}).
Another component of the transform will map the n, null space basis vectors
[Vi)[yo) of the m +1 dimensional |yo) subspace of the input space:

No
NS o, ) (Vi Yol- 2.19)
k=1
It maps them to n, of the basis vectors |yo, x;) of the m +1 dimensional |y,) subspace
of the output space. M and N together handle non-injective functions by mapping
my + n, =n basis vectors.
For non-surjective functions, zero amplitudes are copied from the ancillary reg-
ister |xo)|y;) into the appropriate non-range codomain components |z;)|xo):

Mny

S zi,x0) (X0, il (2.20)
i=1
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Figure 2.2: Permutation of basis vectors to implement arbitrary function. After each component of
the kernel, the number of basis vectors that it maps is indicated in parentheses. For example,

R maps mn basis vectors. The shapes labeled u; and v, represent projection onto the basis vectors
of the nonnull and null spaces, respectively.

This is a mapping of my, basis vectors between the |xo) subspaces of the input
and output spaces. The three operators M, N, S handle the mapping of f (and disposal
of the null space).

We have to be careful, however, to handle all the |xo)|y;) basis vectors since my,
might be less than n (see Figure 2.2). We map the remaining basis vectors of the |xo)
subspace that were not used in the S map to components of the |y,) subspace that
are unfilled by N:

my
Q d§f Z}yo»xno+k><xo»)/mm+k|- (2-21)
k=1
Note that n, + m; = n=my, + m; so that all these vectors are bijectively mapped.

It remains to handle the other basis vectors of the input space in a unitary
way. The preceding maps have either |xo) or |yo), but not both, in the input regis-
ter. The R operator maps the mn basis vectors with neither, |x;)|y;), for i, j#0, into
their reverses:

R df &
=20 )il 2.2)
o1 j=1

The state |xo)|yo) remains, and it maps to its reverse:

def
P = |0, x0) (X0, Yol- (2.23)
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In summary, M bijectively maps m, basis vectors, N maps n, basis vectors, S
maps my,, R maps mn, Q maps m,, and P maps one basis vector, which accounts for
all of the (n + 1)(m + 1) basis vectors (see Figure 2.2):

My + Mo + Mpe +MN+ My + 1= (My + 1) + (Mpr + M) + mn+1
=n+m+mn+1=(m+1)(n+1).

The unitary operator to compute fis the sum of these linear maps [egs. (2.18)—(2.23)]:

U M+N+S+R+Q+P. (2.24)

Proposition 4 Suppose f:Q — Q. Let n=|Q| and m=|Q’|. Let H(Q°) be an n+1
dimensional Hilbert space with basis {|xo), ..., [xn)}, and let H(Q") be an m+1
dimensional space with basis {|yo),...,[ym)}. Then there a unitary operator
UEL[H(Q) ®H(Q), H(Q)@H(Q°)] so that for scalars s, ¢ (with [s|”+[¢|*=1)
and x€Q:

Ul(shx) + tixo))®lyo)] ='lf (x), Xo0) + £ |Yo, ), (2.25)

def

wheres” < n; 2, where n, = |f~1{f(x)}|, and ]ss'|2+ ]t'[zzl.

Proof: By construction [egs. (2.18) and (2.19)] we know:

Ulx;,Yo) = (M +N)|x;, ¥o)

= (i|ri,xo)<ui,)/0|>

i=1

Nno
Xj>Yo) + (Z Iyo,xk>(vk,yo\> IX5> o)

k=1

= 1 () x0) () + o) 3o ()
k=1

=sj|f (%), xo) + [y, ¥)»

where |y) = (332 [xi) (vil) |%) and || [yo, y)|| = \/n; = 1/ /1. Furthermore, by eq. (2.23),
Ulxo,Yo) =P|x0,Yo) = Yo, Xo)-
Therefore, in the general case where the input register is s|x;) + t|xo) (with Is|* +
|t|* =1) we have:
U[(s]x) + tx0))®Iyo)] = sU|x;, yo) + tU|x0, Yo)
:S(si|f(xi))X0> + Y0, ¥)) +t|yo, Xo)
=ssj|f (x3),Xo) + [yo) (s[y) + t}x0)).
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As a consequence, the result that we want is in the first [H (Q)] quantum register,
but its |yo) component is garbage and should be ignored in subsequent computa-
tions. Furthermore, the amplitude of the desired result will decrease through succes-
sive computation stages as a result of attenuation by successive 1/, /7; factors.

As discussed previously, quantum states with ]x,-> components with positive
amplitudes represent sets of the corresponding x; (j#0). Applying U to such a state
yields a quantum state with positive amplitudes for the corresponding { f (Xj>>
which represents the set of corresponding outputs f (x;). Thus, U can be applied to
a (crisp) set of values with quantum parallelism.

2.4 Topographic qubit maps
2.4.1 Representation

To further explore quantum computation by topographic maps, in this section we
present an alternative representation of the maps and a circuit-based implementa-
tion of arbitrary functions on a finite domain. In these topographic qubit maps, each
domain value x;€Q={x;, ...,x,} or codomain value ViEQ = V1, .-, ym} is as-
51gned a separate qubit, whose state, for example, [i);)=p; |0 +pj|1), where
pj | + }p,} =1, represents the activity level of neuron x; by the amplitude p;. This
topographic representation can be contrasted with a binary representation such as
that proposed by Chen, Wang, and Charbon [17]. Our one-out-of-n (or “one-hot”)
representation might seem unrealistically inefficient, but (1) we are assuming a
scalable qubit implementation, which permits arrays of many thousands of qubits,
and (2) neural computations typically require only low precision [in the brain per-
haps as little as one digit: [18]]. Therefore a quantity can be represented by a few
tens of qubits; that is, our m and n will typically be small (m, n < 100).

Like the topographic basis maps, these topographic qubit maps can also be
viewed as representations of subsets of the domain; for S € Q:

= [+ >0y
ijS xjes

That is, the x; qubit is in state [1) if x; is in S and is in state |0) if it is not. Therefore
we use the notation |{x,-}) for the topographic map representing just the number x;.
The set of representations of all possible subsets of Q is then an ON basis for the
2"-dimensional Hilbert space of these qubits. The basis can be written:

{|k)|kE2"}={|S)|S C 2%},

where on the left 2" is the set of n-bit binary strings, and on the right 2¢ is the
powerset of Q. Therefore, the sets are basis states and as a consequence
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topographic qubit maps permit multiple sets to be processed in quantum superposi-
tion. Moreover, because the sets are represented by computational basis vectors,
they can be copied without violating the no-cloning theorem.

By using amplitudes other than 0 and 1, we can represent fuzzy sets. Suppose S
is a fuzzy set with membership function u: S - [0, 1], and let m; = u(x;). Then S is
represented by the topographic qubit map

n
IS) = zmiu)ﬁ 1-m? |0);.
]j=

Fuzzy sets cannot, in general, be copied (nor can arbitrary superpositions of crisp
sets).

With the topographic qubit representation, the transformations between compu-
tational maps will be implemented by the quantum circuit model, and so one might
ask whether it would be simpler to implement ordinary binary digital quantum com-
putation. The answer is that computation on topographic maps can be implemented
by a few relatively simple operations (described in the following subsections), so that
computational maps buy a simpler quantum implementation at the cost of greater
representational expense (number of qubits). We expect topographic quantum
computation to be more simply implemented than a full-scale digital quantum arith-
metic-logic unit.

2.4.2 Unary functions

An example will illustrate how to implement an arbitrary finite function f: Q — Q’
by a unitary operator on topographic qubit maps. For any y; not in the range of f,
we set its state |¢i> =1|0) supplied as an ancilla. If y; is in the range of f, then it
might be the image of a single domain element, x;, that is, y;=f (Xj), in which case
we implement directly |¢;) = [1);), transferring the state [1);) of input qubit j to out-
put qubit i. If there are two domain values mapping into y;, say f (x,-) =yi=f(xx),
then we make |¢;) the logical OR of [1;) and |y,). This is accomplished with the
two-input OR, gate:

OR, ¥ CCNOT(X ® X ® 1), (2.26)

where CCNOT is the conditional-conditional-not or Toffoli gate. The result of ORing
the input states is:

ORy (|) ® [1hi) ® (1)) = X[h;) @ X[1hy) & |hy)- 2.27)

The |1) input is a constant ancilla. The result of the OR is in the third output qubit,
and the first two output qubits, in which the negated inputs remain, are considered
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garbage. If [1f;) =p’|0) +p|1) and |p,) =¢
ity amplitudes as follows:
OR|;)|¥,) [1) = OR>(p’|0) + p[1)) (¢'|0) +g|1)) 1)
= p'q'OR,|001) + p'qOR;|011) + pg'OR,|101) + pgOR,|[111)
= p'q’|110) + p'q|101) + pq’|011) + pq|001).

0) + q|1>, then OR, transfers the probabil-

Therefore, the third output qubit is the OR of the first two input qubits with the am-
plitudes shown. If we interpret the squares of the amplitudes as probabilities, then
OR, computes the correct probabilities for the third output qubit. The first two out-
put qubits are considered garbage but must be retained, for they are entangled with
the third output.

If more than two domain values map into a single codomain value, then we use
the multiple argument OR,,, which can be defined recursively in terms of ORj:

1) def _
OR[) - [, }[DZ "™ ORy-1 [ ORI ) 1) @I5) - () "] (n>2).
(2.28)
For completeness, we define OR; Gl=efI.
With the preceding motivation, we can give the construction for computing an
arbitrary finite function by topographic qubit maps:

Proposition 5 Suppose f:Q — Q’, where Q={xi, ..., x;} and Q"= {y1, ...,yn}. Let
My defy _ |Im f| be the number of codomain elements that are not in the range of f.
Let n, be the number of injective domain elements, and let ny, def n-ny, be the
number of non-injective domain elements. Let my, dEf|lm f| —ny be the number of
non-injective range elements (i.e., those that are the image of two or more domain
elements). Then there is an 2n, + ny, + mpy — my, dimensional unitary operator Uy that
computes f by topographic qubit maps as follows:

U [{x}) [0)®™ [1y®0n =) = [{£(x)}) |y), (2.29)

where |y) is 2(n, — m,) qubits of garbage.

Proof: The inputs are the n elements of the input map, m,, constant |0) ancillae
(for the non-range elements), and n, — m, constant |1) ancillae for the OR, gates
that map multiple domain elements to the same range element. The latter are re-
quired because each of the non-injective range elements requires a number of OR,
gates that is one less than the number of its preimages; hence the m, non-injective
range elements require n, — m, OR, gates. Therefore there are

N+ My + Ny — My = (N + Ny ) + My + Ny — My = 2Ny + Ny + My — My
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input qubits. The my,, constant |0)s are passed directly to the output qubits for non-
range codomain elements. The n;, qubits for injective inputs are passed to the same
number of output qubits, permuted as required. The outputs of the ORs project onto
the m, qubits that represent range values with more than one preimage. Each OR,
also generates two garbage qubits, for a total of 2(n,, — m,). Therefore the total num-
ber of output qubits is

Myy + Ny + My + 2(Np — My) = 2Ny + Ny + Mpy — My,

which is equal to the number of input qubits, as it should be. Next we define U
explicitly as the tensor product of three operators:

Uy € Up@Un@Un. (2.30)

We will use the notation [1), to represent a 1) state in qubit g, and |0), to represent
a |0) state in the qubit g.

The Uy, operator is an identity operation copying constant |0) ancillae into the co-
domain elements that are not in the range of f. Therefore, let {cy, ..., Cpmy } € Q ~Imf
be this subset, and let |z;) be ancillae qubits to provide constant |0)s. Then
Unr € L(H™, H™) is defined:

Une " [0}, (0L, + 1), (11, (231)

That is, the states of the z; input qubits (intended to be |0)) are transferred to the c;
output qubits. This operator can be abbreviated by the following bracket notation:

def
Unt Z[C1s -+ > Cge) = [205 - -+ Zmgy - (2.32)

It is just a permutation of the qubits, which could be implemented by qubit SWAP
operations.

The U, operator handles the domain elements that are mapped injectively to
their images. Therefore, let {vy, ..., V"b} C Imf be the injective domain elements,
and let y; = f (v;) be the corresponding range elements. Then Uy € L(H™, H™) is a
permutation of this subset of the topographic map elements:

def
Uy =

{ul, ...,unb} — [vl, ...,vnb}. (2.33)
For U, we must OR together the domain elements that correspond to each range
element with more than one preimage. Therefore we define U, as a tensor product
of operators for each such range element:

Un & @ Viyaf ' i}). (234
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where these y; each have more than one preimage element; for example, f~1{y;} =
{x1, ..., Xy}, where n;=|f~!{y;}| > 2. The output state ;) for such a range element
is the OR of the input states '%,’ j> (=1, ..., n) of its preimage elements:

01y = ORy &) - [£,) 1O,

where OR,, is a cascade of n;—1 OR; gates and |y) is 2(n; - 1) dimensional garbage.
This is accomplished by the operators Vi(yi, {x1, ..., Xn }) EL(H™ L, H™ ™ 1):

Vi(yo {x1, .- . xni})dgf[y,-,yl, Vz(n,--1)} — ORy, [X1, ..., Xnj3 01, .5 Oni—1]s
(2.35)

where oy, ..., on,—1 are the qubits that provide ancillary [1)s for the ORs, and the
garbage outputs y,, ..., Va(n-1 receive the negated inputs and intermediate OR
outputs. The bracket notation identifies the qubits that are the inputs and outputs
of ORy,. This completes the construction of Uy [eq. (2.29)].

There are more efficient ways to compute Uy, but the above construction is
easier to understand. This basic approach can be used to approximate a variety of
unary functions useful in neural networks, such as sigmoid functions, including
non-injective, non-surjective squashing functions. However, neural networks also
require non-unary functions such as addition and multiplication, to which we
now turn.

2.4.3 Binary functions

In sensory cortical areas there are many topographic maps that represent two or
more dimensions of a stimulus (e.g., retinal position and edge orientation); local-
ized activity in these maps represent conjunctions of values on these dimensions.
Similarly, quantum computational maps can represent conjunctions of values as in-
puts or outputs of functions.

Suppose we want to compute a function f:QxQ — Q', where Q= {x;, ..., x,}
and Q'={y, ...,yn}. We will represent the input to the function by a two-
dimensional array of qubits for each (x;, x;) pair. (They do not have to be physically
arranged as a two-dimensional array so long as there is a qubit for each pair of val-
ues.) This will require n* qubits, but we are assuming that n is small because low
precision is adequate for neural networks. Therefore we expect the 2D map to com-
prise typically several thousand qubits. The qubits representing the (x;, x;) pairs are
then mapped to the qubits representing the outputs f (x;, x;) by the method de-
scribed in Prop. 5.

The n? conjunctions are computed by n*> CCNOT gates, each of which requires a
|0) ancilla and generates two extra qubits (containing the inputs) in addition to the
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conjunction. However, these extra qubits are passed along the rows and columns to
be used in other conjunctions, and so there are only 2n total garbage qubits. In sum-
mary, there are 2n+ n? input qubits (including n’ ancillae) and n? + 2n output qubits
(including 2n garbage). That is, if |¢;) is the state of element j of one input map, and
|1hy) is the state of element k of the other input map, then the state [y;) of element
(J, k) of the two-dimensional map is computed by

|9} [1i0) ;i) = CCNOT ;) 1) |0). (2.36)
If |¢;) =p’|0) + p|1) and [1f,) = ¢'|0) + g|1), then the result of CCNOT is
|6 Y1) ;) = P'q’|000) + p'q|100) + pq'|010) + pg/111).

The qubits are entangled, but the conjunction computes probability-like amplitudes
if we interpret the squares of the amplitudes as probabilities.

Based on the foregoing, we define a unitary operator Ugp on a n® + 2n dimen-
sional Hilbert space that does what amounts to an outer product on two one-
dimensional maps to compute a two-dimensional map:

@) W) lx) = Uop |9} |1h)[0)®", 237)

where inputs |@) and [i)) are n-dimensional, and output |y) is n*-dimensional and
computed by eq. (2.36).

To illustrate the use of computational maps to implement binary operations,
we will use a simple, useful function, addition. We want to define sum:Q x Q — Q
so that sum(x, y) =x+y, but we have a problem, since the maximum value of x +y
is greater than the maximums of x and y. Since the range of numbers represented
by our maps is quite limited, this is a more serious problem than overflow in
binary addition. One solution is to make the codomain map large enough; for
example, if Q={0,Ax,2Ax, ..., (n—1)Ax}, then let Q= {0,Ax,2Ax, ...,2(n-1)Ax}.
Generally, however, it is more convenient to have the codomain map be the same
as the domain maps, since this facilitates composing functions. Therefore, another
solution is to scale either the inputs or the output so that we compute, for example,
hsum(x, y)=(x+y)/2; this is often useful if we know that we are going to scale the
quantities anyway. A third option is to compose addition with a squashing function,
so that we compute, for example, the truncated tsum(x, y) = min(x+y, x,), where
X, = max Q. This is the solution that we will use for illustration.

IfQ={0,Ax, ..., (n-1)Ax}, then the (j, k) element of the two-dimensional qubit
map will represent the pair of inputs ((j—1)Ax, (k—1)Ax). This will be mapped to
the sum (j+k-2)Ax if j+ k-2<n-1, and to the maximum value (n-1)Ax other-
wise. Therefore the constant j + k anti-diagonals above the j+ k=n+1 anti-diagonal
each map to one value, (j+k—-2)Ax, which is the sum of (j—1)Ax and (k-1)Ax.
The elements below the j+k=n+1 anti-diagonal all map to the same (n-1)Ax
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value, since the sum is above the maximum representable value in the topographic
map.

Proposition 5 shows how to implement the truncated addition, but it treats it as
a unary function on an n?>-dimensional space, which is wasteful since the intended
output (the sum) is n-dimensional and the remaining n? - n elements are garbage.
Therefore, we implement a unitary operator that directly maps the input pairs to
the corresponding outputs.

To compute the outer product we require n? constant |0) ancillae, and this com-
putation also passes the two n-dimensional inputs through as garbage output. The
qubit representing (0, 0) maps bijectively to the output qubit y, representing O.
Each of the other n-1 output qubits y; (i=2, ...,n) has two or more domain pairs
mapping to it. As before, let n; be the preimage multiplicity of output i and note
that )", n; =n’. Each of these non-injective outputs receives its value from an OR,
operation, which requires n; — 1 input [1) ancillae and generates 2n; — 2 qubits of out-
put garbage (n; for the negated inputs and n; — 1 for the intermediate disjunctions).
Therefore, the total number of |1) ancillae is

Z Zn, (n’-1)-n+1=n’-n.

i=2

Moreover, the complete input dimension is 2n+n? +n> —n=2n> +n.

This is also the complete output dimension, for we have n qubits for the func-
tion value, 2n qubits for the passed-through input arguments (garbage), and the
garbage output from the OR gates, which is:

n

> (2ni-2)=2(r’-n).

iz2
That is, the complete output dimension is 3n+2(n?—n) =2n? + n.
In summary, there is a unitary operator Ussum € £ ( H2™ 1, H2® ”’) so that

Usum 1063} 1{0}) 10)5 1)@ = {tsum(x, y)}) [{}) [{y}) Iy), (2.38)

where the garbage |y) has dimension 2n(n-1) (the passed-through inputs may also
be considered garbage).
Based on this example, we state a more general result.

Proposition 6 Suppose f:QxQ — Q, and let n=|Q|. Let m]rlr tef [Imf| be the
number of codomain elements that are not in the range of f. Then there is a unitary
operator Uy € L(H,H), where H is 2n? + n + 2my, dimensional Hilbert space, such that:

Ur [{x}) [{y}) [0)@ 07 +mae) 1y@ (e =meman) _ g y)yy [{xd) {yd) [y, (2.39)

where the garbage |y) has dimension 2(n? - n+my,) (the 2n passed-through inputs
may also be considered garbage).
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Proof: The operator is constructed very similarly to Usym, but we also have to con-
sider non-range codomain elements for non-surjective functions, which didn’t
occur in that case. As before, the computation of the outer product will require n?
ancillary |0) inputs and it will generate 2n qubits containing the passed-through in-
puts. We can consider disjoint subsets of the codomain. Codomain elements that
are not in the range of f will need to be sent a |0) state, for which we need an addi-
tional my, ancillary |0) inputs. Let n;, be the number of input pairs that are mapped
one-to-one to the corresponding outputs; they neither require ancillary constants
nor generate garbage. The remaining codomain elements are range elements with
n; >2; let my, =n—-my, — n, be the number of them. Each of these will receive the OR
of the corresponding (preimage) domain elements. As we saw previously, the OR,
operation requires n; — 1 ancillary |1) qubits and produces 2n; — 2 qubits of garbage.
Therefore, the total number of |1) qubits required for the n? - n, input pairs map-
ping to the m, non-injectively mapped range elements is:

Mn Mn

Z(ni—l):Zni—mn:nz—nb—mn:nz—n+mm, (2.40)
i1 i-1
since my, =n— my, — ny. The garbage generated by the ORs is then

Mn

Z(Zni -2)=2(’ —n+my,). (2.41)
i=1
The complete input dimension is 2n (arguments) + (n? +my,) (for |0) ancillae) +
(n? - n+my,) [for |1) ancillae, eq. (2.40)] = 2n? + n + 2my,. The output dimension is 3n
(arguments and result) + 2(n? — n+my,) [garbage, eq. (2.41)] =2n% + n + 2my,.

The same approach can be used for operations with more than two arguments, but
the number of qubits increases exponentially with the number of arguments.

2.5 Conversions between representations

Ordinary binary representations can be translated to topographic qubit maps by a
unitary demultiplexer Ugemux that operates on an m-qubit binary number |k) and
directs a |1) qubit to the k'™ of n = 2™ output qubits (the remainder receiving |0)).
Let |{k}) be the resulting computational qubit map. Then:

Utemux| k) [1)[0)27 Y = k)| {k}). (2.42)

Ugemux Operates on an m+n=m+2™ dimensional Hilbert space. A demultiplexer
can be implemented with CSWAP (Fredkin) gates [19].

The opposite translation, from a computational map to a binary representation,
is more complicated. First, we must decide what we want it to do, for in general a
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topographic qubit map represents multiple values with different amplitudes,
) =@ (p;’|0) +pjl1)), where |pj']2 + |p;|* =1. Which x; should it produce? The one
with the maximum amplitude? (And what if several have the same maximum ampli-
tude?) An x; chosen probabilistically based on | pj’z? The binary representation of a
weighted average, n~! Z}’Ll pjx;? A normalized superposition of all the values? The
answer is not apparent, so we leave the question open.”

2.6 Applications to quantum machine learning

Given this general ability to compute non-unitary and even nonlinear functions by
means of topographic qubit maps, it is possible to do the operations useful for ma-
chine learning such as inner products and sigmoid nonlinearities. For example, an
inner product of N-dimensional vectors requires N multiplications and N -1 addi-
tions. If |Q| =n, then each multiplication and addition will require approximately
2n? qubits (Prop. 6), for a total of approximately 2N?n?.

For one layer of a neural network, with say N neurons projecting through an
M x N weight matrix into M neurons, we must do M inner products with the input.
Since crisp sets are represented by computational maps that are basis vectors in the
computational basis, they can be copied. Therefore, the N-dimensional input vector
can be copied M -1 times to do the M inner products. (This requires M -1 CNOT
gates and (M - 1)n ancillary |0) qubits. Overall, one layer requires about 2MN?n? qu-
bits for the computation (not including ancillary qubits).

2.7 Conclusions

Topographic (computational) maps are widely used in the brain to implement si-
multaneous nonlinear vector transformations on multiple inputs. In this chapter we
have explored two approaches to quantum topographic computing with a focus on
brain-inspired machine learning applications. The first, called a topographic basis
map, assigns locations in the map to state vectors in a continuous or discrete basis
for a quantum Hilbert space. Arbitrary functions can be implemented on such
maps, which can be interpreted as representing crisp sets of inputs, but there is an
unavoidable data-dependent attenuation of the result (relative to a “garbage” state)
that is not easily avoidable. The second approach, called a topographic qubit map,
assigns a separate qubit to each location in the map and uses the relative amplitude

4 It is easy however to produce the binary representation of either the maximum or minimum num-
ber with unit amplitude (p; =1, p;=0) in a map.
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of the |1) and |0) states to represent the presence of values in the (crisp or fuzzy) set
represented by the map. Arbitrary functions on these maps are implemented by
well-known quantum logic gates. In particular, computational maps enable the im-
plementation of the functions commonly used in artificial neural networks.
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3 Quantum optimization for machine
learning

Abstract: Machine learning is a branch of Artificial Intelligence that seeks to make ma-
chines learn from data. It is being applied for solving real world problems with huge
amount of data. Though, Machine Learning is receiving wide acceptance, however, ex-
ecution time is one of the major concerns in practical implementations of Machine
Learning techniques. It largely comprises of a set of techniques that trains a model by
reducing the error between the desired or actual outcome and an estimated or pre-
dicted outcome, which is often called as loss function. Thus, training in machine learn-
ing techniques often requires solving a difficult optimization problem, which is the
most expensive step in the entire model-building process and its applications. One of
the possible solutions in near future for reducing execution time of training process in
Machine learning techniques is to implement them on quantum computers instead of
classical computers. It is conjectured that quantum computers may be exponentially
faster than classical computers for solving problems which involve matrix operations.
Some of the machine learning techniques like support vector machines make extensive
use of matrices, which can be made faster by implementing them on quantum com-
puters. However, their efficient implementation is non-trivial and requires existence of
quantum memories. Thus, another possible solution in near term is to use a hybrid of
Classical Quantum approach, where a machine learning model is implemented in clas-
sical computer but the optimization of loss function during training is performed on
quantum computer instead of classical computer. Several Quantum optimization algo-
rithms have been proposed in recent years, which can be classified as gradient based
and gradient free optimization techniques. Gradient based techniques require the nature
of optimization problem being solved to be convex, continuous and differentiable other-
wise if the problem is non-convex then they can find local optima only whereas gradient
free optimization techniques work well even with non-continuous, non-linear and non-
convex optimization problems. This chapter discusses a global optimization technique
based on Adiabatic Quantum Computation (AQC) to solve minimization of loss function
without any restriction on its structure and the underlying model, which is being
learned. Further, it is also shown that in the proposed framework, AQC based approach
would be superior to circuit-based approach in solving global optimization problems.
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3.1 Introduction

Humanity has been enamored with the creation of artificially intelligent machines
since the advent of programmable electronic computing devices in last century. In
1956, the term ‘Artificial Intelligence’ was coined for ‘thinking machines’ in the
workshop held at Dartmouth [1]. Several proposals have been made to make
machines behave intelligently [2], but most of them suffered from non-availability
of technology required to implement them efficiently. Learning is considered as
manifestation of the intelligent behavior, so a machine which can learn a difficult
task will be treated at least artificially intelligent. The discipline which deals with
the learning techniques involving data is called as Machine learning. It tries to
make a computer learn from past experiences represented in from of data and make
reliable decisions from it. These techniques can fine tune their performance as fresh
experiences are gathered. It helps in building a data driven model rather than a
static precise model and is widely used in classification, clustering and pattern rec-
ognition etc. It is being widely used in real world fields like financial services [3],
health services [4], marketing and sales [5], social network analysis [6], and virtual
personal assistants [7] etc.

Some popular Machine Learning algorithms are Artificial Neural Networks
(ANN) [8], Support Vector Machines (SVM) [9], K-means Clustering [10], Regression
[11], Decision trees [12] etc. The generic steps involved in any machine learning proj-
ect are as follows:

Data collection: This step involves collecting data pertaining to the problem to
be solved. The data should be of high quality, which is necessary for a high quality
model. There are several measures available to evaluate the quality of data [13].
Low quality of data will generally result in low quality of model and subsequently
predictions or decisions.

Model selection: This step involves selection of a specific technique like ANN
or SVM etc. Further, it also involves selecting the structure of the model i.e. in
case of ANN, number of hidden layers, no. of neurons in each hidden layer, acti-
vation functions etc.

Training: In this step, the parameters of the model are decided i.e. in case of
ANN and SVM, weights are determined using some loss function i.e., a loss function
which represents the performance of the model on training data set is used to search /
compute the weights.

Validation: In this step, the performance of the model on testing data set is de-
termined and compared with other existing models.

Deployment: Finally the model is deployed so that it can be used for making
predictions or decisions in real situations.

The first step is specific to the problem being solved by using machine learning,
but can be automated in most cases, to make data collection process reliable, quick
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and cheap. The second step of Model selection usually requires past experience and
trial and error approach, which can be translated into a heuristic [13]. The selection
of the model is often done more than once and is typically based on the empirical
evidence regarding the performance of the model, which is known after the valida-
tion. The third step of training is usually the most compute intensive approach of
all the other steps and depending on the complexity of model, it can be efficient
also if the underlying process is linear, then its modelling results in well-behaved
loss function i.e., loss function is convex, continuous and differentiable in the re-
gion of interest. However, most loss functions are often not well behaved due to the
underlying nonlinear process which is generating the data and in such cases, the
optimization of loss function becomes a key challenge in successful implementation
of machine learning technique. It has been often experienced that when loss func-
tion is well-behaved, the model is less useful [14] and when loss function is difficult
to optimize, then the resulting model is more powerful [15]. Validation and deploy-
ment are usually computationally less expensive as the trained model takes input
and gives output in the form of predictions or decisions. In this chapter, we will
primarily focus on making training more efficient in machine learning through
quantum optimization.

Optimization is applied routinely in almost all types of machine learning techni-
ques and its applications. Chambers dictionary describes optimization as an act of
‘making the most or best of anything’. Therefore, performing optimization in training
stage of machine learning means finding the most or best suitable parameters of the
model. There are machine learning models like linear SVM whose weights can be de-
termined by matrix inversion techniques [16], which can be implemented efficiently
in case of gate model of quantum computation, thus showing exponential speed-up.
However, such techniques often require existence of quantum RAM [17] and data to
be generated from a linear process with low noise. In real world problems, the as-
sumption of linearity is often violated and thus most popular techniques are non-
linear and convexity cannot be guaranteed. If the optimization problem is convex
then gradient based techniques are guaranteed to find the global optima regardless
of the initialization [18]. So many optimization techniques try to simplify the problem
so that they appear linear or convex [13]. Alternatively, they try to solve the problem
approximately by using techniques like stochastic gradient descent [19], which are
iterative and not the desired single shot techniques. Thus, these techniques are usu-
ally computationally time-consuming as the nature of the problem they are trying to
solve is non-linear, non-differentiable, multi-dimensional, multi-modal, and stochas-
tic. Several quantum enhanced approaches have been proposed to solve computa-
tional issues in machine learning, of which global optimization using adiabatic
quantum computation (AQC) is a promising technique, especially for problems which
are non-linear, non-differentiable, multi-dimensional, and multi-modal. Efforts have
also been made to solve quadratic unconstrained binary optimization problems on
AQC model [20]. In this chapter, we propose an adiabatic quantum computing based
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iterative global optimizer for minimizing the loss function of machine learning tech-
niques, which would be useful when the optimization problem is non-linear, non-
differentiable, multi-dimensional, and multi-modal, where gradient based techniques
like [19] and single shot techniques [21] are not computationally efficient or relevant.
Further, there are some Variational Quantum computing proposals, where they are
focusing on implementing function evaluation on a near term quantum computing
device and implementing a traditional gradient free optimization technique like
Nelder-Meads method on classical computer [19], however, our proposal is different
from such proposals as the entire optimization step will be run on a future Adiabatic
Quantum Computer. This chapter is further organized as follows: Related work about
the development of AQC based algorithms is discussed in Section 3.2. The theoretical
underpinning of Adiabatic Quantum Computing is discussed in Section 3.3. Section
3.4 presents the development of Grover’s Adaptive Search. Problem formulation is de-
scribed in Section 3.5. Section 3.6 presents quantum search based on AQC. Minimum
finding algorithm based on AQC is described in Section 3.7. Section 3.8 discusses the
framework for implementing quantum optimization algorithm based on AQC.
Conclusions and some directions for future work are presented in Section 3.9.

3.2 Related work

Adiabatic quantum algorithms were introduced by Farhi et al. [22] based on the adia-
batic conditions derived from Folk theorem. These algorithms have a Hamiltonian
constructed for the problem being solved which is called as Problem Hamiltonian
(Hgin). The ground state of the Hg, can be expressed as the optimal solution of the
problem. Further, initially the system is prepared in the ground state of an initial
Hamiltonian, which is easy to build. Subsequently, the initial Hamiltonian is changed
progressively towards the Hg, so that the probability of finding the solution is large
at the end of the evolution. However, the change from initial Hamiltonian to final
Hamiltonian i.e. Hg,, cannot be instantaneous or even lesser than the minimum time
required according to the adiabatic theorem. If the system is evolved slowly enough
then adiabatic theorem guarantees that system will remain in the ground state of the
instantaneous Hamiltonian, thus the evolution time of varying the Hamiltonian from
initial to problem is a measure of complexity of the AQC based algorithm. Several
constraint satisfaction problems along with optimization problems can be repre-
sented by an aggregated set of local Hamiltonians H = Yi H i where Hi represents a
local constraint. The ground state of H would satisfy the maximum possible number
of such constraints and represents a desired optimal solution amongst other possible
optimal solutions in case of multimodal problems, i.e. the problems having more
than one optima solutions. The system stays in the instantaneous ground state of the
evolving Hamiltonian as it will remain close to the ground state provided the rate of
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change of Hamiltonian from initial to Hg,, remains within the bounds specified by the
adiabatic theorem. The bounds on the evolution time is dependent on the energies of
the initial and problem Hamiltonian as well as on the inverse gap of the instanta-
neous Hamiltonians H(t). The energy difference between the ground state of a
Hamiltonian and its first excited state represents the gap of the Hamiltonian. That is
when Hamiltonian is presented as a matrix then the gap is the difference between
Hamiltonian’s smallest and second smallest eigenvalue. Farhi et al. [22] have pro-
posed and investigated AQC based algorithms for NP-complete problems like 3SAT.
However, the key challenge in AQC based algorithm for solving a specific problem
is analytical calculation of the Hamiltonian gap, which is not known for most of the
problems till date. The other approach is to numerically simulate the system but
the computational cost of simulating quantum mechanical system on classical com-
puters is very expensive so the number of qubits in numerical simulations is limited.
However, the numerical simulation performed in [22] on small sized problems did
show that the time required to solve NP-complete problems scaled only polynomially
with the problem size. But later work [23] gave strong negative evidence for the speed
up shown in [22] for AQC based algorithms. It was shown that the performance of
adiabatic algorithms is even sensitive to the choice of initial Hamiltonian and it can
fail if the selection of initial Hamiltonian is not performed according to the struc-
ture of the problem [23]. Further, some investigations were made in [24] by map-
ping the Hg;, of certain instances of 3-SAT to an Ising model and it was shown that
the Hamiltonian gap is exponentially small in some problem instances. Further,
some special instances of 3-SAT were also constructed in [25] which were hard for
the AQC based algorithm. Subsequently, it was shown in [26, 27] that local mini-
mum of some optimization problems can cause very small gaps in the spectrum of
the Hamiltonian. These studies had designed hard instances of problems to high-
light the weakness of AQC based algorithms. But in [28], randomly generated in-
stances of the NP-complete problem Exact Cover 3 (EC3), also known as 1-in-3 SAT
were used to test AQC based algorithm and it was shown that failure probability of
AQC based algorithm was high. Altshuler et al. argued that their study provided
strong evidence against adiabatic quantum optimization, i.e. hard instances of NP-
complete problems are difficult for AQC based algorithm but the basis for this conclu-
sion depends on some common properties shared by other NP-complete problems
such as 3-SAT. However, initially Choi [29] and later Dickson and Amin [30] chal-
lenged the argument against AQC in [28]. Choi’s argued that a failure of a specific
instance of AQC based algorithm is not sufficient to conclude that a problem is
hard for adiabatic quantum computation / optimization in general. An AQC based
algorithm comprise of three variable components, namely, initial Hamiltonian,
problem Hamiltonian and evolution path. Thus, there are many combinations
possible of these three components for designing an AQC based algorithm. He fur-
ther argued that if it is to be proved that adiabatic quantum computation is ineffi-
cient even for a particular problem then, it has to be shown that there exists no
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polynomial-time adiabatic quantum algorithms for the problem, which requires testing
all combinations possible for designing AQC based algorithms and not just few instan-
ces. Further, Dickson and Amin [30] analytically showed that there always exist adia-
batic paths for the NP-hard problem of maximum independent set along which no
such crossings of local minima of the final Hamiltonian with its global minimum
occur, thus the Hamiltonian gap need not be vanishingly small and hence designing
of efficient AQC based algorithm is possible. Therefore, in order to prove that adiabatic
quantum optimization fails for any NP-complete problem, one must prove that it is im-
possible to find any such path along with combination of initial and problem / final
Hamiltonian in polynomial time. Therefore, it is still an open problem whether AQC
can solve NP complete problems efficiently. However, it is becoming increasingly clear
that there may not exit one unique path for solving all the NP complete problems.

Quantum unstructured search has been implemented adiabatically by Farhi
et al. [31]. This implementation was based on global evolution model and had a
computational complexity of O(N), where N is the size of the database. Later Roland
and Cerf showed that quadratic speed up is possible in adiabatic version also by
continuously adjusting the rate with which the initial Hamiltonian is switched to
final Hamiltonian by only fulfilling locally, the conditions of adiabaticity [32]. The
adiabatic quantum search has been rigorously studied by Rezakhani et al. [33]
where the results relating the accuracy and the run time of the AQC based algorithm
has been determined. It has also been demonstrated that AQC based algorithm
shows two discernible regimes with respect to error i.e., the error reduces exponen-
tially for short times and then reduces polynomially for longer times, under fairly
general conditions.

In [34], it was demonstrated that a partial adiabatic search algorithm on quan-
tum circuit model could be implemented and the performance of the algorithm was
same as that of the local adiabatic algorithm for the case where a single element is
marked i.e. M = 1 by investigating the minimum energy gap between the first ex-
cited state and the ground state of the system Hamiltonian. Moreover, the algorithm
keeps the advantages of global adiabatic algorithms without losing the speedup of
the local adiabatic search algorithm by evolving globally only for a small interval
during evolution from initial to final / problem Hamiltonian.

In [22], it was shown that quantum circuit models can simulate efficiently an
arbitrary AQC based algorithm. Subsequently, it has also been shown in [35] that
an appropriate AQC based algorithm can efficiently simulate any quantum circuit
model. Further a simple proof of equivalence between adiabatic quantum computa-
tion and quantum computation in the circuit model has been provided by Mizel et al.
[36]. Therefore, AQC and Quantum Circuit models of computation are essentially
equivalent, which implies that a quantum algorithm can be designed in either of the
two models for solving difficult problems. Brady and Van Dam has also investigated
the necessary run-time required for AQC based optimization [37] and showed that
nonadiabatic speedup does not occur for general cases but only for special case.
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Recently, Quantum Approximate Optimization Algorithm (QAOA) [38, 39] and the
Variational Quantum Eigensolver [40] have been proposed to address classical com-
binatorial optimization and quantum chemistry problems, respectively.

In this chapter, a framework based on Adiabatic Quantum Computation for
solving global optimization problem has been proposed in Section 3.4., which
would be helpful in training of Machine Learning techniques which models non-
linear processes unlike their computationally efficient counterparts. Further, con-
strained optimization using AQC was discussed in [41].

3.3 Adiabatic quantum computation

Adiabatic quantum computation [42] is an alternative approach to quantum comput-
ing that has been shown to be equivalent to the quantum circuit model, but appears
to have some advantages over the circuit model [31]. It is based on a well-known tech-
nique in quantum mechanics, called adiabatic approximation [43]. It is used for de-
termining approximate solutions of Schrodinger equation subject to the condition
that the Hamiltonian governing the dynamics of the system is changing slowly with
time. This implies that if a quantum system is prepared in its nth eigenstate, then it
will stay in the nth eigenstate throughout the evolution provided the neighborhood
energy gaps are large enough and its Hamiltonian varies slowly enough.

Let a quantum system in state |¢) evolve according to the Schrodinger’s equation:

. d
ih = |@(8)) = H(O)| (1)) G.1)

where H(t) is the Hamiltonian of the quantum system and h is reduced Planck’s
constant [31]. Let H;,; be the Hamiltonian of the system in its initial state i.e. at t = 0
and Hg, be the Hamiltonian of the system in its final state i.e. at t = T, where

H(t) = (1 — S(t)) Hini + S(t)Hﬁn (3.2

where s(t) is a continuous function with s(0) = 0 and s(T) = 1. The instantaneous
eigenstates associated with H; are denoted by |1);). In general, let eigenstates of H(t)
be |, (t)) such that:

H(t)[ih (1) = Ex(O)[hi (1)) (3:3)

where E(t) are the corresponding eigenvalues and k labels the eigenstates (k = 0
indicates the ground state).
The minimum gap between the lowest two eigenvalues is defined as follows:

8min = Oglti?T[El (t) -Eo (t)] (34)
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The maximum value of the matrix element of dH/dt between the two corresponding
eigenstates is given by the following equation:

dH
().,
where (%), ;= o (D)

The adlabatlc theorem states that if the system at time ¢ = 0 is in its ground
state ;) = [P,(0)) and let it evolve under the Hamiltonian H(t), then

Dpax = max (3.5)

0<t<T

|(Yo(T)|@(T))| 2 1-¢ (3.6)
provided:
-
where 0<e « 1,
and
[El(l‘)—Eo( )]
where € < 1.

The above conditions for adiabatic computation are based on Folk theorem,
which has come under criticism recently [44]. These conditions do not guarantee
general applicability of Adiabatic approximation. A number of attempts have been
made to rigorously study Adiabatic Theorem and provide new conditions for ge-
neric applicability of adiabatic approximation [45]. Tong et al. have also proposed a
set of conditions, which are sufficient for verifying the validity of adiabatic approxi-
mation [46]. These are three conditions:

T ’ ’

T
L. J)’ (W)

dt < 1 (3.10)

WO (1)) ]dt < 1 (3.11)

where m # I, n # m, T is total evolution time, [, (t)) and E(t) are eigenvectors and
corresponding eigenvalues of H at time t, k = 1,...,N (N is the size of state space of
the system, which includes 1, m and n). 'y, is first derivative of y,,.
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A rigorous study has been made of applicability of adiabatic approximation on
the basis of these three conditions in case of Grover’s Quantum Search under AQC
framework in [46]. It has been found that the results obtained originally by Folk
theorem is still valid. As this chapter, primarily uses Grover’s search, so for rest of
the chapter, the results of Folk theorem will be applied.

Grover’s Quantum Search algorithm [47] and its variants can be used as a subrou-
tine in designing algorithms for solving optimization problems. The variants of Grover’s
search algorithm, which do not require prior knowledge of the number of target entities
like Boyer’s proposal [48] and fixed point schemes [49], are especially suited for such
problems. Durr and Hgyer proposed an algorithm in [50] for finding minimum value in
a database by employing the algorithm proposed in [48] as a subroutine.

The quantum algorithm for locating minima searches for the minimum entry
in an un-arranged table ‘D’ of K items, where every item has a value belonging to
an ordered set. The pseudo code for quantum minimum searching algorithm is as
follows:

i. Randomly select a threshold index J;, € [0,K-1].
ii. Repeat till the total running time is more than 22.5VK + 1.4 1g* K.

a. Apply the Boyer et al. quantum searching algorithm [48].

b. Observe the first register: let D[J;,’] be the outcome.

c. IfD[Jin’] < D [Jinl, then set threshold index Ji, to Jin'.

iii. Return Ji,.

The quantum minimum searching algorithm finds the index of the minimum value
and it forms the inspiration for further developing optimization algorithms and heu-
ristics, so in a way, was a path breaking research.

3.3.1 Oracle

A classical oracle of a function f(x) can be implemented reversibly as shown in the
Figure 3.1. Similarly regular quantum oracle can be implemented as shown in
Figure 3.2 [51]. However, it differs from the reversible oracle as it may be given
input in some superposition of basis states and produces output that may be en-
tangled and in some superposition of basis states.

3.4 Grover’s adaptive search

Baritompa et al. generalized the quantum minimum search algorithm for solving
finite global optimization problems, which have been formulated as follows [52]:
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Classical

Reversible

Oracle

bef(a)
Query

Figure 3.1: Reversible implementation of Classical Oracle.

| a) Quantum | a)
Oracle
| b) Query | bef(a))
Figure 3.2: Quantum Oracle.
Optimize f(a),a € A (3.12)

where f is a real valued function on a finite set A.

Let the cardinality of set A be N. Let a; < a, < a3 ... < a; be ‘L’ distinct values of
the objective function f(a) for all a in A. Therefore, L should be less than or equal to
N i.e. if L would be equal to N then for every value of a in set A, there would be a
distinct objective function value of f. Let there be a uniform probability measure A on
A, such that Y be the range measure given by a stochastic vector (Y3, Y», ..., Y1) in-
duced by f, so that Y; = |f '(ay)|/N for j = 1, 2, ..., L. Let P; = 3_}_ Y}, the probability
that a random point has value of ‘aj’ or less, i.e. Py, = 1. Therefore, there is an improv-
ing region corresponding to all values of objective function f(a), which belongs to a
sub-set of A, where f(a) has strictly better value [52]. The measure of improving region
under A is denoted as improving fraction P. So if we choose a particular value for
objective function, say ‘0’, then the improving region would comprise of set of all the
point whose objective function values are better than ‘0.

The algorithm proposed by Baritompa et al. is known as Grover Adaptive search
(GAS), which takes a sequence of rotation counts and an objective function value
threshold as the input. Its pseudo code is as follows [52]:

i. Select a; in A, and set 6, = f(ay).
ii. Setcountnc=1.
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iii. While (termination condition is not met)

{
a. Perform a Grover search of r,. rotations on f with threshold V,., and de-
note the outputs by a and 6.
b. If v< Vg, set 0,1 = a and V. ,; = v; otherwise, set 0.1 = 0, and V. o1 = Vi
C. nc=nc+1.

}

GAS has been studied using an adaptive search framework developed in [53-55]
which has been applied for theoretically analyses of convergence properties of opti-
mization methods that use stochastic global search. One of the underlying assump-
tions of the adaptive algorithms is that search can find better (“improving”) solutions
(at some cost). GAS is based on an oracular function that can find better solutions
than the current one with a finite probability in every iteration, if one exists. This
oracle takes an input string a € A, computes f(a), compares f(a) with current
threshold and outputs zero or one depending on the result of comparison and the
type of optimization problem being solved i.e. whether it is a minimization or
maximization problem. Such oracles can be implemented using reversible / quan-
tum circuits as shown in Section 3.3.1.

Thus, GAS generates a series of domain solutions, which are uniformly distrib-
uted in the improving region of the previous solution. Further, according Theorem 1
and Corollary 6 given in [54], such a series converges to a global optimal solution
rapidly; e.g., a unique optimal solution in a domain of size K can be located after
1 + In(K) such improvements, in expectation [54].

Theorem 1 [54]. The expected number of iterations, I, required for solving the finite
optimization problem described by eq. (3.12) is:

N
Y.

(@ I=1+ Z Fl for strong Pure Adaptive Search.
i=2°1

N
(b) I=1+ Z T for weak Pure Adaptive Search.

= Pi1

where Strong Pure Adaptive Search implies that each iteration of the search algo-
rithm should sample objective function value from a strictly improving region. The
weak Adaptive search implies that each iteration of the search algorithm should
sample objective function value that is either equal or better.

Corollary 6 [54]. The expected number of iterations, I, for solving finite global opti-

mization described by eq. (3.12), and given a uniform distribution on the objective
function values, is:
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(@) bounded above by 1 + logN for strong Pure Adaptive Search.
(b) bounded above by 2 + log(N-1) for weak Pure Adaptive Search.

GAS corresponds to the weaker version of Pure Adaptive search as it cannot be
guaranteed that after application of Grover Search, an strictly better solution
would be found. It can be argued that Grover Search can return an objective func-
tion value, which is less than the threshold and so it does not corresponds to Pure
Adaptive Search Framework, but, in such a case, the inferior value would be dis-
carded and the current threshold would be treated as the output of the algorithm
for the particular iteration. Thus, the overall GAS corresponds to weaker version
of Pure Adaptive Search.

An important design decision of Grover’s Adaptive Search is determination of the
rotation count sequence. It is possible to determine the optimal rotation count ‘r’ for
every iteration of the GAS provided the information regarding improving fraction ‘P’
of the domain is available. Thus, if the optimal rotation count is used for every run of
Grover’s Search, then a better (improved) solution will almost certainly be found in
every iteration of the GAS. However, in real world problems, the improving fraction P
is often unknown. An estimate of the improving fraction P can always be made by
using all the information available at the end of an iteration and considering the na-
ture of the problem. That is a Bayesian approach can be applied by tracking the im-
proving fraction at every iteration through the sequence of posterior distributions,
which will be subsequently used for choosing rotation count at the particular itera-
tion. However, this kind of approach might be very complicated and cumbersome
[56]. Thus, other methods have been devised to strike a balance between ease of im-
plementation and optimality of rotation count selection, which includes method
based on Boyer et al. [48] used by Durr and Hoyer illustrated in [50].

Another method proposed by Baritompa et al. is based on maximizing the bene-
fit to cost ratio denoted by parameter b in the heuristic [52]. The benefit has been
taken to be the expected decrease in the improving fraction of the domain, which is
difficult to ascertain without knowing the nature of the problem being solved. The
cost is dependent on the rotation count. The pseudo code for heuristic is as follows:
I. Initialize up(Q) =Q// uo is a polynomial
II. Fori= 1,2, ..., do:// Generating rotation count r for ith iteration

1
A. Ew'=1— [ UI(Q)dQ
B. =0 “°
C. Forr=0,1, ..., untilE;/(r+ 1) < 2B, do:

1

N v(Q)=w(Q)+ QJ ‘@dui(m //8r(P) = sin®((2r + 1)sin"'VP)

Q
1

(i) EV:1-J Y(Q)dO
0
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(lll) b= (Eui - EV)
r+1
(iv) Ifb>p, then
a) t=r
b) B=b
c) ui+1(Q)=v(Q)
D. Outputt

The sequence of rotation counts produced by the heuristic is independent of the
particular optimization problem and is as follows for first 33 entries [52]:

0,0,0,1,1,0,1,1,2,1,2,3,1,4,5,1,6, 2,7, 9, 11, 13, 16, 5, 20, 24, 28, 34, 2, 41,
49, 4, 60,....

Recently, the above heuristic method has been further studied and improved by Liu
and Koehler [56]. One improvement has been to simplify the calculations involved
in computing distributions by employing Chebyshev polynomials, which consider-
ably reduced the computation time. The other improvement has been to convert the
above heuristic into a dynamic one, which takes into account whether the Grover
search in a particular iteration was successful or not. This has been made possible
by using Bayes Law to update the distribution after one complete round of Grover
Search depending on success or failure of finding a better solution. The heuristic
for computing dynamic rotation schedule is as follows:

I. Initialize up(Q) =Q

II. Fori= 1,2, ..., do:// Generating rotation count r for ith iteration

1
A. Eui =1- J ui(Q)dQ
0

B. B=
C. Forr=0,1, ..., untilEy;/(r+ 1) < 2B, do:

M b= ng,<P>dui<P>
(0]

(ii) Ifb>p, then

a) r=r
b) B=b
D. Outputt

E. If (Search_outcome = Success)
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2 8 (P)dus(P) + [ L (P)du(P)
fogr )duc(P)

qu(Q)

Else

ui(Q) - [ g (P)du;(P)
1- jog, Ydu,(P)

Liu and Koehler have reported that formal derivation of the expected time required
by the proposals, made by Durr and Hoyer [50] (based on Boyer et al. algorithm
[48]), Baritompa et al. [52] and their own improved and dynamic version [56] of
quantum algorithms for global optimization, is hard to derive. This is because the
basic subroutine employed for searching needs knowledge of the distribution func-
tion of the improving fraction. Therefore, numerical simulations have been used to
compare the methods. However, such simulation studies are computationally very
expensive as they require digital computer to simulate a quantum computer. Thus,
the performance of such algorithms could be investigated on only problems of small
size, which have not much practical significance.

This chapter identifies that basic problem in the above global optimization al-
gorithms is due to the dependence of basic search subroutine on the improving
fraction to determine the rotation count in a particular iteration. This problem can
be solved by changing quantum computation model from quantum circuit model to
Adiabatic Quantum Computation (AQC) model.

AQC provides a distinct advantage over quantum circuit model on Grover’s
Search i.e. it eliminates the problem of overshooting. This is possible because the so-
lution is encoded as the ground state of the Problem Hamiltonian, therefore, even if
the system is evolved for time period longer than required, the system remains in the
ground state of the problem Hamiltonian. This feature of AQC makes it possible to
formally derive the expected running time of Global Optimization Algorithm based
on AQC.

ui+1(yQ) =

3.5 Problem formulation

Optimization problems that are regularly solved in machine learning and engi-
neering domain are mostly in continuous domain. Such problems are classified as
unconstrained and constrained global optimization problems. The unconstrained
global optimization problems (UCOP) in continuous variables are generally formu-
lated as follows:
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Optimize f(x) where x = (X, X5, . . .., Xg) € RE,
Such that:

Xj < Xj < Xju; Where x; is the i variable with x; and xj, as its lower and upper limits.
(3.13)

The objective function f(x) as well as the inequality and the equality constraints are
often nonlinear, non-convex, non-differentiable, multimodal and of high dimen-
sion. Thus, optimization techniques, which are efficient by being deterministic, like
gradient based methods and exhaustive search, are often rendered ineffective for
solving such ill-defined problems [57]. Calculus based methods typically perform
local optimization by using search space domain information like local gradient
[58]. Enumerative Strategies suffer from the curse of dimensionality i.e. the runtime
complexity increases exponential with the dimension of the problem [59].

It has been shown in Section 3.4 that Quantum global optimization algorithms
can be used for solving finite search domain problems. The search domain of any
real variables problem is infinite. In order to overcome this limitation of quantum
algorithms, the real variables search space in [60] has been discretized. That is a
variable is represented by a finite number of qubits, which determines the resolu-
tion and the level of discretization. For example, the decision variables, x;, in con-
tinuous domain are bounded by x; and x;,. The search space for variable x; can be
discretized by taking n; qubits, so that there will be 2" distinct values of x; which
can be selected between the range of [x;, x;,]. The maximum discretization error,
Aey, is as follows:

Aej = (Xiy —Xy) /2041 (3.14)

This discretization error is present even in computation performed with classical
digital computers. The total number of qubits, nq, required to map the discretized
solution space is as follows:

nq = Zi n; (3.15)

The larger the number of qubits more is the accuracy, however, it also increases the
running time of the quantum algorithm. Therefore, there is a trade-off involved be-
tween accuracy and computation time. An output or auxiliary qubit is also required
which evolves according to the result of the computation of the objective function
implemented by a reversible circuit [52].
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3.6 AQC based quantum search

Adiabatic Quantum Computation is analog analogue of discrete gate-based quan-

tum computing, which is a generic framework that depends on Hamiltonian and

Adiabatic theorem [31]. A Problem Hamiltonian (Hg,) is designed for the problem

being solved such that it is a time independent Hamiltonian, and the ground state

of Hfin, [Y,), represents a solution of the problem. The quantum system is evolved

by a time dependent Hamiltonian, H(t). H(O) corresponds to a time independent

Hamiltonian known as initial Hamiltonian (H;,;), whose ground state is easy to

construct. Hamiltonian H(t) is time-varying and governs the evolution of the sys-

tem and it varies according to the bounds given by adiabatic theorem, from H;,; to

Hgin, so that the quantum system stays near the ground state of the instantaneous

Hamiltonian H(t) till it reaches Hgy,. Thus, Adiabatic Quantum Algorithm has fol-

lowing main steps:

1) Determine the number of qubits, nq, required to represent the problem in the
quantum system.

2) Find an easily constructible initial ground state and construct its corresponding
Hini.

3) Design the Hg, according to the problem being solved.

4) Construct the time dependent Hamiltonian H(t), which will govern the evolu-
tion of the system for time T:

H(t) = Hini*(l - t/T) + Hfin*(t/T),
or,
H(s) =Hini*(1-5) + Hpin*(s), (3.16)

where s = t/T and s(0) = 0 and s(T) = 1.
5) Estimate total evolution time T.
6) Evolve the Quantum System according to Schrodinger’s Equation for time T:

ad(©)

2L~ HO () (317)

where h = 1.
7) Perform Measurement on the Quantum system after time T to obtain the solu-
tion of the problem.

Search for a marked element in an unstructured database with N, elements was also
attempted by Farhi et al. in [31] by using global version of the Adiabatic Theorem for
their quantum algorithm. This resulted in a running time of the order of N i.e. O(N),
which was no better than a classical algorithm. Roland and Cerf improved the perfor-
mance of Adiabatic Quantum Algorithm for this problem by using local adiabatic
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evolution approach [32]. Thus, Adiabatic version of Grover’s search also has the same
complexity as that of Circuit model. This chapter employs local version of Adiabatic
evolution proposed by Roland and Cerf in [32] for Grover’s Search to design a quantum
algorithm for solving optimization problems in continuous domain.

The algorithm starts with initial state as |¢o), which is in equal superposition of
all the basis states, N, (j represents index of elements in unsorted database):

Ne-1

1 .
o) = N ]X; ) (3.18)

The beginning Hamiltonian, Hj,;, of the system is chosen as:

Hini =1~ |90) (@], (3.19)

where I is the Identity matrix and |@o) is its ground state with zero energy. Therefore,
the H;y,;, for quantum search algorithm is independent of the problem. Let us assume
that there exist a problem Hamiltonian Hg,, which can be represented as follows:

Hin=I- ) |¢w) by

Meme

, (3.20)

where m, is the ensemble of solutions and |¢py) represents the ground state, and is
a solution. Hg, can be applied without explicitly knowing |¢@y), by using an oracle
to tell whether the solution has been found or not. It is implemented as follows:

Hsin|;) = fpb(99;)|9p;) (3.21)

where function fpb(¢;) has been implemented as follows:

If(Jg;) € {loem)})
fpb(p;) = 0

else

fpb(p;) =1

That is, if |¢;) is the marked state, then fpb(¢;) is equal to zero, corresponding to
the ground state, i.e. lowest energy and if |¢;) is not the marked state, then fpb(¢;)
is equal to one, i.e. having higher energy level than the ground state. The fpb(¢;)
can be reversibly implemented by using the same technique as described for oracles
in Section 3.3.1.

The time dependent Hamiltonian that evolves the system under initial
Hamiltonian to final Hamiltonian is as follows:

H(t) = (1-5(t)) Hini +s(t)Hsn (3.22)

printed on 2/9/2023 5:01 AMvia . All use subject to https://ww. ebsco.conlterns-of-use



EBSCChost -

56 = Ashish Mani, Siddhartha Bhattacharyya, and Amlan Chatterjee

where s(t) is a continuous function with s(0) = 0 and s(T) = 1. Let eigenstates of H(t)
be [, (t)) such that:

fpb(q) = 0;
fpb(q) =1;

(3.23)

where E;(t) are the corresponding eigenvalues and k labels the eigenstates (k = 0
indicates the ground state).

The gap between the lowest two eigenvalues, Eq and E;, is described by the fol-
lowing equation [32]:

8(s)= \/ 1- 4(1 - %)s(t)(l -s(t)) (3.24)
gnin = +/(me/Ne)andoccurs ats=1/2.

The matrix element of dH/dt in eq. (3.5) can be alternately expressed as follows:

dH> _ds < dH>
<E 10 dt \ds /10 (3.25)
Using egs. (3.5) and (3.25), for all times t, we get new condition
2
E ssg%(s) (3.26)
=),
ds /1,0

Using eq. (3.26) and bounding |<%{>1 ol <1, the Hamiltonian H(t) is evolved at a fol-
lowing rate:

g:gg2(s):g{1—4<1—%)s(l—s)} (B.27)

e

After integration, we get:

1 N, 1 Ne-m, -1 N, -
s | { () e (5] o

And from the above eq. (3.28), s(t) can be obtained as follows:

s(t) = %{( Nerfeme) tan [ZS{W}t_tanl< Nem;eme)] + 1} (3.29)

printed on 2/9/2023 5:01 AMvia . All use subject to https://ww. ebsco.conlterns-of-use



EBSCChost -

3 Quantum optimization for machine learning =— 57

Therefore, the total computation time T can be calculated by equating s = 1 in

eq. (3.28), we get:
1 N, N, -
y S\ S PSS B L (3.30)
€ me(Ne_me) me

N, —
max{tan1< em—me> } < g V Ne >me (3.31)
e

_ N Ul R Uy Re (3.32)

Using above three equations i.e. from (3.30) to (3.32), we can conclude that

5( I N,
Tg%(,/#) Vimes = (3.33)
e

The above result is very useful from the point of quantum search based on AQC for
solving optimization problems, which have been attempted in [52]. Further, the re-
sult in [32] was derived for cases in which m. << N.. Thus, the bounds provided here
are applicable to more generic cases.

One observation, which shows that AQC is a better model than Quantum Circuit
model for implementing canonical Grover’s search is that, it does not overshoot the
marked element if the system is evolved for time longer than required i.e. if the rate
of evolution given by eq. (3.27) is slower than necessary, there is no overshooting
involved as the system remains in the eigenstate of the final Hamiltonian. That is if
the system is evolved at gi, = 1/VN, instead of g;, = V(me/N,), where m, > 1, then
it just takes more time to evolve than necessary, but the solution is still reached,
unlike Grover’s search on circuit model in which if more rotations than required are
given to the state vector, then it overshoots the target state. However, in such cases,
the overall computational complexity is O(VN,) instead of O(V(N./mg)), which when m,
is large would be a substantial slow down.

3.7 AQC based minimum searching algorithm

The algorithm presented by Durr and Hoyer [50] on quantum circuit model can be
modified to fit into AQC framework as follows:

a. Setm, = N./2 and termination counter I = 0.

b. Select the initial threshold, Yth, by randomly taking a sample.

c. Initialize H;y; as given in eq. (3.19).
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d. Let Hg, be as given by eq. (3.20).

where function fpb (¢;) has been implemented as follows:

If(D[p;] < Yth) // D is the table

fpb(p;) =0
else

fpb(¢p;) =1

e. Employ Hamiltonian H(s) = (1-s(t))*Hin; + s(t)*Hgn, where s(t) is as given eq.
(3.29).

f.  Perform evolution of the system for time T as per eq. (3.1). The time T is given
by eq. (3.33).

g. Measure the qubits in [¥(T)) to find the solution of the problem and present re-
sult by classical evaluation as objective function value, y.

h. If D[y] is less than threshold Yth, then

Yth=Dly]
i. IfI> Ty, then Stop
j. I=1+T
k. mg=m.-1
. Gotoc.

Theorem 1: The above algorithm finds the minimum in a database in O(VN,) time
with error probability €7 in expectation.

Proof: Let us rank all the elements in the database with rank 1 assigned to the ele-
ment with minimum value and rank N, assigned to the element with maximum
value. All other elements are also ranked according to their position, if there are
several elements with same value, then rank them sequentially as they appear with-
out breaking order with elements having different values.

The above algorithm would move through a succession of points before finding the
minima, therefore, assume that it starts with the element as threshold, whose rank is
Ne/2, (which can be found by either randomly choosing the threshold by sampling the
database a few times) then the total running time, T, of the algorithm is as follows;

N/2
Tiot = {P(Nestn)T(Ne,ra—1)} (3.34)
r=1

where P(N,,r,,) is the probability of the element with rank r, ever being selected
and T(Ne,r,-1) is the expected time required to evolve the system for finding an
element with a better rank than r,,.
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The P(N,,r,) has been shown to be independent of the database size in lemma 1
of [50] and is dependent only on its rank ry,.

P(Ne, 1) =1/1y (335

The T(N,, r,—1) can be found by inserting the value of r,, in eq. (3.33):

T(Noy 1o —1) = "T‘f ( er_e 1) (3.36)
Therefore,
e S (- S ) e
wt_rnzz m| 2 -1 "\ 2 ern:1 rm+1) \\Vr, ’
Tiot = <%) VN, (3.38)

Thus, the AQC based minimum finding algorithm can be analyzed analytically and
has a better running time in expectation.

3.8 Adiabatic quantum optimization algorithm

The Adiabatic quantum optimization algorithm has been developed for solving un-
constrained optimization problems, which have been described in Section 3.5. The
AQC based minimum finding algorithm has been used as the underlying framework
for developing the optimization algorithm.

The unconstrained optimization problems in continuous domain can be con-
verted into a finite global optimization problem as shown in Section 3.5. Each do-
main point can be ranked on the basis of its objective function value i.e. the point
with best objective function value can be assigned RANK 1 and the point with worst
objective function value can be assigned RANK N.. The rest of points can similarly be
assigned a suitable rank. If two or more points have same objective function value
then they would be assigned different ranks, randomly chosen within the range, while
maintaining their relative position with rest of the points. Thus, the points are now
analogues to the index of the database, so, the optimization algorithm can be designed
on the same framework as the minimum finding algorithm described in Section 3.5.

Adiabatic quantum optimization algorithm for solving Unconstrained Global
Optimization problem is as follows:

a. Setm, = N./2and termination counter I = 0.
b. Compute Yth by taking a random sample of domain point x.
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c. Construct Beginning Hamiltonian H;,;, which would be same for all the UCOP
problems.
Hini = Z Hini_i, where
Hinii =1-[1);)(¥;], where
;) = (1/v2)*(0) + (1/v2))

d. Make Problem Hamiltonian Hg,, which is specific to the particular UCOP, how-
ever the structure would remain same irrespective of the UCOP.

Hein|010293- - -Gn) = fpb (919205, - .0n) [010293. - .0

where fpb(g;9-9s. - .gn) is a Boolean function, which models the problem and
can be constructed reversibly as follows:

If (f(q) = Yth) ... ... for Minimization

fpb(q) = 0;
else

fpb(q) =1;

where |q:0,0s. . .qn) are n qubits representing the decision variables of the UCOP
being solved given eq. (3.13) and q = q;9>Qs. - .qn. The fpb(q) would be imple-
mented in an Oracle and so its outcome would be reflected in the state of ancilla
qubit, qo. Yth is the threshold value computed from the objective function of the
UCOP being solved. The first value of Yth may be assigned randomly or seeded
by meta-heuristics techniques [57].
Employ Hamiltonian H(s) = (1-s(t))*Hn; + S(t)*Hgy,, Where s(t) is as given eq. (3.29).

f. Perform evolution of the system for time T as per eq. (3.1). The time T is given
by eq. (3.33).

g. Measure the qubits in [¥(T)) to find the solution of the problem and present re-
sult by classical evaluation as objective function value, y.

h. Ifyis less than threshold Yth, then

Yth =y — Ay where Ay > O for minimization problem

i. IfI> Ty then Stop, where T, is given by eq. (3.38)
jo I=1+T

k. me=mg-1

. Gotoc.
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3.8.1 Discussions

The nucleus of the proposed algorithm is a search routine designed on AQC frame-
work to find optimal value. It adapts the evolution rate to local adiabatic condition
based on local adiabatic evolution, which has O(VN,) run-time complexity and is
asymptotically optimal as shown in [32].

The termination of the run of algorithm for solving a particular instance of
the problem is also supported by the laws of Quantum mechanics (i.e. Adiabatic
Theorem) that is if no improvement is made even after considering m. = 1, then
the search can be terminated with conclusion that no better points exists with
probability 1-¢%, where £ < 1. This consideration makes the proposed algorithm a
global optimizer.

The working of the algorithm is further illustrated with the help of an example.
Let us Minimize f(x) = x? such that -1.0 <x < 1.0

The variable x is discretized between [-1.0, 1.0] by using 10 qubits i.e. n = 10.

The total number of domain points in search space, N = 2" = 2'° = 1024.

For first iteration: Let € = 0.707, x = 0.5; Y, = (0.5)? = 0.25, m, = 512, there-
fore T = 2.22 time units. If the run is successful, a new threshold would be found
or else with the earlier threshold, and after reducing m. by 1, the second itera-
tion would be executed, so on and so forth. Subsequently, say, after 256 itera-
tions, 1f |x| > 0.25, then it would have a high chance of success run as T for which
it would be evolved is larger than required, whereas if |x| < 0.25, then T is less
than required but in next few iterations, the T would become equal or larger
(as m, is reduced) than required for a success run. Moreover, when |x| < 0.25, the
performance of the algorithm is better than expected. Therefore, if the algorithm
fails, it is because its performance is better than expected otherwise it is almost
guaranteed to produce a good result. Thus, after running the algorithm for T
time, it can be re-run for m, = 1 and if no improvement is found in threshold
then it can be said that global optimal has been found with failure probability at
most 2.

The actual running time of the algorithm can be improved further by doing
some additional processing like counting the successful and unsuccessful iterations
and for updating the value of m. as the eq. (3.38) gives an average case result.
However, the analytical analysis of such adaptive schemes would be difficult and is
left for future studies.

AQC optimization algorithm is better than the Quantum circuit implementa-
tion of Grover Adaptive Search as the rotation count is no longer required to be
guessed or randomly / heuristically assigned. Further, even if the quantum sys-
tem were evolved for time duration larger than the minimum time, the system
would only get closer to the ground state and would not overshoot the marked
state containing the solution.
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3.9 Conclusions

Machine learning is a branch of Artificial intelligence, which tries to develop techni-
ques that have ability to learn from experiences. These experiences are articulated as
data generated from underlying models. The goal of any machine learning technique is
to abstract the underlying model reliably for specific tasks like prediction and decision
making. Optimization problems are ubiquitous in machine learning and other domains
like engineering and a number of specialized techniques for efficiently solving specific
problems have been developed. However, general purpose techniques like enumerative
strategies have run time complexity of O(N), where N is the number of domain points.
Grover’s quantum search algorithm provides quadratic speed up over its classical
counter parts. Baritompa et al. integrated ideas from Grover’s search into the frame-
work of Pure adaptive search and called the new framework as Grover Adaptive search.
It was further improved by Liu and Koehler. However, GAS was essentially an optimi-
zation heuristic due to which analytical analysis was difficult.

A novel quantum optimization algorithm based on Adiabatic Quantum
Computation framework, which employs local evolution instead of global evolution,
has been proposed. It is also inspired by the application of Grover’s Search algorithm
for finding minimum solution in a database, however, the proposed algorithm solves
real domain optimization problems, which are routinely solved in Machine learning
algorithms. Further, the proposed algorithm has been analytically analyzed and has
been shown to have the same signature of quadratic speed up of Grover’s search al-
gorithm. Baritompa et al. had made a similar effort on gate-based quantum computa-
tion model for solving unconstrained global optimization problem. However, the
proposed AQC based algorithm is conceptually better than gate-based model as there
is no fear of overshooting the optima, which is a major concern in gate-based models,
when a priori knowledge of the number of optimal solutions is not available,
whereas the optimal solutions are encoded as the ground state of the problem
Hamiltonian. The problem of overshooting in gate-based model could further in-
crease convergence time in real world implementations.

In future, we would like to develop a simulator and architecture of a hybrid
Classical and Adiabatic Quantum Computer on which we can demonstrate operations
of our proposal of Quantum Optimization Algorithm for Machine Learning techniques,
which would require addressing several challenging issues like implementation of loss
function on a quantum computer and weights updating in learning mechanism.
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4 From classical to quantum machine
learning

Abstract: In recent years, Machine Learning (ML) has started to be ubiquitously ap-
plied to practically most of the human activity domains. Although traditional, or clas-
sical machine learning (CML) approaches are useful in solving many complex tasks,
there are still many challenges that such approaches are facing. One issue is the limi-
tation in the processing speed of current silicon technology based computers, which
made researchers look to the underlying quantum theory principles and try to run
complex quantum computing experiments. In future, in order to develop more com-
plex artificial intelligence systems, we will have to process huge amounts of data at
high speed, and the existing classical computing will probably not serve well this
purpose, due to silicon technology limitations. A different technology that can handle
huge volumes of data and at high speed is needed. In recent years, the progress in
quantum computing research seems to provide hopeful answers to overcome the
speed processing barrier. This is very important for the training of many computa-
tional intensive machine learning models. The latest advancements in quantum
technology appear to be promising, which can boost the field of machine learning
overall. In this chapter, we discuss the transition from classical machine learning
to quantum machine learning (QML) and explore the recent progress in this do-
main. QML is not only associated with the development of high-performance ma-
chine learning algorithms that can run on a quantum computer with significant
performance improvements but also has a very diverse meaning in other aspects.
The chapter tried to touch those aspects in brief too, but the main focus is on the
advancements in the field of developing machine learning algorithms that will
run on a quantum computer.

Keywords: quantum algorithm, quantum random access memory (QRAM), quantum
deep learning, quantum computation

4.1 Introduction

Machine learning is an important and popular field of study these days when
Artificial Intelligence and intelligent algorithms have become embedded in our ev-
eryday life. Machine learning models are trained with large amounts of data using
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some mathematical and statistical based algorithms. Machine learning algorithms
are categorized into two broad classes — supervised and unsupervised learning al-
gorithms. In supervised learning, data are provided in the form of labelled data. In
the case of unsupervised learning, the datasets are not labelled. In recent years,
machine learning has demonstrated great visibility and publicity in applications to
many important domains of real life, such as medical image processing, online
product recommendation systems, financial modelling and prediction, risk evalua-
tion, human language processing, etc. The recent advancements in deep learning
research opened even more possibilities for solving complex problems. In machine
learning, data play a vital role. Some problems can be solved well with less data,
but deep learning requires huge volumes of data. Apart from the issue of availabil-
ity of big datasets, another crucial factor is the processing and learning speed of the
system. Deep learning algorithms are computationally very intensive. Although by
using GPUs and high-performance computing systems, this problem can be some-
how alleviated, it still takes a long time to perform machine learning (and espe-
cially deep learning) on big data. The rule of thumb is that, in order to train with
more data, we would require more processing power. To develop more complex fu-
ture artificial intelligence systems that process a huge amount of data, the existing
classical computing technologies will probably not be sufficient, due to the limita-
tions related to the silicon-based technology. We need a different technology,
which can handle the processing speed issue and which can process huge volumes
of data. Classical computers are now part of our lives and help us in solving com-
plex problems, but still, there are great challenges in solving some of the problems
(for example optimization problems) whose computational complexities increases
at a very high scale with a small increase in inputs. These kind of problems are very
difficult or not possible to solve with the classical computers. Quantum computing is
the answer to overcome these processing issues. Quantum computer’s computational
power scales significantly as the system size grows due to its unique properties
which are not found in classical systems, and two of the most important properties
are — superposition & entanglement. Section 3 discusses these properties in detail.
The term quantum machine learning (QML) mostly refers to classical machine
learning algorithms [1, 2] that can be run on a quantum computer. This involves
mostly researchers working on developing quantum versions of classical machine
learning algorithms, concerned mainly with the speed-up factors for the training pro-
cedure. Apart from this, the term QML also has a general connotation. Developing a
fully functional commercial quantum computer is a very active field, but it is still not
clear if we can have one to work in the near future. In recent time, researchers fo-
cused on developing small quantum subroutines/devices which can combine with
classical machine learning approaches to get the quantum advantages to some ex-
tent [3]. These quantum subroutines/devices can be designed to solve some of the
complex tasks which are computationally difficult in the classical domain [4-6].
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Some recent works have also exhibited that by using quantum algorithms we
can analyze quantum states [7]. The term QML is also associated with analyzing the
data generated from quantum experiments. Applying machine learning in analyz-
ing quantum phase transitions is a very classic example of this [8-11].

Another active research field in QML is to understand the structural and opera-
tional similarities between certain physical systems and deep learning. Deep leaning
uses some mathematical and numerical techniques that are inspired by quantum
formulation, and in the same way, deep learning explores some structural and pro-
cedural equivalences with quantum systems [12-14].

Big companies like D-Waves [15], IBM [16], and Google [17] demonstrated
some progress in building a quantum computer. Here, the D-Wave’s model is
based on the adiabatic quantum process [18] and the IBM [16] is working on
mostly non-adiabatic models. IBM released the IBM-Q quantum computer to be
accessed and used freely (with the restriction of 5 qubits system access at the
time). Apart from the progress in quantum hardware, there is very active research
going on in the area of developing quantum algorithms. Some of the most notable
quantum algorithms are Grover’s search [10], Shor’s algorithm [19], HLL [20],
etc., which demonstrated significant speed-up gains insolving computational
problems. In recent years, the advancement in quantum technologies has in-
volved some state-of-the-art machine learning approaches [21-25]. These quan-
tum machine learning algorithms are exponentially faster than their classical
counterparts.

In this chapter, our focus will be on a category of classical machine learning
algorithms that can run on a quantum computer. At first, we discuss quantum com-
puting basics in brief, including some well-known techniques that are useful in the
advancement of quantum machine learning algorithms, followed by the recent ad-
vancements in the field of quantum machine learning algorithms.

4.2 Overview of quantum computing
4.2.1 Hilbert space & Dirac notation

A Hilbert space C" is an abstract vector space which is very useful for representing
a quantum system. The Dirac notation [26] is a very convenient way of defining
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vectors in the Hilbert space, named after the Nobel laureate Paul Dirac. In Dirac no-
tation, a vector V is represented as:

v=| |=|» (4.1)

Here, |V) is known as “ket V”. In the same context, the dual vector of |V) is known
as “bra V” and represented as:

(VI=[o Vi... V] =VT (4.2)
We define the inner product of vectors U and V in Dirac notation as:

Vo

V-
(U|V) =[ilg U ... ] .l = UV (4.3)

Vn
Also, the length of the vector in the Hilbert space, known as “Norm”, is defined as:

V)= VA{VIV) (4.4)

Similarly, the outer product can be defined as follows with the Dirac notation:

Vo _ _
VoUp -+ VoUm
Vi
VY U|=|  |[Wou.. Unl=| : - (4.5)
' Vallp -+ Vallm
Vn

4.2.2 Quantum bits and gates

In classical computation, the fundamental unit for the building block of any com-
putation is the bit. In the same context, the fundamental component of any quan-
tum computation is known as a qubit. In classical computation, a base-2 number
known as a bit can be either 0 or 1, but a qubit can also be in both states, 0 and 1,
at the same time. Mathematically we represent a qubit as a two-dimensional state
space in C? with orthogonal basis vectors |0) & [1) as,
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|1/)>=a0\0>+a1|1);|a0|2+|a1|2= 1 (4.6)

The states |0) & |1) are in superposition (this will be covered in detail in the next
section) and the complex scalar amplitudes a, & a; are the probabilities of obtain-
ing the values |0) & |1) upon measurement, respectively.

A single qubit is of no significant use, but a bunch of qubits can involve much
more practical usability. Like a classical computer, the quantum register is the col-
lection of qubits. In the quantum register, a qubit in a register can be in a superpo-
sition of |0) & |1), and upon measurement collapse to a bit. So, if there is a n qubits
register, then there will be 2" possible states in superposition. For example, suppose
we have a 3 qubits register, then there will be 2° = 8 states in superposition as shown:

B-1
W5) = > aili) = ao|000) + @|001) + a|010) + a3|011) + a,[100) + as|101) )
i=0 .
+ag|110) + a;|111)

Like classical computing, we have quantum gates too, which are used to perform

some kind of operations on qubits and registers. The followings are some of the

most important quantum gates:

a. Hadamard gate (H) - This is a very important quantum gate. The Hadamard gate
transforms a qubit into a superposition of qubits as shown:

_10)+1]1)

H|0) = v (4.8)
_10)-11)

H|1) = 7 (4.9)

b. Pauli-X quantum gate (X) — Pauli-X is quantum equivalent to classical NOT
gate. It swaps the amplitudes of the |0) & |1).

c. Pauli-Y quantum gate (Y) — It swaps the amplitudes of |0) & |1), multiplies each
amplitude by i, and then negates the amplitude of |1).

d. Pauli-Z quantum gate (Z) — When applying a Pauli-Z quantum gate to a qubit, it
negates the amplitude of the qubit if it is |1), otherwise, it performs no action if
the qubit is |0).

4.2.3 Superposition
The Quantum superposition [27] is a phenomenon in the quantum world in which

quantum particles appear to exist in multiple states simultaneously. It is the fun-
damental principle of quantum mechanics. When the particle is measured in
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superposition, the superposition collapses and results in correspond to only one of
the possible states.

Thus, at any instance, a qubit can be in a superposition of both states |0) and |1)
simultaneously, such as:

W) = a|0) + b|1) = (Z) (4.10)

where the coefficients a and b are complex numbers and the amplitudes of the com-
ponents |0) and |1) respectively, possessing the following property:

jaf’ + b’ =1 (4.11)

4.2.4 Entanglement

Quantum entanglement [28] is a very important property of quantum mechanics, in
which qubits interact with each other instantaneously irrespective of the distances
between them through an unknown way of communication that is not limited to
the speed of light. Correlated particles remain entangled as long as they are isolated
irrespective of the distance between them.

If we cannot factor a multi-qubit state into the direct product of a definite state
for each qubit individually, then the states are entangled. Hence, a pair of qubits
A and B are entangled if and only if we cannot write the joint state [ ,5) as the prod-
uct of a state for qubit A and a state for qubit B, i.e., if and only if | ,5) = [4) & [P5)
for any choice of states [1p,) and [i)).

We are considering two non-interacting systems A and B, with respect to finite
dimensional Hilbert spaces H, and Hp.

H, X Hp is the tensor product of the composite system in the Hilbert space. The
state of the composite system is [1,) & |P), where the first system is in state |1, ) and
the second in the state [i)p).

The above represented states of the composite system are separable states. But,
all states are not, in general, the separable states.

By fixing a basis |is) for Hy and a basis |jp) for Hp, the most general state
in Hy X Hp is of the form:

Wap) = > _ ciilia) ® i) (4.12)
i,j

This state is separable if

Cij = CACB (413)

i%
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yielding:

It is inseparable if
Cij # C;4C]B (4.15)

If a state is not separable, it is known as entangled state.
For example, the following composite state is an entangled state:

1

—(|0 1p) - |1 Og)), 4.16
ﬁ(|A>®|B> 14) ® |08)) (4.16)
where [04) & |14) are two basis vectors of Hy and |05 & |15 are two basis vectors
OfHB.

4.2.5 Quantum adiabatic model

If a quantum system is set in the ground state of a Hamiltonian H, the system re-
mains in this state. According to the adiabatic theorem [18], the system will still stay
close to the ground state as long as the variation is very slow enough. Suppose that
|Eo; t) & |Ep;t) are the ground and first excited states of the Hamiltonian H(t), where
Eo(t) and E;(t) are the energies corresponding to the ground and first excited states,
respectively. We then define the minimum gap between these two eigenvalues as:

8min= Mmin [Ey(£) - Eo(t)] (4.17)

So, when we prepared the system at time ¢ =0 in its ground state |Ep; O and allow it
to evolve under the Hamiltonian H(t), we find:

|(Eo;TI(T))|* = 1€ (4.18)

Eo; >

max
where 1> g> 0=t=T

<dt>1o\ and<d_H> =<E1;
gmin dt 1,0

4.2.6 SWAP-test

dH
dt

A SWAP-test estimates |(,],)|°, when given two input quantum states |1,) and
[,), with precision O(\/LM)’ where M is the number of times the measurement has

been done.
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4.2.7 Quantum algorithms

Quantum algorithms are the special type of algorithms that are written for running
on a quantum computer. These algorithms are based on the principles of quantum
mechanics. This is one very active research area, and recent research works show
that many of the quantum versions of classical algorithms are way more efficient in
terms of computational complexity, with some of them being exponentially faster
than the classical counterparts. Some of the most known quantum algorithms are
Grover’s search algorithm [10], Shore’s algorithm [19], quantum support vector ma-
chine [21, 23, 24], and the HHL algorithm [20].

4.3 Essential foundations for building a quantum
machine learning framework

In this section, we discuss the essential foundations to develop quantum machine
learning algorithms. These foundational concepts are very important. No single con-
cept can be used to develop a quantum machine algorithm, and different concepts
are used to cultivate different algorithms. In this section, we explain some of the
very key foundational concepts which provide support in building quantum ma-
chine learning algorithms. We have discussed how different approaches used these
concepts to articulate a variety of quantum machine algorithms in Section 4.4 & 4.5.

4.3.1 Grover’s search algorithm

Grover’s search algorithm [10] is a quantum search algorithm which performs the
search to find a unique item from an unordered set of N items with O(v/N) run time
complexity. The best counter classical search algorithm performs with O(N) run-
time complexity. The algorithm is as follows [29]:

Algorithm 1: Grover’s Search Algorithm
1. Initialize quantum state |0)®"
2. Apply the Hadamard transformation to all the qubits

M1
1

ﬁyz v)

=0

W) =HE"[0)®" =
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3. Apply the Grover iteration function R = %\/2_” times

[21) (I -1)OI" ) =yo

4, Perform the measurement for output, y,

4.3.2 Quantum random access memory

Quantum random access memory (QRAM) [30] is the random access memory in a
quantum paradigm. It encompasses the output and the address registers which are
composed of qubits. The QRAM permits to access the data quantum mechanically
and access the memory in coherent quantum superposition. The address register em-
braces a superposition of addresses. The data register DR stores the output of the
QRAM as a superposition of data, which is associated with the address register Rapg,

Z}' ¥; |j>RADR - Zj ¥ |j>ADR|Df>DR (4.19)

where Rypr holds a superposition of addresses } ; ;1)) Rupp> A0d Dj is the j* memory
cell content. Reconstructing any quantum state from QRAM takes O(log N) steps,
where N is the complex vector dimension.

4.3.3 Quantum dot product

We discuss a quantum-based process for dot product evaluation [31] of two training
inputs (normalized), || X;) & ||X;) (in the quantum arrangement), in a linear kernel.
For calculating a dot product of |X;) & ||X,~>, at first, we generate two quantum
states |[ip) and ||¢) using an ancilla variable. Next, we estimate the squared norms
sum of the two training inputs, say parameter Z = |X;|* + |Xj|2. At last, we execute a
swap test to implement a projective measurement on the ancilla alone.

Initially, by querying the QRAM, we construct a quantum state [):

1 - o
=5 (101%i) + 01X, (4.20)
Let us assume another quantum state:
£)= (%um ) ® |o>) (4.21)
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We put on a unitary transformation [32] e ' to the state |¢), where
H=((||Xi]||0)(0] + | X;]|[1)(1]) ® o0y) is a Hamiltonian. This outcomes the following
state,

%(COS(H?@IIOI@ ~cos(|IXjl|6)]1)) @ |0)
(4.22)

i . .
— |—=(sin(||X;]|t)|0) — sin(||X;||)|1 1
|5 sinCIE010) -sin(| 1)) @ 1)
With an appropriate choice of t, we now measure the ancilla bit, where Xit, )?,-t <1,
which outcomes in the state:

19) = e (IXil[0) - || 1)), (4.23)
(Xl + 1%117)
with probability 1[(|[%i[|” + |16,

This sanctions the estimation of the squared norms sum of |X; ) & \X,-). By ap-
plying quantum counting, we can estimate (||X;|| + HX]’H ) and generate the quan-
tum state |¢) with accuracy e. The complexity will be O (e™'). Using an ancilla
alone, we then execute a swap test with states ) & |¢). If [) & |¢p) are equal then
the measurement gives us a zero. Thus, the overall complexity in evaluating a sin-
gle dot product of the training instances, considering the QRAM access [30], esti-
mating (||f(i||2 + \|)?j|\2), and fabricating the quantum state |¢) is O (¢ ' log N).

4.3.4 The HHL algorithm

Harrow, Hassidim, and Lloyd [20] developed the HHL algorithm which quantum me-
chanically inverts a system of linear equations. This algorithm is one of the most sig-
nificant and fundamental quantum algorithms, and the base for constructing many
QML algorithms. The algorithm pursues to solve the system of equations AX= bina
quantum computer. Quantum mechanically it is represented as A|x) = |b), where A is
a Hermitian matrix. b is expressed as a quantum state |b) = > n bn|En) over log,N qu-
bits where E, is an eigenvector of A with eigenvalue A, > A, and X is stated as |x). The
algorithm aims to solve |x) =A~!|b), where A~! is the inverse of the A. We then com-
pute A, by applying the phase estimation. By uncomputing the phase-estimation we

get > bn|Ey) (ﬁ 1) +,/1- 2—22|O)), where /ﬁ is the angle of arcsin through which an
n

ancillary qubit is rotated. To succeed, we apply O(||A||/A) number of times the state
preparation circuit after applying amplitude amplification.

As compared to the classical counterpart, the algorithm claims exponential
speed-up gain under certain problem statements. The algorithm takes O((logN)z)
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quantum states to output, whereas it takes O(NlogN) steps to output in a classical
computer.

4.3.5 Quantum principal component analysis

Principal component analysis (PCA) [33] is a very important technique for di-
mensionality reduction. In a more formal way, we can define that PCA operates by
diagonalizing the covariance matrix C= ) ; 17171.7 of the data, where T is the transpose
operation. The covariance matrix encapsulates the correlations between data’s dif-
ferent components. The covariance matrix in the form of eigenvectors and eigenval-
ues can be represented as C= >, ekEkE,T, where e are the eigenvalues correspond
to the eigenvectors ¢ of C. The few eigenvalues which are large as compared to the
rests, are known as the principal components. Each of the principal components
are then considered as the new feature vectors. The classical algorithm for PCA
works in O(d?) runtime complexity, where d is the dimension of the Hilbert space.
In quantum PCA [33], a randomly chosen data vector is mapped into a quantum
state using QRAM [30]. The resulting state has a density matrix p= ﬁzj|vj>(v,- ,
where N is the cardinality of the data vector set. Using density matrix exponentia-
tion [34] with the quantum phase estimation algorithm [35], and repeating the data
sampling, allow us to decompose the data vectors into principal components. The
quantum PCA algorithm works in O((logd)*) runtime complexity.

4.4 Quantum machine learning approaches
4.4.1 HHL or quantum amplitude based approaches

The objective of amplitude encoding based machine learning algorithms [9, 11, 20,
33, 36-39, 40] is to articulate quantum machine learning algorithms whose resources
grow in polynomial runtime with the n qubits, and expands to a logarithmic growth
with amplitudes and thus the input dimension. Many QML algorithms based on this
approach uses the speedup advantages by solving a system of linear equations quan-
tum mechanically [20]. Quantum matrix inversion is one of the main core processes
in solving the system of linear equations exponentially faster than the classical
counterpart. Some of the notable quantum machine learning algorithms based on
amplitude encoding approach are the quantum support vector machine [21-23]
and least-square linear regression [37, 38].
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4.4.2 Grover’s search-based approaches

Machine learning algorithms based on Grover’s search algorithms, which use the tech-
nique of amplitude amplification to unfold an unstructured search problem with a qua-
dratic runtime speedup, apply Grover’s search subroutine to solve a larger problem.
Quantum K-Means [25], K-Median [41], and k-nearest neighbors [42] are some of the
machine learning algorithms which use Grover’s search algorithms as a subroutine to
solve the machine learning task. Another recent use of the Grove’s search subroutine is
in training the perceptron [43].

4.4.3 Quantum annealing based approaches

Very recently, some experiments have been done based on quantum annealing
[44]. In this work, the researchers used a quantum annealer to classify and rank the
transcription factors binding to study how the proteins (in a gene) identify and spe-
cifically bind to their DNA targets. The researchers used the D-Wave system to im-
plement the quantum annealing algorithm. Here, the machine learning techniques
have been the effective tools to disclose interaction mechanism at the genetic level.

4.5 Recent progress in quantum machine learning
algorithms

The research in developing quantum machine learning algorithms has exponentially
grown in recent years, and day by day new interesting quantum machine learning
algorithms are being published. Here, we are covering the most ground-breaking and
popular algorithms which demonstrated significant state-of-the-art performances as
compared to their classical counterparts.

4.5.1 Quantum binary least square support vector machine

The quantum binary least square support vector machine is a break-through in the
field of QML, where the authors, Rebentrost et al. [21], demonstrated an exponential
speedup gain in support vector machine formulation.

In the least square SVM, the optimization problem is transformed into a system
of linear equations which encompasses the kernel matrix for solving the optimiza-
tion problem. We solve the system of linear equations in a much faster way by solv-
ing the least squares formulation and speeding up the kernel matrix calculations.
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The following areas where we take the quantum advantages to improve the perfor-

mance of the SVM are:

a. Data preparation with quantum random access memory (QRAM) — One of the
challenging tasks in quantum machine learning is to prepare the data set for
feeding into the quantum systems for processing. QRAM helps in preparing the
classical data set into the quantum form. QRAM takes O(log, d) steps to query
the information from memory for reconstructing a state, where d is the dimen-
sion of the feature vector.

b. Kernel matrix calculation — The dot product evaluation plays the main role in
the kernel matrix calculation. So, if we get the speed up advantages in the dot
product evaluation in the quantum formulation, it will imply overall speedup
gain in the kernel matrix calculation. In [35], authors have discussed the faster
way to do dot product calculation with the help of quantum properties. Also,
the exponentiation of the inverse of the normalized kernel matrix K~ ! is per-
formed in a quantum paradigm. As we have discussed earlier, QRAM takes only
O(log>d) steps to query for reconstructing a state, thus a single dot product with
QRAM takes O (e~ Llog, d) steps, where € is the accuracy.

c. Least square formulation — The speedup gain is possible during the training
phase because of the quantum mechanical implementation of the exponentially
faster eigenvector formulation in the non-sparse density matrices [35], the
sparse matrix simulation [45], and the matrix inversion algorithm [35].

The least square SVM is represented as the following formulation:

T
o 1 ] (4.24)

E(b, @) =1y), F=
(|b, @) =1y) L Kayll

where F= % is the normalized F, and trF is a trace of F. The target is to solve the

optimization problem, F(|b, @)) =), for the parameters b and a. Here, K is the ker-
nel matrix.

4.5.2 Quantum multiclass support vector machine

The SVM is a binary class classification algorithm. To handle multiclass classifica-
tion, we use one-against-all and all-pair algorithms. The quantum multiclass support
vector machine (SVM) is the generalized version of the quantum binary SVM. In [23],
the authors discussed two techniques: the quantum version of the one-against-all as
well as the quantum version of all-pair algorithms. In one-against-all, we first con-
struct and train k binary classifiers and then each of these classifiers classify a given
unknown input. The class for which the corresponding classifier’s probability confi-
dence score is the highest, is selected as the predicted class. In all-pair, we construct
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k(k-1)/2 classifiers. Each classifier is trained with a dataset which contains one pri-
mary class data and the rest of the data for another class, i.e., we make pairwise data-
sets and train the classifiers, resulting in k(k —1)/2 total classifiers. When an unknown
input is to get predicted, these all k(k—-1)/2 classifiers predict the class for the given
input and by applying voting mechanism we select the class to be predicted. The fol-
lowing algorithms show the quantum version of these two approaches, for detail ex-
planations please refer to [22, 23].

Algorithm 2: Quantum One-Against-All Algorithm

© NV AW e

initialize the index Iipgex = any randon element, 1< Iipgex < k

initialize | V) as the vector of all classified class probabilities in QRAM
while (Pm < Pthreshold)

initialize the memory as |¥) = 1 E, ") index)
GROVER-QUANTUM-SEARCH (|‘I’> %, Tindex)

if (|Vgn) lindex_new] > [Van) Lindex])

Tindex = Tindex_new

return Iipgex

Algorithm 3: Quantum All-Pair Algorithm

N s WwDN =

10. i
11.
12.
13.

initialize class = any random element, 1< class_index <k
initialize |Vy) as the vector of all classified classes

initialize frequency estimate Scjuss_index With any very small value
INITIAL-FREQUENCY-COUNT ( class_index, Scigss
while (total running time < O (logk))

initialize the memory [C;) = > ; B; ;1j)

initialize the memory as

index )

k-1
) = Z |1)|Ci)|class_index) |Sciass_index)

i=

GROVER-QUANTUM-SEARCH (|l,bc>,
MEASURE-REGISTER (|y,.))

), class_index, Scgss_index)

€
lf (Sclass_index_new > Sclass_index j{)
class_index = class_indexney

Sclass_index = Sclass_index_new
return |Vy)|class_index]
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4.5.3 Quantum K-means clustering

Clustering is a very important problem in machine learning and more generally falls
under unsupervised learning. Clustering algorithm groups the unlabeled dataset into
multiple categories based on their similar features. The K-Means clustering algorithm
is a very popular and simple clustering algorithm. K-Means groups the unlabelled da-
taset into k categories, however, we have to specify K in advance. In [25], authors
show the formulation of a K-Means clustering algorithm in the quantum paradigm.
In the quantum K-Means, the closest centroids are calculated in the same way as in
the classical version, but by using the Grover’s search [10]. The quantum version of k-
Means has been claimed to be exponentially faster in runtime complexity as com-
pared to the classical counterpart. The quantum K-Means is based on an adiabatic
quantum process.

Suppose the output of the quantum K-Means clustering algorithm is in the fol-
lowing quantum state:

&) =M " ey =MD o)D) (4.25)
1

¢ lec

We construct the above output quantum state with O (¢ 'K log(KMN)) runtime com-
plexity, where ¢ is the accuracy, and with O (¢ 'log (KMN)) runtime complexity
when the clusters are well separated. The adiabatic gap in this case is O(1).

Let us first select K objects with labels i. as initial seeds. We begin with the
state:

{(MK) -1/2} Z |c'>|l>{ (K’l/z) > c>|ic>}®D (4.26)
cl ¢

Here, D copies of the state permit us to evaluate the distances |X; - X; ,|2 in the c’l
C
superposition component. By applying the adiabatic algorithm with the initial

Hamiltonian
Ho=1-9)(gl,|0)=K**>|c) (4.27)
7
The initial clustering is:
) =M~ " (o)D) (4.28)
¢ lec

We evolve the initial Hamiltonian Hy slow enough to the Hamiltonian:

Hy= Z{‘fl—fi,
[

’

cl

Hercien 429
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We can construct the separate cluster |p$=M~°°>", |I), assuming we have D cop-
ies of [1);). We can now estimate the number of quantum states M, in the cluster c.
With D copies of [i),) together with the clusters |p]), we evaluate the average dis-
tance between x; and the individual cluster’s mean

Xi- (M) ™Y Xk

)
Kec

2
A (4.30)

1. - 12
le—xc,

by applying a phase e ’
the following Hamiltonian,

me {5,

cl

% to each component |c']l> of the superposition using

)

With the initial Hamiltonian Hy =1- |@)(¢| at the ground state, we initiate the adi-

N @ I @ 1P (4.31)

abatic evolution on the state {(MK)~**} Y ,|c/|)|Q1)®”, where |p) =K~ 3/ |c')
is the superposition of the cluster centroids. We get the final state:
{<M)°'SZ}C'>}I>}|91>®D= 105)]01)®" (4.32)
clec

By repeating the final state D times, we construct D copies of |Q, and keep on iterat-
ing the cluster assignment procedure until it gets converged to |£).

4.5.4 Quantum deep learning

Deep learning (DL) revolutionized the world of machine learning with its perfor-
mance for a large domain of applications. DL is an efficient and effective tool for ma-
chine learning modeling. With the development of GPUs, a very wide area opened for
developing highly complex machine learning models using deep learning, which was
not possible earlier without large availability of high-performance computing. Deep
learning requires a large amount of training data. Processing such a huge volume
of datasets is a computationally complex task, this inspired the exploration of the
quantum advantages for DL algorithms. Recent progress in developing program-
mable photonic circuits and quantum annealers [46-48] open up the possibilities
of developing a quantum framework for deep learning algorithms.

The latest research on Boltzmann machine formulation in a quantum paradigm
[49] demonstrated very strong footsteps towards quantum deep learning. The current
results are focusing on developing quantum deep learning algorithms which do not
require a fully functional quantum computer. These quantum DL algorithms can run
with quantum annealers, which are special-purpose quantum information processors
and they are very easy to construct as compared to larger quantum computers.
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4.6 Recent progress in the implementation
of quantum machine learning

We discuss here some of the significant developments on implementing quantum
machine learning algorithms.

In 2003 [50], a group of researches discussed that image data can be very effi-
ciently encoded in quantum states. This may reduce the resources to some order of
magnitude to perform some specific and challenging image processing tasks. During
the year of 2009 [51], D-Wave demonstrated some remarkable results with their adia-
batic D-Wave quantum system. Using regularized boosting with a non-convex objec-
tive function, researchers conducted experiments in the D-Wave system to identify
cars in images. In the same year (2009), another research group showed mapping an
input data and memorized the data with a Hamiltonian using a quantum Hopfield
network with adiabatic quantum computation [52].

Since 2013 [53, 54], NASA, Google research, and the University Space Research
Association are working on exploring the D-Wave quantum computer for solving
complex optimization problems, which may have an impact in solving some of the
machine learning algorithms with the help of advantages offered by quantum prop-
erties. In 2015, researchers demonstrated the classification between the digit ‘6’ and
‘9’ by implementing a quantum support vector machine algorithm with an NMR
(Nuclear magnetic resonance) technology on a liquid-state quantum computer [55].
Another important result came in the same year 2015 when a research team imple-
mented an all-optical linear classifier using non-linear photonics [56].

Recently, IBM launched an online framework for access to their quantum
computer (named IBM Q), and the system supports around 32 + qubits to work
with. They allow free access up to 5 qubits to work on the real quantum computer.
We can run small specific quantum routines (e.g., Grover’s search, Hadamard
gate, quantum SWAP test, etc.) into this system, which can help in solving com-
plex machine learning use cases by using the outputs of these specific small quan-
tum subroutines [16]. A fully functional quantum neural network is possible by
implementing nonlinear interactions in the quantum dynamics, recently claimed
by a research team in 2016 [57].

Very recently, in 2017 [58], the researchers demonstrated that their model is
able to generate handwritten digits. The model is a probabilistic generative model
based on arbitrary pairwise connectivity. Also in 2017, researchers encoded image
information with the quantum image in a quantum system and discussed some in-
teresting challenges on this topic [59]. In 2017, a very interesting research work by
Yao et.al. discussed the implementation of quantum image processing and its appli-
cations for detecting edges [60].

In July 2018, Google announced the first public alpha of Cirqg, an open source
framework at the First International Workshop on Quantum Software and Quantum

printed on 2/9/2023 5:01 AMvia . All use subject to https://ww. ebsco.conlterns-of-use



EBSCChost -

84 =— Arit Kumar Bishwas, Ashish Mani, and Vasile Palade

Machine Learning (QSML). This will allow developers to build quantum algorithms,
which may include some simple quantum machine learning algorithms with small
scale data sets, without requiring a quantum physics background [61]. In 2020,
Google announced TensorFlow Quantum which is a quantum machine learning li-
brary for rapid prototyping of hybrid quantum-classical ML models [62].

4.7 Conclusion

Quantum machine learning is a fast emerging field of research that opens new hori-
zons for artificial intelligence based research and applications. We are seeing active
research developments in this area, and with the advancement of quantum com-
puters and quantum devices, it may solve some of the most challenging problems
that are difficult to solve with classical machine learning like clustering and classifi-
cation training with big data in reasonable time period. Recent advancements in
deep learning helped us train complex machine learning models with the help of
GPUs and high-performance computing, which demonstrated remarkable speed ups
and improved accuracies. More complex machine learning problems require high
volumes of data and tremendous computational power, and, due to the limitations
of silicon-based chip technology, we have significant constraints on the upper
bound of the computational power. Quantum based systems promise significant im-
provements in speed up factors as compared to the classical systems. Some of the
quantum machine learning algorithms, such as the quantum binary/multiclass
SVM, quantum K-Means clustering, and the quantum Boltzmann machine, have re-
vealed substantial performance improvements with big data. However, we have im-
portant challenges that need to be addressed in order to make effective and efficient
quantum machine learning algorithms, such as: how to transform classical big data
into quantum form in a very efficient way; the hardware where such quantum algo-
rithms will be run is still at initial stages of development, so proper testing and vali-
dation of these theoretical quantum machine learning models is still an issue. Also,
the QML opens new doors for exploring other domains like understanding the proc-
essing of neural network based algorithms like deep learning, understanding the
quantum experiments data analysis with the classical machine learning. Small
quantum devices are easier to develop as compared to fully functional quantum
computers. It is believed these small specific quantum devices can speed up the
merging of quantum terminologies and methods with the machine learning ones
and can solve many domain-specific complex problems in a hybrid framework,
where such small quantum devices are used to solve a small complex task in a big
complex problem domain.
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5 Quantum inspired automatic clustering
algorithms: A comparative study of Genetic
algorithm and Bat algorithm

Abstract: This article is intendant to present two automatic clustering techniques of
image datasets, based on quantum inspired framework with two different meta-
heuristic algorithms, viz., Genetic Algorithm (GA) and Bat Algorithm (BA). This work
provides two novel techniques to automatically find out the optimum clusters present
in images and also provides a comparative study between the Quantum Inspired
Genetic Algorithm (QIGA) and Quantum Inspired Bat Algorithm (QIBA). A comparison
is also presented between these quantum inspired algorithms with their analogous
classical counterparts. During the experiment, it was perceived that the quantum in-
spired techniques beat their classical techniques. The comparison was prepared based
on the mean values of the fitness, standard deviation, standard error of the computed
fitness of the cluster validity index and the optimal computational time. Finally, the
supremacy of the algorithms was verified in terms of the p-value which was computed
by t-test (statistical superiority test) and ranking of the proposed procedures was pro-
duced by the Friedman test. During the computation, the betterment of the fitness
was judge by a well-known cluster validity index, named, DB index. The experiments
were carried out on four Berkeley image and two real life grey scale images.

Keywords: automatic clustering, quantum computing, meta-heuristic algorithm, ge-
netic algorithm, bat algorithm, DB Index, statistical test (t-test), Friedman test

5.1 Introduction

Clustering [1, 2] is a process of separating a heterogeneous dataset of different types
of objects into some meaningful sets of homogeneous objects. Mathematically clus-
tering can be described as follows. A dataset DS of K number of points can be repre-
sented as follows.

DS={dp1, dpy, dps, ..., dpk}, in which, each dp; represents a single point of
the specific dataset DS, wherei={1, 2, ..., K}. Now, in order to achieve a successful
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cluster CN of the dataset DS into p number of partition namely, {Cyi, Cna, ..., Cnp}
the following properties must be hold.

Cni#@,Vi={1, 2, ..., p}.
Cni NCnj=93,Vi,j={1, 2, ..., p} and i#j.

>7 Cni=Ds.

Clustering can be achieved in several ways and researchers are involved to design
several methods for successful clustering, viz., K-means [3], Partitioning methods [4],
Hierarchical clustering [5], Model-based clustering [6], Fuzzy clustering [7], Density-
based clustering [8], etc. It is seen that among these methods, the K-means [3] out
performs over others. In case of K-means algorithm an apriori knowledge is always
required about the existing number of clusters within a dataset. On the other hand,
an automatic clustering technique can be developed to discover the optimum number
of clusters present in the dataset, in spite of knowing very less information or without
having any information about the inspected dataset, which may yields usefulness in
order to solve the purpose of segmentation as well as classification problem, which
influenced the researchers to explore this field of clustering with automation.

Nature inspired meta-heuristic algorithms are very much useful for providing
an optimal solution from a simple or complex optimization problems within a small-
est time stamp. Some renowned nature inspired population based meta-heuristic
algorithms are genetic algorithm (GA) [9], particle swarm optimization (PSO) [10],
differential evolution (DE) [11], bacterial foraging optimization (BFO) [12], ant colony
optimization (ACO) [13], bat algorithm [14, 15] etc. Some nature inspired meta-
heuristic algorithms used for automatic clustering techniques are available in the
literature [16—-20]. Though, these algorithms can be able to identify a solution from
a population within a minimum time frame still they may suffer from early conver-
gence. In order to resolve the premature convergence problem, researchers are very
much interested to associate the nature inspired meta-heuristic algorithms with the
silent features of quantum computing, which yields the quantum inspired techniques
to flourish day by day. Various kinds of computational problems can be solved by
using the effects of different quantum mechanical phenomena which are presented
in [21]. Several quantum inspired techniques associated with various meta-heuristic
algorithms are invented till now and the efficiency of the quantum inspired techni-
ques over their corresponding classical counterparts is established based on conver-
gence, superior value of fitness and other related parameters [23-33]. These type of
quantum inspired algorithms are developed for solving various kinds of optimization
problems like mathematical function optimization [34], combinational optimization
problem (knapsack problem) [35], multilevel image thresh holding [23-27], image
analysis [22], automatic clustering [28-32] and task scheduling in distributed system
[36], to name a few.
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In this article, two different quantum inspired meta-heuristic algorithms, viz.,
QIGA and QIBA are proposed for automatic clustering technique of image datasets
and also a comparison was produced between two different classical algorithms,
viz., the classical genetic algorithm and the classical bat algorithm with their corre-
sponding quantum influenced counterparts. The computed fitness values of the
mean, standard deviation of that fitness, standard error of that fitness and the mini-
mum computational time were the yardstick for adjudging the efficacy of these
quantum inspired techniques over their analogous classical counterparts. Though,
the experimental results are in favor of the quantum inspired techniques, still a sta-
tistical superiority test, viz., the unpaired t-test [37] was conducted and the corre-
sponding evaluated p value establishes the efficacy of these quantum inspired
techniques. Finally, Friedman test [38-39] was conducted among all the proposed
procedure to judge the superiority of a procedure over another. The cluster validity
index namely, DB index [40] was used as an objective function to compute the va-
lidity of the clustering.

The rest of the article is organized as follows. The overview of the genetic algo-
rithm and the overview of the bat algorithm are summarized in Section 5.2 and 5.3 re-
spectively. The fundamental idea of Quantum Computing is discussed in Section 5.4.
The Section 5.5 presents the overview of the Cluster Validity Index (DB-Index). The
steps involved in the proposed Quantum Inspired Genetic Algorithm and Quantum
Inspired Bat Algorithm are presented in Section 5.6 and 5.7 respectively. The experi-
mental outcomes and analysis are discussed in Section 5.8. Finally, a conclusion is
drawn in Section 5.9.

5.2 Overview of Genetic algorithm

The well-known nature inspired meta-heuristic algorithm named, Genetic Algorithm
(GA) is a kind of evolutionary algorithm based on the concept of Darwin’s theory of
evolution. John Holland is known as the inventor of GA, who proposed this algorithm
in the year 1975 [9].

GA is a very useful population based adaptive searching process, in which each
individual in a population is called a chromosome. In order to achieve the optimal
solution GA basically explores the entire search space. During the search process the
current population evolves to a same sized next population by applying three genetic
operations, such as selection, crossover and mutation. In the successive iteration, the
best chromosomes are selected among all the participating chromosomes from the
previous pool and the selection is carried over depending upon their computed fitness
value. Several methods can be used for the purpose of selection, such as Boltzmann
selection, Roulette Wheel selection, Rank selection, Tournament selection etc. The
crossover operation is used to produce a new pair of chromosomes by combining the
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portions of two or more randomly selected parent chromosomes which lead to pro-
duce a population by replacing the parent chromosomes by the new one. During the
crossover operation one or multiple points can be selected as the partitioning points
from each of the individual in the population. In order to ensure the genetic diversity
in the population mutation operation takes place in which a randomly selected posi-
tion of a randomly selected chromosome is altered depending upon a predefined
value called mutation probability. This kind of alteration may be performed on a sin-
gle point or multiple points of one or more randomly selected individuals in the popu-
lation. In order to achieve faster convergence it is recommended to perform elitism at
each generation. GA was already successfully applied in many applications like data
clustering [17, 18], portfolio management [41], image processing [42] and many more.

Basic steps involved in Genetic algorithm are presented as follows.

Population of chromosomes is initialized randomly.

Fitness of each of the chromosome is evaluated.

Selection of chromosomes for next generation is done.

Do the following steps until the termination condition are satisfied.

Crossover is accomplished between a pair of randomly selected parent chro-

mosomes to get child chromosomes, depending upon a predefined crossover

probability.

6. Mutation is applied on the randomly selected offspring/ chromosome to intro-
duce diversity in the population, depending upon a predefined mutation
probability.

7. Selection is carried out for generating the next generation population.

8. End Loop.

SRS Sa

5.3 Overview of Bat algorithm

In the year 2010, an efficient nature inspired population based meta-heuristic algo-
rithm, viz., Bat algorithm and this algorithm was initially developed by Yang [14].
This algorithm is capable to identify the optimal solution or near optimal solution
from a given problem, which can be an optimization problem of simple or complex
type. Bats generally use echolocation for sensing the prey and recognizing their
roosting crevices at the dark. They can also avoid their upcoming obstacles by
using echolocation. Generally, bats can be able to produce a very loud sound pulse
and listen for the bounced back echo from their surroundings. Depending upon the
loudness of the response and the time delay from the emission to the reflection they
can understand the shape, size and the velocity of the prey and can navigate ac-
cordingly. It is known that the high frequency emitted sound pulses influence them
to give detailed information about their close environment so that they are able to
detect the position of the prey precisely and allow them to move shorter distances.
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But, if the emitted sound pulses have low frequency then they travel longer dis-

tance and provide rough information about their surroundings. Also the higher val-

ues of the loudness of the echolocation indicate that they are nearer to the prey and

produce sound pulse very quickly. The following process describes the basic steps

involved in the hunting strategy of the bats.

1. All bats are able to detect the distance between the prey/food and the obstacles
of their surroundings by using the echolocation characteristics.

2. Bats are able to fly randomly from a position P; with the velocity V;, a fixed fre-
quency Fp,n, with varying wavelength A and loudness L, to search the prey.

3. Their loudness can be changed from a large number L, to a minimum constant
number L,,;, and also the frequency can vary from Fp, to Fyax.

Let us considered in a search space, n numbers of bats are flying randomly. In a
time stamp ¢, they are initiated their search from the position P; having initial veloc-
ity V;, frequency Fpin, pulse rate r; and loudness L. At time stamp t + 1, they may
change their next position and velocity by using the following equations.

Fi :Fmin + (Fmin _Fmax)ﬂ (5~1)
Vir = Vi + (P{*! = Ppest) Fi (5.2)
pitt=pt iyttt (5.3)

where, f € [0, 1]. The minimum and the maximum frequencies are Fp;; =0 and
Fnax =2 respectively. Here, Py signifies the global best bat’s location among the
positions of the n numbers of bats in the current population. After evaluating the
fitness of all solutions in the population, the position of the best solution among
them is identified as the global best position. Now, it remains to check whether the
bats are near or far away from the prey by using their pulse rates. A low pulse rate
r; with high probability (rand; > r;) indicates that the bats will fly near to the current
superior bat before carrying out a short random fly there. Otherwise, it is considered
that the bats are nearer to the prey and they will do a random fly around their cur-
rent position. Here, rand, is a uniformly distributed random number between [0, 1].
The following equation is used to represent the new positions of the bats.

Prew =Py +eL! (5.4)

where, € € [-1, 1] and at the time stamp ¢, the average loudness of n bats is com-
puted by L'= 137" | L{. After the random fly, if a bat is able to achieve a better posi-
tion than the current global best position and its emitted sound is loud enough and
also better than a random number (rand, < L;), then it is considered that the bat will
fly to this new position and the current global best position value will be updated
with the newly generated position value. Here rand, is a random number which
is distributed uniformly between [0, 1]. Now, the pulse rate (r;) of the bats are
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increased and the loudness (L;) of the bats are decreased simultaneously by the fol-
lowing equations.

rntl=r(1-e7) (5.5)

1

Lt = al! (5.6)

where, r{ € [0, 1] represents the initial pulse rate in which y (0<y<1) and

a (0<a<1) are constants. Now, the current Py is selected by computing the fit-

ness of all the bats.
Basic steps involved in Bat algorithm are presented as follows.

1. Bat population P is initialized randomly.

2. Pulse frequency (F), velocity (1), pulse rate (r;) and loudness (L) are initial-
ized for each of the individual.

3. Fitness f,; of each individual is computed.

4. Do the following steps until the iteration number (J,) reach to the specified
maximum iteration number (Max]).

5. New bat population P, is generated by adjusting the frequency (F,) and veloc-
ity (V) of each individual. (egs. (5.1)-(5.3)).

6. if (rand > r;)then

7. Among all the best solutions, a single solution is selected and a local solution
is produced around this selected solution (best solution). (eq. (5.4))

8. endif

9. By producing a random fly, a new solution is generated.

10. if(rand < Lo; and f,(P;) < fu(Ppest) ) then

11. The new solution is accepted.

12. Pulse rate (r;) is increased. (eq. (5.5))

13. Loudness (L) is decreased. (eq. (5.6))

14. end if

15. The current best bat is identified.

16. end loop

5.4 Fundamental idea of quantum computing

A classical computer is capable to hold a single binary bit 0 or 1 at a time. Unlike
classical computer, a quantum computer is capable to store a unit of information
which is called quantum bit or qubit, in which a single qubit is able to store the
numbers zero (0) and one (1) at the same moment, which referred as the superposi-
tion state in quantum computing [24-26]. It is known that the qubits are able to ac-
complish numerous processes simultaneously which yields fastest execution of
process. In a two-dimensional Hilbert space, a qubit are represented by a unit vector
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and are considered as a two state quantum-mechanical phenomena. In QC, the
superpositions of the basis states are represented by the following equation.

%)= "Civi)
i=1
|‘P>=Cl|V1>+ C2|V2>+ Lot Cn|Vn> (5.7)

where, V; is the i quantum states and C; € C. For a two states quantum bit or
qubit, eq. (5.7) can be denoted by a linear superposition as |¥) =C;|0) +C,[1), in
which, the state |0) is acknowledged as “ground state” and |1) is acknowledged as
“excited state”, and C; belongs to the set of complex number which should satisfy
the following normalization condition.

n

> oleif=1 (5.8)
i=1
In QC, there exist two striking features, viz., Coherence and Decoherence. Coherence
is represented by the linear superposition (|¥)) of the basis states whereas, decoher-
ence is occurred when a forceful destruction is happened on the previously defined
linear superposition. Quantum computing generally uses quantum logic gates as hard-
ware devices.

A predefined unitary operator is used to update the gqubits within a fixed time
period. Mathematically, the unitary U operator quantum gates hold the relation
vt=u-'anduut=U'U=1

In quantum computer a n qubit quantum register is able to store 2" states simul-
taneously. As for example the eight states |000), |001), |010), |011), [100), [101), [110)
and [111) require three quantum registers in which the three qubit system can be

represented as { a & } where @2 + 7 =1,1=1, 2, 3.
B B B !

But in case of classical computer in order to store these eight states eight regis-
ters are required.

There are several quantum gates exists, such as Rotation Gate, Pauli — X Gate
or NOT Gate, C-NOT Gate, Toffoli Gate, Fredkin Gate and Hadamard Gate [24-26]
etc. and they can be used in several ways in different types of problems.

Rotation gate strategy can be used to update the values of (a;, f
qubit by the following equation.

a; _ [ cos6; —sin6; a (5.9)
B; ~\ sin6; cos6; B: ’

Here, the rotation angle for each of the qubit is represented by 6;, which is chosen
according to specific problem. If a; and f; represent the probability amplitude of a
qubit before rotation then after rotation they become «; and B;- respectively and can
be achieved by the following way.

) of the ith
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(5.10)

N—

@\ [ cos(0+ )
g.) \sin(6+ 6),

where (gi) <Z?§gf)
5.5 Cluster validity index

In the year 1979, David L. Davies and Donald W. Bouldin introduced an efficient
cluster validity index, named, Davies-Bouldin (DB) Index [40], which was used
in this article as an objective function to compute the fitness of each individual.
The optimum number of clusters within a given dataset is determined by the cal-
culated value of the DB index [40], where, minimum value of DB index [40] is
taken for consideration. It can be considered as a function of the ratio between
the sum of within-cluster scatter and the cluster separation. Let us consider the
cluster similarity measure is CM; between two different clusters Cl; and Cl;. It is
given by:

_ dMi + dM]'

CM;; = 11
L (5.11)

Here dM; be the dispersion measure of i cluster and is denoted as

1
2} 2
such that, tn_o; denotes the total number of objects and Cc; denotes the i cluster

center in cluster Cl; and VDp,(j) e Cl.
The distance between the clusters Cl; and Cl; and can be defined as

Dp,((i) - Cc;

1 tn_o;
aM;=|— !
' [tn_oi k=1

dei_qj = ||Cei = Ccj .
The following equation is used to define the Davies — Bouldin (DB) index [40].

1
DB.I= S H (5.12)

c i=1

Where H; =max;_1,,..noc, i+j(CMy), i=1,2, ..., noc
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5.6 Quantum inspired Genetic algorithm
5.6.1 Proposed methodology for QIGA

In this section, the operational strategy of quantum inspired GA algorithm is dis-
cussed. In order to recognize the optimum number of cluster presents within im-
ages, the proposed method was experimented on image dataset.

At first, a population (Pc) was initialized with N number of chromosomes. Each
individual chromosome was of length Ln from the population was considered as a
solution of the problem. (Line 1).

Now, the population (Pc) was encoded to produce the quantum states Q°. The
encoding process is discussed as follows.

Initially for each of the chromosome of the population a state 915 jl0< 915 i< 271)
was created randomly. Using the value of 6; ; the quantum state Q° was created. For
a particular t" generation the quantum state Q°(t) was represented as follows.
) ={a ¢ -, ax}

where, ¢f'(i=1,2, ...,N) denotes the arbitrary elements of Q*(t) and can be de-
noted as

o { ot | | et
i t t t
Bl Bz || Bim

and off;= cos6;; and B = sin6;; was computed from the random value of 6,
wherei={1,2,...,N} and j={1,2, ...,Ln}.(Line 2).

Now, in order to generate the active cluster points a selection procedure was ap-
plied on the population and the selection process was guided by the state Q%(¢) to pro-
duce a binary solution Bc(t). The binary solution Bc(t)={bci,bc, ...,bcy} was
produced by observing the state Q°(t) in the initial generation ¢=1.

Each of the binary solution bc! was generated as follows.

t
bc! {1’ If Bij> e

b 0, Otherwise

} here m=1Ln

, sti={1,2,...,N} and j={1,2, ...,Ln}.

The criteria bcl{ j=1was set to identify the activated cluster points from the popu-
lation Pc(t) for the t" generation, where i={1,2,...,N} andj={1,2, ...,Ln}.
(Line 3-8).

Now, the fitness of each individual chromosome from the quantum population
was computed by an objective function (DB index [40] — eq. (5.12)).

The best chromosomes from the quantum population were chosen for generat-
ing the next generation population. (Line 9).

Now, a quantum rotation gate Gs; j(¢) was used for updating each quantum
state Q°(t), which can be denoted as follows.
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t . t
st B [cos @7 P - sing} j }

i
b sin g cos ¢

where, the rotation angle gbft] was chosen randomly between (-0.5, 0.5).

The updated quantum state Q™" (t) was identified by the eq. (5.10).(Line 11).

In case of quantum inspired genetic algorithm, the probability amplitude (&, B)
of qubits were used to encode the chromosomes. After that quantum rotation gate was
used to update (@, ), which lead to realize the genetic operation for generating the
offspring instead of determining them from their parents as the chromosomes were in
superposition or entangled state. In general, rotation influences the search space to
extend as it is able to produce 2" number of states from n qubit chromosome. The dif-
ferent values of (a, ) were responsible for generating the states (Lines 12-18).

A predefined mutation probability was used to perform the quantum mutation
operation. The probability amplitude a would be converted to 8 and S would be
converted to a for the greater value of the predefined mutation probability from a
random number between (0,1). The following quantum NOT gate strategy was used
to alter the probability amplitude (a, ) to (B, a).

o) (Rl

0 1] |[cosB;| |sinb;j| .. )
{1 0] [Sin@,;]_{coseiJ (Lines 19-26).

The generation number ¢t was updated by t=t+1 and perform the above mentioned
procedure for a predefined number of generation or until it met the stopping crite-
ria. (Lines 10-27).

The best chromosome was identified and preserved along with its fitness and
number of cluster.(Line 28).

The working principle for QIGA is presented as follows.

Algorithm: Quantum Inspired Genetic Algorithm for automatic clustering
Input Parameter:

Maximum number of generation: MxG

Size of population: N

Mutation probability: p

Output parameter:

Optimum cluster number: O_N¢

Optimum fitness value: O_F

1. At the beginning, a population Pc was created randomly from an image dataset
with N number of chromosomes where each chromosome was considered as a
solution of the problem. During this process, the intensity value of each pixel of
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the input image was normalized. The length of each chromosome was taken as

Ln.The maximum pixel intensity value of the input image first passed through
the square root function then was assigned to Ln. The image was also normal-
ized between O & 1 and named it as Lnma-

Now quantum state QF(t) was created and each chromosome of Pc was encoded
to produce P* and P? using the information of the quantum state.

fori=1to N do

forj=1to Ln do

N¢; numbes of active cluster centers were created from Pc; by using the condi-
tion Pfj > Pj; and stored the cluster centers in CP;.

Now, the fitness Fr; was computed from CP; with the help of a cluster validity
index, named, DB - Index. [eq. (5.12)]

end for

end for

The best chromosome was identified and preserved along with its fitness value

Fr € Fri, Vi € N and its corresponding number of cluster point NVe.

for t=1 to MxG do

The quantum state QV(t) was created by applying the rotation gate on QP(t).
Continued step — 2 for the newly created quantum state QV (t).

Continued steps- (3—8) for identifying the best chromosome.

If the best chromosome was identified in the population for the quantum state
QY (t) then

The value of the quantum state was updated by Q¥ (t)

Otherwise

The previous value of the quantum state Q”(t) was preserved

end if

fori=1to N do

If the current chromosome was not the best chromosome then

j=rand(0, Ln)

Ifu>rand(0,1) then

Exchanged Pg and Pﬁ

end if

end if

end for

end for

Finally, the algorithm produced and reported the optimum number of cluster
O_N¢ along with its associated value of fitness O_F 7.
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5.7 Quantum inspired Bat algorithm
5.7.1 Proposed methodology for QIBA

Now a day, the bat algorithm is widely applied in several types of complex optimi-
zation problems as it follows an easy mechanism for implementation and its quick
convergence rate which sometimes leads a premature convergence. The premature
convergence can be occurred for several reasons like the bats may be trapped into
local optima due to the decreasing diversity of the bats or the most promising bat
falls into the local optima then it influences all other bats to follow the same trajec-
tory as other bats are instructed to follow the current optimal solution and more-
over in bat algorithm there is no specified ways to get rid of the local optima. In
order to solve this problem a quantum inspired bat algorithm was proposed in this
article. The diversity of the bat population was achieved through quantum rotation
gates which helped the proposed algorithm to avoid premature convergence with-
out affecting the convergence speed though the efficiency of the proposed algo-
rithm in terms of computational time was guaranteed [43].

The anticipated algorithm is established on the framework of bat algorithm
with the flavor of ¢ quantum computing. In order to control the exploitation and
exploration, the parameters BR and 5A are used and they are updated for guiding
the local and global search process. Though, the new velocity and positions of each
of the candidates are updated through the following equation.

VL, if (8i, Opest) = (0,0)
ViHl: Vit"’ (Plul_Pbest>sif(5i>6best):(1s 1) (5-13)
VY + (PL* ~ Pyese)rand, if (8 Bpest) = {(1,0)0r(0, 1)}

pPitl= piy yitt (5.14)
Where 6; and 8.5 represents the quantum state of the current bat and the local
best bat respectively and rand is a random number between 0 and 1. If the state of
both the current bat and the best bat are 0 it indicates that this current bat will not
influence the search process during that point of time so there is no need to change
the velocity of that position. If the state of both the current bat and the best bat are
1 it indicates that this current bat will very much influence the search process as it
is close to the current optimal solution so it will change its current velocity using
the information of the current optimal position. And if the state value of the current
bat is just opposite of the state value of the best bat then it indicates that it is far
away from the current optimal solution so it will like to make a random fly near the
current best solution and update its velocity by using the information of the current
optimal solution along with a random value between 0 and 1. Finally the new posi-

tion of the current bat was computed by using the newly generated velocity of it.
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During the search process the positions of each bat were updated as follows.

P, +€AL! if rand > pt
Pnew = { o f p (5.15)

Pyq +€(ALt - Pyy)  otherwise

Where, € € [-1, 1] and at the time stamp ¢, AL'=13"" | AL! represents the average
loudness of n bats and pt represents the pulse rate.

If the pulse rate pt is low than a probability (rand > pt) then it indicates that
the bats will fly near to the current superior bat before carrying out a short random
fly there. Otherwise, it is considered that the bats are nearer to the prey and they
will do a random fly around their current position. Here rand is a uniformly distrib-
uted random number which is chosen between [0, 1] during the computation.

The pulse rate (pt;) is increased and the loudness ( AL;) of the bats is decreased
by the following equations.

pritl=pr)(1-e™ ) (5.16)
AL = a AL (5.17)
Where, the constant term y and the preliminary pulse rate pr{ both were chosen
between 0 and 1. Subsequently, the fitness values of every bats were estimated and

the current Pp.s; was selected. Here a was considered as a contraction — expansion
and can be defined as follows.

ai— Ay
T

a= a;— t (5.18)
Here a; defines the initial value and a, defines the last value of a. The highest num-
ber of iteration is denoted by 7. During the execution a;=1 and a,=0.5 is set for
increasing the performance of the algorithm [43, 44].

This section describes the process to identify the optimum number of clusters
belong to the dataset of an image by the quantum inspired BAT algorithm.

Initially, the bat population P_BAT was initialized and considering the size of
the population was Psize, in which each of the solution was of length BLn and each
of the solution from the population was considered as a solution of the problem.
The initialization was carried out with the normalized pixel intensity value of the
input image, which was chosen randomly. The maximum intensity value of the
input image first passed through the square root function then it was considered as
the length of each particle (BLn). Another variable I;o;mq Was used to store the nor-
malized value (between 0 and 1) of each pixel intensity of the input image (Line 1).

Now, quantum state Q54T was created for each of the elements of P_.BAT. And
P_BAT was encoded by P_.BAT* and P_BAT? the eq. (5.8) should be satisfied. The
encoding process is shown as follows.

Initially, 6;;(0<6;;<21) was created randomly for each of the particle of the
solution of the population, which was used to produce the quantum state namely,
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QPAT, For a particular t generation the quantum state Q5AT(t) was represented as
follows.

QFAT(t) = {gPATt, g5ATE, ..., gRATY), where ¢PAT! (i=1, 2, ..., Psize) denotes the

arbitrary elements of Q%47 (t) and can be represented as

1,2 i,m
BATt | pBATt BATt
Bii Bz |-

BATt _

a?{m {aBATt m|a5ATt
g =

} , (st. m=BLn)
i,m
t

here, each value of af j and Bft] were computed by

(Xffm = s fom h i={1,2 Psi dj={12 BL
sare | =\ . par |- Wherei={1,2, ..., Psize} and j={1,2, ...,BLn}
; sinf;;

ij

and the corresponding values of them are preserved in P_BAT}; and P_BATf j Te-
spectively. (Line 2).

The frequency (BF;) and velocity (BV;), Pulse Rate (BR;) and Loudness (B4;) were
initialized for every quantum solutions inside the quantum population (Lines 3-4).

Now, in order to generate the active cluster points a selection procedure
was applied on the population and the selection process was guided by the
quantum state QPAT(t) to produce a binary solution Bs(t). The binary solution
Bs(t)={bs!, bs, ..., bs} was produced by perceiving the state Q%47 (t) in the initial
generation t=1.

Each of the binary solution bc! was generated as follows.

1, IfP_BAT" > P_BAT ) .
bsl?}.:{ f i~ U sti={1,2, ...,Psize} and j={1,2, ...,BLn}

0, Otherwise
The criteria bsl{ j=1was set to identify the activated cluster points from the popu-
lation P_BAT (t) (Figure 5.1) for the ¢ generation, where i={1,2, ...,Psize}

and j={1,2, ...,BLn}. It was considered that the excited states are influenced to

Cluster Centroid

a; [By|ay | By |3 | Bs a, | Bn

& 8, 85 8,

Activation Thresholds

Figure 5.1: Cluster Centroid Representation Scheme.
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make the active cluster centroids from each of the solutions of the population and
are denoted by N¢; for each of the solution of the population. The N¢; number of
activated unique cluster points was stored in BCP;.

Now, from BCP;, the fitness (Fr;) of each solution was evaluated with the help
of a cluster validity index namely, DB — Index. [eq. (5.12)]. (Lines 5-10).

Now, the best fitness value O_F 7 was identified from all computed fitness val-
ues (O_F ;) and saved along with the respective number of cluster points O_N¢.
(Line 11).

Using rotation gate (eq. (5.10)) strategy another set of populations P_BATY,,
and P_BAT, ffew were created. Update the values of P_BAT* and P_BAT? by using
their earlier values or by using their recently created values of P_BAT;,, and
P_BA Tﬁew on the basis of the best value of fitness. Now, if the recently created val-
ues were not able to make better fitness values then the current set of values were
rejected and the old set of values were preserved in the population otherwise the
new set of values were accept. Now, it was possible to create a novel quantum pop-
ulation as it produces the diversity in the solution space (Line 12).

The rotation gate updating process was applied which yielded the best fitness
value (BF7) and the respective cluster points were preserved in BCP and Bnc con-
served the total number of cluster points (Line 13).

During each execution of the main loop, the quantum positions and velocities
were updated by the egs. (5.13) and (5.14) (Line 16).

The rotation gate strategy was responsible for the improvement of the best
quantum solutions (Line 17).

The best solution was selected from the computed fitness of the updated posi-
tions and a local solution was generated by using the eq. (5.15). (Lines 18-20).

Next, the new quantum solutions were estimated and by applying rotation
gate strategy each value of the state Q"A(t),, P_.BAT{ and P_BAT f were updated.
(Lines 21-22).

Now the new solution was accepted and the pulse rate of each bat was increased
and the loudness of each bat was decreased by the egs. (5.16) and (5.17). (Lines 23-26).

The best quantum solutions was determined and saved (Line 27).

In order to achieve the best solution the main loop was continued for a prede-
fined number of times (Lines 14-29).

Finally, the best quantum solution was determined and the optimum number
of cluster was identified along with its associated value of fitness. (Line 30).

The working principle for QIBA is presented as follows.

Algorithm: Quantum Inspired Bat Algorithm for automatic clustering
Input parameter:

Maximum number of Iteration: MI

Size of population: Psize
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Output parameter:
Optimum cluster number: O_N¢
Optimum fitness value: O_F 1

1.
2.

N kR

10.
11.
12.

13.

14.
15.
16.

17.

18.
19.

20.
21.
22.

23.
24,
25.
26.

A population P_BAT having Psize number of particles (bat) was initialized.
Quantum state Q®AT(t) was created for each of the elements of P_.BAT. And in
order to encode P_BAT the information of the quantum state was used and pro-
duce P_BAT* and P_BAT?.

The frequency (BF); and velocity (BV;) were initialized for every solution of
the population.

The loudness (BA;) and the pulse rates (BR;) were also initialized.

for i=1 to Psize do

for j=1 to BLn do

N¢; numbers of cluster points from P_BAT; were created by satisfying the con-
dition P_BATg. >P_BA Tg and the cluster points were stored in BCP;.

Now, the fitness F7; was evaluated from BCP; by using the cluster validity
index (DB - Index).

end for.

end for.

The best solution in terms of the best fitness value O_F 7 was identified.

Now, the quantum state Q%47 (t) was updated by using quantum rotation gate
to generate new set of values of P_.BAT® and P_BAT?.

The steps 5 to 12 were continued until a predefined condition was satisfied in
order to identify the best fitness value BF .

for I=1to MI do

for ] =1 to Psize do

The velocity and location of every particles in P_BAT; were modified by using
the egs. (5.13) and (5.14).

Each value of the state Q%’(t);, P_BAT} and P,BATf were updated using the
rotation gate strategy in order to achieve a better solution from the population.
if (Rand (0,1) > BR;) then

The best solution was selected after calculating the fitness of all bats from
their updated positions and a native solution was generated with the help of
the eq. (5.15).

end if.

Now, new solution was evaluated.

Each value of the state Q54T (¢) ;» P_BAT} and P_BA Tf were updated by using the
rotation gate strategy in order to achieve a better solution from the population.

if (Rand (0,1) < BA; &BF 1pew < BF 7est) then

New solution was accepted.

BR; was increased and BA; was decreased by using the egs. (5.16) and (5.17).
end if.
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27. The best solution was chosen.

28. end for.

29. end for

30. Finally, the algorithm produced and reported the optimal number of cluster
points O_N with its associated fitness value O_F.

5.8 Experiment and result analysis

The aim of this article is to propose two different quantum inspired algorithms com-
bined with the working procedure of two dissimilar meta heuristic algorithms
namely, Genetic algorithm and Bat algorithm, which were accomplished to recog-
nize the optimum number of clusters present within a given image. In order to ac-
complish the experiment, the DB — Index [40] was used as an objective function.
The optimal result was realized for the minimum value obtained from the computa-
tion. The following subsections presents the results obtained from the experiment.

5.8.1 Representation scheme of cluster centroids

The cluster centroids within a given image dataset were used to automatically recog-
nize the optimal number of cluster points present in that dataset. During the execu-
tion of the process, the following equation was used to choose the cluster centroids.

1if B:>a;
8= I i (5.19)
0 Otherwise

where, 6;(1<i<n) was the activation threshold. By observing the value of §;, the
cluster centroids were chosen from a single solution. Here a; and f; were the com-
plex coefficients and 6§; was considered similar to the state of the quantum bit. A
value of 1 for §; represents the activated cluster center implies that the quantum bit
is in excited state otherwise it is in the ground state. The following Figure 5.1 is
showing the Cluster Centroid representation scheme.

5.8.2 Experimental result analysis

In this article two different population based quantum inspired meta-heuristic algo-
rithms, viz., quantum inspired genetic algorithm and quantum inspired bat algo-
rithm are presented. The experiment was performed over four Berkeley images and
two real life images. The performance of any meta-heuristic algorithm is very much
dependent upon the settings of the parameter i.e., an appropriate selection of
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parameters can influence the convergence speed of the meta-heuristic algorithm to
a great level.

The parameters for QIGA were chosen as Number of generations was consid-
ered for the range of values 100 to 500; Population size was taken from 25 to 50.
Mutation probability was chosen as 0.01. And for CGA the number of generations
was considered from 100 to 500. Population size was taken from 25 to 50. Crossover
and Mutation probability was chosen as 0.9 and 0.01 respectively. The parameters
for QIBA and CBA were chosen as number of iterations from 100 to 300, Population
size was taken from 25 to 50, y = a=0.5, initially pulse rate could be denoted as
1’ € [0, 1], the wavelength range was [Amin, Amax |=[0, 1], and the range of fre-
quency was [Fuin, Fmax]=1[0, 1] and the loudness L, = 0.5.

During the Experiment it was seen that the quantum inspired methods can pro-
duce a good result without having a large population or large number of iteration
than their corresponding classical methods. Due to the probability amplitude (a, f3)
of qubits a single solution may generate several solutions which may lead to in-
crease the size of a small population. So in case of quantum inspired methods the
search can start with a small population. For each of the specific settings of param-
eters each procedure was run for 30 times. The mean value of the fitness was com-
puted from several runs. The computed valued from several runs was presented in
the following tables.

The optimal number of clusters along with their associated optimal fitness
value for all the implemented algorithms like QIGA, CGA, QIBA and CBA were pre-
sented in Table 5.1. From Table 5.1 it can be stated that the computed fitness value
from the method QIBA was providing the best fitness value (minimum value)
among all other implemented methods for every image datasets and it was also
seen that the better fitness values were achieved from quantum inspired methods
than their classical counterparts. In Table 5.2 the optimal execution time for all the

Table 5.1: Optimal value of the cluster number (O_N¢), Optimal fitness value (O_F7) for QIGA,
CGA, QIBA and CBA.

Dataset QIGA CGA QIBA CBA

ON¢ OFr ON¢ OFr ONg OFr ONg O_Fr
#86000 4 0.241241 3 0.310025 5 0.202196 5 0.239741
#92059 4 0.225393 4 0.297862 4 0.191752 4 0.226332
#94079 4 0.250224 5 0.319232 4 0.222669 5 0.241601
#97017 5 0.307631 3 0.350092 5 0.300434 5 0.337940
couple 5 0.146938 5 0.197734 5 0.119231 5 0.148203
clown 6  0.244835 5 0.244303 6 0.185826 6 0.209202
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Table 5.2: Optimal execution time (O_7¢) in second for QIGA, CGA, QIBA and CBA.

Dataset  QIGA (O.T:)  CGA (OT:)  QIBA(O.T:)  CBA(OT¢)

#86000 49.83 74.17 12.66 38.91
#92059 55.56 102.89 22.36 63.87
#94079 53.81 97.95 21.18 49.77
#97017 56.22 111.31 17.45 40.33
couple 123.09 238.87 68.23 97.29
clown 130.11 251.69 72.37 95.82

implemented methods was presented which shows that the quantum inspired
methods were taking less time than their classical counterparts and the processing
time taken by QIBA was the minimal among other methods. Table 5.3 provides the
computed mean value, standard deviation and standard error from QIGA and CGA.
Here it is seen that QIGA is providing more promising results than CGA in terms of
mean, standard deviation and standard error. Similarly QIBA is providing more
promising results than CBA which is presented in Table 5.4. From these two tables
it is seen that QIBA has the minimum error among all other. The statistical superior-
ity test named unpaired ¢- test was performed between QIGA and CGA and between
QIBA and CBA which is presented in Table 5.5. From Table 5.5 it is seen that out of
six results three results are extremely significant and remaining three results are
very significant for the comparison between QIGA and CGA. And for QIBA and CBA,
out of six results four results are extremely significant, one result is very significant
and one result is significant. This analysis indicates that the quantum inspired

Table 5.3: Mean value of fitness (F,), Standard deviation of fitness (F,) and Standard error of
fitness (Sg) for QIGA, CGA.

Dataset QIGA CGA

Fu Fo Se Fu Fo S¢

#86000 0.259923 0.031113 0.007723 0.318324 0.061119 0.102001

#92059 0.248769 0.043454 0.009898 0.301971 0.054612 0.009933

#94079 0.280010 0.048452 0.009336 0.335100 0.052379 0.006150

#97017 0.322167 0.062244 0.008253 0.374516 0.074216 0.012001

couple 0.156938 0.056512 0.012636 0.214296 0.069995 0.017591

clown 0.259843 0.034047 0.009269 0.276215 0.045183 0.013615
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Table 5.4: Mean value of fitness (F), Standard deviation of fitness (F,) and Standard error of
fitness (S¢) for QIBA and CBA.

Dataset QIBA CBA

Fu Fo Se Fu Fo S¢

#86000 0.217982 0.022745 0.006546 0.287976 0.027456 0.007126

#92059 0.221745 0.025513 0.008571 0.293700 0.036889 0.009193

#94079 0.228774 0.045474 0.007238 0.277012 0.064098 0.010117

#97017 0.315692 0.038725 0.007321 0.371454 0.047451 0.009676

couple 0.116231 0.043081 0.009347 0.165203 0.048741 0.014862

clown 0.199537 0.024239 0.005364 0.214552 0.025914 0.006518

Table 5.5: Result of unpaired t - test (P — value) between QIGA and CGA and between QIBA and CBA.

Dataset QIGA & CGA QIBA & CBA

P -value Significant Level P —value Significant Level
#86000 <0.0001 1 <0.0001 1
#92059 0.0002 2 0.0451 3
#94079 0.0001 2 0.0001 2
#97017 <0.0001 1 <0.0001 1
couple 0.0016 2 <0.0001 1
clown <0.0001 1 <0.0001 1

Level of Significance: 1 — Extremely Significant, 2 — Very Significant, 3 — Significant

methods are much more superior to their classical counterparts. Finally, the result
of Friedman test for QIGA, CGA, QIBA and CBA is presented in Table 5.6. As per the
ranking QIBA is being the most preferable method as it has achieved the first rank.

5.8.3 Simulation of work

Python environment was used to carry out the experimental process. The experi-
ment was done on four Berkeley images, two of dimensions 80 x 120 and other two
of dimensions 120 x 80 and two real life images of dimensions 512 x 512. The devel-
opment environment was consisting of Windows 7 with the configuration facility of
DELL Intel(R) Core(TM) i3, 2.00 GHz and 4.00 GB RAM.
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The efficiency of the suggested methods over their classical counterparts was
proved depending upon computed mean fitness value, standard deviation, stan-
dard error and smallest computation time. Moreover, the competence of the quan-
tum inspired algorithms over their classical algorithms was justified by performing
the t — test (statistical superiority test). The optimal number of cluster (O_N¢) and
its associated optimal fitness value (O_F7) for all the algorithms (QIGA, CGA,
QIBA and CBA) were reported in Table 5.1. The optimal execution time (O_T¢)
in second for all the algorithms (QIGA, CGA, QIBA and CBA) were shown in
Table 5.2. The mean fitness value (F),), standard deviation (F,) and standard error
(S¢) of the algorithms QIGA and CGA and were demonstrated in Table 5.3 and the
same things for the algorithms QIBA and CBA were demonstrated in Table 5.4.
Finally, the result of ¢ - test [37] was presented in Table 5.5 which was performed
with 95% confidence level. During the test, the P —value is checked. If it is less
than 0.05 then null hypotheses is considered for rejection against the alternative
hypothesis. Finally, Friedman test [38, 39] was performed among the participating
procedure and was enlisted in Table 5.6. The obtained rank from the proposed al-
gorithms QIGA, CGA, QIBA and CBA are 2.66, 3.91, 1.08 and 2.33 respectively.
According to the rank value, QIBA can be considered as the superior algorithm as
it has the minimum rank value.

Table 5.6: Result of Friedman test for QIGA, CGA, QIBA and CBA. The rank for each
procedure is shown within the parenthesis.

Dataset QIGA CGA QIBA CBA
#86000 0.24 (3) 0.31 (4) 0.20 (1) 0.23 (2)
#92059 0.22(2.5) 0.29 (4) 0.19 (1) 0.22 (2.5)
#94079 0.25(3) 0.31 (4) 0.20 (1) 0.24 (2)
#97017 0.30 (1.5) 0.35 (4) 0.30 (1.5) 0.33(3)
couple 0.14 (2.5) 0.19 (4) 0.10 (1) 0.14 (2.5)
clown 0.24 (3.5) 0.24 (3.5) 0.18 (1) 0.20 (2)
Average Rank 2.66 3.91 1.08 2.33

5.8.4 Dataset used

The following images (Figure 5.2) were used during the experiment and during the
accomplishment of the process the normalized values between (0,1) were consid-
ered for the images.
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(e

Figure 5.2: Test Images: (a) #86000 of size 80 x 120, (b) #92059 of size 80 x 120, (c) #94079 of
size 120 x 80, (d) #97017 of size 120 x 80, (e) couple of size 512 x 512, (f) clown of size 512 x 512.

5.9 Conclusion

This article is envisaged an automatic clustering technique to recognize the optimal
number of cluster points present in an image dataset, which shows a new way to
combine the features of quantum computing with two different meta-heuristic algo-
rithms, viz., Genetic algorithm and Bat algorithm. These proposed techniques were
found superior over their classical counterparts as they out performed over corre-
sponding classical counterparts for automatically identifying the optimal number of
cluster points present in an image dataset within a significantly small time frame.
Also the effectiveness of the quantum inspired algorithms were judged and presented
depending upon the computed value of optimal fitness, mean fitness value, standard
deviation of the fitness, standard error of the fitness and more over the computed
p—value from the statistical superiority test ¢ — test. Finally, Friedman test were per-
formed to identify the superior technique between the quantum inspired versions
with their classical version. Moreover, it was seen that the quantum inspired Bat
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algorithm was the best performing procedure among the others. All the computed re-
sults were presented in the previous tables in order to proof the effectiveness of the
quantum inspired methods over their classical counterparts as well as prove the su-
periority of QIBA. So far, only gray level images were used for experimental purpose
and the proposed techniques were developed to satisfy only one objective at a time.

Currently authors are involved to explore the realm of quantum computing to
resolve the concerned multi objective optimization problems effectively and effi-
ciently within a smaller time frame and also trying to take care of the true colour
images for this direction of the research.
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6 Conclusion

Machine learning is a branch of Artificial intelligence, which tries to develop techni-
ques that have ability to learn from experiences. These experiences are articulated as
data generated from underlying models. The goal of any machine learning technique
is to abstract the underlying model reliably for specific tasks like prediction and deci-
sion making. Enticed by the versatility of quantum mechanics, scientists have em-
barked on evolving machine learning algorithms based on the principles of quantum
mechanics. As a result, different incarnations of the classical machine learning algo-
rithms have come up enveloped within the quantum computing mechanisms. This
book intends to throw a light on some of the recent advancements in this direction.

The book first introduces to the readers the basics of quantum machine learn-
ing with reference to the well-known quantum algorithms in the form of Grover’s
search algorithm [1], quantum reinforcement learning [2-6] and quantum annealing
[7, 8]. A bird’s eye view on the evolution of quantum neural networks [9-17] is also
presented. The information processing capabilities of quantum algorithms depends
on the quantum implementation of machine learning algorithms involving nonlin-
ear functions operating on information represented topographically, as is common
in neural cortex. Several approaches to quantum computation for machine learning
by means of topographic representation have been proposed. These approaches
show ways to construct unitary operators, implementable on quantum computers,
that implement arbitrary (including nonlinear) functions via computational maps.

Optimization problems are ubiquitous in machine learning and other domains
like engineering and a number of specialized techniques for efficiently solving spe-
cific problems have been developed. A novel quantum optimization algorithm
based on Adiabatic Quantum Computation through local evolution and inspired by
the ideas from Grover’s Search algorithm [1] can be evolved for finding minimum
and employed in solving unconstrained optimization problems.

As a transition from the classical paradigm to quantum paradigm, several re-
searchers are involved in developing quantum inspired algorithms to bridge the gap
between the two paradigms. Notable among them include the quantum inspired
metaheuristic algorithms capable of delivering outputs in real time. Different incarna-
tions of the quantum inspired metaheuristic algorithms have come up, thanks to the
relentless efforts on the part of the scientists. These algorithms are efficient enough
to obtain stable outputs by emulating the quantum mechanical principles on classi-
cal computers. In most of the cases, it is found that the quantum inspired versions of
the metaheuristic algorithms outperform their classical counterparts.

Although most of the quantum machine learning algorithms are based on the
bilevel qubits, of late, much work is being carried out using multilevel quantum
systems (using qutrits or qudits), which promise more efficiency.

https://doi.org/10.1515/9783110670707-006

printed on 2/9/2023 5:01 AMvia . All use subject to https://ww. ebsco.conlterns-of-use


https://doi.org/10.1515/9783110670707-006

116 = Siddhartha Bhattacharyya

References

(1]

[2]

(3]
[4]

5]

(6]

(7]

(8]

9

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

Lavor, C., Manssur, L.R.U., & Portugal, R. Grover’s Algorithm: Quantum Database Search.
arXiv:quant-ph/0301079.

Beom, H. R., & Cho, H. S. A sensor-based navigation for a mobile robot using fuzzy logic
and reinforcement learning. IEEE Transactions on Systems, Man, and Cybernetics. 1995, 25
(3), 464-477.

Connolly, C. I. Harmonic functions and collision probabilities. The International Journal

of Robotics Research. 1997,16(4), 497-507.

Smart, W. D., & Kaelbling, L. P. Effective reinforcement learning for mobile robots.
Proceedings — IEEE International Conference on Robotics and Automation. 2002, 3404-3410.
Kondo, T., & and Ito, K. A reinforcement learning with evolutionary state recruitment strategy
for autonomous mobile robots control. Robotics and Autonomous Systems. 2004, 46(2),
111-124.

Tzafestas, S. G., & Rigatos, G. G. Fuzzy reinforcement learning control for compliance tasks
of robotic manipulators. IEEE Transactions on Systems, Man, and Cybernetics. 2002, 32(1),
107-113.

Matsuda, Y., Nishimori, H. & Katzgraber, H. G. Ground-state statistics from annealing
algorithms: Quantum vs classical approaches. 2009. arXiv:0808.0365.

Santoro, G. E., Martonak, R., Tosatti, E. & Car, R. Theory of quantum annealing of an Ising
spin glass. Science. 2002, 295(5564),2427-2430.

da Silva, A. )., Ludermir, T. B., & de Oliveira, W. R. Quantum perceptron over a field

and neural network architecture selection in a quantum computer. Neural Networks.

2016, 76, 55-64.

Panella, M., & Martinelli, G. Neural networks with quantum architecture and quantum
learning. International Journal of Circuit Theory and Applications. 2011, 39, 61-77.

Kak, S. On quantum neural computing. Advances in Imaging and Electron Physics. 1995,

94, 259.

Chrisley, R. Quantum Learning. New directions in cognitive science: Proceedings of the
international symposium, Saariselka, 4-9 August 1995, Lapland, Finland. Pylkkdanen, P. &
Pylkk®d, P. (Eds.). Finnish Association of Artificial Intelligence, Helsinki, 1995, 77-89.
Narayanan, A., & Menneer, T. Quantum artificial neural network architectures and
components. Information Sciences. 2000, 128, 231-255.

Schuld, M., Sinayskiy, I., & Petruccione, F. Simulating a perceptron on a quantum computer.
2014. ArXiv:1412.3635.

Purushothaman, G., & Karayiannis, N. Quantum Neural Networks (QNN’s): Inherently Fuzzy
Feedforward Neural Networks. IEEE Transactions on Neural Networks. 1997, 8(3), 679.
Behrman, E. C., Steck, J. E., Kumar, P., & Walsh, K. A. Quantum Algorithm design using
dynamic learning. Quantum Information and Computation. 2008, 8(1&2), 12-29.

Ventura, D., & Martinez, T. A quantum associative memory based on Grover’s algorithm.
Proceedings of the International Conference on Artificial Neural Networks and Genetics
Algorithms. 1999, 22-27.

EBSCChost - printed on 2/9/2023 5:01 AMvia . All use subject to https://ww.ebsco.conlterns-of-use



EBSCChost -

Index

adiabatic 69, 73, 81, 82, 83

Amplitude 12, 13, 14, 18, 22, 23, 24, 27, 28, 29,
32,35,71,72,77, 95, 98, 106

analog computation 12

Analysis 1, 61, 84, 90, 91, 105-106

ancilla 17

Automatic clustering 90, 91, 110

Bat Algorithm 90, 91, 92-94, 100, 103, 105, 110
Berkeley image 105, 108
brain-inspired computation 11, 12, 35

CCNOT 28, 31, See also Toffoli gate

Chromosomes 91, 92, 97, 98

Classical counterparts 69, 74, 76, 77, 78, 81,
90, 91, 106, 107, 108, 109, 110, 111, 115

Cluster centroids 82, 103, 105

Cluster Validity Index 91, 96-106

CNOT 22

coarse coding 14

Coherence 95

computational map 11, 28, 31, 35, See also
topographic map

Convergence 49, 62, 90, 92, 100, 106

crisp set 22, 27, 28, 35

Crossover 91, 106

CSWAP 34, See also Fredkin gate

DB index 91

Decoherence 95

Deep Learning 2, 12, 68, 69, 82, 84
demultiplexer 34

Dirac delta 14, 15, 16

Dirac notation 69, 70

Diversity 92, 100

Echolocation 92
Entangled 22, 29, 32, 47,72-73, 98
Evolutionary 91

field computation 13

Fitness 90, 91, 93, 96, 97, 98, 101, 103,
106, 110

Fredkin gate 34, See also CSWAP

Frequency 92

Friedman test 91, 108, 109, 110

https://doi.org/10.1515/9783110670707-007

printed on 2/9/2023 5:01 AMvia .

Fuzzy clustering 90
fuzzy set 28,36

Gates 22, 29, 31, 33, 34, 35, 36, 70, 95
Generations 12, 92, 97, 98, 106

Genetic Algorithm 90, 91-92, 98, 105, 110
graph kernel 14, 16

Grover iteration 22

Grover’s algorithm 22

Grover’s search 69, 74,78, 81, 83

Hadamard gate 71, 83
Hamiltonian 73, 76, 81, 82, 83
Heterogeneous 89

HHL algorithm 74, 76

Hilbert space 13, 15, 69, 70, 72, 77
Hilbert-Schmidt linear operator 14
Homogeneous 89

Image dataset 91, 97, 105, 106, 110
Intensity 98, 101

K-Means 78

least square SVM 78, 79
Loudness 92, 93, 101, 103

Machine learning 39

Mean 91, 106, 107

Meta-heuristic 90, 91, 92, 110

Methods 49, 50, 52, 53, 90, 91, 106, 109, 111
Mutation 91, 98, 106

Nature inspired 90, 91, 92

neural network, See also quantum neural
network, spiking neural network

Normalized 19, 20, 21, 35, 75, 79, 99, 101

Optimal number 105, 106, 109, 110

Pauli 71

Population 14, 90, 91, 92, 93, 97, 98, 100, 101,
102, 103, 105, 106

precision 15, 27

preimage 18

preimage multiplicity 20

Al use subject to https://ww.ebsco.conlterns-of-use


https://doi.org/10.1515/9783110670707-007

EBSCChost -

printed on 2/9/2023 5:01 AMvia .

118 = Index

Prey 92, 93,101

Principal component analysis 77
Probability 13, 42, 43, 48, 92, 93, 101
Pulses 92,93, 94

Quantum algorithms 74

quantum annealing 78

Quantum Approximate Optimization
Algorithm 45

Quantum Boltzmann Machines 2, 84

quantum computation 28

Quantum computing 3, 4, 5, 6, 11, 14,
41, 45, 54, 68, 69-74, 90, 94-96, 100,
110, 115

Quantum Deep Learning 82

Quantum Generative Adversarial Networks 2

Quantum Gradient Descent Algorithm 2

Quantum inspired 90, 91, 97, 98, 100, 101,
106, 107, 110, 115

quantum machine learning 68, 69, 74, 77, 78,
79, 83, 84

Quantum matrix inversion 77

quantum multiclass support vector machine 79

quantum neural network 12, 35

Quantum NOT gate 98

quantum parallelism 11, 15, See also
superposition

Quantum random access memory 67, 75

quantum register 71

Quantum state 6, 14, 15, 27, 69, 73, 75, 76, 77,
81, 83, 97, 100, 104

Quantum Support Vector Machines 2, 74,
77, 83

Qubit 3, 6, 14, 27, 28, 29, 30, 31, 32, 34, 35,
36, 53, 60, 69, 70, 71,72,74,76,77, 83,
94, 95, 106

Randomly 43,58, 59, 61, 77, 92, 93, 101
reinforcement learning 2, 3, 115

Results 41, 44, 82, 83, 91, 107

Rotation angle 95, 98

Rotation gate 95, 97, 100, 103

Searching 47,52, 91

Selection 40, 41, 43, 91, 97, 102

set 22, 27, 28, 36, See also crisp set,
fuzzy set

Shor algorithm 4

spiking neural network 12

Standard deviation 91, 107, 109, 110

Standard error 91, 109, 110

Statistical 68

superposition 11, 14, 15, 17, 19, 28

supervised learning 68

Support Vector Machines 2

Table 13, 47

Time 41, 43, 45,58

Toffoli gate 28, See also CCNOT

topographic basis map 14, 35

topographic map 11, 14, 28, 31, 35, See also
topographic basis map, topographic qubit
map, See also computational map

topographic qubit map 27, 35

topographic representation 11, 13, See also
topographic map

unsupervised learning 1, 68, 81
vector space 69

wave function 13

Al use subject to https://ww.ebsco.conlterns-of-use



De Gruyter Frontiers in Computational Intelligence

Already published in the series

Volume 5: Machine Learning Applications

S. Bhattacharyya, R. Das, S. Nandy (Eds.)

ISBN 978-3-11-060853-3, e-ISBN (PDF) 978-3-11-061098-7,
e-ISBN (EPUB) 978-3-11-060866-3

Volume 4: Intelligent Decision Support Systems

S. Bhattacharyya, S. Borra, M. Bouhlel, N. Dey (Eds.)
ISBN 978-3-11-061868-6, e-ISBN (PDF) 978-3-11-062110-5,
e-ISBN (EPUB) 978-3-11-061871-6

Volume 3: Big Data Security

I. Banerjee, S. Bhattacharyya, S. Gupta (Eds.)

ISBN 978-3-11-060588-4, e-ISBN (PDF) 978-3-11-060605-8,
e-ISBN (EPUB) 978-3-11-060596-9

Volume 2: Intelligent Multimedia Data Analysis

S. Bhattacharyya, I. Pan, A. Das, S. Gupta (Eds.)

ISBN 978-3-11-055031-3, e-ISBN (PDF) 978-3-11-055207-2,
e-ISBN (EPUB) 978-3-11-055033-7

Volume 1: Machine Learning for Big Data Analysis

S. Bhattacharyya, H. Baumik, A. Mukherjee, S. De (Eds.)
ISBN 978-3-11-055032-0, e-ISBN (PDF) 978-3-11-055143-3,
e-ISBN (EPUB) 978-3-11-055077-1

www.degruyter.com

EBSCChost - printed on 2/9/2023 5:01 AMvia . All use subject to https://ww.ebsco.conlterns-of-use


http://www.degruyter.com

EBSCChost - printed on 2/9/2023 5:01 AMvia . All use subject to https://ww.ebsco.conlterns-of-use



	Contents
	List of Contributors
	Preface
	1. Introduction to quantum machine learning
	2. Topographic representation for quantum machine learning
	3. Quantum optimization for machine learning
	4. From classical to quantum machine learning
	5. Quantum inspired automatic clustering algorithms: A comparative study of Genetic algorithm and Bat algorithm
	6. Conclusion
	Index

